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v

This textbook is a practical guide to the use of small animal imaging in  
preclinical research that will assist in the choice of imaging modality and 
contrast agent and in study design, experimental setup, and data evaluation. 
All established imaging modalities are discussed in detail, with the assistance 
of numerous informative illustrations, and the new edition also includes an 
extended introduction to emerging technologies such as photoacoustic imag-
ing, hyperpolarized imaging, and novel intravital microscopy techniques.

The second edition includes a variety of other novel features: The section 
on “Special Applications” has been expanded to include chapters on meta-
bolic imaging, cell tracking, transplant labeling, and imaging of infectious 
diseases. Additional useful hints are provided on the installation of a small 
animal unit, study planning, animal handling, and the cost-effective perfor-
mance of small animal imaging. Furthermore, since many small animal imag-
ing studies fail owing to inadequate contrast agents, a chapter has been added 
discussing concepts and materials for diagnostic probes in the context of 
pharmacokinetic demands. Finally, cross-calibration methods and data post-
processing are also considered in depth.

While the second edition of this textbook has been updated to encompass 
emerging new imaging modalities, methods, and applications, the focus 
remains on practical basics. It will be an invaluable aid for researchers, stu-
dents, and technicians involved in research into and applications of small 
animal imaging.

Aachen, Germany Fabian Kiessling
Tuebingen, Germany Bernd J. Pichler
Berlin, Germany Peter Hauff
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During the last decade there have been tremendous advances in molecular 
biology and many important regulatory pathways of diseases have been iden-
tified. Along with these, genomics and proteomics are currently being imple-
mented as important tools in the clinical workflow. On the other hand, there 
has been significant progress in non-invasive imaging technologies. Nowadays 
it is possible to scan an entire patient by CT and MRI with high spatial resolu-
tion and with exquisite tissue contrast within seconds or minutes. Contrast 
agents can be applied and their accumulation monitored dynamically to gain 
functional data about tissue vascularisation, perfusion and permeability. 
In addition, imaging modalities that are highly sensitive to administered 
radiolabelled probes like PET and SPECT enable us to elucidate changes in 
metabolism and proliferation as well as in molecular profiles of tissues with 
high sensitivity.

Besides these clinically established methods there are novel promising 
imaging tools and applications which are currently in the stage of develop-
ment. These include, for example, molecular ultrasound, high field MRI as 
well as photoacoustic and optical imaging.

Beyond this, imaging modalities have been developed further to such a 
high degree that they are now able to be applied to very small animals like 
mice and rats for diagnostic purposes. Current dedicated small animal imag-
ing modalities allow the in vivo assessment of morphological structures or 
functional, metabolic and molecular processes in mice and rats as in humans.

Utilizing these tools in the preclinical arena can also significantly improve 
the identification and development of novel diagnostic or therapeutic drugs 
and facilitate the translation of preclinical findings to the clinics and vice 
versa. Important surrogate markers and imaging strategies can be developed 
and tested along with novel therapeutic drugs. Longitudinal data can be 
obtained from the same animal, which means that the animal can serve as its 
own control. In this manner the disease progression or the pharmacological 
effect of a drug can be monitored much more effectively. As a result high 
statistical power can be achieved with a reduced number of animals, which 
lowers costs and recognizes ethical considerations on animal protection.

Non-invasive imaging also has the potential to identify therapeutic drugs 
with limited effectiveness at a very early stage of its development. Therefore 
it can be used as a preclinical screening tool to boost the clinical drug success 
rate of currently one in five to, for example, one in three which would signifi-
cantly lower the development cost for a new drug.

Preface to the First Edition
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Nevertheless, although there is no doubt about the potentially beneficial 
role of small animal imaging in preclinical research it has not been broadly 
established. Many imaging applications have never exceeded the Proof of 
Principle status and are so time consuming that it is not realistic to use them 
in preclinical research routinely. This often goes in line with limited data 
reproducibility. Besides this, in many publications non-invasive imaging acts 
as an appealing embellishment without having evident impact on its scientific 
gist. These current obstacles for the implementation of non-invasive small 
animal imaging are aggravated by failing studies where either a suboptimal 
imaging modality or contrast was chosen or where failures were made in 
statistical study planning and animal handling.

Thus, this book aims to be a guide for all who intend to implement small 
animal imaging in their routine research. It provides concrete hints on how an 
effective small animal unit can be built up, how the personnel should be 
trained, where pitfalls in study planning are and which imaging modalities 
should be used for different purposes. Also, basic problems like the choice of 
the correct anesthesia and its influence on animal physiology as well as tech-
niques of catheterization for drug administration are considered. Finally this 
book specifically serves as a guide for the correct and comprehensive quanti-
fication and interpretation of imaging data.

We very much hope that this book will be of significant value for our read-
ers in their daily work and we wish every success in the exciting and creative 
field of preclinical imaging.

Aachen, Germany Fabian Kiessling
Tuebingen, Germany Bernd J. Pichler
Berlin, Germany Peter Hauff
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1.1  Introduction

Imaging has long been indispensable in clinical 
practice. In vivo imaging of small laboratory 
animals (i.e., mice and rats) is now also firmly 
established as a critical component of preclinical 
and translational biomedical research (Beckman 
et al. 2007; Cherry 2006; Pomper 2001, 2005; 
Kiessling et al. 2011). Small-animal imaging 
provides a noninvasive means of assaying bio-
logical structure and function in vivo, yielding 
quantitative, spatially and temporally indexed 
information on normal and diseased tissues such 
as tumors. Importantly, because of its noninva-
sive nature, imaging allows serial (i.e., longitudi-
nal) assay of rodent models of human cancer and 
cardiovascular, neurological, and other diseases 
over the entire natural history of the disease pro-
cess, from inception to progression, and moni-
toring of the effectiveness of treatment or other 
interventions. With each animal serving as its 
own control, not only is biological variability 
reduced but the number of experimental animals 
required for a particular study is also minimized. 
With the ongoing development of genetically 
engineered (i.e., transgenic and knockout) rodent 
models of cancer and other diseases, such mod-
els are increasingly more realistic in recapitulat-
ing the natural history and clinical sequelae of 
the corresponding human condition, and the 
ability to track these disease models long term is 
therefore invaluable. Importantly, in contrast to 
cell or tissue culture-based experiments, studies 

P. Zanzonico, PhD, DABR 
Memorial Sloan Kettering Cancer Center,  
1275 York Avenue, New York, NY 10021, USA
e-mail: zanzonip@mskcc.org
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in intact animals incorporate all of the interact-
ing physiological factors – neuronal, hormonal, 
nutritional, immunological, etc. – present in the 
complex in vivo milieu. Intact whole-animal 
models also facilitate investigation of systemic 
aspects of disease such as cancer metastasis, 
which are difficult or impossible to replicate in 
ex vivo systems. Further, because many of the 
same imaging modalities – magnetic resonance 
imaging (MRI), computed tomography (CT), 
single-photon  emission computed tomography 
(SPECT), positron emission tomography (PET), 
and ultrasound (US) – used in the clinic are also 
used in the laboratory setting, the findings of 
small-animal imaging are readily translatable to 
patients.

Prior to the inception of “small-animal imag-
ing,” experimental animals were generally 

imaged using clinical instrumentation (during 
off-hours, of course), and many useful studies 
were performed in this way. In many instances, 
however, the performance of clinical imaging 
devices is inadequate – most notably, the spatial 
resolution is prohibitively coarse – for scientifi-
cally useful imaging of tumors and organs in 
mice and rats (Fig. 1.1). The need for better spa-
tial resolution, the development of dedicated 
small-animal imaging instruments, and of cen-
tralized facilities to house these instruments, has 
also been motivated by a number of practical 
considerations. First, by incorporating invasive 
and often clinically impractical corroborative 
assays (e.g., interstitial probe measurements, his-
tology, immunohistochemistry, etc.) into small- 
animal imaging studies, new and/or existing 
clinical imaging paradigms can be clarified, vali-

a b

Tumor
xenografts

Tumor
allografts

Viable rim

Necrotic core

=

+

c

Fig. 1.1 Comparative PET images of tumor-bearing 
mice acquired with a clinical and a small-animal PET 
scanner (Zanzonico 2011). (a) A photograph (not to scale) 
showing the orientation of the animals in the PET images. 
(b) A coronal PET image of a mouse with a Lewis Y 
antigen- expressing HCT15 human colorectal carcinoma 
xenograft in each of its two hind limbs. The image was 
acquired at ~2 days postinjection of an yttrium-86 
(86Y)-labeled humanized anti-Lewis Y antibody, hu3S193, 
using a clinical PET scanner, the GE Advance™ (General 
Electric Medical Systems), with a full-width half-maxi-
mum (FWHM) spatial resolution of 6 mm and volume 
resolution of 216 mm3. (c) A coronal PET image with an 
FSA II murine fibrosarcoma allograft in the right hind 
limb. The images was acquired at ~1 h postinjection of 
18F-FDG using a dedicated rodent PET scanner, the R4 
microPET (Concorde Microsystems), with a FWHM spa-

tial resolution of 2.2 mm and volume resolution of 
10.6 mm3. All three tumors were comparable in size 
(1–1.5 cm in the largest dimension). Although the image 
acquired on the clinical scanner (b) clearly demonstrates 
high-contrast uptake of the radiotracer by the two tumors, 
it does not show any heterogeneity of uptake within the 
tumors. If any such heterogeneity is present, any parame-
ter derived from the measured uptake will reflect some 
ill-defined value of any such parameter averaged over the 
entire tumor. In contrast, the image acquired on the small-
animal scanner (c) distinguishes the differential uptake of 
FDG between biologically distinct cell subpopulations 
within the tumor, namely, high uptake in a viable rim and 
much lower uptake in a largely necrotic core. For any 
parameters derived from the tracer uptakes in (c), there-
fore, distinct, and more meaningful, parameter values can 
be derived for the viable rim and for the necrotic core

P. Zanzonico



5

dated, and/or improved in the laboratory and then 
translated back to the clinic. Second, biosecurity 
(i.e., protection from transmission of infectious 
and other diseases among experimental animals 
and between animals and humans) of immunode-
ficient and other genetically engineered animal 
models requires that such animals remain within 
a “clean” barrier facility and are not, for example, 
transported out of such a facility to a clinical 
imaging area and then back to the facility. Third, 
in certain institutions and jurisdictions, 
experimental animals are prohibited by regula-
tion from entry into clinical areas. Fourth, the 
limited and, at times, unpredictable availability 
(i.e., at night, overnight, and/or on weekends and 
holidays) of clinical imaging instrumentation 
makes it very difficult to plan and perform exper-
iments, especially experiments involving large 
numbers of animals, multiple imaging sessions, 
and/or time- sensitive imaging studies.

Imaging-based experimentation in small- 
animal models is now an established and widely 
used approach in basic and translational biomedi-
cal research and will no doubt remain an impor-
tant component of such research. Several 
areas – drug development, treatment monitoring, 
and novel therapeutic strategies such as adoptive 
immunotherapy and gene therapy – are particu-
larly productive in the application of small- 
animal imaging. In drug development, 
imaging-based assays are particularly amenable 
to quantitative characterization of pharmacoki-
netics and pharmacodynamics of new therapeu-
tics and may accelerate the drug discovery 
process. Transgenic and knockout mouse models 
of human disease may be used for identification 
and validation of “drug-able” molecular targets. 
Clinically translatable imaging paradigms devel-
oped and validated in animal models may also 
provide earlier and more clinically meaningful 
assays of therapeutic response, enabling clini-
cians to rapidly distinguish “responders” from 
“nonresponders” and promptly switch patients 
from ineffective to potentially more effective 
therapies, thereby avoiding unnecessary toxici-
ties, expense, and loss of time.

The clinically translatable, noninvasive, and 
quantitative nature of small-animal imaging makes 
it an invaluable component of modern biomedical 

research. And the availability of dedicated small-
animal imaging devices and facilities has resulted 
in wider and more scientifically useful application 
of imaging in preclinical experimentation.

1.2  Imaging Modalities

Historically, imaging modalities have often 
been divided into two general categories, 
structural (or anatomical) and functional (or 
physiological). Anatomical modalities, depict-
ing primarily morphology with excellent spatial 
resolution, include x-rays (plain radiography), 
MRI, CT, and US. Functional modalities, depict-
ing primarily information related to underlying 
metabolism and biochemistry, include MRSI 
and functional magnetic resonance imaging 
(fMRI), (planar) scintigraphy, SPECT, PET, 
and, now, optical (bioluminescence and fluo-
rescence) imaging. This traditional distinction 
between anatomical and functional imaging 
modalities is, however, increasingly arbitrary 
and inaccurate, as dynamic and/or static MRI, 
CT, and US imaging may be performed follow-
ing administration of a blood- flow or molecu-
larly targeted contrast agent and functional 
images derived. The functional modalities 
form the basis of the rapidly advancing field 
of “molecular imaging,” defined as the direct 
or indirect noninvasive monitoring and record-
ing of the spatial and temporal distribution of 
in vivo molecular, genetic, and/or cellular pro-
cesses for biochemical, biological, diagnostic, 
or therapeutic applications (Mankoff 2007). In 
addition to the foregoing “established” imaging 
modalities, new modalities, primarily based on 
optical signaling, are emerging.

1.2.1  Established Modalities

The general relationship between molecular sensi-
tivity and spatial resolution for the various imaging 
modalities is summarized graphically in Fig. 1.2 
(Tichauer et al. 2015) and discussed below. 
“Reverse translation” of clinical imaging modali-
ties to small-animal research requires substantial 
improvement in performance (most notably, spatial 
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resolution) of the respective modalities and has 
involved reengineering of many aspects of their 
imaging hardware, firmware, and software, as dis-
cussed below and summarized in Table 1.1 
(Beckman et al. 2007; Cherry 2006; Pomper 2001, 
2005). The capabilities and limitations of the 
respective modalities are briefly discussed as well. 
The reader is referred to the respective modality-
specific chapters in  references (Bushberg et al. 
2012; Cherry et al. 2015) for further details.

Magnetic resonance imaging (MRI) Combining 
high-strength magnetic fields with non-ionizing 
radiofrequency (RF) radiation, MRI exploits 
atomic nuclei with odd numbers of nucleons and 
thus net magnetic moments (or spins). Briefly, a 

subject is placed in a uniform, high-field-strength 
magnetic field, causing a small excess of such 
nuclei (most commonly hydrogen-1 nuclei in 
water molecules) to align their nuclear spins with 
the magnetic field and thereby produce a net 
magnetization vector parallel to the field (i.e., in 
the z direction). At that point, there is no net mag-
netization in the xy plane, that is, perpendicular to 
the direction z of the magnetic field. A brief RF 
pulse at the Larmor resonance frequency (typi-
cally in the MHz frequency range), determined 
by the intrinsic gyromagnetic ratio of the nucleus 
of interest and the strength of the magnetic field, 
is applied which “flips” the nuclear spins and 
thus the net magnetization vector from their 
lower-energy configuration parallel to the mag-
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Fig. 1.2 Relationship between 
molecular sensitivity (i.e., the 
lowest concentration of an 
imaging probe/contrast agent 
that can be accurately 
detected) and spatial resolution 
for in vivo imaging modalities 
(Tichauer et al. 2015)

Table 1.1 Comparative spatial resolution of clinical and preclinical imaging modalities and associated design 
refinements

Modality

Spatial resolution (mm)

Clinical-to-preclinical design refinement(s)Clinical Preclinical

MRI ~1 mm ≤100 μm Higher-field-strength magnets, improved gradient fields and coils
MRSI ~1 cm ~2 mm "
PET ~5 mm 1–2 mm Reduced detector-element size, smaller-diameter detector rings
SPECT ~1 cm 0.5–2 mm Pinhole collimation (and resulting magnification)
CT 1–2 mm ≤100 μm Higher x-ray flux, smaller focal spot, and higher magnification
US 1–2 mm ≤100 μm Higher-frequency scan heads
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netic field to a higher-energy configuration at 
some angle other than parallel to the direction z 
of magnetic field; this angle is known as the “flip 
angle” and depends on the duration and ampli-
tude of the excitation RF pulse. The resulting net 
magnetization vector can be resolved into com-
ponents antiparallel and perpendicular to the 
magnetic field (i.e., along the z axis and in the xy 
plane, respectively); one can therefore picture the 
net magnetization vector as precessing about the 
z direction. Immediately following this excitation 
pulse, the nuclear spins will begin to revert back 
to their lower-energy, preexcitation state in a 
time-dependent manner, emitting RF radiation in 
the process; the RF energy thus emitted is the 
imaging signal. The component in the z direction 
(i.e., parallel to the magnetic field) will increase 
until the magnetization vector has recovered to 
its maximum value parallel to the applied mag-
netic field. The time required for the magnetiza-
tion vector to recover to 0.63 (=1 – 1/e) of this 
maximum value is the T1, or spin–lattice, relax-
ation time. At the same time, the nuclear spins 
comprising the component of the magnetization 
vector in the xy plane, originally “in phase” (i.e., 
rotating synchronously about the z axis), gradu-
ally become de-phased, eventually pointing in 
random directions in the xy plane and thus can-
celing each other out. The time for this free- 
induction- decay signal (i.e., the xy plane signal) 
to decrease to 0.37 (=1/e) of its maximum value 
is called the T2, or spin–spin, relaxation time. T1 
relaxation times are typically in the range of tens 
of milliseconds and T2 relaxation times in the 
range of hundreds of milliseconds. The RF exci-
tation pulse sequences can be designed to empha-
size the signal from either the z-direction or the 
xy-direction magnetization vector, producing 
either T1-weighted or T2-weighted images, 
respectively. T1- versus T2-images can differ 
widely in appearance and thus accentuate differ-
ent magnetic properties of tissues.

Spatial indexing of the MR signal and thus the 
creation of images is accomplished with a set of 
gradient magnets which apply a linearly varying 
magnetic field across the subject in the x, y, and z 
directions. These gradient fields are superimposed 
on the main magnetic field and, together, yield a 

position-dependent net magnetic field and thus a 
position-dependent Larmor frequency across the 
subject. The position dependence of the Larmor 
frequency thus yields a three- dimensional array 
of spatially localized MR signals which ulti-
mately comprise the MR image set.

The net magnetic fields in tissue at the micro-
scopic level depend on the local molecular envi-
ronment as well as the applied magnetic field, 
yielding the remarkable tissue contrast (including 
that among soft tissues such as tumors and vis-
ceral organs) uniquely characteristic of 
MRI. Another notable feature of MRI is its excel-
lent spatial resolution (expressed, for example, as 
the full-width half-maximum (FWHM) of the 
line or point spread function), typically well 
under 100 μm in small-animal systems. Magnetic 
field strengths typically are no greater than 3 tesla 
(T) in clinical MRI systems, but may exceed 10 T 
in preclinical systems. Only a very small excess 
of nuclear spins are actually aligned with the 
applied magnetic field, depending on the field 
strength (e.g., 3 per million protons at 1 T). 
Higher-field strengths yield a greater number of 
nuclear aligned with the field and thus an 
improved signal-to-noise ratio (SNR). Resolution 
can be further improved by utilizing specialized 
coils which can be placed closer to a structure of 
interest (e.g., around or on a tumor) than a 
“whole-body” coil but with a considerably 
smaller field of view. Of course, MRI systems are 
expensive (typically over $1 million) and higher- 
field- strength systems (beyond ~1 T) require 
superconducting magnets and thus cryogens such 
as liquid helium as well as magnetically shielded 
rooms to house the magnet. Loss of the cryogen 
and thus of superconductivity of such a magnet 
(a process known as “quenching”) is catastrophic. 
Permanent magnet-based systems do not engen-
der any such risk, but are limited to field strengths 
no greater than ~1 T.

Administration of paramagnetic materials 
such as gadolinium-based agents can signifi-
cantly enhance contrast, and the resulting tempo-
rally varying contrast enhancement in 
combination with dynamic imaging and 
 mathematical modeling can be used to derive 
various indices of tissue perfusion.
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Computed tomography (CT) Computed tomog-
raphy (CT) is a radiographic imaging modality 
which yields three-dimensional “maps” of the 
relative attenuation of x-rays by different tissues. 

CT images are commonly parameterized in terms 

of Hounsfield units (HUs), defined as 1,000 
m m
m
- water

water

, where μ and μwater are the linear 

attenuation coefficients of the tissue and of water, 
respectively. On the HU scale, water has a value 
of 0, air −1,000, and (compact) bone nearly 1,000. 
The HU values for most soft tissues are in a nar-
row range of −100 to 100; the differential attenu-
ation among soft tissues is thus so limited that it is 
difficult to impossible to distinguish different soft 
tissues (at least without administration of radio-
graphic contrast agents (see below)). In small-
animal CT scanners, the x-rays emanate as a cone 
beam from the x-ray tube focal spot, pass through 
the subject, and strike an opposed, large- area 
solid-state radiation detector; the transmission 
image thus acquired is called a “projection 
image.” (Cone beam geometries are suboptimal 
for clinical imaging because of the abundant scat-
ter they produce for subjects as large as patients; 
for mice, however, scatter is far less abundant and 
far less problematic.) The entire assembly then 
rotates a small angular increment (of the order of 
1–2°) about the longitudinal axis of the subject, 
and another projection image is acquired. The 
complete set of transmission images acquired 
around the subject is mathematically recon-
structed to yield a set of contiguous transverse 
images with excellent spatial resolution (of the 
order of 100 μm or better); these images can be 
re-sorted to yield coronal and sagittal images as 
well.

The x-ray stopping power of a medium such 
as tissue is determined by its electron density 
(i.e. the number of electrons per cubic centime-
ter); this, in turn, is determined by the effective 
atomic number and the mass density of the 
medium. As a result, bone (with a relatively high 
effective atomic number and electron density due 
to its calcium content), the lung (with a low mass 
density and electron density due to its air con-
tent), and soft tissue can be readily distinguished 

from one another on CT scans. Different soft tis-
sues, however, are difficult to impossible to 
resolve, as noted. In clinical CT scanning, there-
fore, intravenously administered iodinated con-
trast agents are often used to temporarily increase 
the electron density of different tissues, with the 
resulting radiographic enhancement of different 
tissues related to their differential blood (and 
therefore contrast agent) content. However, clini-
cal contrast agents are water soluble and thus 
very rapidly excreted through the kidneys, so that 
the contrast enhancement is very short lived. 
Unlike state-of-the-art “spiral” (or “helical”) 
scanners used clinically, in which a complete 
study can be acquired in a matter of seconds, 
small-animal CT studies take at least several 
minutes to acquire the complete set of projection 
images. As a result, conventional radiographic 
contrast agents are not suitable for small-animal 
scanners because of their rapid clearance from 
blood, and alternatives such as iodinated or metal 
(e.g., gold)-impregnated nanoparticles or 
pegylated chylomicron particles have been devel-
oped for such devices (Au et al. 2013; Li et al. 
2014). These agents persist in the circulation for 
many minutes to hours and thus are compatible 
with the long acquisition times for typical small-
animal CT scanners.

It should be noted that the radiation doses to 
experimental animals resulting from radiological 
studies (i.e., PET and SPECT as well as CT) are 
considerable, up to ~10 cGy – one to two orders 
of magnitude higher than those encountered in 
the corresponding clinical studies. Cumulative 
absorbed doses from serial imaging of a given 
animal may thus approach 100 cGy, comparable 
to single-fraction doses used in external-beam 
radiation therapy. Investigators should be aware 
of the magnitude of such doses encountered in 
small-animal PET, SPECT, and CT studies and 
potential radiogenic perturbation of their experi-
mental system.
Ultrasound (US) US imaging is based on the 
generation of high-frequency sound waves by 
piezoelectric crystals, their propagation through 
tissue, and their differential reflection versus 
transmission at interfaces between tissues having 
different acoustical properties (more  specifically, 
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different acoustic impedances). The reflected 
sound waves, or echoes, are detected by the 
same transducer (or “scan head”) which pro-
duces the sound waves. In order to avoid artifac-
tual echoes created by the air between the 
surface of the scan head and the animal’s skin, 
any fur must be thoroughly removed to elimi-
nate entrapped air and acoustical gel layered on 
the animal’s skin and into which the scan head is 
immersed; acoustical gel is, of course, used in 
clinical US as well. The depth of the echogenic 
tissue interface is determined by the time inter-
val between the initial generation of the sound 
wave and the detection of the returning echo. In 
the conventional imaging mode (i.e., the B, or 
brightness, mode), US is essentially a two-
dimensional (2D) modality, yielding a depth-
wise image in the plane of the transducer. By 
translating the transducer while imaging, three-
dimensional (3D), or volumetric, images can be 
created. While clinical systems typically oper-
ate in the 3- to 15-MHz frequency range, small-
animal US systems operate in the 25- to 75-MHz 
range, with lower frequencies generally used for 
rats and the higher frequencies for mice. The 
spatial resolution of US, which is inversely 
related to the frequency, is excellent – of the 
order of 50 μm or better. However, to a consid-
erably greater extent than MRI, CT, PET, and 
SPECT, US is limited by depth of penetration, 
ranging from ~3 cm at the higher frequencies to 
~1 cm at the lower frequencies in the 25- to 
75-MHz range; this is compounded by the fact 
that the reflected sound waves, which create the 
US image, must travel through an equal thick-
ness of overlying tissue as the emitted sound 
waves to return to the scan head. Contrast agents 
in the form of intravenously injected microbub-
bles can be used to image the vasculature; the 
echogenic bubbles remain trapped in the circu-
lation until a higher-power US pulse is used to 
burst the bubbles. Dynamic imaging performed 
while the bubbles are injected can yield “maps” 
of relative perfusion among tissues. Moreover, 
microbubbles can be affinity-labeled for molec-
ular imaging by surface conjugation of molecu-
larly targeted moieties such as antibodies 
(e.g., anti-vascular endothelial growth factor 

receptor (VEGFR) antibody). US is unique in 
that it is the only real-time imaging modality, 
capturing images at rates of up to 1,000 frames 
per second. In addition to contrast (i.e., 
microbubble)-enhanced dynamic imaging of 
perfusion, cardiac motion can be imaged (a 
technique known as “echocardiography”) with 
uniquely high temporal resolution and func-
tional parameters such as the left ventricular 
ejection fraction derived. US systems are porta-
ble and relatively inexpensive and do not require 
any specialized infrastructure. Potentially con-
founding biological effects of ionizing radiation 
are avoided as well. US imaging is often per-
ceived as requiring considerable experience and 
skill (in terms of positioning and orienting the 
scan head with respect to the relevant anatomy 
and real-time recognition of the anatomy).
Radionuclide imaging: single-photon emission 
computed tomography (SPECT) and positron 
emission tomography (PET) Radionuclide 
imaging, including SPECT and PET, utilizes 
unsealed sources of radioactivity administered, 
almost always systemically and usually intrave-
nously, in the form of radiotracers (in a clinical 
setting, also known as radiopharmaceuticals). 
Diagnostic radionuclide imaging of patients is 
part of the clinical specialty known as nuclear 
medicine. Radionuclide imaging in general and 
SPECT and PET in particular offer a number of 
important advantages. First, the specific activity 
(i.e., activity per unit mass) of radiopharmaceuti-
cals and the detection sensitivity of radionuclide- 
imaging instruments are sufficiently high in that 
administered activities needed for imaging cor-
respond to non-pharmacologic, non-perturbing 
mass doses (typically in the sub-nmol range). 
This is in contrast to CT and MRI, for example, 
where the mass doses of various contrast agents 
are far higher – typically in the μmol to mmol 
range – and thus may perturb the subject under 
study. (See Fig. 1.1.) Second, radionuclide 
images are quantitative or at least semiquantita-
tive, meaning that image “intensity” (i.e., counts) 
reflects the radiotracer-derived activity 
 concentration. For PET, images are routinely 
absolutely quantitative and may be  parameterized, 
for example, in terms of activity concentration. 
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For other imaging modalities, the relationship 
between the contrast agent or other analyte con-
centrations and image intensities is typically not 
as direct. Third, a large number and variety of 
molecularly targeted and/or pathway-targeted 
radiotracers (such as metabolites and metabolite 
analogs, neurotransmitters, drugs, receptor-bind-
ing ligands, antibodies and other immune con-
structs, etc.) have been and continue to be 
developed for increasingly specific characteriza-
tion of in situ biology. Radionuclide imaging is 
not without its drawbacks, however. These 
include relatively coarse spatial resolution (see 
below), about an order of magnitude poorer than 
the spatial resolution of CT and MRI. Further, 
radionuclide imaging is, of course, a radiation-
based modality and thus delivers low but non-
negligible radiation doses.

The basic paradigm of both SPECT and PET 
imaging includes acquisition of projection 
images from multiple angles at 1–3° angular 
increments around the subject, correction of the 
acquired data for nonuniform response of the 
imaging system, and mathematical reconstruc-
tion of transverse-section images. The resulting 
transverse images are essentially contiguous, 
with no intersection gaps. Therefore, the recon-
structed three-dimensional array of volume ele-
ments, or voxels, may be rearranged at any angle 
relative to the longitudinal axis of the subject 
and thus yield coronal, sagittal, or oblique as 
well as transverse images. The principal advan-
tage of tomography lies in its improved image 
contrast and greater quantitative accuracy: by 
eliminating the count contribution from activi-
ties in tissues above and below the section of 
interest, the target (e.g., tumor)-to-background 
ratio and the accuracy of image-derived activity 
concentrations improve. Another important 
advantage of emission tomography is the ability 
to visualize the three-dimensional distribution of 
activity in situ, that is, to ascertain the depths of 
foci of activity.

Developed in the late 1950s by Hal Anger, the 
gamma-camera, also known as the scintillation or 
Anger camera, has long been the predominant 
imaging device for SPECT and for single- photon 
(gamma- and x-ray) imaging in general. Gamma- 

camera scintillation crystals, almost universally, 
are composed of thallium-doped sodium iodide 
(NaI(Tl)), with thicknesses of the order of 1 cm; 
such a crystal stops ~95 % of the 140-kev gamma- 
rays emitted by technetium-99 m, the most com-
monly used non-PET radionuclide. In 
small-animal systems, multiple opposed crystals 
(e.g., two pairs of opposed crystals) are used, 
typically square in shape with areas of 
~10×10 cm. The gamma-camera collimator, 
comprised of a lead plate with holes (apertures) 
through which the radiations must pass to reach 
the crystal, “directionalizes” the incoming radia-
tion: any radiation traveling at an oblique angle to 
the axes of the apertures will strike the inter- 
aperture lead walls (septa) and not reach the crys-
tal, thereby allowing only radiation traveling 
parallel or nearly parallel to aperture axes to 
reach the crystal and contribute counts to the 
resulting image. In clinical systems, so-called 
parallel-hole collimators, in which the apertures 
and septa are parallel to one another, are used 
almost exclusively. For preclinical systems, how-
ever, multi-aperture pinhole apertures angled 
with respect to one another are now used, com-
bining the magnification effect, and improved 
resolution, of pinhole collimation with the greater 
sensitivity afforded by multiple apertures as well 
as multiple detectors; such preclinical systems 
can achieve a spatial resolution of ~1 mm or bet-
ter. In such systems, the animal-to-aperture and 
aperture-to-crystal distances are of the order of 
1 cm and 10 cm, respectively, yielding a magnifi-
cent factor of ~10. Combined with a crystal, or 
intrinsic, resolution of ~10 mm or better, a system 

spatial resolution of ~1 mm (= 
10

10

mm
) or better 

is obtained. In small-animal SPECT, adminis-
tered activities are typically of the order of 
10 MBq.

Once the incident radiation passes through 
the collimator aperture, it strikes and may pro-
duce a scintillation (or light “flash”) within the 
crystal. The resulting light signal is distributed 
among a two-dimensional array of photomulti-
plier tubes (PMTs) backing the crystal; a PMT is 
essentially a vacuum tube which converts the 
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light signal to an electronic signal, which is then 
amplified by virtue of an ~1,000-V high voltage. 
The light intensity reaching each PMT varies 
inversely with the distance between the scintilla-
tion and the respective PMT: the farther the 
PMT is from the scintillation, the less light it 
receives and the smaller its output pulse. This 
inverse relationship is the basis of the Anger 
position logic circuitry for determining the pre-
cise position of a scintillation within the crystal. 
In the older gamma- cameras, the x and y coordi-
nates were calculated by analog circuitry, that is, 
using matrices of resistors. In current system, 
this is done by digitizing the output signal from 
each PMT and using digital electronics. For 
SPECT, the gamma- camera assembly actually 
rotates around the subject to acquire projection 
images, each typically taking 20–30 s. Because 
of the total length of time (20–30 min) thus 
required for such a study, dynamic SPECT 
imaging remains largely impractical at the cur-
rent time. Gamma-camera collimators are inter-
changeable, however, and one may choose to 
use parallel-hole collimation for either dynamic 
or static planar imaging (including planar imag-
ing of multiple animals simultaneously). Of 
course, one sacrifices the resolution-enhancing 
magnification effect of pinhole collimation, with 
overall spatial resolution of no better than 
~10 mm. With planar imaging, one also sacri-
fices the visualization of the three- dimensional 
distribution of activity.

PET is based on the annihilation coincidence 
detection (ACD) of the two colinear (approxi-
mately 180° apart) 511-keV γ-rays resulting 
from the mutual annihilation of a positron and 
an electron (Zanzonico 2004, 2012; Zanzonico 
and Heller 2007). Positrons are emitted by 
radionuclides having an unstably high proton-
to-neutron ratio, typically traveling only a very 
short distance (~1 mm or less) in tissue or other 
media before undergoing annihilation. When 
both photons from an annihilation event interact 
simultaneously (actually, within ~10 ns) with 
two detectors connected to a coincidence cir-
cuit, the circuit is triggered and a coincidence 
event generated. In PET, the direction from 
which an event originated is thus defined 

 electronically, and an important advantage of 
ACD is that absorptive collimation (as is used in 
gamma cameras) is not required. As a result, the 
sensitivity of PET – up to ~10 % for small-ani-
mal scanners – is two to three orders of magni-
tude higher than that of SPECT. Clinical PET 
scanners typically span a distance of 15–20 cm 
in the patient’s longitudinal direction. Thus, a 
whole-body PET scan will require data acquisi-
tion at six to seven discrete bed positions and 
subsequent merging, or “knitting,” of the dis-
crete images into a whole-body image. In pre-
clinical systems, the longitudinal field of field is 
typically of the order of 10–20 cm, large enough 
for a whole mouse to be imaged at a single bed 
position. In contrast to SPECT, the detector 
assembly does not rotate (as described below) 
and projection data completely around the 
 subject are simultaneously acquired. Dynamic 
PET imaging is therefore practical. The spatial 
resolution of preclinical PET scanners is typi-
cally 1–2 mm and administered activities of 
~5 MBq or less are commonly used.

Modern PET scanners generally employ a 
series of rings of discrete, small-area detec-
tors (i.e., scored block detectors or individual, 
or pixilated, crystals) encircling the subject. 
The scintillation detector materials most widely 
used in PET are: bismuth germanate (BGO, 
Bi4Ge3O12), cerium-doped gadolinium oxyortho-
silicate (GSO(Ce) or GSO, Gd2SiO5:Ce), cerium-
doped lutetium oxyorthosilicate (LSO(Ce) or 
LSO, Lu2SiO5:Ce), and cerium-doped lutetium–
yttrium oxyorthosilicate (LYSO(Ce) or LYSO, 
Lu2YSiO5:Ce). LSO and LYSO have emerged 
as the detectors of choice for PET. BGO, GSO, 
LSO, and LYSO have higher effective atomic 
numbers and mass densities than NaI(Tl) and 
thus higher stopping powers for 511-keV anni-
hilation gamma-rays. While the stopping power 
and resulting detection sensitivity of NaI(Tl) are 
sufficient for the lower-energy x- and gamma- 
rays (~70 to ~360 keV) emitted by commonly 
used single-photon emitters such as technetium-
 99 m, indium-11 thallium-201, and iodine-131, 
NaI(Tl) really has inadequate stopping power 
and therefore sensitivity for 511-keV annihila-
tion gamma-rays.
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Optical imaging Despite the very limited pene-
trability of optical and near-infrared (NIR) light 
in tissue, specialized technologies have led to 
widespread and very productive use of light – 
both bioluminescence and fluorescence – for 
in vivo imaging of rodents (Contag et al. 1998; 
Ntziachristos et al. 2005) and, to a much more 
limited extent to date, of human subjects; for the 
latter, this has been restricted to fluorescence 
imaging in an endoscopic or intraoperative set-
ting (Taruttis and Ntziachristos 2012). For opti-
cal imaging, animals are placed in a light-tight 
imaging enclosure and the emitted optical or 
NIR signal is imaged by a cryo-cooled charge-
coupled detector (CCD) (Fig. 1.3). In biolumi-
nescence imaging, cells (e.g., tumor cells) which 
are to be localized or tracked in vivo must first be 
genetically transduced ex vivo to express a so-
called reporter gene, most commonly, a lucifer-
ase gene. After the cells have been implanted, 
infused, or otherwise administered to the experi-
mental animal, the luciferase substrate (d-lucif-
erin in the case of firefly luciferase) is 

systemically administered. Wherever the admin-
istered substrate encounters the luciferase-
expressing cells, the ensuing reaction (such as 
the d-luciferin- luciferase reaction) emits light, 
which is detected and localized by the imaging 
system. The CCD in bioluminescence imaging is 
maintained at a very low temperature (of the 
order of −100 °C), thereby ensuring that any 
electronic output it produces results from light 
striking the CCD rather than the background 
“dark current” (which would be prohibitively 
high at ambient temperatures). In this way, the 
otherwise undetectably small signal originating 
in vivo and escaping from the surface of the ani-
mal can produce an image. In fluorescence imag-
ing, the cells to be imaged may either be 
genetically transduced ex vivo to express a fluo-
rescent molecule (or fluorophore) such as green 
fluorescent protein (GFP) or a fluorophore probe 
targeting the cells of interest may be systemi-
cally administered. In either case, the animal is 
then externally illuminated with light at an 
appropriate excitation wavelength (obtained by 
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bioluminescent
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Reflectance
(or epi-)

illumination

Imaging
System
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Excitation light
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Trans-
illumination

Fig. 1.3 (a) Bioluminescence and (b) fluorescence optical 
or NIR in vivo imaging. For fluorescence imaging, the exci-
tation light source may be a white-light source whose emit-
ted light is passed through conventional glass filters to yield 
a light over a narrow wavelength range centered about the 
excitation wavelength of the fluorophore being imaged. 
Alternatively, it may be a laser light source tuned to the 

appropriate wavelength. In so-called “multispectral” sys-
tems, multiple excitation and emission wavelengths and 
thus multiple fluorophores may be imaged simultaneously. 
(c, d) These sample images show a pseudo-color biolumi-
nescence images superimposed on a gray-scale photograph 
and on a three-dimensional rendering of a mouse, respec-
tively (From reference Zanzonico (2011) with permission)
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filtration or with a laser) to energize the fluoro-
phore in situ, and the resulting emitted light 
(which has a slightly different wavelength than 
the excitation light) is itself filtered and detected 
by the CCD; the difference in wavelengths 
between the excitation and emitted light is 
known as the Stokes shift. The excitation light 
may be provided by reflectance (or epi-) illumi-
nation of or by transillumination through the 
 animal. Further, by computer processing, the 
abundant spontaneous fluorescence of the ani-
mal’s tissues as well as of foodstuffs in the gut 
must be mathematically separated, or “de-con-
volved,” from the overall fluorescence to yield 
an image specifically of the fluorophore; this is 
sometimes known as “spectral unmixing.” In 
practice, the resulting luminescence or fluores-
cence image is superimposed on a conventional 
(i.e., white- light) photograph of the animal to 
provide some orientation as to the anatomic 
location of the signal(s) in vivo.

Because light emitted at any depth of tissue is 
scattered and otherwise dispersed as it passes 
through overlying tissue before emanating from 
the surface of the animal, the apparent size of the 
light source is considerably larger than its actual 
size. Despite the excellent spatial resolution of 
the photodetectors themselves, the effective reso-
lution of optical and NIR imaging is therefore 
rather coarse, of the order of several millimeters 
or greater. Further, for planar optical and NIR 
imaging, the resulting images are only semiquan-
titative; attenuation, scatter, and dispersion of the 
emitted light as it passes through overlying tissue 
make the measured signal highly depth- 
dependent. Thus, a focus of cells lying deep 
within tissue may appear less luminescent or flu-
orescent than an identical focus of cells at a more 
shallow depth; if excessively deep, such a focus 
of cells may be undetectable altogether. NIR 
radiations, however, have a substantially higher 
penetrance through tissue than blue to green radi-
ations. Recently, by combining specialized acqui-
sition techniques with sophisticated mathematical 
modeling of the passage of light through tissue, 
tomographic bioluminescence and fluorescence 
images can be reconstructed (Ntziachristos et al. 
2005). The resulting three-dimensional images 

are more quantitative than planar images, with 
the light intensity thus reconstructed more closely 
related to the light intensity actually emitted in 
situ.

1.2.2  Newer Modalities

Cerenkov imaging A new approach to optical 
imaging is based on the emission of a contin-
uum of visible light associated with the decay 
of certain radionuclides (actually, with the par-
ticles emitted as result of the radionuclide 
decay) (Beattie et al. 2012; Cerenkov 1934; 
Dothager et al. 2010; Holland et al. 2011; Li 
et al. 2010; Liu et al. 2010; Lucignani 2011; 
Robertson et al. 2009; Ruggiero et al. 2010; 
Thorek et al. 2012). This phenomenon, now 
known as the “Cerenkov effect,” was first 
observed in the 1920s and characterized in the 
1930s by Pavel Cerenkov (Cerenkov 1934). In 
1958, Cerenkov shared the Nobel Prize in 
Physics with colleagues Ilya Frank and Igor 
Tamm for the discovery and explanation of the 
effect which now bears his name. Cerenkov 
radiation is perhaps familiar to some readers as 
the bluish “glow” observed in the water pools 
containing spent, but still radioactive, fuel rods 
at nuclear reactors. It arises when charged par-
ticles such as beta-particles travel through an 
optically transparent, insulating medium at a 
speed greater than that of light in that medium. 
The Cerenkov effect, often analogized to the 
sonic boom that occurs at the instant a super-
sonic plane exceeds the speed of sound in air, 
occurs as the charged particles dissipate their 
kinetic energy by polarizing the electrons in the 
insulating medium (most commonly, water) as 
they travel through the medium. As these polar-
ized electrons then relax (or re-equilibrate), and 
if the charged particle is traveling faster than 
light, constructive interference of the light thus 
emitted occurs, producing the grossly visible 
Cerenkov radiation.

The application of Cerenkov radiation to 
in vivo radionuclide imaging is a recent develop-
ment (Beattie et al. 2012; Dothager et al. 2010; 
Holland et al. 2011; Li et al. 2010; Liu et al. 
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2010; Lucignani 2011; Robertson et al. 2009; 
Ruggiero et al. 2010; Thorek et al. 2012). 
Phantom studies by Ruggiero et al. have demon-
strated, using a commercial optical imaging sys-
tem equipped with a cryo-cooled CCD, 
measurable emission of Cerenkov radiation asso-
ciated with a number of clinically relevant 
radionuclides, including 18F, copper-64 (64Cu), 
zirconium-89 (89Zr), iodine-124 (124I), iodine-131 
(131I), and actinium-225 (225Ac) (Ruggiero et al. 
2010) (Fig. 1.4a, b). Importantly, the optical 
Cerenkov signal is linearly related to activity 
concentrations (Fig. 1.4c), at least where the 
effects of attenuation and scatter are minimal. 
Ruggiero et al. have also produced planar 
Cerenkov images of the tumor localization of a 

89Zr-labeled antibody in prostate-tumor xeno-
grafts in mice which compare favorably, both 
qualitatively and quantitatively, with the 89Zr 
PET images (Ruggiero et al. 2010) (Fig. 1.4d, e).

Photoacoustic imaging In photoacoustic imag-
ing (Daghighian et al. 1996; Herzog et al. 2012; 
Gorska-Chrzastek et al. 2004), tissues are illumi-
nated with laser light.1 In the presence of a fluo-
rescent tracer or fluorescent cells (as described 
above for conventional fluorescence imaging) or 
simply due to endogenous tissues fluorescence, 
some of the delivered energy will be absorbed 

1 When radiofrequency (RF) pulses are used, the technol-
ogy is termed, “thermoacoustic imaging.”

Fig. 1.4 (a) Phantom for evaluation of Cerenkov imag-
ing of positron-emitting radionuclides, comprised of a 
circular arrangement of six 1-ml Eppendorf tubes filled 
with increasing activity concentrations. Left panel: 
Cerenkov image superimposed on a photograph of the 
phantom acquired with an Ivis 200 optical imaging sys-
tem (Caliper Life Sciences). Right panel: PET image of 
the phantom acquired with a Focus 120 microPET scan-
ner (Concorde Microsystems). (b) Average radiance per 
unit activity concentration (in photons (p)/second (s)/cm2/
steradian (sr) per kBq/μl) for different radionuclides as 
measured using the phantom arrangement and instrumen-
tation described in (a). (c) Linear correlation (r = 0.98) 
between average radiance (in p/s/cm2/sr) and activity con-

centration (in kBq/μl) for 89Zr evaluated again using the 
phantom arrangement and instrumentation described in 
(a). (d) PET image (left panel) and Cerenkov image (right 
panel) of a 89Zr-anti-PSMA (prostate-specific membrane 
antigen) antibody (J591) in a mouse with bi-lateral flank 
LNCaP prostate tumor xenografts at 96 hours post-injec-
tion. The Cerenkov image is superimposed on a photo-
graph of the mouse. The two xenografts are clearly visible 
in both images. (b) Linear correlation (r = 0.89) between 
the Cerenkov image-derived average radiance (in p/s/cm2/
sr) and the PET image-derived maximum tissue uptake (in 
percent of the injected dose per gram, %ID/g). (Adapted 
from references Ruggiero et al. (2010), Thorek et al. 
(2012) with permission)
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and converted into a small amount of heat, lead-
ing to transient thermoelastic expansion of the 
illuminated tissue and thus ultrasonic (i.e., MHz 
frequency) emissions. The ultrasonic waves thus 
emitted are then detected by ultrasonic transduc-
ers to form images. Image contrast is provided by 
the differential fluorophore concentration or 
endogenous fluorescence and the resulting differ-
ential absorption among tissues of the incident 
excitation light. In contrast to conventional fluo-
rescence imaging, in which scattering in tissue 
degrades spatial resolution with increasing depth, 
photoacoustic imaging provides better spatial 
resolution (of the order of 100 μm) and deeper 
imaging depth (of the order of 1 cm or greater) 
because there is considerably less absorption and 
scattering in tissue of the ultrasonic signal com-
pared to the emitted light signal in fluorescence 
imaging. When compared with US imaging, in 
which the contrast is limited because of the simi-
larity in acoustical properties among tissues, 
photoacoustic imaging provides better tissue 
contrast. As noted, the optical absorption in bio-
logical tissues can be due to endogenous mole-
cules such as hemoglobin or melanin or 
exogenously administered contrast agents. Since 
blood exhibits orders of magnitude higher light 
absorption than other tissues, there is sufficient 
endogenous contrast provided by oxygenated 
hemoglobin (HbO2) and deoxygenated hemoglo-
bin (Hb) for photoacoustic imaging to visualize 
blood vessels.

Most commonly, photoacoustic scanners use 
either a tomographic geometry (with an array of 
up to several hundred US transducers partially 
surrounding the subject) (Daghighian et al. 1996) 
or a planar geometry employing a linear trans-
ducer array (Kruger et al. 2003; Wang et al. 
2004). The tomographic approach offers a large 
effective aperture for data collection, but suffers 
from a low frame rate (>10 min per frame), due 
to the need for hundreds to thousands of laser 
pulses per frame. The use of a linear array elimi-
nates the need for scanning and thus a two- 
dimensional frame can be acquired with many 
fewer laser pulses, providing much higher frame 
rates. In addition, in the tomographic geometry, 
the surface of the transducers are of the order of 

1 cm from the surface of the subject (up to now, 
rodents) to accommodate an array of transducers 
encircling the subject. As a result, the mouse or 
rat must be immersed in water to provide the nec-
essary acoustical coupling to the transducer; in 
the multispectral optoacoustic tomography 
(MSOT) system marketed by iThera Medical, the 
animal is suspended in a very thin membrane and 
then immersed in the water, thereby keeping the 
animal completely dry. Another preclinical pho-
toacoustic imaging system, employing a linear 
transducer array, is marketed by VisualSonics.

Photoacoustic imaging has been used success-
fully in preclinical models for tumor perfusion 
angiogenesis monitoring (Herzog et al. 2012), 
blood oxygenation mapping, functional brain 
imaging, and melanoma detection, among other 
applications. The resulting functional images can 
be superimposed on high-resolution B-mode ana-
tomic images.

Diffuse optical tomography Diffuse optical 
tomography (DOT) utilizes NIR light to generate 
quantitative functional images of tissue with a spa-
tial resolution of 1–5 mm at depths up to several 
centimeters (Hielscher 2005; Henry et al. 2011). 
Propagation of NIR light through a medium is 
dominated by scattering rather than absorption – 
tissue absorption path lengths are ~10 cm, while 
scattering path lengths are less than 50 μm – and 
can be modeled as a diffusion process where 
photons behave stochastically (in a manner anal-
ogous to that of particles in random- walk model-
ing of diffusion). Quantitative measurements can 
be obtained by separating light absorption from 
scattering using spatial- or temporal- modulation 
techniques. Tissue molecular composition, 
including the determination of the concentra-
tions of oxy- and deoxyhemoglobin, water, lipid, 
and exogenous probes, and tissue structure can 
be determined from absorption and scattering 
measurements, respectively. Time- modulation 
systems use picosecond optical pulses and time-
gated photon-counting detectors; frequency-
modulation systems use an RF-modulated light 
source, PMTs or fast photodiodes, and RF phase 
detectors. DOT has been applied to breast cancer 
diagnostics (4,5), joint imaging (6,7), and blood 
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oximetry (i.e., activation studies) in human mus-
cle and brain tissue (8,10) as well as to cerebral 
ischemia and cancer studies in small animals. 
Commercial instruments are now available that 
yield tomographic and volumetric image sets. 
These devices are compact, portable, and rela-
tively inexpensive (~$150 K).

Optical coherence tomography Optical coher-
ence tomography (OCT) is an interferometric 
technique, typically employing low-coherence 
NIR light (i.e., light over a broad range of wave-
lengths), to produce two-dimensional images of 
tissue surface layers and structure (Huang et al. 
1991). The principle of OCT is analogous to that 
of pulse-echo (i.e., B-mode) ultrasound imaging 
except OCT uses light instead of acoustic waves 
to delineate tissue structure by measuring reflec-
tance of light rather than sound waves and thus 
achieves far better spatial resolution but with less 
depth penetration. The technique has been 
described as “an optical biopsy,” since OCT can 
produce near-histologic images (spatial resolu-
tion: 1–15 μm) without excision. Due to photon 
absorption and scattering, its sampled depth is 
limited to within several millimeters of the tissue 
surface. The two-dimensional images can be 
assembled to construct a volumetric image set. In 
OCT, the axial resolution is proportional to the 
center wavelength and inversely proportional to 
the bandwidth of the light source and improves 
with the index of refraction of the sample. 
Originally developed for and still most com-
monly applied to ophthalmology (to obtain 
detailed images of retinal structure), OCT is 
being applied for cancer diagnosis and tissue 
characterization.

Raman spectroscopic imaging When light inter-
acts with matter, most of the light is elastically 
scattered, retaining its original energy, frequency, 
and wavelength; this phenomenon is also known 
as Rayleigh scattering (Fig. 1.5a). However, a 
small fraction of light is inelastically scattered, 
with the scattered light having a lower energy and 
frequency and longer wavelength than the inci-
dent light. The process leading to this inelastic 
scatter is termed the Raman effect (Zavaleta et al. 

2011), and the difference in wavelength between 
the incident and scattered light is called the 
Raman shift. Because photons with optical ener-
gies interact with outer-shell, or valence, atomic 
electrons, which are responsible for the intramo-
lecular chemical bonds among atoms, materials 
having different molecular compositions will 
inelastically scatter light differently. Every 
molecule therefore has a distinct Raman spectrum 
(or “signature”), that is, a different Raman shift- 
dependent intensity of the scattered light; this is 
the basis of using Raman spectroscopy for nonin-
vasive testing to identify the molecular constitu-
ents of various materials (Zavaleta et al. 2011). By 
illuminating a sample with a highly collimated 
beam of light and at the same time either translat-
ing a scattered-light detector or the sample in two 
dimensions, spatial indexing of the Raman spec-
trum can be performed and a Raman- spectrum 
image created. Though they may appear similar, 
the Raman effect is distinct from fluorescence in 
that the former represents a light- scattering phe-
nomenon and the latter light absorption and re-
emission. Like fluorescence imaging, Raman 
spectroscopic imaging has been applied to endog-
enous (or intrinsic) molecules naturally present in 
tissue and to exogenously administered materials 
(as in surface-enhanced Raman scattering (SERS) 
(see below)).

A drawback of the Raman effect as an ana-
lytical tool is that it is a very weak phenomenon, 
producing only one inelastically scattered pho-
ton for every ten million elastically scattered 
photons. Technical advances, such as the intro-
duction of lasers and of resonance-based 
enhancements, have greatly expanded the prac-
tical applications of the Raman effect. For years 
now, the Raman effect has been used in a variety 
of analytical applications and, more recently, in 
various in vitro cell assays and microscopy. The 
most commonly used enhancement methods are 
surface- enhanced Raman scattering (SERS) and 
coherent anti-stokes Raman scattering (CARS); 
both SERS and CARS enhance the Raman sig-
nal by orders of magnitude. SERS involves add-
ing metal (e.g., gold) nanoparticles which 
absorb the optical energy and yield an enhanced 
Raman signal by virtue of the metal surface 
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transferring energy to nearby molecules 
(Fig. 1.5b). The resulting Raman signal pro-
vides picomolar sensitivity, which is compatible 
with tissue tracer concentrations achievable 
in vivo. Furthermore, labeling SERS nanoparti-
cles with several different molecular ligands can 
provide simultaneous assay of multiple molecu-
lar components. CARS involves illumination 
with photons of different energies, with one 
photon energizing a molecule of interest from 
its ground state to an initial excited state and a 
second photon energizing the molecule from a 
“relaxed” state (i.e., at an energy level after 
releasing energy during the “laser-off” time 
interval following absorption of the first photon) 
to a different higher-energy level; this second 

(or higher) tier of vibrational energy is ~fivefold 
more intense than the Raman signal after the 
original pulse (Fig. 1.5c). The CARS technique 
is often used for high-resolution, three- 
dimensional microscopy. Its advantages are that 
there is no need for administered probes (as in 
SERS) and rapid acquisition of images. Several 
preclinical studies have utilized the SERS or 
CARS techniques for in vivo molecular imaging 
of cell receptors (e.g., RGD-carbon nanotubes 
that bind to α5β3 integrin-expressing tumors), 
tumor microvessels, enzyme activity, pH, lipid 
composition, and myelin composition.

Over the last decade, the biomedical applica-
tions of Raman spectroscopic imaging have 
grown dramatically. Because it is essentially a 
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Fig. 1.5 (a) Raman effect, showing sample being illumi-
nated with incident photons of wavelength (λi). Most of 
the incident photons are scattered elastically (Rayleigh 
scattering) and resulting scattered photons have same 
wavelength (λs) as the incident photons (i.e., λs = λi). A 
few photons are inelastically scattered (Raman scattering) 
at wavelengths longer than incident photons (i.e., λs > λi). 
The relative proportion of inelastically scattered photons is 
typically depicted using a Raman spectrum, which is a plot 
of scattered-photon intensity versus the Raman shift (i.e., 
the energy difference (expressed as the difference in wave 
number) between the incident and scattered photons). 
Multiple different wavelengths of inelastically scattered 
light can occur and a spectrum plot can therefore include 

multiple peaks, although a single primary peak, as shown, 
is also possible. (b) Molecular imaging-agent approach 
showing SERS nanoparticles, which consist of a metallic 
core, a Raman-active layer adsorbed onto the metal sur-
face, and a shell coating the entire particle. An array of 
unique spectral signatures can be obtained by modifying 
the Raman-active layer of the nanoparticle. These unique 
Raman nanoparticles can serve as molecular-imaging 
agents for in vitro and in vivo procedures. (c) The intrinsic 
approach, showing a human tissue specimen being illumi-
nated with a laser. The intrinsic Raman spectral signature 
of tissue can reveal important information about phos-
phate, protein, and lipid content of cells or tissue of interest 
(From reference Zavaleta et al. (2011) with permission)
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surface imaging technique (like most optical 
imaging techniques), Raman spectroscopic 
imaging has been applied mainly to examination 
of the skin and of pathological specimens as 
well as to small animals. For example, Raman 
mapping has enabled accurate identification of 
malignant from benign lesions and normal tis-
sue in the skin, brain, larynx, parathyroids, 
breast, and urinary bladder. Raman spectro-
scopic imaging has also been applied endoscop-
ically in the colon.

1.3  Imaging Probes 
and Contrast Agents

Several different classes of imaging probes and 
contrast agents are currently employed in small- 
animal experimentation (Pomper 2005; 
Serganova and Blasberg 2006; Serganova et al. 
2008; Vallabhajosula 2009). These include: (1) 
“biomarker” or “surrogate”-imaging agents: 
related to some physiological process (e.g., blood 
flow) or to some downstream effects of one or 
more endogenous molecular/genetic processes 
(e.g., 18F-FDG PET imaging reflecting upregula-
tion of glucose transporters and/or glycolytic 
metabolic pathways in many tumors); (2) 
“Direct” imaging of specific molecules: based on 
binding of radiolabeled ligands (e.g., imaging of 
the α5β3 integrin, commonly overexpressed in 
tumor vasculature, with radiolabeled glycosyl-
ated RGD (arginine-glycine-aspartate)-contain-
ing peptides); (3) Nanoparticles; (4) “Indirect” 
reporter-gene imaging (Serganova and Blasberg 
2006; Serganova et al. 2008; Gambhir and 
Yagboubi 2010).

Nanoparticles, supramolecular particles with 
nanoscale dimensions (i.e., dimensions of 
~100 nm or less), include quantum dots, super-
paramagnetic iron oxide nanoparticles (SPIONs), 
and polymer- or lysosome-based nanoparticles. 
Perhaps the most attractive feature of nanoparti-
cles for in vivo applications is that they may 
incorporate various therapeutic as well as diag-
nostic payloads. Diagnostic payloads include 
fluorophores (in addition to quantum dots them-
selves), radionuclides, paramagnetic materials 

(as in SPIONs), high atomic number elements 
(such as iodine or gold) for radiographic contrast, 
or, importantly, combinations of the foregoing 
image-able materials to produce multimodality 
tracers. Moreover, multiple copies of such pay-
loads may be incorporated into a single particle, 
effectively amplifying the image-able signal(s). 
Further, the surface of nanoparticles may be 
functionalized (or “decorated”) with various 
affinity labels (such as antibodies) for molecular 
targeting; multiple copies of such affinity labels 
may be attached, yielding a multivalent and thus 
high-affinity targeting construct.

The reporter-gene imaging paradigm (Fig. 1.6), 
representing a convergence of molecular and cell 
biology and the imaging sciences, is providing 
new insights into signal transduction pathways, 
oncogenesis, endogenous molecular genetic/bio-
logical processes, and response to therapy in ani-
mal models of human disease. In addition, 
reporter-gene nuclear imaging is now being 
applied clinically to the nascent field of adoptive 
immunotherapy of cancer and will likely find 
applications in gene therapy as well (Serganova 
and Blasberg 2005; Serganova et al. 2007).

A general summary of modality-specific 
imaging probes/contrast agents is presented in 
Table 1.2.

1.4  Multimodality Imaging

Information derived from multiple modalities is 
often complementary, for example, localizing the 
site of an apparently abnormal metabolic process 
to a pathologic structure such as a tumor. In addi-
tion to anatomic localization of “signal” foci, 
registration and fusion of multimodality images 
provide a number of important advantages, 
including intra- as well as inter-modality corrob-
oration of diverse images and more accurate and 
more certain diagnostic and treatment- monitoring 
information. Following alignment of the respec-
tive images in a common coordinate system  
(a procedure referred to as registration), fusion is 
required for the integrated display of these 
aligned images. The objectives of image registra-
tion and fusion of multimodality images, 
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a

b

Fig. 1.6 Design of a reporter-gene construct and the indi-
rect reporter imaging paradigm. (a) (1) The basic structure 
of a reporter-gene complex is shown, expressing herpes 
simplex virus 1 thymidine kinase (HSV1-tk) and/or lucif-
erase. (Other reporter genes include the human norepi-
nephrine transporter (hNET) and the human sodium 
iodide symporter (hNIS).) Control and regulation of gene 
expression is accomplished through promoter and 
enhancer regions that are located at the 5′ end (“upstream”) 
of the reporter gene. These promoter/enhancer elements 
can be “constitutive” and result in continuous gene expres-
sion (“always on”) or “inducible” (“conditionally on”) 
and sensitive to activation by transcription factors and 
promoters. Following the initiation of transcription and 
translation, the gene product accumulates. (2) In this case 
the reporter-gene product is the enzyme HSV1-tk, which 
phosphorylates certain radiolabeled thymidine analogs; 
these probes are not phosphorylated by endogenous mam-
malian tk. The phosphorylated probe does not cross the 
cell membrane readily, and is effectively “trapped” and 
accumulates selectively within transduced cells. Probe 
accumulation thus reflects the level of HSV1-tk enzyme 

activity and of HSV1-tk reporter-gene expression. (3) In 
this case, luciferase is the reporter-gene product, and 
expression is detected via its catalytic action on the 
administered d-luciferin substrate resulting in the produc-
tion of bioluminescence (see text). (b) Different reporter- 
gene constructs are transfected into target cells by a viral 
vector. Transcription of the reporter gene to messenger 
ribonucleic acid (mRNA) is initiated by constitutive or 
inducible promoters, and translation of the mRNA to a 
protein occurs on the ribosomes. The reporter-gene prod-
uct can be a cytoplasmic or nuclear enzyme, a transporter 
in the cell membrane, a receptor at the cell surface or part 
of cytoplasmic or nuclear complex, an artificial cell- 
surface antigen, or a fluorescent protein. Often, a compli-
mentary reporter probe (e.g., a radiolabeled, magnetic, or 
bioluminescent molecule) is administered, and the probe 
signal is directly related to the level of reporter-gene prod-
uct, thus reflecting levels of transcription, modulation, and 
regulation of translation, protein–protein interactions, 
and/or posttranslational regulation of protein conforma-
tion and degradation (From reference Serganova and 
Blasberg (2006) with permission)
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 therefore, are (a) to appropriately modify the for-
mat, size, position, and even shape of one or both 
image sets to provide a point-to-point correspon-
dence between images and (b) to provide a prac-
tical integrated display of the images thus aligned.

In both clinical and laboratory settings, there 
are two practical approaches to image registration, 
“software” and “hardware” approaches 
(Zanzonico 2008; Zanzonico and Nehmeh 2006). 
In the software approach, images are acquired on 
separate devices, imported into a common image- 
processing computer platform, and registered 
and fused using the appropriate software. In the 
hardware approach, images are acquired on a 
single, multimodality device and transparently 
registered and fused with the device’s integrated 
software. Both approaches are actually depen-
dent on software sufficiently robust to recognize 
and import diverse image formats. The availabil-
ity of industry-wide standard formats, such as the 

ACR-NEMA DICOM standard (i.e., the 
American College of Radiology (ACR)- National 
Electrical Manufacturers Association (NEMA) 
for Digital Imaging and Communications in 
Medicine (DICOM) standard (Association and 
ACR-NEMA 1985; Mildenberger et al. 2002)), is 
therefore critical.

The fusion of multimodality image sets may 
be as simple as simultaneous display of images in 
a juxtaposed format. A more common, and more 
useful, format is an overlay of the registered 
images, where one image is displayed in one 
color table and the second image in a different 
color table. Typically, the intensities of the 
respective color tables as well as the “mixture” of 
the two overlaid images can be adjusted. 
Adjustment (e.g., with a software slider bar) of 
the mixture allows the operator to interactively 
vary the overlay so that the designated screen 
area displays only the first image, only the  second 

Table 1.2 Probes and contrast agents for small-animal imaging modalities

Modality Type of probe or contrast agent

MRIa Tl relaxation agents such as gadolinium- diethylenetriaminepentaacetate (Gd-DTPA)
T2 relaxation agents such as superparamagnetic iron oxide nanoparticles (SPIONs)

MRSIa Agents (e.g., a drug) containing a natural-abundance magnetic isotope (e.g., fluorine-19) of 
a non-physiologic element (e.g., fluorine) or an enriched magnetic isotope (e.g., 
carbon-13) of a physiologic element (e.g., carbon)

PET Radiotracers labeled with a positron-emitting radionuclide
SPECT Radiotracers labeled with a single-photon (e.g., x- and gamma-ray)-emitting radionuclide
CTa Molecules or particles containing a high atomic number element (e.g., iodine)b

USa Echogenic agents such as microbubbles (Lindner 2004)
Optical: 
bioluminescence

Substrates such as d-luciferin for enzyme-catalyzed bioluminescent (e.g., luciferase–
luciferin) reactions

Optical and NIR: 
fluorescencea

Optical fluorophores such as quantum dots, nanoparticles, fluoroproteins, etc.c

aMRI, MRSI, CT, US, and optical fluorescence imaging are often performed without administering any probe or con-
trast agent. For MRI, MRSI, CT, and US, contrast results from intrinsic differences among tissues. For fluorescence 
imaging, contrast results from administered cells genetically transduced ex vivo to express a reporter fluorophore such 
as green fluorescent protein (GFP)
bDedicated small-animal CT scanners are commonly not spiral scanners and therefore require ~10 min to acquire a 
study. As a result, water-soluble radiographic contrast agents, which are rapidly cleared from blood through the kidneys, 
are not suitable for small-animal devices – nearly all of such contrast agents are cleared well before a 10-min scan is 
completed. Specialized contrast agents which have long residence times in blood, such as polyethylene glycol-coated 
(i.e., PEGylated) chylomicron remnants impregnated with iodine, must be used instead (Au et al. 2013; Li et al. 2014)
cFluorescent probes may be characterized as “active” or “activatable.” Active probes yield a fluorescent signal whenever 
illuminated by light of an appropriate excitation wavelength; in other words, they are always “on.” “Activatable” probes 
contain multiple fluorophores covalently linked to a molecular backbone and the intact probe is therefore self- quenching. 
Only in the presence of enzymes which specifically cleave the fluorophore-backbone covalent bonds are the fluoro-
phores dispersed, self-quenching eliminated, and a signal obtained. Depending on the particular covalent bond, fluores-
cence imaging with activatable probes thus provides a means of detecting and assaying the activities of specific enzymes 
in situ (Ntziachristos et al. 2005)
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image, or some weighted combination of the two 
images, each in its respective color table.

Current multimodality, or hybrid, devices 
include SPECT-CT, PET-CT, SPECT-PET-CT, 
PET-MRI, SPECT-MRI, and optical-CT scanners 
(Zanzonico and Nehmeh 2006; Rowland and 
Cherry 2008; Townsend 2001, 2008; Townsend 
and Beyer 2002; Townsend et al. 2003; Townsend 
and Cherry 2001). Such hybrid scanners greatly 
simplify multimodality image registration and 
fusion and provide near-perfect registration of 
images of in vivo function (SPECT, SPECT, or 
optical) and anatomy (CT or MRI) using a mea-
sured, and presumably fixed, rigid transformation 
between the image sets.

The combination of SPECT or PET with MRI 
may potentially provide important advantages 
beyond simply combining functional SPECT or 
PET information with structural information  
(as in SPECT- or PET-CT devices). Among 
 multimodality imaging studies, therefore, 
SPECT- or PET-MRI may ultimately provide the 
greatest yield of information by combining the 
quantitative molecular-imaging capabilities of 
SPECT or PET (including the large number and 
variety of radiotracers) with the excellent ana-
tomic resolution, marked soft-tissue contrast, and 
functional imaging capabilities provided by MRI 
(e.g., perfusion by dynamic contrast-enhanced 
(DCE) imaging) and MRSI (e.g., quantitation of 
regional concentrations of metabolites such as 
lactate, citrate, and choline) (Boss et al. 2010; 
Pichler et al. 2008; Judenhofer et al. 2008). An 
important advantage of SPECT- or PET-MRI 
over other multimodality imaging studies is that 
the image data can be acquired simultaneously 
because the PET or SPECT and MR imaging sig-
nals (i.e., gamma- or x-rays and RF waves, 
respectively) do not interfere with one another. In 
contrast, for SPECT- or PET-CT, the respective 
image data must be acquired sequentially because 
the SPECT or PET and CT signals (i.e., gamma- 
or x-rays) are similar and largely indistinguish-
able. However, many technical challenges, 
related to possible interference between the 
modalities’ hardware, have to be solved when 
combining SPECT or PET and MRI (Boss et al. 
2010; Judenhofer et al. 2008; Judenhofer and 

Cherry 2013; Ng et al. 2012; Peng et al. 2010; 
Pichler et al. 2006; Hofmann et al. 2009; Kolb 
et al. 2012; Sauter et al. 2010).

An important advantage of PET- or 
SPECT-CT is improved quantitation of radionu-
clide concentrations in situ afforded by 
CT-derived attenuation correction of the PET or 
SPECT images. By appropriate scaling of the 
attenuation coefficients thus derived from CT 
x-ray energies (~100 keV) to radiation energies 
emitted by PET or SPECT radionuclides (e.g., 
511 keV in the case of PET nuclides), accurate 
attenuation correction of the PET or SPECT 
images can be performed. On the other hand, 
MR images, of course, do not reflect radiation 
attenuation and conceivably cannot be used to 
derive attenuation correction factors. In fact, 
however, this is not the case: anatomic MR 
images can be segmented into soft tissue, the 
lung (air), and bone and appropriate energy- 
dependent reference values of attenuation coef-
ficients assigned to the respective tissues thus 
segmented (Pichler et al. 2008; Marshall et al. 
2011, 2012). Accurate attenuation correction 
can thus be performed in PET- and SPECT-MRI 
as well as PET- and SPECT-CT.

1.5  Illustrative Applications 
of Small-Animal Imaging

PET-based pharmacodynamic imaging of tumor 
response to an inhibitor of heat shock protein 
90 The development of inhibitors of key onco-
genic signaling pathways as targeted therapies of 
cancer would be expedited by the ability to 
assess the effect of a drug on its target in vivo. 
Radionuclide-based molecular imaging, as illus-
trated by the preclinical PET study shown in 
Fig. 1.7 (Smith-Jones et al. 2006), is a promising 
approach to such pharmacodynamic assessment 
of anticancer drugs. The heat shock protein 90 
(HSP90) inhibitor 17-allylaminogeldanamycin 
(17-AAG) causes the degradation of human epi-
dermal growth factor receptor 2 (HER2), overex-
pressed on certain aggressive breast cancers, and 
other oncogenic HSP90 client proteins and has 
anti-breast cancer activity in preclinical models. 
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Smith-Jones et al. (Smith-Jones et al. 2006) 
developed a PET-based method for quantita-
tively imaging the inhibition of HSP90 by 
17-AAG, labeling the F(ab′)2 fragment of the 
anti-HER2 antibody Herceptin with the short-
lived positron emitter gallium-68 (68Ga). This 
method was used to noninvasively quantify the 
time-dependent 17-AAG-induced loss and 
recovery of HER2 in breast tumor xenografts in 
mice. The clinically translatable paradigm illus-
trated in Fig. 1.7 allows noninvasive imaging of 
the pharmacodynamics of a molecularly targeted 
drug and should facilitate the rational design and 
dose and dose- schedule optimization of thera-
pies based on target inhibition. Among other 
considerations, the study shown in Fig. 1.7 illus-
trates the important advantage of quantitation 
provided by radionuclide imaging in general and 
PET in particular.

Multimodality imaging of progression of bone 
tumor metastasis A debilitating and painful con-
sequence of advanced prostate and other cancers 
is the development of bone metastases. At the 
same time, it has been observed that many cancer 
cell lines as well as primary human tumors syn-
thesize bombesin, which appears to act in an 
autocrine fashion to stimulate the growth of the 
tumor cells it originated from through membrane 
bombesin receptors. In a preclinical model in 
mice, Winkelman et al. (Winkelmann et al. 2012) 
demonstrated that CT combined with SPECT of 
a bombesin receptor (BB2)-binding radioligand, 
111In-DOTA-8-Aoc-BBN(7–14)NH2, can provide 
a combined structural and functional map – skel-
etal anatomy and bombesin receptor status – of 
metastatic bone lesions, as illustrated in Fig. 1.8. 
By directly targeting metastatic tumor cells in the 
bone using a specific (e.g., bombesin) 
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Fig. 1.7 Coronal (top row with head at bottom) and 
transverse (bottom row with dorsal surface at top) R4 
microPET (Concorde Microsystems) images at 3-h 
postinjection of the gallium-68-labeled F(ab′)2 fragment 
of Herceptin™ (68Ga-DOTA-F(ab′)2 Herceptin) into athy-
mic nude mice with BT474 breast tumor xenografts on the 
right flanks; DOTA is the metal chelator 
1,4,7,10-tetraazacyclododecane-N,N′,N″,N‴-tetraacetate. 
Herceptin, used in the treatment of some breast cancers, is 
an antibody directed against the HER2ν tyrosine kinase, 
which is overexpressed in BT474 and other breast tumors. 
HER2ν is a client protein of the heat shock protein 90 
(HSP90) chaperone protein. (a) One mouse underwent a 
baseline study followed by treatment with the geldanamy-
cin derivative 17-AAG (an inhibitor of HSP90) followed 
24 h later by (b) a second scan with 68Ga-DOTA-F(ab′)2 
Herceptin. The tumor uptake of 68Ga-DOTA-F(ab′)2 

Herceptin decreased 50 % between the pre- and posttreat-
ment scans. (c, d) The control (i.e., untreated) mouse also 
underwent two scans 24 h apart, with no significant 
change in tumor uptake. (e) As corroborated by the 
Western blots shown, 17-AAG induced degradation of 
HSP90 and, in turn, HER2ν. This study illustrates the 
application of imaging to characterization of the pharma-
codynamics of molecularly targeted anticancer therapy. 
Hypothetically, for example, breast cancer patients can 
undergo pre- and post-therapy scans to identify respond-
ers (i.e., having scan results analogous to those in (a) and 
(b)) and nonresponders (i.e., having scan results analo-
gous to those in (c) and (d)) to HSP90 inhibitors. 
Responders would then be effectively treated with such 
inhibitors, while nonresponders would be switched to 
alternative treatment (Adapted from reference Smith- 
Jones et al. (2004) with permission)
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 receptor- binding radioligand, rather than observ-
ing by CT the secondary effect of osteolysis, 
more sensitive and specific early diagnosis of 
skeletal metastases may be possible.

Reporter gene-based multimodality imaging of 
tumors Over the years, reporter systems have 
developed for multimodality gene imaging using 
bioluminescence, fluorescence, nuclear, and MR 
imaging techniques. In one such system, a single 
fusion protein with three functional subunits, 
FLuc, GFP, and herpes simplex virus 1 thymidine 
kinase 1 (HSV1 tk), was produced, functionally 
characterized in vitro, and successfully applied in 
multimodality in vivo imaging studies in tumor- 
bearing nude mice (Fig. 1.9) (Doubrovin et al. 
2004). HSV1 tk activity is assayed using radioac-
tively labeled thymidine analogs (e.g., 124I- or 
131I-2′-fluoro-2′-deoxy-1-β-D-arabinofuranosyl- 
5-iodo-uracil (FIAU)) for PET and SPECT imag-

ing, respectively; many such nuclear imaging 
probes have been developed (Gambhir and 
Yagboubi 2010). Such multimodality reporter-
gene constructs provide for the transition from 
fluorescence microscopy and fluorescence-acti-
vated cell sorting (FACS) to in vivo biolumines-
cence imaging to in vivo nuclear (PET, SPECT, 
gamma-camera) imaging.

Multimodality imaging of adoptive immunother-
apy of cancer Small-animal imaging has been 
applied to the genetic transfer of antigen recep-
tors for generating tumor-specific T lymphocytes 
for adoptive immunotherapy of cancer (Brentjens 
et al. 2003; Sadelain et al. 2003; Gade et al. 
2005), and has been invaluable in the translation 
of this new and promising therapeutic modality 
to clinical trials. Unlike the physiologic T-cell 
receptor, chimeric antigen receptors (CARs) 
encompass immunoglobulin variable regions or 
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Fig. 1.8 A preclinical SPECT-CT study in a tumor- 
bearing mouse. (a) Progression of two metastases in the 
tibia (arrows) visualized by CT surface renderings (top 
row) and sagittal images (bottom row) following intracar-
diac injection of PC3 prostate-tumor cells. (b) Pinhole 
SPECT image obtained at 1-h postinjection of 111In-DOTA- 

8-AOC-BBN (7–14) NH2. (c) Overlay of anatomic CT 
images with the SPECT image, showing that the foci of 
radiotracer uptake correspond to the lytic bone metasta-
ses. (d) Photomicrograph of the histopathology of the two 
bone metastases (From reference Winkelmann et al. 
(2012) with permission)
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receptor ligands as their antigen recognition moi-
ety, thus permitting T cells to recognize tumor 
antigens in the absence of human leukocyte anti-
gen expression. CARs encompassing the CD3Z 
chain as their activating domain induce T-cell 
proliferation in vitro. The requirements for genet-
ically targeted T cells to function in vivo are less 
well understood. Animal models have therefore 
been developed to assess the therapeutic efficacy 
of human peripheral blood T lymphocytes tar-
geted to prostate-specific membrane antigen 
(PSMA), an antigen expressed in prostate cancer 
cells and the neovasculature of various solid 
tumors. In vivo specificity and antitumor activity 
have been assessed in mice bearing established 
prostate adenocarcinomas, using serum prostate- 
secreted antigen, MRI, CT, and bioluminescence 
imaging to investigate the response to therapy 
(Fig. 1.10) (Gade et al. 2005). In three tumor 
models, orthotopic, subcutaneous, and pulmo-

nary, it was shown that PSMA-targeted T cells 
effectively eliminate prostate cancer. The eradi-
cation of xenogeneic tumors in a murine environ-
ment shows that the adoptively transferred T cells 
do not absolutely require in vivo costimulation to 
function. Such results provided a compelling 
rationale for recently initiated Phase-1 clinical 
trials to assess PSMA-targeted T cells in patients 
with metastatic prostate cancer.

Simultaneous single-photon scintigraphy and 
MRI of renal function As noted, an important 
advantage of SPECT- or PET-MRI over other 
multimodality imaging studies is that the image 
data can be acquired simultaneously because the 
PET or SPECT and MR imaging signals (i.e., 
gamma- or x-rays and RF waves, respectively) do 
not interfere with one another. Figure 1.11 pres-
ents a proof-of-principle simultaneous dynamic 
single-photon scintigraphy and DCE MRI study 

Fluorescence
FLuc

Bioluminescence 124I-FIAU PET

Fig. 1.9 Noninvasive multimodality reporter-gene imag-
ing of a mouse with a subcutaneous xenograft produced 
from genetically transduced (right shoulder) and from 
wild-type (non-transduced) U87 tumor cells (left shoul-
der). The transduced tumor cells express GFP, FLuc, and 
HSV1 tk as reporters. Fluorescence image of GFP (left 
panel), bioluminescence imaging of FLuc (middle panel), 

and transaxial PET images of 124I-2′-fluoro-2′-deoxy-1-β- 
D-arabinofuranosyl-5-iodo-uracil (FIAU) at the levels 
indicated by the dotted white lines (right panel). Note that 
the negative-control wild-type tumor in the contralateral 
shoulder is not imaged by any of the modalities (From 
reference Doubrovin et al. (2004) with permission)
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of renal function (Hamamura et al. 2011). 
Although the scintigraphic study in this instance 
is a planar rather than a tomographic study, the 
principle of truly simultaneous functional imag-
ing studies is clearly demonstrated.

Simultaneous PET and MRI of tumor proliferation 
and perfusion Figure 1.12 illustrates the capabil-
ity of dynamic PET and MRI for  simultaneous and 
therefore unambiguous evaluation of multiple 
functional parameters of tissue. In the study pre-
sented in Fig. 1.12 (Judenhofer et al. 2008), 
dynamic PET imaging of regional tumor prolifera-
tion using the partially metabolized thymidine 
analog 18F-labeled fluoro-thymidine (FLT) and 
dynamic contrast-enhanced MRI of regional 
tumor perfusion were performed.

Cerenkov imaging-based lymphography The 
lymphatic system can be an important indicator of 
the presence and extent of disease. In oncology, 
for example, metastatic spread to local lymph 
nodes (LNs) is a predictor of poor outcome. As a 
possibly superior alternative to current clinical 
methods for the visualization of LNs involving 
regional injection and tracking of 99mTc-sulfur 
colloid and dyes, Thorek et al. have investigated 
Cerenkov lymph node imaging of regionally 
administered 18F-FDG (Thorek et al. 2012). Using 
intradermal tail injections of 18F- FDG, Thorek 
et al. have performed both PET- and Cerenkov 
imaging-based lymphography in mice, with both 
modalities demonstrating excellent visualization 
of lymph nodes (Fig. 1.13). Combined PET/
Cerenkov imaging appears to have significant 
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Fig. 1.10 Demonstration, by multimodality (firefly lucif-
erase (FLuc) bioluminescence, MR, and CT) imaging, of 
therapeutic effectiveness of adoptive immunotherapy of 
cancer. PSMA- and Fluc (as a reporter gene)-transduced 
RM1 prostate cancer cells were injected intravenously 
into mice to produce a model of lung metastases and were 
then treated with systemically administered T cells geneti-

cally engineered to express either the PSMA-specific 
(PZ1) receptor or, as a negative control, the nonspecific 
(19Z1) receptor. The T cells were administered on the day 
indicated following infusion of the cancer cells. By all 
three modalities, the specific, but not the nonspecific, T 
cells eradicated the lung disease (From reference Gade 
et al. (2005) with permission)
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potential as a single-dose, dual- modality tracer 
for diagnostics (PET/CT) and Cerenkov imaging-
guided resection of sentinel lymph nodes.

Photoacoustic imaging of tumor perfu-
sion Herzog et al. (Herzog et al. 2012) have 
investigated whether multispectral optoacoustic 
tomography (MSOT) can reveal the heteroge-
neous distributions of exogenously administered 
agents and thereby elucidate vascular character-
istics of tumors with dimensions of the order of 
several millimeters. Imaging of subcutaneous 
tumors in mice was performed by using an exper-
imental MSOT setup that produces transverse 

images at 10 frames per second with an in-plane 
resolution of ~150 μm. To study dynamic con-
trast enhancement, mice with 4 T1 tumors were 
imaged before and immediately, 20 min, 4 h, and 
24 h after systemic injection of indocyanine 
green (ICG). Dynamic contrast (IGC)-enhanced 
MSOT successfully demonstrated a heteroge-
neous distribution of the IGC, presumably reflect-
ing regional tumor perfusion (Fig. 1.14).

Multimodality imaging-guided resection of brain 
tumors The completeness of the surgical resec-
tion is an important factor for the prognosis of 
brain-tumor patients. In trying to achieve more 
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Fig. 1.11 Proof-of-principle single-photon scintigraphy-
 MR imaging study in a mouse. (a) Diagrammatic repre-
sentation of the system for simultaneous single-photon 
scintigraphy using a CZT ionization detector and MR 
imaging. Note that this is not a SPECT (i.e., tomographic) 
system but rather a planar imaging system. (b) Static non- 
contrast T1-weighted MR image (upper left panel). Frame 
from dynamic 99mTc-sestamibi study (upper middle 
panel). “Fusion” of T1-weighted MR and 99mTc-sestamibi 
images; since the 99mTc-sestamibi image is a planar image 

(upper right panel), the MR and scintigraphic images are 
not truly fused. Frame from a dynamic MR study prior to 
injection of gadopentetate dimeglumine contrast (lower 
left panel). Frame from a dynamic contrast (gadopentetate 
dimeglumine)-enhanced MR study (lower middle panel). 
Kidney ROIs extracted from the static non-contrast 
T1-weighted MR image (lower right panel). (c) Renal 
signal-versus-time curves following the 99mTc-sestamibi 
and gadopentetate dimeglumine injections (Adapted from 
Hamamura et al. (2011) with permission)
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complete glioma resections, the surgeon encoun-
ters several obstacles, including irregular and 
indistinct tumor margins as well as tumor growth 
adjacent to or invading crucial neurological struc-
tures. A wide variety of techniques have been 
explored to date in an effort to better visualize 
tumor margins but have proven entirely satisfac-
tory. Recently, as presented in Figs. 1.15 and 
1.16, Kircher et al. have reported a successful 
proof-of-principle study of a clinically 
translatable molecular-imaging strategy for more 
accurately delineating brain-tumor margins using 
a novel triple-modality MRI-photoacoustic-
Raman nanoparticle probe (Kircher et al. 2012).

1.6  Outlook

Imaging-based experimentation in small-animal 
models is now an established and widely used 
technology in basic and translational biomedical 
research and will no doubt remain an important 
component of such research. With small-animal 
imaging resources already widely available 
among academic medical centers, research insti-
tutes, and industrial laboratories, its growth is 
likely to slow, however, compared to that seen 
over the last two decades. Nonetheless, several 
areas – drug development, treatment monitoring, 
and novel therapeutic strategies such as adoptive 
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Fig. 1.12 Dynamic PET-MR imaging study of a tumor 
xenograft. (a) 18F-labeled fluoro-thymidine (FLT) PET 
image of a BALB/c mouse with a CT26 colon carcinoma 
xenograft showing areas of high FLT uptake correspond-
ing to increased cell proliferation (left panel). Non- 
contrast- enhanced T1-weighted MR image, 
simultaneously acquired and registered with the FLT PET 
study and showing the gross morphology of the tumor and 
the underlying normal anatomy (right panel). The fused 
FLT PET and T1-weighted MR images (middle panel). 
(b) Contrast (gadopentetate dimeglumine)-enhanced 
T1-weighted MR image of the same tissue section shown 
in (a), identifying muscle (red region of interest (ROI)), 

whole tumor (purple ROI), enhanced (i.e., perfused and 
therefore viable) tumor (light and dark blue ROIs), and 
non-enhanced (i.e., non-perfused and therefore necrotic) 
tumor (orange ROI). (c) The signal-versus-time postinjec-
tion curves for the dynamic contrast-enhanced (DCE) MR 
study, with the color-coded curves for the anatomic ROIs 
identified in (b). Note that the perfused, viable regions of 
tumor identified by DCE MR imaging (DEC MRI) are, 
unambiguously, also the most rapidly proliferating regions 
of the tumor as identified by FLT PET, demonstrating the 
value of truly simultaneous acquisition of the PET and 
MR images (Adapted from Judenhofer et al. (2008) with 
permission)
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Fig. 1.13 Cerenkov imaging-guided lymph node resec-
tion in a normal mouse following intradermal tail injec-
tion of 18F-FDG (1.1 MBq). Left panel: Volume rendering 
of fused CT image (yellow color table) and PET image 
(green color table) showing lymphatics and lymph nodes 
in relation to the skeleton. Right panel: Cerenkov image 

superimposed on a photograph of the mouse following 
removal post-sacrifice of the dorsal skin before (left 
image) and after (right image) resection of a luminescent 
inguinal lymph node. The resected node ex vivo is shown 
in the inset image (Adapted from Thorek et al. (2012) with 
permission)
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c
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Fig. 1.14 (a) Setup for photoacoustic imaging of regional 
perfusion in a tumor xenograft on the dorsal surface of a 
nude mouse. Note that the tumor (on the dorsal surface of 
the animal and therefore not seen) is “immersed” in water. 
The animal actually remains dry, however, because of the 
presence of a thin membrane between the animal and the 
water. (b) Photograph of the 4 T1 xenograft on the dorsal 
surface of the mouse. In (a) and (b), the dashed line indi-

cates the approximate position of the transverse tissue 
section being imaged. (c) Images (acquired at 790 nm) 
before (left panel) and 30 s after (right panel) intravenous 
injection of indocyanine green (ICG). (V ventral, D dor-
sal, L left, R right). Note the increase in image contrast in 
and around the tumor (arrow) after injection, identifying 
the more highly perfused portions of the tumor (Adapted 
from Herzog et al. (2012) with permission)
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Fig. 1.15 Triple-modality detection with nanoparticle 
probes of brain tumors in mice. Three weeks after ortho-
topic implantation with U87MG glioblastoma cells, the 
brain tumor-bearing mouse was injected intravenously 
with the nanoparticles, which localized in the tumor due 
to the EPR (enhanced permeability and retention) effect. 
Photoacoustic (PA), Raman, and MR images of the brain 
(skin and skull intact) were acquired before and 2, 3, and 
4-h postinjection, respectively. Raman imaging was per-
formed using a commercial Raman microscope (InVia, 
Renishaw) with a computer-controlled xy-translation 
stage. (a) Axial MR, PA, and Raman images. The postin-
jection images of all three modalities demonstrated clear 
tumor visualization. The PA and Raman images were co- 

registered with the MR image, demonstrating good con-
cordance within the tumor of the nanoparticle distribution 
among the three modalities. (b) Volumetric rendering of 
MR images with the tumor segmented (red; top panel); 
overlay of the 3D PA image (green) over the MR image 
(middle panel); and overlay of the tumor-segmented MR 
and PA images (bottom panel) showing good co- 
localization of the PA signal within the tumor. (c) 
Quantification of the imaging signals in the tumor shows 
a significant increase in the MRI, PA, and Raman signals 
after versus before the nanoparticle injection (“***” indi-
cates p < 0.001, “**” indicates p < 0.01). Error bars repre-
sent the standard error of the mean, AU, arbitrary units 
(From Kircher et al. (2012) with permission)
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immunotherapy and gene therapy – are likely to 
be particularly productive in the application of 
small-animal imaging. In drug development, 
imaging-based assays are particularly amenable 
to quantitative characterization of pharmacoki-
netics and pharmacodynamics of new therapeu-
tics and may accelerate the drug discovery 
process. Transgenic and knockout mouse models 
of human disease may be used for identification 
and validation of “drug-able” molecular targets. 
Clinically translatable imaging paradigms devel-
oped and validated in animal models may also 
provide earlier and more clinically meaningful 
assays of therapeutic response, enabling 
 clinicians to rapidly distinguish “responders” 
from “nonresponders” and promptly switch 

patients from ineffective to potentially more 
effective therapies, thereby avoiding unnecessary 
toxicities, expense, and loss of time. Clinically 
applicable gene imaging techniques will likely be 
essential if adoptive immunotherapies and gene 
therapies are to progress. Tumor targeting of 
immune effector cells and their progeny and 
delivery and expression of therapeutic genes can 
likely only be assessed by stable incorporation of 
a suitable reporter gene into the genomes of 
effector cells and of therapeutic viral vectors, 
respectively. Further, in order to maximize the 
yield of functional information, it is likely that 
multimodality imaging as well as dynamic imag-
ing (with appropriate kinetic analyses) will 
become more commonplace.

a

b

c

Fig. 1.16 Preclinical model of Raman-guided surgery. 
(a) Following orthotopic implantation with GFP- 
transduced U87MG glioblastoma cells, the brain tumor- 
bearing mouse underwent craniotomy under general 
anesthesia. Quarters of the tumor were then sequentially 
removed (as illustrated in the photographs). (b) 
Intraoperative Raman imaging was performed after each 
resection step, until the entire tumor had been removed by 
visual inspection. After the gross removal of the tumor, 
several small foci of Raman signal were found in the 
resection bed (outlined by the dashed white square). (c) 

Subsequent immunohistochemical analysis of sections 
from these foci demonstrated an infiltrative pattern of the 
tumor in this location, forming finger-like protrusions 
extending into the surrounding brain tissue. CD11b (sec-
ond panel from left) is a widely used microglial immuno-
histochemical marker. As shown in the Raman microscopy 
image (right panel), the Raman signal was observed 
within these protrusions, indicating the selective presence 
of MPRs in these protrusions. The white dashed box not 
drawn to scale. Raman signal in linear red color table 
(From Kircher et al. (2012) with permission)
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2.1  Introduction

The pharmaceutical industry faces an existential 
threat. Over recent years, the time and costs to get 
a new drug to market have increased to unsustain-
able levels whilst productivity is declining. It is 
critical to both improve efficiency of the drug 
 discovery and development process and to increase 
success rates, with better predictivity from 
 preclinical to clinical investigation (Kola 2008). 
Imaging provides unique tools to improve effi-
ciency, predictivity and probability of success.

Imaging uniquely provides non-invasive, 
localised and quantitative information on focal 
disease and allows follow-up studies to be carried 
out within the same animal or human subject. 
Although animal imaging has been utilised in 
drug discovery and development since the 1970s, 
there has been much increased interest over recent 
years. This has been driven by the ever- expanding 
roles that imaging can play within drug discovery, 
by advances in imaging technologies and also by 
the increased availability and reliability of pre-
clinical scanners for all modalities.

The overall aim for the use of imaging within 
the pharmaceutical industry is to accelerate drug 
discovery by improving the speed and quality of 
decision-making. This can be achieved through-
out the drug discovery pipeline, from increasing 
target confidence, decreasing time taken within 
the design-make-test cycle, better understanding 
of preclinical pharmacology and providing 
 toxicology, efficacy and patient segmentation 
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biomarkers. Each of these will be explored in 
more detail, together with examples, throughout 
this chapter.

The whole range of imaging modalities can be 
utilised within drug discovery, from optical (bio-
luminescence and fluorescence), ultrasound, 
X-ray technologies (radiography, CT and DEXA), 
magnetic resonance (MRI, MRS) and nuclear 
medicine (SPECT, PET). Again examples of 
these will be given throughout this chapter.

Imaging can bring additional ethical benefits 
in reducing the number of animals (Hultin et al. 
2004; McIntyre et al. 2004; Bowyer et al. 2009; 
Waterton et al. 2000) because the same subject 
can be followed throughout the study; sample 
sizes may also be reduced because of better 
exclusion criteria and more reproducible end 
points. In addition, refinement of animal experi-
mentation can often be achieved since the sensi-
tivity of imaging end points may allow the use of 
milder models or even the use of animals that are 
clinically normal (Tessier et al. 2003; Bowyer 
et al. 2009).

Many imaging studies within drug discovery 
are aimed at providing translatable data that will 
be used within the drug’s clinical development, 
for example, influencing the clinical imaging 
schedule to look at drug efficacy with an imaging 
biomarker. Equally, there are examples of where 
clinical imaging can influence the preclinical 
imaging approach (Bowyer et al. 2009).

Despite these benefits, it should be recognised 
that few animals, perhaps only 1–2 % of the total 
used in pharmaceutical drug discovery projects, 
ever receive an imaging measurement. Most are 
assessed using other, equally valid, techniques 
such as histology, molecular biomarkers or 
behavioural assessment. The decision to use 
imaging should be made on a case-by-case basis 
and will be dependent upon disease area, drug 
mechanism of action, questions that need to be 
addressed and the imaging technology within the 
specific field.

We now briefly describe some examples from 
our own and other laboratories where imaging 
has helped decision-making at different points in 
the drug discovery process.

2.2  Target Confidence

Of all the genes in the human genome, by some 
estimates, about 10 % offer potential targets for 
pharmacologic intervention in disease, whilst 
perhaps only 1 % have been exploited to date 
(Hopkins and Groom 2002). Imaging can play a 
valuable role in selecting the target, understand-
ing the relationship between target distribution 
and activity and measuring focal progression of 
pathology. It is therefore natural that imaging 
plays an important role in building target confi-
dence. Formerly, some drug researchers regarded 
target validation as a task to be carried out when 
a novel target was identified and then might 
neglect the quality of the target again until early 
clinical trials. Today, all companies recognise 
that it is critical to build target confidence as drug 
projects progress through the pharmaceutical 
pipeline in order to reduce the unacceptable lev-
els of attrition seen in late stage clinical trials.

Target validation prior to initiating a chemistry 
campaign (Example 2.1) In the early phase of 
drug discovery, with a plethora of novel potential 
targets, a key issue is speed and agility in exploit-
ing new discoveries in basic biology. There may 
be no time to develop new tracers or animal mod-
els. Target activity can be modulated by, for exam-
ple, either knocking out or overexpressing the 
target in mice or using existing small molecules or 
biologics known to modulate target activity.

Example 2.1: MRI of Lung Oedema in 

Endothelin Receptor Antagonist Studies

Positive control compounds can be used to 
test the link between the target and disease 
modulation. In this example, we investigated 
the link between inhibition of the endothelin 
receptor and lung oedema. MRI was selected 
as the imaging technique of choice because 
signal from normal lung parenchyma is effec-
tively invisible, thus highlighting areas of 
oedema in the lung (Beckmann et al. 2001). 
Lung oedema was induced by injecting big 
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endothelin-1 (BET) i.v. In vehicle-treated ani-
mals, oedema was observed to spread from the 
vasculature into the lungs whereas in animals 
pretreated with an endothelin receptor antago-
nist, oedema formation was effectively blocked 
(Bell et al. 2007). Chronic obstructive  pulmonary 

disease (COPD) patient symptoms, lung 
 function and quality of life may be improved by 
reducing extravasation and development of lung 
oedema. This work shows that blocking endo-
thelin activity impacts lung oedema formation 
and thus may be a suitable COPD target.
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Fig. 2.1 (a) MR image through the thorax of a vehi-
cle-treated rat after injection of BET. Note the pres-
ence of oedema in the lung. (b) Rat pretreated with an 

endothelin receptor antagonist displays no obvious 
lung oedema. (c) Time course of lung oedema forma-
tion after injection of BET

Target confidence in man (Example 2.2) Target 
validation in man means establishing that target 
activity is causally related to the symptoms of the 
disease under investigation. Clearly, one can use 
the same positive control approach that is used 

preclinically if clinically approved substances are 
available. Another approach is to label the drug 
candidate with a positron-emitting radioisotope 
to assess target engagement. If, for example, the 
drug candidate can be shown to engage the target 
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but the symptoms of the disease are not changed 
in a meaningful way, then the clinical hypothesis 
has been de-validated and resources can be 
deployed in other drug projects.

In conclusion, imaging is a useful tool to build 
target confidence with the potential to reduce late 
phase attrition due to lack of efficacy. Importantly, 
it must be recognised that drug projects can be 
killed even in a relatively advanced phase if the 
target is de-validated.

2.3  The Design-Make-Test Cycle

Once the drug developer has selected a credible 
drug target and has found a starting point in 
chemical space (assuming the aim is to produce 
a small-molecule drug), the process of lead 

 optimisation (LO) begins. The structure of the 
chemical starting point has to be iterated to opti-
mise the in vitro efficacy against target, to opti-
mise pharmacokinetics compatible with oral 
dosing and to achieve an acceptable toxicologi-
cal profile. This iterative process is sometimes 
described as the design-make-test cycle, since 
the chemists cannot design their next iteration 
until they have the result of the biological test on 
the previous iteration. Although the design-
make-test cycle sits at the very heart of drug dis-
covery, in vivo studies play a relatively minor 
part at this stage. Most tests are performed 
in vitro, since these tend to be inexpensive, rapid 
and amenable to automation; moreover, it is 
likely to be unethical to perform an in vivo 
experiment where an in vitro alternative exists. 
Rarely, the complexity of the biology makes it 
impractical to model the disease  adequately 
in vitro, and in vivo models may be required at 
the later stages of LO (Example 2.3).

Example 2.3: MRI to Support Lead 

Optimisation for Acute Stroke

An example of in vivo imaging in LO is in 
focal cerebral ischaemia (stroke) research, 
where the rat middle cerebral artery occlu-
sion model has been used to choose 
between compounds with similar in vitro 
properties. An example is shown below 
where 13 compounds with good in vitro 
potency were compared in vivo, using an 
innovative group-sequential design to 
reduce animal numbers with no loss in sta-
tistical power. In this case, three out of 13 
compounds were found inactive in vivo, 
and ten were found active: one of these ten 
was eventually progressed into preclinical 
development.

Example 2.2: PET Receptor Occupancy for 

Target Validation

PET was used to show that the NPY Y5R 
antagonist MK-0557 achieved 90 % recep-
tor occupancy, even though there was no 
clinically meaningful weight loss in obese 
humans after 1 year of treatment. The PET 
data gave confidence that the maximal 
weight loss had been reached for MK-0557 
and that this was not a suboptimal dose or 
brain penetration issue. As a result, this tar-
get could be de-validated (Erondu et al. 
2006). The same compound produced sig-
nificant weight loss in a mouse obesity 
model, so it was hypothesised that the 
endogenous NPY tone in humans is much 
lower than that in rodents, highlighting the 
need for target validation studies in man 
(Fong 2008).
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2.4  Preclinical Pharmacology

Many preclinical models demonstrate aspects of 
a clinical disease but do not represent the full 
disease spectrum or time to disease progression. 
In order to understand drug pharmacological 
effects, it is important to have good characterisa-
tion and validation of the preclinical model and 
how this relates to the clinical disease state. 
Typically, model validation studies will be per-
formed using histology and/or other pharmaco-
dynamic end points. Additionally, anatomical, 
functional and molecular imaging techniques 
can all play roles in aiding preclinical model 
characterisation and the changes that ensue fol-
lowing drug administration.

Understanding and being able to quantify 
changes that result following drug administra-
tion in the preclinical setting are obviously of 
great importance within drug discovery. Such 
information will be utilised in decisions on the 
progression of the drug and may be incorpo-
rated into the Investigator’s Brochure and sup-
porting publications. These imaging techniques 
and methodologies may be specific only for the 
preclinical setting due to the type of imaging 
modality and/or availability/licensing of the 
contrast agent or may be translatable to the clin-
ical arena.

Below (Examples 2.4 and 2.5) are examples of 
the use of imaging in preclinical model characteri-
sation and changes following drug administration.
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Fig. 2.2 MRI in rat permanent focal cerebral ischaemia 
model: 16 slices through the brain are shown. The area 
of infarct (arrow) can be easily be segmented to derive 
the infarct volume in the territory of the middle cerebral 
artery (Waterton et al. 2000). Inset shows the operation 
of the group-sequential design: significance testing was 

performed after 6, 9, 12 and 15 rats were entered for 
each LO compound, and if the calculated p value was 
very small (upper grey zone), a stopping rule was 
invoked and the compound declared active; conversely, 
a high p value (lower grey zone) invoked a second stop-
ping rule and the compound was declared inactive
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Example 2.4: Hyperpolarised 3He to Monitor 

Drug Effects in a Murine COPD Model

Hyperpolarised 3He MRI is an emerging 
respiratory imaging technology with key 
advantages that it can measure gas distribution 
and importantly functional end points, which 
appear to be more sensitive than conventional 
1H MRI (Olsson et al. 2009). This imaging 
methodology can also potentially be translat-
able to human proof-of- principle studies.

We have used this technology to assess treat-
ment effects of drugs using a lipopolysaccha-
ride (LPS) murine model of lung i nflammation 

to mimic the inflammatory response of 
COPD. Administration of LPS causes forma-
tion of lesions and ventilation defects within the 
lungs, which can be easily visualised using 
hyperpolarised 3He. The example shown (cour-
tesy of Lars E. Olsson) compares lung lesion 
volumes in untreated mice with those exposed 
to LPS and either treated with vehicle or 
budesonide. Exposure to LPS induced signifi-
cant inflammation and large ventilation defects. 
LPS exposure together with budesonide treat-
ment resulted in a significantly smaller volume 
of ventilation defects.

Control LPS

0.15

0.10

0.05

0.00
CONTROL VEHICLE BUDESONIDE

V
o

lu
m

e 
le

sl
o

n
/a

n
im

al
 (

m
l)

LPS + Budesonide

***1

***2

Fig. 2.3 Cross validation of the MRI data was performed using bronchoalveolar lavage (BAL), with inflammatory 
markers supporting the findings from MRI

Example 2.5: MRI to Evaluate Compound 

Efficacy in a Guinea Pig Osteoarthritis Model

One of the applications of MRI is to provide 
high, quantifiable anatomical information. 
We developed methods to enable high-reso-
lution 3D MRI to characterise cartilage loss 
in a model of spontaneous knee osteoarthritis 

in the Dunkin-Hartley guinea pig (Tessier 
et al. 2003). Using a non-invasive longitudi-
nal technique to monitor disease progres-
sion or modification with therapy over time 
has real cost benefits when dealing with 
more complex, longer duration disease 
models.
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Imaging may also be employed to evaluate 
drug distribution (Example 2.6), with drug mol-
ecules labelled with a detectable probe and dis-
tribution monitored throughout time post 
injection. This type of approach has been used 
for many years within the neurology disease 
area, with drugs typically labelled with 11C and 
brain uptake and localisation evaluated using 
PET imaging. With the increased emergence of 
biological drug compounds, there has been a 
trend to understand their distribution and areas 
of accumulation. Due to the long blood half-life 
of biological compounds, short-lived isotopes 
such as 11C are not suitable, and therefore, bio-
logics are typically labelled with either a fluo-
rescent tag for optical detection or longer-lived 
radioisotope such as 64Cu or 111In for PET and 
SPECT imaging, respectively.

2.5  Preclinical Toxicology

Safety assessment of candidate drugs involves 
taking the data from model biological systems 
(e.g. cell cultures, laboratory animals) and 
using these results to try to predict toxicity in 
humans. The continued attrition of late stage 
compounds due to clinical safety issues indi-
cates that our ability to predict toxicity can be 
further optimised, and additional tools to pro-
vide improved data on which to base predic-
tions would be most welcome. Drug developers 
need to show that drugs are both efficacious and 
have acceptable toxicity: whilst in vivo imaging 
has been used extensively in both preclinical 
and clinical efficacy studies, it has not as yet 

In this model, we have used MRI to evalu-
ate the effects of doxycycline treatment and 
compared the results to matrix metalloprotein-
ase (MMP) activity (Bowyer et al. 2009). 
Guinea pigs (9 months old) were dosed with 
vehicle or doxycycline (0.6 or 3.0 mg⁄kg⁄day) 
for 66 days. Fat- suppressed 3D gradient-echo 
MRI of the left knee was acquired pre- and 
post- dosing. Change in medial tibial plateau 
(MTP) cartilage volume (MT.VC) was deter-
mined using image analysis. At termination, 
MTP cartilage was removed from knees and 
proteolytic MMP activity determined using a 
fluorescent peptide substrate assay.

Results showed that vehicle-treated ani-
mals lost 20.5 % MT.VC. The 0.6 mg⁄kg⁄day 

doxycycline group lost 8.6 % whilst the 
3.0 mg⁄kg⁄day group lost 10.0 %. Endogenous 
levels of active MMPs were below limits of 
detection in all samples. However, doxycy-
cline treatment ablated amino phenyl mercu-
ric acid activated MMP-13 and MMP-8 levels 
and reduced MMP-9 levels by 65 % and 
MMP-1 levels by 24 %. Doxycycline treat-
ment thus resulted in partial protection from 
MT.VC loss although it was associated with 
complete reduction in MMP-13 and MMP-8 
and partial reduction in MMP-9 activity. 
Doxycycline has only limited efficacy in man, 
and these data suggest that compounds pro-
viding better chondroprotection need to be 
sought.

Example 2.6: 111In-DTPA-Pertuzumab 

Sensitively Detects Trastuzumab-Mediated 

HER2 Downregulation

Pertuzumab is a HER2 dimerisation inhibi-
tor that binds to an epitope unique from 
that of trastuzumab. SPECT studies both 
in vitro and in vivo demonstrated that 

111In-DTPA-pertuzumab could sensitively 
detect HER2 downregulation after 3 days 
of treatment with trastuzumab and detected 
a reduction in viable HER2-positive tumour 
cells after 3 weeks of therapy in 
MDA-MB-361 human breast cancer xeno-
grafts (McLarty et al. 2009).
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Example 2.7: T2-Weighted and Diffusion- 

Weighted MRI Elucidates Neurotoxicity

L-2-Chloropropionic acid (L-CPA) (not a drug 
substance but an intermediate) found to be 
selectively toxic to rat cerebellar granule cells. 
T2-weighted and diffusion- weighted MRI mea-
surements were used in rats at 37 h and 48 h 
post-dosing to characterise the mechanism and 
evolution of the neurotoxicity. Swelling of the 
cerebellum was found 37 h post-dosing, and at 
48 h post-dosing T2WI and DWI hyperintensi-
ties were observed in the cerebellum whether or 
not necrosis was detected. In addition, the exqui-
site sensitivity of MRI was demonstrated by the 
finding of T2WI hyperintensity in the forebrain 
leading to the discovery in vivo of a new lesion 
in the habenular nucleus not previously detected 
in post-mortem pathology (Williams et al. 2001).

a

b

Fig. 2.4 T2-weighted images from (a) an untreated rat 
and (b) a treated rat 48 h post-dosing. Red pixels have 
elevated intensity in both T2W and diffusion- weighted 
MRI

seen widespread use in preclinical toxicology 
(Hockings 2006).

The ability to image the same animal at multi-
ple time points suggests that imaging is likely to 
make its greatest contribution in chronic investi-
gational safety studies. There are also clear 

 advantages such as bridging the gap between ani-
mals and humans by using the same non-invasive 
end points and utilising functional safety bio-
markers not readily available otherwise, e.g. car-
diac function (Cove-Smith 2014) or neurotoxicity 
(Example 2.7) (Williams 2001; Liachenko 2015).

Despite these examples of safety imaging 
biomarkers that are ready to use, there are rela-
tively few imaging studies with a safety end 
point (Examples 2.8 and 2.9). The key blockers 
for imaging studies tend to be lack of knowledge 
about in vivo imaging by preclinical toxicolo-
gists because of the sparse literature and a lack 
of time to conduct appropriate validation studies 
with positive and negative control substances as 

safety issues arise unexpectedly and then often 
become critical path activities for drug projects. 
Other issues can be concerns about confounds 
from anaesthesia for restraint (not always neces-
sary), logistics and a concern that imaging stud-
ies are not usually conducted under (or close to) 
the exacting regulatory standards of good labo-
ratory practice. However, none of these prob-
lems are completely insurmountable.
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Example 2.8: Cholestasis

The need for better biomarkers of drug- induced 
liver injury (DILI) has been identified (Holt and 
Ju 2006). In particular, drug-induced cholesta-
sis is an area where MR imaging can make a 
contribution as new clinically approved con-
trast agents such as gadoxetate (Gd-EOB-
DTPA, Bayer Schering) have become available. 
Gadoxetate is taken up into hepatocytes and 
subsequently excreted into bile, and hence, 
cholestasis can be detected by the accumula-
tion of gadoxetate in the liver with resultant 
enhancement on the MR image.

Ulloa et al. (2013) dosed rats orally with 
either an investigational chemokine antagonist 

(CKA) known to inhibit biliary transporter 
activity in vitro or vehicle. Dynamic contrast-
enhanced magnetic resonance imaging (DCE-
MRI) was used to assess clearance of gadoxetate 
by monitoring changes in liver contrast over a 
60 min period. The CKA was shown to reduce 
both the rate of uptake of gadoxetate into the 
hepatocyte, and biliary efflux. Effects were 
dose dependent and correlated with effects on 
plasma chemistry markers of liver dysfunction, 
in particular bilirubin and bile acids. Gadoxetate 
DCE MRI may therefore be a suitable bio-
marker of drug- induced perturbation of hepatic 
transporters in animal models and ultimately in 
humans in vivo.
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Fig. 2.5 (a) Examples of dynamic images at t = 0, 6, 
18, 30, 42 and 60 min after contrast injection, for ani-
mals treated with vehicle (top), 200 mg/kg (middle) or 
500 mg/kg (bottom) CKA. Note the enhancement of 
the small bowel lumen at about 30 min after contrast 
injection and also the reflux of gadoxetate into the 

stomach at the end of the acquisition in the vehicle-
treated animal. No enhancement was observed in the 
bowel of the animal treated with 500 mg/kg CKA. 
(b–d) Mean concentration of gadoxetate over ROIs 
covering (b) liver, (c) spleen and (d) hepatocytes. Bars 
represent SEM
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2.6  Biomarkers

In the last few years, the regulatory, academic and 
drug development communities have developed 
an increasingly sophisticated understanding of the 
nature of biomarkers and their use in drug devel-
opment. A biomarker is now understood very 
generally (Atkinson et al. 2001), as any “charac-
teristic that is objectively measured and evaluated 
as an indicator of normal biological processes, 
pathogenic processes or pharmacologic responses 
to a therapeutic intervention”. Imaging measure-
ments are included within this definition, as are 
the more familiar molecular biomarkers and even 
physiologic tests such as electrocardiography or 
blood pressure. Importantly, from the regulatory 
perspective, a biomarker is not necessarily seen as 
a surrogate end point. Thus, a biomarker can still 
be useful in drug development, even when it is not 
exhaustively validated to eliminate all possible 
risk of a false-positive or false-negative outcome. 
The process of qualification, i.e. understanding 
the value of a biomarker, involves establishing the 
relationship between the measured biomarker and 
the underlying biology, as well as understanding 
what a biomarker measurement implies for the 
patient’s ultimate clinical outcome. Imaging bio-
markers are used in drug development in many 

diseases, in particular in inflammation, degenera-
tion, ischaemia and neoplasia. In phase 1 and 
phase 2 trials, imaging biomarkers are used to 
establish that the drug reaches its target, has some 
pharmacologic effects on the cell phenotype, 
causes some local physiologic change such as a 
change in perfusion or local inflammation and 
ultimately modifies the structural progression of 
the disease.

The actual use of imaging biomarkers in phase 
1 and phase 2 drug development obviously 
involves human clinical studies and is therefore 
outside the scope of this chapter. However, before 
such an imaging biomarker is used with investi-
gational agents (particularly with first-in-class 
drugs against targets not previously addressed in 
man), animal studies using the same imaging bio-
marker/drug combination are often critical, both 
in the design of the clinical trial and in  interpreting 
its outcome (Examples 2.10 and 2.11). Ideally, 
the imaging biomarker has a similar presentation 
in the animal model and in the human patient. 
Examples in which imaging biomarkers have 
been translated between animal and man include 
cancer (FDG-PET, FLT-PET, DCE MRI, ADC 
MRI, phosphomonoester MRS), psychiatry 
(functional MRI, pharmacoMRI), myocardial or 
cerebrovascular ischaemia (ADC MRI, perfu-

Example 2.9: Gastric Emptying

Gastric emptying is not always studied as part 
of the safety pharmacology core battery but can 
be examined if appropriate. The standard assay 
is to dose a dye such as charcoal and then kill 
the animal after a fixed period of time and 
examine intestinal transport. Obviously, this 
method is limited to examinations at a single 
time point. Hultin et al. (2004) used functional 
X-ray of conscious rats after a barium meal to 
examine the time course of gastric emptying 
and the effect of various doses of corticotropin 
releasing factor (CRF). They showed that func-
tional X-ray measurements provided a repro-
ducible and quantifiable method to evaluate 
gastric motility and emptying.

10
vehicle

25
50

–5 0
0

1

2

3

4

5

6

5 10 15 20

Fig. 2.6 Time course of gastric motility effects after 
i.v. CRF (mg/kg) in conscious rats
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Example 2.10: DCE MRI Proof of Principal 

Biomarker for a Vascular Disrupting Agent

An example of animal imaging to qualify a bio-
marker for use in human drug development is 
the use of DCE MRI in the development of 
ZD6126. DCE MRI was used in this case as a 
proxy for tumour perfusion. ZD6126 is a vas-
cular destructive agent: it targets immature 
tumour vasculature causing massive intratu-
moural infarction. Studies in xenografts in mice 
and rats in three different laboratories estab-
lished the dose response, speed of onset and the 
persistence of the infarction (Bradley et al. 
2007; McIntyre et al. 2004; Evelhoch et al. 
2004), as well as optimising image analyses at 
intermediate doses where complete infarction 
was not achieved. In addition, the relationship 
between the imaging change and histopatho-
logical change was established. These data 
were then used to design and interpret the phase 
1 trials of the compound in man.

sion), atheroma (ultrasound, CT, MRI and PET 
measurements of plaque size, composition and 
inflammation), respiratory diseases (CT and MRI 
measurements of emphysema, perfusion and 
ventilation), arthritis (MRI and X-ray measure-
ments of bone lesions, cartilage and synovitis), 
osteoporosis (bone mineral density measure-

ments) diabetes, obesity, thrombosis, neurode-
generation and many others. Imaging biomarkers 
are also increasingly used in safety assessment, 
for example, cardiac ultrasound or MRI (Cove-
Smith 2014), to assess and monitor the safety of 
potentially cardiotoxic anticancer drugs.
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Fig. 2.7 Change in DCE MRI enhancing fraction 
(EHF60), 24 h after treatment with increasing doses of 
ZD6126. Insets show H&E histopathology and corre-
sponding DCE MRI Ktrans maps, which can be used to 
help interpret the changes seen in human tumours 
(Bradley et al. 2007)

Example 2.11: FDG-PET as a Proof of 

Mechanism Biomarker for an mTOR Kinase 

Inhibitor

mTOR is a serine/threonine kinase belonging 
to the P13K superfamily of kinases, and the 
P13K-AKTmTOR pathway is involved in 
glucose uptake and metabolism. Using a 
human glioma xenograft model (U87-MG), 
we evaluated whether FDG-PET could be 
used as a direct mechanistic readout of TOR 
kinase inhibition. To evaluate this, U87-MG 
tumour-bearing mice were administered with 
either a single dose of mTOR kinase inhibitor 

(AZD8055) or vehicle, 15 min later adminis-
tered with FDG-PET and imaged 1 h after 
drug or vehicle dosing. Results showed there 
was a significant decrease in tumour FDG 
uptake in the animals treated with AZD8055 
compared to vehicle group. Imaging data 
correlated with histological pharmacody-
namic readouts, with marked reductions of 
both pS6 and pAKT immunostaining with 
treatment. Therefore, this data provides evi-
dence that FDG uptake is an early sign of 
metabolic response to mTOR inhibition 
(Keen et al. 2013).
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What measurements are important using 
imaging biomarkers in animals? Firstly, we can 
ask whether the new drug affects the imaging 
biomarker and the effect size. Using knowledge 
of the relationship between the animal model 
and human disease, we can use this information 
to predict the likely size of the drug effect on the 
imaging biomarker in a clinical trial, which is of 
course essential to sample size calculations. We 
can measure the duration of the effect and the 
dose response. Importantly, we can verify that 
the change in the imaging biomarker following 
drug treatment parallels changes in the 

 underlying histopathology: these measurements 
are usually much easier to perform in animals 
than in humans but are essential in qualifying the 
biomarker. Indeed, the implied clinical hypothe-
sis, that drug-induced change in the imaging bio-
marker faithfully reflects a desired drug-induced 
change in the underlying pathology, is often only 
satisfactorily addressable in an animal study. 
Finally, we may be able to use our imaging bio-
marker studies in animals to inform our thinking 
about whether a given change in the imaging 
biomarker will predict a specific clinical benefit 
to the patient or to a specific subset of patients.
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Fig. 2.8 (a) Representative axial slice PET images 
within 1 h of AZD8055 treatment. Tumour is circled. (b) 
MaxSUV uptake in tumour. Data expressed as group 
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 biodistribution data. Data expressed as group mean 
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of brown staining on the tissue section
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 Conclusions

As discussed at the beginning of this chapter, 
the aim for any science or technology used 
within drug discovery and development is to 
accelerate the drug discovery process by 
improving the quality of decision-making. 
The challenge is to provide data in a timely 
fashion to impact decision- making. Ex vivo 
imaging techniques such as histopathology, 
immunohistochemistry and autoradiography 
have a role to play, as they have excellent spa-
tial resolution and exquisite molecular sensi-
tivity and specificity. Although in vivo 
imaging is sometimes more costly and can 
lack sensitivity and specificity in comparison 
with the ex vivo modalities, it provides unpar-
alleled translatability and temporal insight 
into disease progression and response to ther-
apy. In this chapter, we have highlighted the 
range of drug discovery activities and areas of 
impact and value that in vivo imaging can 
have within preclinical drug discovery and 
development.
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3.1  Overview

Creation of an animal imaging center is rarely as 
simple as purchasing a system, placing it in a 
room somewhere, and turning people loose to use 
it. There are very few imaging devices that are 
appropriate to place on a laboratory bench top and 
use right out of the box without further integra-
tion, for example, a microscope. Most systems 
require training of users and a specialized envi-
ronment for handling data and animals. Use of 
animals requires approval of physical spaces, 
imaging systems, and protocols by the Institutional 
Animal Care and Use Committee (IACUC), radi-
ation use requires approval from the Radiation 
Safety Officer (RSO), local institutional veteri-
nary considerations may apply, and usually bio-
safety approval is required. There may also be 
other environmental health and safety (EHS) 
issues to consider, such as magnetic field safety 
and airflow requirements. The process of compre-
hensive planning and oversight is now common-
place to house, use, and experiment with animals 
(Stout et al. 2005; Klaunberg and Davis 2008).

The first step in designing an imaging center is 
to determine what types of research will be sup-
ported, a process that then leads to what imaging 
modalities and specific imaging systems are 
required. There are many different imaging 
modalities and vendors selling various imaging 
systems, most of which are quite expensive, so 
careful selection is required to devise the optimal 
mix of systems (Stout and Zaidi 2009). Imaging 
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modalities are now often combined, such as PET/
CT, PET/MR, and optical/X-ray, so consideration 
must be given to whether the combination is use-
ful or limiting with respect to the intended work-
flow of the center (Fig. 3.1).

The support infrastructure for various imaging 
systems varies in terms of space, power, air con-
ditioning, and ancillary equipment necessary. For 
example, a cyclotron and radiochemistry lab or 
an arrangement for isotope delivery from an out-
side location is necessary for PET and SPECT 
systems, magnetic field restrictions are required 
for high-field MR systems, and a low radiation 
background location is needed for gamma coun-
ters. The use of immune-compromised animals 
and human xenograft tumors leads to biosafety 
requirements such as gowning chambers, barrier 
facilities, and controlled access. Often it is advis-
able to have a dedicated vivarium to house the 
animals, which might also include a separate 
room for surgical or other interventions. 
Personnel support will depend again on the sys-
tems being used and the level of training and sup-
port planned for the experiments. The exact 
engineering and administrative controls required 
are a function of both the imaging systems and 
local safety oversight regulations.

Imaging systems capable of examining small 
animals are a relatively recent development; thus, 
new systems and methods for imaging are fre-
quently being discovered, created, and brought to 
market. These new tools, techniques, and protocols 
may need to be included or exchanged into the cen-

ter in the future. Either a center employee or a fac-
ulty member associated with the center will need to 
keep informed about developments in imaging sys-
tems, methodology, and the changing regulatory 
environment associated with the field. The lifetime 
and depreciation schedule of these preclinical sys-
tems may be shorter than similar clinical systems.

An example of the changing requirements for 
imaging is given in Figs. 3.2, 3.3, and 3.4, show-
ing how the imaging center at the Crump Institute 
at UCLA has evolved over 20 years. At first, a 
relatively small room to house one or two sys-
tems was sufficient (Fig. 3.2). As more systems 
were added, it became clear that a consolidated 
location was needed to bring the systems into one 
area instead of being spread between several 
buildings (Fig. 3.3). As more systems and sup-
port areas were required, eventually a new build-
ing was created where the layout could be 
expanded and optimized, instead of working 
within the confines of an existing building 
(Fig. 3.4). A little extra space and planning ahead 
for possible increases in workflow may save time 
and money when expansion is needed.

When designing a center, the process can be 
divided into several categories: vendor-specific 
site requirements (cooling, power, space), com-
puter infrastructure requirements for archiving 
and database information, on-site animal use and 
housing requirements, radiation and biosafety 
requirements, and human ergonomic planning to 
make sure people and equipment can easily and 
safely coexist. Optimal center design often 

• Purpose of the imaging facility
• Types of imaging equipment: PET, CT, ultrasound, MRI, optical, etc.
• Ancillary equipment: gamma counter, cryostat, biosafety cabinet, anesthesia 
• Ancillary spaces: surgical area, hot lab, supply storage, animal housing, cage cleaning
• Barrier conditions for immune compromised animals (SCID, nude animals)
• Security requirements
• Radiation use and Electromagnetic safety requirements
• Biohazard requirements 
• Facilities planning: hoods, air, vacuum, tanks
• Room layouts: space, work path, supply delivery path
• Animal use issues: gowning, access control, waste management, pathogen control
• Vivarium support: cage racks, supplies, cage cleaning, access control
• Anesthesia: vaporizers, induction boxes, waste management
• Mouse handling: prep area, injection techniques
• Mouse imaging chambers: positioning, multimodality, sterility
• Hypothermia prevention: heating systems for before, during and after imaging
• Personnel: locations, break area, training, staffing requirements

Fig. 3.1 Design 
considerations for a small 
animal imaging center
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includes the combined expertise of architects, 
members of the oversight committees, animal 
care personnel, and people experienced and 
familiar with the usage requirements of the imag-
ing systems. Working as a team and getting the 
center open quickly will reduce the chance of 
unforeseen obstacles and delays.

3.2  Site Requirements

Equipment manufacturers normally provide site 
planning guides with equipment specifications 
and space requirements. Typically there are 
power and air conditioning requirements that 
specify dedicated power circuits and appropriate 
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Fig. 3.2 UCLA small animal imaging center from 1990 
to 2003, converted from an old fluoroscopy imaging suite. 
Originally only the left and center rooms were used to 
house a clinical PET system solely used for animal work. 

In 1997 it was expanded to include the right side room for 
the prototype microPET, and then in 2000 the clinical sys-
tem was exchanged for a commercial microPET system 
and a biosafety cabinet (hood) added

Fig. 3.3 UCLA Crump Imaging center from 2003 to 2009. 
This location was renovated within an existing building. 
The computer cluster room and radiolabeling lab were 

added in 2005 to accommodate expanding support require-
ments for radiolabeling I-124 and Cu-64 and the need to 
shift image processing away from the host computers
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temperature and humidity ranges. Additional 
space around the systems is not usually specified 
but is often necessary for good access during nor-
mal use and may be required for servicing and 
good airflow around the systems. Requirements 
vary widely based on the systems, from a simple 
space on a counter to specialized buildings.

Large-scale installations such as cyclotrons 
and high-field MRI imaging systems require sig-
nificant space and additional magnetic and radia-
tion shielding requirements. For projects of this 
scale, manufactures often require specific con-
struction plans and usually work closely with 
sites to create the appropriate building systems 
and floor plans. The precise requirements are 
specific to the system being installed; thus, these 
types of site plans are highly customized to match 
the exact requirements for the end user.

Most imaging systems such as PET, CT, 
SPECT, optical, and autoradiography require a 
dedicated power circuit, rely on room air circu-
lation for heat removal, and need space either 
on the floor or counter for use. Except for high-
field MR, these systems can be located in 
almost any room or together in various combi-
nations. Systems using radiation need to have a 
separate area for holding and dispensing 

radioactive doses, and consideration is neces-
sary for placement with respect to personnel 
exposure. It may be required to have dosimetry 
estimates for both personnel within the center 
and for any adjacent surrounding areas that 
may be close enough to have public radiation 
exposure. Fortunately the amount of radioactiv-
ity required for most small animal work is fairly 
small and represents minimal exposure risks. 
The physical requirements for imaging systems 
are often fairly simple to meet; the animal use 
requirements and biosafety considerations are 
usually more challenging.

Low-field MR systems have been developed 
that have well-shielded magnetic fields or fields 
small enough to not require any special space 
requirements. Nonetheless, there may be incom-
patibilities with locating MR systems adjacent to 
PET, SPECT, or CT systems since the magnetic 
field can cause artifacts through interacting with 
detector systems, such as photomultiplier tubes 
(PMTs). Similarly, MR systems require locations 
with a stable magnetic field background, to avoid 
transient changes that will alter MR signals. An 
example of a poor location for MR systems is 
near an elevator, which is a large metal mass that 
moves, thus altering the local magnetic field.
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Fig. 3.4 UCLA Crump Imaging center as of 2009. The 
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design, with the vivarium 10× larger than before. The 
added space lowers radiation exposure and allows more 

people to work easily at the same time. A third PET imag-
ing system was added (PETbox), and two spaces remain 
open in the optical room for future expansion
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Once purchased and installed, imaging sys-
tems need to be evaluated and a determination 
made whether they are performing as specified. 
Acceptance testing is an important step that 
requires personnel to have some training and 
expertise concerning how the systems should 
function. This expertise may come from vendor 
training or experience gained from personnel 
who trained on similar systems at another site. 
Proper training is essential; otherwise, the invest-
ment of time, money, and resources might not be 
used properly or appropriately.

3.3  Animal Use Issues

Preclinical imaging work can utilize a variety of 
animal species, which have different housing and 
isolation requirements. While mice and rats are 
now the most frequently used species, there are 
still many projects that are best conducted with 
other animal species, including primates, pigs, and 
dogs. Often the optimal species is based on the 
availability of a suitable model of human disease, 
the need to see small structures (resolution and 
sensitivity limits of systems are what determine 
what can be measured), and perhaps the impor-
tance of behavioral or biochemical measurements.

Design specifications of an imaging center 
require knowledge of the species intended for 
use, since there may be restrictions on mixing 
species in the same physical spaces. There are 
specific requirements for vivarium and animal 
use area described by the Association for 
Assessment and Accreditation of Laboratory 
Animal Care (AAALAC). Accreditation by this 
group, although voluntary, is a requirement by 
various funding agencies. Each institution also 
has an Institutional Animal Care and Use 
Committee (IACUC) that oversees all animal 
work. The types of research will also place 
demands on design, such as the use of biohazard-
ous materials and carcinogens, different species, 
and the need to provide support for surgical 
delivery of biological agents using viral vectors 
or other kinds of interventions.

Perhaps the best way to meet the animal use 
constraints is to have a dedicated vivarium 

associated with the imaging center, where the 
appropriate physical spaces are provided to 
enable the intended animal use requirements. The 
exact requirements depend on the requirements 
of the institution, planned research, and AAALAC 
guidelines. There are some procedures such as 
tumor measurements and drug dosing that may 
be required frequently and thus are best served 
within the vivarium rather than in the imaging 
spaces. The use of immune-compromised ani-
mals might require separate housing of animals 
within dedicated barrier conditions and the use of 
microisolator cages. Retrofitting or reconfiguring 
an existing space for proper animal housing may 
be very difficult, so it is important to determine 
the needs and requirements in order to create the 
appropriate vivarium space (Fig. 3.5).

Within the imaging center, the need for proper 
environmental support is crucial to create accu-
rate and reproducible data (Fueger et al. 2006). 
This is particularly true for imaging research that 
involves measuring of in vivo metabolism, where 
the physiology of the animal can have profound 
effects upon the results. Equipment vendors vary 
widely with their environmental support efforts, 

Bedding

Procedure room

Animal
HoldingHot rat

Hot ms

Mop

Barrier Area

Animals

People Cage Wash Area

Fig. 3.5 A full vivarium was added to the center in 2009, 
complete with cash-washing facilities, barrier areas (in 
blue), and separate housing for radioactive animals (hot 
rat and mouse racks). A procedures room was added with 
an anesthesia system and ducted biosafety cabinet, suit-
able for work with biohazardous and carcinogenic materi-
als. Animals enter through a pass-through biosafety 
cabinet, while people go through the gowning chamber
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with some systems providing nothing and others 
providing heating, anesthesia, and perhaps some 
positioning mechanism. A great deal of attention 
is often placed on center layout and equipment 
specifications; however, the environmental sup-
port during imaging procedures is equally impor-
tant and often far less expensive to properly 
implement. Good support includes well-designed 
anesthesia systems to both provide and exhaust 
anesthetic agents, heating options, barrier con-
tainment capabilities, easy to use and clean imag-
ing support devices or chambers, and a good way 
to reproducibly and optimally position animals 
within the imaging systems. Various options for 
imaging chambers are now available to provide 
barrier containment, gas anesthesia, heating, and 
positioning (Suckow et al. 2008) (Fig. 3.6).

The housing conditions and husbandry proto-
cols used can have a tremendous impact on 
images of metabolism. Animals spend the vast 
majority of time in the vivarium; thus, the condi-
tions within the cages are what determine the 
metabolism under investigation. Research into 
housing conditions has demonstrated alterations 
in tumor size, glucose utilization, blood flow, and 
many other factors (David et al. 2013a, b; Gordon 
2012). The physiology of the animals is altered 
by caging type (static or ventilated airflow), 
stocking density (number of animals per cage), 
nesting materials, diet, presence of shelters, room 
temperature and humidity, light cycle, and other 

factors. In particular, the cold stress associated 
with ventilated cages and singly housed animals 
can lead to failure of the animal model to ade-
quately replicate human conditions, thus invali-
dating the research results and potentially 
resulting in misleading or inaccurate results. The 
choice of caging type and husbandry practices is 
often determined by the veterinary support group; 
thus, it is important to work together to consider 
how the imaging research will be impacted by the 
housing conditions.

Any work involving hands-on animal han-
dling ideally has a dedicate location with all the 
supplies and equipment close at hand. For surgi-
cal work, this might include a microscope, heat-
ing plate, fiber-optic lighting (incandescent 
lighting can overheat animals), an anesthetic 
induction box, and nose cone assembly, along 
with any other tools or supplies. Waste disposal 
should also be convenient, such as regular and 
biohazardous waste containers, sharps contain-
ers, or shielded areas for radioactive trash. 
Frequently used supplies such as absorbent pads, 
gloves, needles, and syringes need a place ideally 
suited for easy access, along with cabinets for 
supply storage.

For imaging, animals usually must be arranged 
into a reproducible position and provided anes-
thesia, heating, and some degree of pathogen 
control. This can be accomplished using imaging 
chambers together with biosafety cabinets and 
anesthesia systems to keep the animals within a 
pathogen-free environment for the entire imaging 
process (see Fig. 3.7). The chambers can also 
provide a known reproducible positioning for 
imaging using multiple imaging systems, 
enabling separate imaging systems to be used 
together, for example, acquiring PET/CT images 
using stand-alone PET and CT systems. The use 
of imaging chambers has grown with the 
 recognition of physiological support require-
ments to obtain reproducible results and has 
become more integrated into the imaging system 
design (Fig. 3.8). The widespread use of 3D 
printing technology and computer-aided design 
(CAD) software has made it easier to design and 
create chambers, along with fixation devices, 
customized and disposable chambers.

Fig. 3.6 Heating plate used to preheat animals before 
anesthesia induction. Similar plates are used under all 
locations where animals are held during and after the 
imaging process. Also on the plate is an imaging chamber 
that when connected provides heating, anesthesia deliv-
ery, pathogen control and reproducible positioning, and a 
non-ventilated (static) mouse cage
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3.4  Anesthesia

The use of anesthetic agents to immobilize ani-
mals is necessary for most experiments; other-
wise, measurement of where and how much 
signal is present is not possible due to blurring or 
motion artifacts. The most commonly used anes-
thetics with preclinical imaging systems are gas 
inhalants such as isoflurane or sevoflurane, which 
provide a safe, effective, and constant depth of 
anesthesia. Injected agents can be used alone or 
are often in combination with cocktails most suit-
able for the species being used. There are also an 
increasing number of options for conscious imag-
ing without anesthesia.

Inhalant anesthetics are the anesthetic of 
choice for most experiments and are preferred by 
most investigators and veterinary staff. Induction 
and recovery of anesthesia is fast, typically a few 
minutes at most. The depth of anesthesia remains 
constant, and it can be administered continuously 
for as long as necessary. Symptoms of  overdosing 
are easy to observe and readily reversed by low-
ering the amount of anesthetic agent being sup-
plied. Gas anesthetics are not controlled 
substances in many countries, making procure-
ment and supply storage simple. The combina-
tion of ease of use, safety for the animals, and 
consistency makes gas the ideal anesthetic agent 
for most preclinical research.

Fig. 3.7 Optical imaging chamber used for bioluminescence and fluorescence systems (left), mouse chamber design 
rending from SolidWorks suitable for 3D printing (right)

Fig. 3.8 Wall mounted gas anesthesia systems keep the 
counterspace clear, are easy to use and provide a constant 
depth of anesthesia (left image). This single cost effective 
system provides anesthetic gas to multiple induction 
boxes and nose cones in a biosafety cabinet (right image), 

along with microPET and CT systems. A constant pres-
sure system avouds cumbersome flow meters, with the 
drawback of only providing one concentration of anes-
thetic at all points of use
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If gas anesthetics are to be employed, then air 
or oxygen will be needed as a carrier gas. The 
choice of both carrier gas and anesthetic agent 
will affect the physiology and resulting image 
data (Flores et al. 2008). The placement of the 
supply tanks can be either near the vaporizer or in 
a specific location ideally suited to delivery and 
removal of the tanks. Locating the tanks near a 
door minimizes the need to move bulky and 
potentially dangerous heavy objects near expen-
sive and sometimes delicate imaging systems. If 
multiple vaporizers are to be used, a wall- 
mounted gas manifold, switching valve, and low- 
pressure alarm are worth considering. For safety 
reasons, tanks and manifolds must be located 
away from any electrical panels. Oxygen lines 
require special installation and soldering to avoid 
explosions. To save valuable countertop space, 
vaporizers can be wall mounted, ideally near 
where animals are used so that access to adjust 
anesthetic levels is within easy reach.

With gas anesthetics, the waste anesthetic gas 
(WAG) stream must be addressed to avoid expo-
sure to personnel in the center. A common 
method for WAG management is the use of F-air 
charcoal filters; however, these are not a good 
method for dealing with waste gasses. The WAG 
must be pulled or pushed through these canisters, 
which may cause problems. Charcoal quickly 
forms saturated channels, and it only takes a few 
minutes until the anesthetic gas starts to leak 
through the filter and back into the room. 
Charcoal also only absorbs the gas, later to 
release it. There is no binding or irreversible trap-
ping of the agent. In a high-use facility, these can-
isters can add unwanted cost and complexity to 
the operations and would require frequent 
changes throughout the day. Destroying the anes-
thetic agent also presents problems by creating 
toxic liquids or gasses.

The best option for WAG removal is to either 
remove gasses using a vacuum system that has a 
bypass relief opening or dilute and remove the 
gasses using to room airflow, similar to how nox-
ious gasses are dealt with using a fume hood. 
Animal use facilities typically require that all 
room air be completely exhausted to the outside, 
with no recirculation of any air. One can utilize 

this exhaust by ducting the anesthetic gasses into 
the return air duct, where WAG is highly diluted 
before being released. Either in-house vacuum or 
a dedicate vacuum pump can also be used to pull 
waste gasses away from investigators; however, 
these systems need to be carefully designed to 
avoid pulling room air into pathogen-free barrier 
locations or interfering with delivery of the anes-
thetic gas to the animals. It is important to con-
sider how WAG can be managed and to have 
environmental health and safety approval of the 
design before implementation, since the allow-
able exposure conditions depend on local 
regulations.

Injected anesthetics have often been used in 
the past and are still widely used for larger spe-
cies where safe induction of anesthesia is required 
before it is safe to use gas anesthesia, as in work 
with primates. Injected anesthetics are frequently 
used in a combination of both an immobilizing 
and dissociative agent, such as ketamine and 
midazolam. Pentobarbital was often used in the 
past and went more readily available; however, it 
typically lasts much longer than imaging experi-
ments require and can easily lead to overdose and 
death if not correctly administered.

The primary advantage to injected anesthetics 
is that the equipment required is simple: a needle 
and syringe along with a bottle of anesthetic 
agent. The drawback is that these agents are not 
easily reversed in the event of an overdose nor is 
it easy to titrate the dose. Stress from poor han-
dling can cause adrenaline to temporarily over-
ride the anesthetic effect, leading investigators to 
sometimes inject a second dose, which can often 
lead to death by overdose. Animals are constantly 
metabolizing or excreting the anesthetic agent; 
thus, unless constantly infused, there is a variable 
depth of anesthesia, which may have unwanted 
effects on the data. The recovery times for 
injected anesthetics are also much longer than 
inhalant anesthetics. Injectable agents are also 
drugs of abuse, requiring a prescription, drug 
logs, and double-lock and key storage, compli-
cating the experimental procedure.

There are some imaging systems capable of 
imaging live awake animals, using video and 
post-processing software to remove movement 
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from the data. Conscious imaging has many 
advantages, primarily the ability to look at “nor-
mal” activity, either behavioral or biochemical. 
There is some question as to what constitutes 
normal, since a laboratory environment and han-
dling techniques could induce stress and other 
unwanted changes in animal metabolism. 
Acclimatization and good training of personnel 
handling the animals can make a big difference in 
creating a stable reproducible environment for 
conscious experiment. Other reasons to use con-
scious imaging include the need to measure nor-
mal blood pressure, behavior, and heart rates or 
to avoid other confounding effects of anesthesia 
on animal physiology.

Regardless of what type of anesthetic agent is 
used, heating the animals is essential (Suckow 
et al. 2008). Especially with mice, where the 
mass is tiny, these animals will quickly become 
the temperature of the surrounding environment 
and likely die from hypothermia if not properly 
warmed. Even mild hypothermia can cause 
unwanted changes, such as the brown fat activa-
tion easily seen with FDG imaging using PET 
(Baba et al. 2007). Heating ideally starts immedi-
ately when the animals enter the imaging center, 
even before anesthesia induction. All places 
where animals are kept should be kept warm, 
including cage storage spaces, induction cham-
bers, surgical areas, injection locations, imaging 
chambers, and recovery locations.

The choice of anesthetic agent and when to 
deliver it depends on the specific experiment. In 
some cases, it might be best to inject imaging 
agents while animals are conscious, and then 
wait for uptake and nonspecific clearance before 
inducing anesthesia and imaging. This conscious 
injection method allows the use of conscious 
physiology while preserving the use of anesthe-
sia to keep animals immobile for imaging. There 
can be complications using this method, such as 
increased muscle uptake or activation of brain 
areas due to exposure to light and sound. 
Anesthetic agents have different effects on physi-
ology, so the best agent to use may depend on 
what physiological information is under investi-
gation. Other factors, such as circadian rhythm 
(Collaco et al. 2005), position of the signal within 

the animal (Virostko et al. 2004), and fasting 
state (Suckow et al. 2008), can alter the physiol-
ogy and resulting imaging probe distribution.

3.5  Radiation Use

The use of ionizing radiation requires training, 
licensing, and application of the radiation safety 
principle of ALARA: as low as reasonably 
achievable. X-ray and CT systems produce ion-
izing radiation; however, the energies are low 
compared to PET, and the radiation is not present 
when the source is not turned on. Shielding is 
fairly simple with only a few millimeters of lead 
required; thus, these kinds of systems are typi-
cally self-shielded and pose little or no exposure 
risk to nearby personnel when used properly. It is 
worth pointing out that animals injected with 
SPECT or PET isotopes placed inside these sys-
tems may still create measurable exposure rates, 
since the energies of these isotopes are higher 
than the X-ray energies.

SPECT and PET imaging use radioactive iso-
topes that create ionizing radiation, with half- 
lives ranging from minutes to days. The principles 
of time, distance, and shielding apply to using 
these isotopes, so consideration of all the han-
dling and storage aspects from delivery to final 
disposal is necessary. Isotopes may be delivered 
ready for use or may require radiochemistry to 
prepare the desired radiolabeled compound. If 
the center is to support radiochemistry, a fume 
hood and lead shielding may be required within a 
dedicate room for handling moderate amounts of 
activity. Metabolically interesting molecules 
often can contain iodine atoms, and iodine iso-
topes are readily available for either PET or 
SPECT imaging. To prevent exposure to person-
nel and unwanted uptake in the thyroid, usually a 
special insert chamber with a charcoal filter is 
required for any radioactive work using iodine. 
Thyroid scanning is often required when con-
ducting radiochemistry where free iodine might 
be released.

Once prepared, or if delivered ready to use, 
radioactive compounds need to be safely stored 
in a shielded area and dispensed using a dose 
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calibrator. A lead shielding configuration is often 
used in combination with an L-shaped shield and 
lead glass window for dose dispensing. Injections 
into mice are limited to a small volume, usually 
less than 250 μl, so very small amounts of liquid 
are handled. A 1 cc or ½ cc tuberculin syringe 
that has a fixed needle is ideal for this work, 
since there is very little wasted dead volume 
compared to a needle with a hub attached to a 
syringe using a Luer fitting. A dose carrier, either 
lead or tungsten, can be used to transport the 
dose to the injection area. Once injected, the 
syringe can be assayed for residual activity and 
disposed of in a shielded sharps container. The 
vial or syringe with the bulk dose can be held 
until no longer radioactive before defacing and 
disposal.

The injection site varies depending on the 
species, probe, and experimental design. Larger 
animals are often injected into paw or tail ves-
sels; rabbits have easy access via the ear vein; 
rats and mice can be injected using intraperito-
neal tail vein or using surgically implanted cath-
eters. For mice, most often either intraperitoneal 
or tail vein injections are used. Using a large and 
heavy shielding cover on the syringe makes 
injections nearly impossible, so usually the 
syringe is used quickly with no shielding for 
injections. An experienced person can inject 
either ip or iv in only a matter of a few seconds; 
thus, radiation protection is accomplished using 
the shortest possible exposure time. Another 
alternative is to first place a catheter in the blood 
vessel, reducing the radioactivity handling time 
to a minimum of just making the tubing connec-
tion and injection.

Once injected, the animals are radioactive and 
need to be kept away from personnel if possible. 
During imaging, typically shielding is not an 
option, so the imaging systems ideally should be 
located away from where people are likely to sit 
or stand. After imaging, animals can be put back 
into cages, and the cages kept in a shielded loca-
tion. Once the experiment is over, the animal, 
cage, bedding material, and any absorbent pad-
ding used for imaging along with any urine or 
feces should be surveyed for radioactive and dis-
posed of accordingly. For short-lived isotopes, 

the trash can be held overnight or until surveyed 
and verified as no longer radioactive before dis-
posal. If longer-lived isotopes are planned for use 
(>2 h half-life), consideration of where wastes 
and cages can be stored is necessary.

Storage of radioactive animals and carcasses 
needs to be considered, as vivarium personnel are 
often not trained as radioactivity workers nor is it 
wise to expose other animals or personnel in the 
vivarium to radioactivity. Fortunately the amount 
of radioactivity required for imaging and often 
the short half-life means that there may be very 
little activity in most animals when they are 
returned to the vivarium. For most PET experi-
ments, activity levels are low enough that radio-
active animals can be stored in a dedicated 
radioactive cage rack located within the main 
vivarium room or perhaps in a separate room. 
One option is to make the investigators responsi-
ble for cage care until the isotope has decayed to 
background. The specific protocol for handling 
activity and animals depends on the isotope and 
half-life involved.

The radiation dose to the animals may be of 
concern, especially with imaging of xenograft 
tumors. Frequent SPECT or PET imaging and 
high-resolution CT imaging can lead to substan-
tial radiation exposure (Taschereau and 
Chatziioannou 2007; Taschereau et al. 2006), 
which may alter tumor kinetics (Pan et al. 2008). 
Care should be taken to ensure the radioactivity 
used is safe and both reasonable for the imaging 
system characteristics and for the animal. A low- 
resolution, low-dose CT may be all that is neces-
sary for anatomical localization with PET or 
SPECT imaging.

3.6  Biosafety

Biosafety concerns play a paramount role in the 
design of an imaging center. Typically the 
requirements will dictate what can and cannot 
be done in a center and also may require certain 
physical engineering and procedural adminis-
trative controls that may constrain how and what 
experiments are conducted. There may be 
restrictions about mixing different biosafety 
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level animals within the vivarium or even within 
the imaging center, so it is vital that these issues 
be explored before a plan is created. 
Requirements vary widely and change with 
time, so consultation with biosafety personnel is 
essential.

Biologically interesting events that initiate 
immune response, cancer progression, or even 
administration of carcinogenic or biohazardous 
substances usually require a biocontainment 
environment. There are four biosafety levels 
(BSL) used to define the severity of potential 
problems, ranging from I (no hazard) to IV 
(severe hazard). In the past, most preclinical 
work was considered to be of little or no hazard; 
however, that is no longer true. The need for bio-
safety protection has grown due to the use of viral 
agents for genetic manipulations and the wide-
spread use of immune-compromised animals that 
require protection from environmental patho-
gens. If one wants to study a communicable dis-
ease such as tuberculosis, then there are serious 
steps required to protect both personnel and the 
public from inadvertent exposure. The advent of 
immune-compromised animals capable of sus-
taining implanted human tumor xenografts has 
greatly aided our understanding of cancer; how-
ever, these tumors represent a risk of exposure to 
personnel since they may harbor hazardous 
agents such as viruses or bacteria. For this rea-
son, xenograft work is now considered as BSL II, 
which requires protection of personnel using 
gloves and disposable gowns and proper biohaz-
ardous trash disposal of anything coming into 
contact with the animals.

There is an increasing need and interest to 
study disease processes and communicable air-
borne agents that require BSL III conditions; 
however, those represent a much more difficult 
challenge to study, since any equipment used for 
this type of work must be sterilized between 
use. Imaging systems are not designed for this 
environment or the sterilization process, and 
maintenance and repair activities by service 
technicians may be problematic. A better option 
may be to isolate the animals into sealed cham-
bers and move them out of the BSL III zone for 
imaging.

3.7  Infrastructure Requirements

Imaging systems require a variety of support sys-
tems for efficient use. These range from person-
nel for operations, training and supply stocking, 
to counter space, anesthesia systems, and surgi-
cal areas to radiochemistry labs, computer net-
works, database software, archival systems, and 
websites for scheduling and retrieving data. 
Often multiple imaging systems are grouped 
together as a shared resource or core facility that 
is used by multiple investigators; thus, much of 
the infrastructure can be shared by the various 
systems. Lack of comprehensive planning during 
the design phase can result in budget problems, 
overtaxed IT support, and other problems with 
efficient and optimal use of the imaging center.

3.7.1  Personnel

Staffing support will most likely be the greatest 
budget cost after the center is equipped and oper-
ational. There are usually two types of personnel 
involved with imaging centers: dedicated staff 
and peripheral support personnel. Dedicated staff 
are those who work in the center full time as the 
primary support people for experiments. They 
typically operate equipment, conduct routine 
quality control measurements, order and stock 
supplies, and ensure that everything is ready for 
any experiments. Peripheral staff are those who 
may assist part time or who are part of a different 
group, such as the information technology (IT) 
computer support, veterinary staff, administrative 
support, purchasing, and building facilities main-
tenance people. These people perform vital func-
tions, yet their role may not be very obvious or 
may not be frequently required. Sometimes these 
peripheral people may be supported by depart-
mental, institutional, or overhead budgets; other 
times it may be necessary to include them as part 
of the budget plan.

The number and type of people working 
within or as part of the center varies widely with 
different equipment and between established 
imaging centers. Some systems lend themselves 
to easy use by investigators with little or no 
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oversight, such as optical, microtomes, and auto-
radiography systems. Other systems such as PET, 
MR, and ultrasound may operate best with expe-
rienced personnel who can ensure the proper use 
and have the experience and skills necessary to 
create reproducible and optimal imaging results. 
Usually there are regulations requiring that only 
trained personnel can operate devices that use or 
produce radiation, which is where dedicated staff 
are useful, especially in a center used by multiple 
people and projects.

Data analysis may be part of the center sup-
port through dedicated personnel, or this function 
may rest in the hands of the investigators. If not 
part of the center support, then training about 
how to work with and quantify image data is 
needed. A range of support can be found in exist-
ing centers. One option is a hands-off low-cost 
approach, where systems are available for use 
with very minimal staff support, mainly just 
keeping everything working and supplies stocked. 
The other end of the spectrum is a full service 
center, which may help with the design of the 
experiment and conducts all the work, analyzes 
the data, and produces a final set of measure-
ments. Obviously the full service route requires 
more people and cost, with the benefit of more 
consistent results. Most common is some sort of 
middle ground level of support, where dedicated 
personnel are present to help with experiments, 
but the investigators are still very involved with 
acquiring and processing of data. Any of these 
support levels can work well, though good train-
ing and educated users are essential when there is 
less staffing support.

3.7.2  Computer Infrastructure

The computer infrastructure consisting of wiring, 
switches, network drives, and perhaps a com-
puter cluster for image processing is literally the 
backbone upon which the center relies upon for 
data movement, archiving, and retrieval of infor-
mation. Creating images and any associated data 
requires entering information into a software pro-
gram and database, computational processing 
either on the host computer associated with the 

imaging system or on a remote computer, fol-
lowed by file transfers. Moving files off the host 
acquisition computer is important since the hard 
drive on that computer represents a single point 
of failure should the drive stop working. Shared 
network drives can be RAID arrays to preserve 
data integrity should any one drive fail. 
Automating the file transfer and processing is 
also well worth the minimal cost to reduce staff-
ing requirements and the potential for human 
error (Taschereau et al. 2008).

Archiving data first requires making sure all the 
necessary information has been entered and the 
appropriate files, images, or records are suitably cre-
ated and configured, followed by moving the data to 
a storage location and clearing space on the imaging 
system computer. There are several data retrieval 
methods, including using portable hard drives, burn-
ing DVDs, USB data sticks, or file transfers through 
a website interaction. These interactions can be 
manual (person to person) or automated through the 
use of an online database (Fig. 3.9).

Data and computer security are serious con-
cerns. It may be advisable to operate using private 
subnets for the imaging center, to be less exposed 
to outside hacking attacks and less subject to data 
traffic flow restrictions from other activities. Virus 
software and other IT support activities, such as 
software updates, usually must be restricted to 
prevent interference with data collection activi-
ties. IT services can be scheduled and run at pre-
determined times when they will not interfere 
with experiments. Regular disk defragmentation 
is important and is best done after data has been 
cleared to archiving and as time permits.

Some imaging devices can both acquire and 
process data at the same time. This may cause 
disk access problems if too many processes are 
attempted at the same time. For this reason, and 
for system security, it is best not to use the host 
computer attached to the imaging system for any 
web browsing or data-intensive activities. A sep-
arate computer for database and other uses can be 
used to minimize any disruptions to the imaging 
process. Extensive processing required for some 
imaging modalities may make use of dedicated 
hardware, computer clusters, or other computers 
nearby through distributed processing software. 
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In some cases, the resulting improvement in 
image resolution is well worth the additional 
computation cost in order to see small structures 
or changes (Qi et al. 1998).

3.7.3  Scheduling, Database, 
and Usage Tracking

The best method for scheduling usage depends 
on the systems involved and the volume of stud-
ies planned for center operations. Some systems 
such as optical, microtome, surgical areas, and 
procedures rooms are well suited to using an 
online calendar for reserving time. Other systems 
that require staffing or more complex support, 
such as radiochemistry and cyclotron time, may 
be best suited to email-based requests followed 
by scheduling meetings of the personnel involved. 
Whichever scheduling method is used, the 
amount of time and resources required needs to 
be coordinated with supplies, support, and other 
related activities. The scheduling process is also 
a good time to ensure there are proper protocols 
and approvals in place and that any information 
needed for usage and billing reports is collected.

The online calendar approach enables people 
to easily see when systems are available for use. 
For experiments where staffing, isotope, and 
radiochemistry support or coordination with 
other imaging systems (PET-CT) are necessary, a 
schedule where various demands upon the 
resources are sorted out needs to be created and 
sent to the people involved. Often this is done on 
a weekly basis for most imaging centers, so that 
demands of both clinical and preclinical centers 
are met, and investigators are given sufficient 
notice about when they can conduct their experi-
ments. A shared resource where multiple users 
and perhaps outside contract work are conducted 
needs to have a way to prioritize projects, based 
in part on how flexible the various experiments 
are to moving imaging times or dates (Fig. 3.10).

A well-designed database can make it much 
easier for investigators to track usage and for the 
center staff to manage the facility (Truong et al. 
2008). Perhaps the most advantageous use of a 
centralized database is to create unique session 
identification (ID) numbers to both identify a 
particular experiment and to track the usage for 
billing and usage reports. The archival process 
can be linked to the database by placing all the 
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Fig. 3.9 Computer infrastructure layout for a multisys-
tem center using a central network attached storage (NAS) 
with a redundant drive array (RAID), computer cluster, 
online archival storage location, and a public access web-

site. The website can only copy data from the secured 
online archive into a network available folder. Center sys-
tems are kept on a private subnet to manage network traf-
fic and for added security
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information related to a single experiment into a 
folder named using the session ID number. Any 
information associated with the experiment can 
either be entered into the database or added to the 
folder for archival. Since most grant funding 
agencies require both archiving of data and pub-
lic access to at least some of the data, it is often 
required to have an archival and data tracking 
system in place. An added benefit is that an online 
depository of information is much easier to 
search to find information, compared to having 
information either only in someone’s memory or 
in a hard-to-find laboratory notebook. As staff, 
students, and postdocs rotate through labs, some-
times it can be hard for the faculty or lab manager 
to find older experimental information and to 
know if something has been tried or worked in 
the past (Fig. 3.11).

In addition to usage and archival support, a 
database can be used to track information not 
otherwise collected by vendor software. While 
some systems have simple requirements and per-
haps software that collects any necessary data, 
many systems have associated information not 
directly part of the imaging process. The database 
might be used to collect information such as 

metabolite or blood measurements, anesthesia 
details, physiological monitoring data, or 
investigation- specific information related to 
approval licenses, billing information, and usage 
statistics.

The manager or director of the imaging center 
will almost certainly be required to know who is 
using the center and to what extent each investi-
gator is using the facility. There may be regula-
tory oversight committees that require 
information reports on biosafety, radiation usage, 
and animal use. Most likely this person will also 
write grants, will need to create usage and prog-
ress reports, and will be responsible for billing; 
thus, an easy-to-use comprehensive database is 
invaluable for center operations.

Along with the computer systems, software 
will need to be available to investigators to view 
and analyze the image data. Depending on the 
vendor, software may be provided that can be 
freely distributed, or there may be substantial 
licensing costs. A number of image analysis soft-
ware programs are also freely available online 
(OsiriX, AMIDE, ImageJ) that can often read a 
range of data. Since there is not yet a standard-
ized format for the wide range of preclinical data 

Fig. 3.10 Scheduling website (top left) and individual equipment access location (top right) are useful for scheduling 
and data retrieval. Search and other functions may also be useful to include (bottom image)
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types, multiple programs may be necessary 
depending on the imaging system mix within the 
center. Data analysis may require extensive user 
training (see below); however, there are tools 
online that are specifically designed to help with 
image analysis (Huang et al. 2005).

3.8  Ergonomic Flow

A useful approach to center design is to con-
sider the various types of activities and consider 
their movement or flow throughout the center: 

primarily people, animals, radiation, supplies, 
and data. It is fairly obvious that people move 
throughout the imaging center, and one would 
like to minimize the need to move back and 
forth needlessly. This can be compared to good 
kitchen design, where a work triangle consisting 
of a sink, stove, and refrigerator are optimally 
placed for best use. In an imaging center, you 
want to have the animal holding, preparation, 
and imaging areas well laid out. Moving animals 
frequently can induce stress, so it is worthwhile 
to consider how animals can be brought into the 
facility and placed in a holding area to minimize 

Fig. 3.11 Database software used to generate session identification numbers; track animals, authorizations, and experi-
mental information; and generate billing and usage reports
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the need for further movement. Since animals are 
commonly transported on carts, a location for the 
cart is needed and a path suitable for easy trans-
port (Fig. 3.12).

Radiation use for PET and SPECT requires a 
holding area and dose-drawing location and 
involves the use of lead shielding and somewhat 
heavy lead dose-carrying holders (pigs). When 
there are many animals being imaged using short 
static imaging scans, it may be advantageous to 
draw multiple doses of radiation at the same time 
and put them into holders on a cart for transport 
to the injection location. A path will be needed 
that is cart friendly, much like that needed for 
animal entry and exiting from the center.

Supplies require both a suitable path for deliv-
ery and storage locations. Some items, such as 
gas tanks, should be located near doors to avoid 
having to move heavy bulky items near expensive 
imaging equipment that might be damaged by 
inadvertent contact. Other supply items will need 
to be stored nearby in cabinets or shelving for 
easy access. Items used frequently need to be 
easily at hand and trash bins located where 
needed. The ability to store things openly may be 
restricted by fire codes and biosafety protocols.

Trash may need to be segregated based on bio-
safety and radiation safety concerns. Suitable 
containers need to be located close to where the 
trash is generated. The right side of Fig. 3.7 shows 
a biosafety cabinet where animals are anesthe-
tized, injected, placed in imaging chambers, and 

moved into and out of cages. There are both regu-
lar and biohazardous trash cans located under the 
cabinet in easy reach for the investigator. There is 
also a shielded location nearby for sharps (not 
shown). Short-lived isotopes can be put into regu-
lar or biohazardous trash and held overnight 
before disposal. Longer-lived isotopes need to be 
kept in separately labeled bags and held for suit-
able decay time. It may be necessary to have the 
imaging center’s janitorial staff educated on what 
they can and cannot remove or perhaps not allow 
trash removal at all except by knowledgeable staff 
after radiation surveys are conducted.

The data flow is quite important and the least 
visible type of movement critical to imaging cen-
ter function. A well-defined plan is needed to 
move data from the imaging systems to any pro-
cessing locations and to the archival system. 
Ideally the imaging systems begin each day with 
empty hard drives. This ensures that space will be 
available for new data and makes it less like data 
will be lost due to communication failures when 
drives nearly full are fragmenting the incoming 
data. Having empty drives also enables continued 
data collection if there are network problems 
requiring hardware replacement.

One additional consideration is the inclusion 
of a non-animal, non-radiation office area with a 
window for visibility into the center. This loca-
tion is where staff are allowed with food and 
drink, where image verification for archival or 
analysis can be conducted, and visitors can see 
operations without interfering with the process or 
being exposed to radiation. Often times the imag-
ing systems can be fairly loud due to cooling 
fans, so this room provides a respite from the 
noise and demands of the imaging work. It is 
good for moral of both staff and investigators 
who may spend long hours conducting experi-
ments with little opportunity for break time. This 
space allows a safe way to let people rest and eat 
while still remaining close to their animals.

3.9  Training and Education

Imaging systems are becoming an essential tool 
for biologists and other scientists to evaluate 
molecular processes in vivo. As these devices 

Fig. 3.12 The biosafety cabinet, PET scanner (right), and 
CT system (left) are located within easy reach for the 
investigator. Animals waiting to be injected and imaged 
are located on a central island on a heating plate. 
Computers for the imaging systems are located to the left 
of the CT, where exposure to radiation is lowest
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leave the labs where they were developed, these 
systems are now more automated and less over-
seen by physicists and programmers; thus, it 
becomes a challenge to train personnel, service, 
and operate the systems using staff not familiar 
with the inner workings of the software and hard-
ware. There are also a wide range of factors 
where physics meets biology that must be under-
stood, measured, or controlled in order for the 
research to create useful information. These fac-
tors include controlling temperature, anesthesia, 
positioning, contrast agents, injection methods, 
data collection, and animal handling conditions. 
Given that the imaging systems are increasingly 
tools used by biologists and veterinarians, it is 
important to recognize that there is a substantial 
turnover in the people who use these systems, 
typically staff, students, or postdocs. Education is 
thus an ongoing requirement, not just a onetime 
event.

Another area where ongoing education is nec-
essary is in the area of new and improved imag-
ing systems, data analysis techniques, and 
experimental methods. New imaging systems are 
still being created and older ones improved 
through advancements in technology. Careful 
consideration of these new systems and potential 
replacement systems is needed given the disrup-
tion and cost of adding or changing systems in an 
operational imaging center. Data analysis tools 
and optimal methods for conducting research are 
still very active areas of research; thus, to stay 
current in the field, someone needs to evaluate 
and teach these methods to ensure a uniform 
application within the center.

In theory, all investigators can be taught how 
to operate imaging systems, and there would be 
no need for oversight and management of the 
systems. There is no inherent reason why this 
cannot be done; however, in practice this method 
often proves unfeasible for a number of reasons. 
First is that without common oversight, regula-
tory compliance becomes exceedingly difficult 
to monitor, and accidents with radiation or bio-
hazardous materials can more readily occur. It 
also becomes harder to ensure that established 
standard operating procedures for data collec-
tion and processing are followed. The cost of 
the equipment and supporting environment 

usually means that an imaging center is estab-
lished and used by numerous investigators, 
which can lead to conflicts and a messy environ-
ment when people do not properly clean up after 
themselves. Inclusion of a manager and/or staff 
to the center creates the ability to more effec-
tively operate the systems and verify compli-
ance. This leads to two types of education 
required for operations: training for the staff and 
education for the users.

3.9.1  Staff Training

In-depth training is necessary for staff operating 
imaging systems compared to users that may not 
need to know the inner workings of the devices. 
Staff need to perform routine calibrations and 
quality control measurements and may be 
required to repair or troubleshoot systems when 
problems crop up. If staff members frequently 
operate the imaging systems, then they are ide-
ally suited to spotting any problems and ensuring 
any database and usage information are properly 
collected. Staff should be knowledgeable about 
any common or potential errors in image genera-
tion and possible solutions. Ideally, the staff 
members have the knowledge to carry out all 
aspects of the imaging experiment and thus are 
available to users who need training or help with 
their experiments. They may even actively par-
ticipate in experiments by helping with injec-
tions, animal care, and even data analysis.

Ironically, as imaging systems become 
more automated and less prone to problems, it 
becomes more difficult to develop the skills and 
knowledge needed to diagnose and repair these 
systems. While reliability and ease of use are cer-
tainly good things, they mean that there is less 
opportunity to learn about repair and problems 
that might be found in images. A good training 
program with examples of problems therefore 
becomes essential. Some problems can be inten-
tionally created for teaching purposes, such as 
no normalization in a PET scan, center of rota-
tion artifacts in SPECT or CT scans, and metal 
objects in MR and CT images. Other examples of 
problems may be available from vendors or other 
sites that have similar equipment. If available, 
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physicists with expertise in the field are often 
the best resource for training and troubleshoot-
ing help.

Often systems are kept under service contracts 
for repair; however, the time spent waiting for 
service may cause the experiment already in pro-
cess to be lost, as biology and radioactive decay 
cannot be put on hold. There may have been 
months of preparation and considerable time and 
effort put into animals, along with a time course 
of data collection needed at specific time points. 
If the problem is simple or readily solved over the 
phone, staff members may be able to prevent the 
loss of valuable data, time, and resources.

3.9.2  User Education

In general it is always useful to have very knowl-
edgeable users of imaging equipment who can 
perform all the necessary steps to acquire and 
process data. There is however a distinction to 
be made between what is necessary to know to 
do the experiment properly and what is beyond 
necessary and perhaps not relevant to the task at 
hand. The process of learning the skills required 
to create the animal models and experimental 
details being investigated is not trivial; thus, the 
users are already burdened with a great deal of 
learning and concern for the experiment at hand 
and may not be interested in knowing more than 
what is necessary to acquire image data. A brief 
overview of the imaging modality and the 
underlying principles of how signals are gener-
ated and measured can be quite useful, whereas 
a comprehensive explanation of the hardware or 
software is usually not of much value to the end 
user.

There are a number of essential things that 
users must learn and adhere to with any imaging 
work, primarily related to animal handling and 
injections of imaging agents. It is imperative that 
animals be anesthetized, heated, injected, posi-
tioned, and handled correctly in order to collect 
useful data. The precise details are usually spe-
cific to the experiment; however, there are certain 
aspects that are typically the same for all experi-
ments and are suited for creation of a standard 

operating procedure (SOP) manual. Often the 
anesthesia, positioning, and heating methods are 
uniformly applied, as well as injection methodol-
ogy. Timing, amount, and route of injection may 
vary, but are typically not widely variable.

Of particular note is the proper training of 
users to handle animals in a practiced manner. 
This helps lower the stress to the animals and 
can be critically important if injected anesthet-
ics are used. Animals highly stressed by poor 
handling can die or override anesthesia with 
high adrenaline levels, only to die when injected 
with additional anesthetics. For this and other 
reasons related to ease of use, gas anesthesia 
is highly recommended where experimentally 
appropriate.

Users of the imaging center often are the peo-
ple who analyze the data, so there must also be 
training in the proper techniques to create mean-
ingful information. Image analysis can be simple 
or complex, depending on the system and level of 
quantitation desired. Most important is to train 
people to make appropriate measurements and to 
do so consistently.

3.10  Security

Preclinical imaging is a euphemism for animal 
imaging, a name used both to make the title less 
controversial and to emphasize that the research 
is aimed at producing scientific discoveries 
with clinical relevance. Unfortunately some 
people ignorant of the value of research con-
ducted using animals have become violent and 
dangerous. This means a restricted access envi-
ronment is required for the safety and security 
of both animals and people working with ani-
mals. Simply locking the doors is insufficient, 
as people can come in behind careless people; 
doors may be left propped open; or the key, 
password, or access code might fall into the 
wrong hands. Ideally the animal use areas are 
restricted to only those people who need to be 
there, with the use of photo identification 
badges that are also used as access cards to 
open doors. This is more secure than the use of 
passwords or keys and makes it easier to turn 
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off individual access once a person no longer 
needs to be in the area. A video surveillance 
system is essential, in part to ensure people 
using the center are doing so properly and to 
ensure safety and accountability in the event of 
an accident or dispute. There may be times 
when the biology under investigation requires 
imaging at certain times not conforming to 
staffed hours of operation, so a video system 
enables usage of the facility with at least the 
option to review what was done if necessary. 
Access control can be particularly important 
for biosafety reasons and for high-use centers 
that may have hundreds of authorized users.

3.11  Budgeting

No description of an imaging center would be 
complete without a budget plan. The primary 
costs involved are personnel, service contracts, 
supplies, and depreciation. Staffing support 
depends both on the number of people and the 
level of expertise required. The skills needed for 
imaging research may come from hiring experi-
enced staff or more likely will be created through 
trial and error coming from learning on the job. 
The greatest benefit may come from having good 
veterinary support, since the health and well 
being of the animals play a crucial role in all 
imaging experiments. Service contracts often 
come with choices for the cost and level or timing 
of support. Centers with in-house expertise may 
be happy with minimal support, whereas others 
may want a fast response or more hands-on help. 
Supply costs are fairly predictable with time and 
experience.

The costs of imaging systems are substantial, 
and replacement expenses are a large budget item 
best suited to parsing out over time using a depre-
ciation schedule. This is not always possible with 
certain funding sources, so care is needed in 
applying any charges toward depreciation. For 
many institutions, a shared resource instrumenta-
tion grant is the best or only option to replacing 
or acquiring new instruments. This is not ideal, 
since if the grant is not funded, then the equip-
ment cannot be purchased. A depreciation plan 

enables equipment purchases to be less depen-
dent on grants and more suitable to expected 
replacement timing; however, the costs involved 
may be more than users can afford.

If all the costs associated with the imaging 
center are factored into any pricing for research, 
the amount may well be outside of what investi-
gators can afford, especially for modalities 
requiring extensive support such as PET imag-
ing. Some centers operate on governmental or 
institutional support and do not charge their 
users; however, this is rare, and normally some 
sort of recharge pricing is used to recover some 
of the costs. The budget may be in part supplied 
from imaging center grants, core facility budgets 
on research grants, use of clinical income, or per-
haps from contract work with outside companies. 
With institutional support and due to restrictions 
on some grants, a subsidized group rate is often 
needed in addition to nonsubsidized and outside 
user rates. Many institutions require a detailed 
budget and sales and service contract in order to 
charge for services. The creation and mainte-
nance of the documentation and budget items can 
be taxing and require the help of administrative 
personnel.

Invariably, someone will be responsible for 
oversight of the imaging center. This will require 
a substantial commitment of time and effort 
toward budget, training, and reporting issues. 
Grant writing to describe the center and progress 
reports on usage are ongoing common require-
ments. Depending on how the data analysis will 
be handled, there may be a significant need to 
train and educate people who are new to using the 
center, either through teaching courses, seminars, 
or interactive workshops. These important activi-
ties are sometimes delegated to junior faculty, 
who are already challenged with getting their 
own research plans going and trying to establish 
tenure. The person in charge of the center will 
need to have a good understanding of the imag-
ing systems, how to design experiments, budget-
ing and business skills, and be good at educating 
new users. Center operations are very similar to 
running a small business, complete with human 
resource, marketing, budgeting, production, and 
sales tracking issues.
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3.12  Emergency Planning

The American Disabilities Act (ADA) requires 
that spaces be wheelchair accessible in the United 
States, which means wide doors and specific 
heights and fixtures that must be used. There are 
also fire safety codes that require rooms over a 
certain size to have more than one means of 
egress. These two items can dominate the floor 
plan determination of an imaging center. The 
addition of fire sprinklers, eye washes, emer-
gency showers, fire extinguishers, and alarm 
boxes all have to be made part of any plan. Wide 
and recessed doorways’ secondary doors can 
take up considerable space where equipment can-
not be located. Access may become a critical 
issue, especially if there are gowning chambers 
required to enter a space.

Fire and EHS regulations require a hazardous 
material diamond sign, signifying health, fire, 
and reactivity labeling covering any materials 
located within each room. A list of any agents is 
usually required to be maintained, and limits are 
often placed on what can be used, depending on 
the room designation (office, lab, vivarium, etc.). 
Laboratory space is built to certain standards for 
fire and safety, which is the type of room most 
suitable for an animal use imaging center.

Due to both animal use requiring routine dis-
infection and the use of radiation, all materials 
used in flooring, wall coverings, and furniture 
need to be nonabsorbent materials. Cloth or fab-
ric materials are not suitable, especially for 
chairs, as these can absorb and retain spills or 
aerosolized agents. Tile floors are also not 
advised, as the cracks begin to separate and accu-
mulate material as they age. An epoxy or sealed 
vinyl floor is the best option. Routine cleaning is 
needed for all surfaces, especially within the bio-
safety cabinet. Janitorial support may need to be 
trained in proper cleaning methods, and specific 
timing may be necessary to avoid disrupting 
experiments.

In the event of a fire alarm or other declared 
emergency, a plan must be in place for what to do 
about animals under anesthesia. Usually person-
nel are required to evacuate immediately and are 
not allowed back into the building for minutes to 

hours. Unfortunately false alarms are all to fre-
quent; however, they must be taken seriously, and 
leaving people behind is not usually an option. 
Personnel may want to consider having a plan to 
take animals out of chambers and anesthesia 
boxes, quickly putting them into cages. Leaving 
animals behind under anesthesia may result in 
their loss if prolonged time is required to clear 
the problem. The use of oxygen as an anesthetic 
carrier gas may also be a problem if there is in 
fact a fire. Disaster planning is also part of the 
IACUC requirements for all animal housing and 
use facilities.

3.13  Summary

Defining the types of research to be conducted 
within a small animal imaging center enables the 
selection of appropriate equipment and support 
requirements. Use of animals requires compre-
hensive planning to house, handle, and image 
animals in a safe and optimal environment. This 
includes the appropriate level of biosafety equip-
ment and containment areas, good design for 
handling and storage of radiation, magnetic field 
safety, good lighting, power, space, and support 
equipment for the imaging systems, as well as 
anesthesia and heating methods. The building, 
staff, and computer infrastructure can be sized 
and configured to match the imaging systems, 
necessary space requirements, and level of sup-
port to be provided, given the resources and 
 budget available to the center. A knowledgeable 
person to oversee operations and to help with 
training, grants, and budget issues is an important 
necessity. Data, personnel, and animal security 
require systems be in place to ensure safety if or 
when problems might arise.

Careful planning for the center layout, includ-
ing space set aside for future expansion and plan-
ning ahead on how information will be handled 
and disseminated, will help make the center func-
tion well into the future. Automation of routine 
processes, the use of online databases, and sched-
uling software will reduce staffing requirements 
and save costs while at the same time making 
operations easier and more efficient. A wide 
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range of expertise is needed to design and build a 
small animal imaging center; thus, a team of peo-
ple with various skills is needed to create the cen-
ter and make sure the functions required are put 
into place and supported.
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4.1  Introduction

Mice and rats are the species most often used in 
biomedical and pharmaceutical research. 
Accordingly, the development and use of meth-
ods that improve the welfare, i.e., reduce eventual 
stress, discomfort, and/or pain in small rodents 
during experimentation and reduce the number of 
animals is a challenge for achieving scientific, 
ethical, and economic benefits. At the same time, 
the quality of the derived data should not be com-
promised. In the book The Principles of Humane 
Experimental Technique (Russell and Burch 
1959), William Russell and Rex Burch intro-
duced in 1959 the 3R concept (replacement, 
reduction, refinement) in relation to the humane 
treatment of experimental animals. The authors 
set the frame in the search for alternatives and 
changes of experimental procedures that could 
result in (i) the replacement of animals, (ii) a 
reduction in the numbers used, (iii) or a refine-
ment of techniques that alleviate potential pain 
and distress of the animals during the experimen-
tal period.
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Replacement often means the use of an inani-
mate system as an alternative (e.g., a computer 
model or program, a phantom model). It can also 
mean the replacement of sentient animals (usu-
ally vertebrates) by less sentient animals (usually 
invertebrates such as flies, worms, and bacteria). It 
includes as well the use of cell and tissue cultures, 
whenever possible of human origin (Guillouzo 
and Guguen-Guillouzo 2008; Spielmann et al. 
2008). Recently, microphysiological systems 
including different cell types in a specific three-
dimensional (3D) configuration have been gener-
ated to simulate organs with a concrete function. 
A primary aim of these efforts is the combination 
of different “organoids” to generate a human on a 
chip, in order to allow studies of complex physi-
ological organ interactions (Pamies et al. 2014). 
The advent of human- induced pluripotent stem 
cells enables the derivation of patient-specific 
cell lines and thereby provides a range of pos-
sibilities for cellular studies aiming at modeling 
human diseases (Walmsley et al. 2014).

Reduction means an appropriate experimental 
design and an improved data analysis leading to 
less animals being used in the experiments without 
loss of useful information. This may be achieved 
by reducing the number of variables through 
good experimental design, by using genetically 
homogeneous animals (inbred strains), or by 
ensuring that the conditions of the experiment 
are rigorously controlled. Furthermore the use of 
in vitro data might give hints for improving the 
design of the experiments.

Refinement means a change in some aspects 
of the experiment leading to a minimization of 
potential discomfort, distress, and/or pain experi-
enced by the animals. This includes also accom-
modation and appropriate housing for the 
respective species as well as training of the ani-
mals for the respective procedures and applica-
tions. Sufficient accommodation and training 
have a great impact on the animal stress level. 
Refinement should result in an overall increase of 
animal welfare during experimentation and is 
part of good science. Often, refinement leads to a 
partial reduction or replacement of animals. 
Examples include the establishment of humane 
endpoints for intervention in a study using earlier 

endpoints derived from noninvasive methods or 
the use of effective preemptive, peri-, or postop-
erative analgesic protocols.

Today, the 3R concept has become the gen-
erally accepted scientific basis of institutions 
serving the development of alternatives to ani-
mal experiments. Governmental institutions 
like the European Center for the Validation of 
Alternative Methods (ECVAM; http://ihcp.jrc.
ec.europa.eu/our_labs/eurl-ecvam, Ispra, Italy); 
the Interagency Center for the Evaluation of 
Alternative Toxicological Methods (NICEATM/
ICCVAM, http://iccvam.niehs.nih.gov/, Research 
Triangle Park, North Carolina, USA); the UK 
National Center for the Replacement, Refinement, 
and Reduction of Animals in Research (NC3Rs, 
http://www.nc3rs.org.uk, London, UK); or the 
Zentralstelle zur Erfassung und Bewertung 
von Ersatz- und Ergänzungsmethoden zum 
Tierversuch (ZEBET, http://www.bfr.bund.de/
cd/1433, Berlin, Germany), as well as chari-
table trusts or scientific foundations like the 
Fund for the Replacement of Animals in Medical 
Experiments (FRAME, http://www.frame.org.
uk, UK), the Center for Alternatives to Animal 
Testing (CAAT, http://caat.jhsph.edu/about/
index.html; Johns Hopkins University, Baltimore, 
USA and University of Konstanz, Germany), 
or the Swiss 3R Research Foundation (http://
www.forschung3r.ch, Münsingen, Switzerland), 
actively support the development, validation, 
and acceptance of methods which could replace, 
refine, or reduce the use of laboratory animals. 
Of note, the 3R concept has been put forward 
in Europe in the field of regulatory toxicology 
and by the EPAA initiative (http://ec.europa.
eu/enterprise/epaa/3_3_research.htm). Some 
of the assays were successfully introduced and 
replace animal tests in hazard assessments to 
identify the toxicological properties of chemi-
cals to which humans and the environment are 
exposed (Basketter et al. 2012). In contrast, it is 
a more challenging task to replace a given animal 
test that is used for drug safety and drug regula-
tory purposes. In addition, the Animal Research: 
Reporting of In Vivo Experiments (ARRIVE) 
guidelines have been developed as part of an 
NC3Rs initiative in order to improve the quality 
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of research involving animals for the provision 
of maximum information and minimization of 
unnecessary experiments (Kilkenny et al. 2010). 
These guidelines are endorsed by scientific jour-
nals, major funding bodies, and learned societies.

Difficulties to substitute animal experiments 
with in vitro or in silico methods arise when com-
plex regulatory processes, e.g., of the cardiovas-
cular, metabolic, or neuronal systems, are to be 
analyzed. This is particularly the case when the 
disease mechanisms are not well understood. 
Accordingly, at present, animal experimentation 
remains central to investigate disease-related pro-
cesses and symptoms. Traditional experiments 
rely heavily on invasive techniques to monitor 
changes in blood biochemistry, tissue structure, 
or function in numerous animal disease models. 
In some cases, a proportion or all of the animals 
used during the course of a study are sacrificed 
for histopathological assessment, with the aim to 
track the progression or regression of a disease 
over time or to determine the levels of efficacy or 
toxicity evident in specific organs or tissues. 
However, many of these invasive techniques fail 
to identify crucial steps and details of how a dis-
ease develops or how a substance elicits effects.

4.2  The Contributions 
of Imaging to the 3Rs

Noninvasive imaging techniques provide potential 
to detect and monitor anatomical, functional, met-
abolic, or molecular changes within the body of 
animals with minimal pain, distress, or premature 
termination. Imaging techniques allow monitor-
ing models of diseases and the response to exoge-
nous substances in a temporal and spatial manner. 
Therefore, a greater amount of information can be 
derived from smaller numbers of animals, which 
in turn, increases the statistical validity of the data 
by reducing the level of experimental variation 
(Beckmann 2006; Beckmann and Garrido 2013; 
Ripoll et al. 2008; Rudin and Weissleder 2003). 
Noninvasive imaging allows more informative 
and humane endpoints to be used and, perhaps 
most importantly, functional details to be studied 
in the context of a living animal. In the present 

contribution, the significance of imaging for ani-
mal welfare and the 3R concept is discussed and 
underlined with data from experiments actually 
applied in the drug development process.

The basic contributions that in vivo imaging 
can make to the 3Rs are:

4.2.1  Reduction

• With imaging each animal can be used as its 
own control, allowing paired comparisons, 
thereby increasing the statistical power of 
experiments.

• Imaging studies are inherently sequential 
(only one animal can be scanned at any one 
time), lending themselves to sequential exper-
imental designs, which use fewer animals to 
achieve the same statistical power as com-
pared to conventional designs.

• The use of imaging can improve decisions 
within pharmaceutical research (Beckmann 
2006; Beckmann and Garrido 2013; Ripoll 
et al. 2008; Rudin and Weissleder 2003) and 
lead, e.g., to an early closure of programs 
which would otherwise continue to use ani-
mals for safety and efficacy testing yet ulti-
mately not deliver a useful medicine.

One typical example is a rat model of prolac-
tinoma. Pituitary hyperplasia is induced by 
chronic stimulation with estradiol. The variabil-
ity in pituitary volume before treatment, how-
ever, is large, as reflected in a coefficient of 
variation of 80 %. In order to detect a 50 % vol-
ume increase with a statistical significance of 
p = 0.05, group sizes of 35 animals are required. 
However, monitoring the relative volume increase 
in each animal by imaging results in a coefficient 
of variation of 12 % and a sample size of n = 4 is 
sufficient to reach the same level of statistical sig-
nificance (Rudin et al. 1988).

4.2.2  Refinement

• Imaging allows the measurement of discrete 
morphological/functional changes which 
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substitute clinical, often painful signs detect-
able by visual inspection. This is of specific 
importance when non-diseased animals are 
used.

• When diseased, clinically abnormal animals 
are used, it is often possible to use milder dis-
ease models than with conventional structural 
and functional assessment protocols.

• Noninvasive imaging of animal disease mod-
els can provide earlier humane endpoints and 
rigorous inclusion/exclusion criteria, because 
of the “online” assessment of the injury pro-
gression in long-term disease models.

4.2.3  Replacement

• Imaging biomarkers provide better and earlier 
decisions in human clinical trials in phase I/II 
(Beckmann 2006; Beckmann and Garrido 
2013). Increased use of imaging biomarkers 
has the potential to decrease reliance on ani-
mal disease model efficacy data and eventu-
ally will permit replacement of a proportion of 
animal experimentation by improved clinical 
trials (indirect replacement).

In the sections to come, attention is going to 
be devoted to applications of magnetic resonance 
imaging (MRI) in the context of experimental 
lung research and drug development in small 
rodents to further illustrate the value of imaging 
in animal welfare.

4.3  Experimental Lung Research 
in Small Rodents: 
Nonimaging Techniques

Respiratory diseases such as asthma, chronic 
obstructive pulmonary disease (COPD), and pul-
monary fibrosis involve a complex interaction of 
many different inflammatory and structural cell 
types, which release a multitude of inflammatory 
mediators. Activated eosinophils are considered 
to play a major role in asthma because they con-
tribute to epithelial cell damage, bronchial hyper-
responsiveness, plasma exudation, and edema of 

the airway mucosa, in addition to smooth muscle 
hypertrophy and mucus plugging through the 
release of enzymes and proteins (Hamid et al. 
2003; Hogan et al. 2008). COPD is associated 
with an abnormal inflammatory response of the 
lungs to noxious particles and gases, encompass-
ing chronic obstructive bronchitis and obstruc-
tion of small airways reflecting mucous 
hypersecretion. Emphysema, a critical compo-
nent of COPD, comprises an enlargement of air 
spaces as a result of destruction of the lung paren-
chyma, leading to the loss of lung elasticity and 
closure of small airways. Most patients with 
COPD have all three pathological mechanisms 
(chronic obstructive bronchitis, emphysema, and 
mucus plugging) (Barnes, 2002; Barnes et al. 
2003). Idiopathic pulmonary fibrosis (IPF) is 
considered the prototype of lung diseases domi-
nated by fibrosis, which can be induced by a large 
number of systemic diseases, genetic conditions, 
and inhalation/exposure to variable materials, 
including drugs, resulting in scarring and perma-
nent lung remodeling (Gross and Hunninghake 
2001; Hunninghake and Schwarz 2007; Leslie 
2004). IPF has an unknown cause and is charac-
terized histopathologically by alternating zones 
of interstitial fibrosis, inflammation, honeycomb 
changes, and normal lungs (Katzenstein and 
Myers 1998; Raghu et al. 2011). Although the 
pathway of remodeling during fibrotic processes 
is still not completely understood, it is so far 
known that the lung structure is altered by the 
loss of alveolar surface area, secondary to alveo-
lar epithelial cell injury, and the loss of lung elas-
ticity, secondary to interstitial inflammation, 
proliferation/migration of fibroblasts, and depo-
sition of extracellular matrix, primary collagen, 
and proteoglycans (Verbeken et al. 1994; 
Westergren-Thorsson et al. 1993). These changes 
in lung structure lead to a severe impairment of 
lung function related to a decreased elasticity 
(Dackor et al. 2011; Ferreira et al. 2011; Manali 
et al. 2011; Milton et al. 2012; Nava and Rubini 
1999).

Small-rodent models have been established in 
an attempt to mimic and study specific aspects of 
human respiratory disease and to evaluate new 
drugs (see Canning 2003; Brusselle et al. 2006; 
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Lloyd 2007; Martin and Tamaoka 2006; Moore 
and Hogaboam 2008; Mouratis and Aidinis 2011; 
Scotton and Chambers 2010 for reviews). The 
inflammatory status of the lungs in such models 
is usually inferred from the analysis of bron-
choalveolar lavage (BAL) fluid or is determined 
histologically. The terminal nature of these pro-
cedures precludes repeated assessments in the 
same animal. Pulmonary function tests in rodents 
are also important for experimental research of 
various respiratory disorders (Glaab et al. 2007; 
Hoymann 2007). The techniques used vary from 
noninvasive barometric plethysmography in 
unrestrained (“Penh system”) or in restrained 
animals (head-out plethysmography) to invasive 
methods requiring anesthesia such as orotrache-
ally intubated animals or the use of tracheoto-
mized and ventilated animals (Glaab et al. 2007; 
Hoymann 2007). The main concern with Penh 
approaches is that due to the lack of pressure sig-
nal, no actual changes in lung resistance and 
compliance can be determined. An added com-
plication in restrained animals is the fact that they 
are stressed during measurements. On the other 
hand, as complications can arise following 
repeated intubation, invasive methods performed 
under anesthesia are usually terminal (Glaab 
et al. 2007; Hoymann 2007). Taking these points 
together, an ideal examination method should 
detect and follow the inflammatory response, the 
site and type of lung damage in living animals, as 
well as the altered lung function and the time and 
dose response effect of potential drugs in an ani-
mal disease model. Imaging has the potential to 
fulfill these combined requirements and to pro-
vide further knowledge which contributes to the 
understanding of lung biology in intact animals.

4.4  Imaging in Experimental 
Lung Research: Basic 
Considerations for Animal 
Welfare

An ample variety of techniques including “micro” 
x-ray computed tomography (micro-CT), posi-
tron emission tomography (PET), biolumines-
cence, fluorescence imaging, MRI, and ultrasound 

can be used to study various processes such as 
ventilation, perfusion, pulmonary hypertension, 
and lung inflammation in small rodents models 
of pulmonary diseases (Beckmann et al. 2007; 
Driehuys and Hedlund 2007; Johnson 2007; 
Schuster et al. 2004; van Echteld and Beckmann 
2011). Images from more than one modality can 
also be fused, allowing structure–function and 
function–function relationships to be studied on a 
regional basis. All these techniques offer transla-
tional potential from animal to human studies 
(Schuster et al. 2004; van Echteld and Beckmann 
2011).

Every technique has its own merits when 
imaging the lungs of small rodents, and most of 
the applications published up to now demonstrate 
that the approaches are basically complementary. 
Based on the noninvasive nature of imaging, 
repetitive measurements are a fundamental asset 
when adopting it in experimental studies. 
However, taking the animal welfare into account, 
some practicalities need to be carefully consid-
ered when performing studies in small rodents, 
which may dictate the choice in favor of a certain 
technique:

 (i)  Dose of radiation when performing repeti-
tive studies. Accuracy of micro-CT images 
is determined by the x-ray dose given to the 
animal. Thus, one concern when using 
micro-CT is the radiation dose, which 
despite not being lethal, may be high enough 
to induce changes in the immune response 
and other biological pathways, so that 
experimental outcomes could be affected 
(Boone et al. 2004). For an ideal scanner, a 
coefficient of variation (COV) of 1 % in the 
linear attenuation coefficient can be 
expected for an image with an isotropic 
voxel size of 135 μm of a mouse exposed to 
0.25 Gy. If the same COV is to be achieved 
in a 65 μm isotropic voxel, a dose of 5.0 Gy 
would be necessary;

 (ii)  Acquisition conditions in repeated measure-
ments should interfere minimally with the 
physiology and the well-being of the ani-
mals. This becomes crucial in the context of 
compound testing in models of lung 
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diseases. Unexpected results may occur 
when disregarding the pathophysiological 
conditions of the animals. For instance, one 
needs to carefully consider possible interfer-
ences between the pathophysiology of the 
disease models and lung injury complica-
tions that might potentially be caused by 
mechanical ventilation (Nickles et al. 2014), 
especially if this is applied repeatedly. 
Indeed, it has been reported that mechanical 
ventilation of healthy rats can cause an 
increase of neutrophils in BAL fluid, pulmo-
nary edema, and even hypoxemia that may 
lead to progressive circulatory failure and 
death (Walder et al. 2005). Consequently, 
mechanical ventilation should be avoided 
whenever possible for the longitudinal 
investigation of lung disease models with 
expected inflammatory responses;

 (iii)  Respiration and cardiac rates may vary fol-
lowing a given insult or stimulus. Thus, it 
needs to be verified whether cardiac and/or 
respiratory gating may not influence the 
acquired data. Whenever possible, non- 
gated acquisitions are preferred;

 (iv)  The influence of anesthesia needs to be 
carefully addressed, especially when per-
forming functional studies. However, 
repeated anesthesia may be an issue even in 
anatomical studies, in particular in the con-
text of drug testing. The same holds true in 
case analgesics or sedatives are used after 
surgical interventions. Thus, reducing the 
acquisition times has advantages from the 
animal welfare perspective.

4.5  Magnetic Resonance 
Imaging in Experimental 
Lung Research: Impact 
on the 3Rs Leads to More 
Relevant Data

4.5.1  Technical Requirements

The living lung is one of the most challenging 
organs to image by MRI. Because of the low 
water density of approximately 20–30 %, the pro-

ton density is significantly lower than in other tis-
sues. Moreover, due to the difference in magnetic 
susceptibilities between lung tissue and the air 
that comprises about 80 % of the pulmonary vol-
ume, local magnetic field inhomogeneities are 
produced, resulting in very short T2 and T2* 
relaxation times. Using a gradient-echo sequence, 
mean T2* values of the order of 500 μs have been 
measured in vivo at 4.7 T in normal rat and mouse 
lungs (Beckmann et al. 2001a).

In order to detect a signal from lung paren-
chyma, especially at high fields, nonstandard 
techniques need to be used to reduce consider-
ably the echo time (TE). Different protocols have 
been developed to overcome some of the inherent 
difficulties associated with the detection of 
parenchymal signal. For rodent imaging, the pro-
jection reconstruction method with self- refocused 
radio-frequency (RF) pulses has been used to 
achieve TE <300 μs and thus enhance the visibil-
ity of lung parenchyma (Gewalt et al. 1993).

A further challenge in lung MRI is that car-
diac and respiratory movements can cause 
marked image artifacts. These problems are more 
evident in small rodents, because of their higher 
cardiac and respiratory rates. To address this 
issue, scan-synchronous artificial ventilation has 
been developed (Hedlund et al. 2000), in which 
breathing is restricted to the recovery period after 
data acquisition, thereby minimizing breathing- 
related motion artifacts. Breathing rate is kept 
constant and controlled by initiating a breath 
after the appropriate number of pulse sequence 
repetitions. In addition, imaging acquisition is 
triggered by the electrocardiogram. Although the 
combination of projection reconstruction meth-
ods with synchronous ventilation and cardiac 
gating enables high resolution images to be 
obtained from the rat lung (Gewalt et al. 1993), 
the acquisition time is long, amounting to about 
30 to 40 min per image.

From the point of view of animal welfare and 
for compound testing in vivo in animal models of 
airways diseases, one needs to carefully consider 
possible interferences between the pathophysiol-
ogy of the disease models and lung injury/com-
plications that might potentially be caused by 
mechanical ventilation (Peng et al. 2005; Walder 
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et al. 2005). It has been shown that a standard 
gradient-echo sequence produces sharp proton 
images from the rat and mouse chest, in which 
potential artifacts caused by cardiac and respira-
tory movements are suppressed by image averag-
ing (Beckmann et al. 2001b; Blé et al. 2008), 
despite the fact that neither respiratory nor car-
diac gating is applied. Animals breathe spontane-
ously during image acquisition. Under the 
conditions chosen for acquisition (TE of the 
order of 3 ms), the signal from the lung paren-
chyma itself is too weak to be detected at 
4.7 T. However, the absence of any detectable 
parenchymal signal in combination with a back-
ground devoid of artifacts provides high contrast- 
to- noise ratio for the detection of fluid signals 
associated with inflammatory processes in rodent 
models of airways diseases (Beckmann et al. 
2007).

Recently, ultrashort echo time (UTE) MRI 
based on radial sampling of the k-space has 
become standard in small animal scanners, allow-
ing the routine acquisition of high-quality images 
of the lungs in spontaneously breathing rats and 
mice (Egger et al. 2013, 2014; Takahashi et al. 
2010; van Echteld and Beckmann 2011; Zurek 
et al. 2010, 2012). Movement artifacts are 
reduced because of the shorter echo times 
achieved, typically of about 500 μs and 20 μs for 
two- (2D) and three-dimensional (3D) acquisi-
tions, respectively. Measurement times for 2D 
and 3D images covering the whole chest of mice 
or rats are approximately 4 and 10 min, 
respectively.

4.5.2  Detection and Quantification 
of the Inflammatory 
Response: Allergen-Induced 
Lung Inflammation

A characteristic feature of respiratory diseases 
such as asthma is edema of the airways due to an 
increase in the permeability of lung microvessels 
to plasma proteins. The resulting effect is the 
leakage of fluid from the microvascular circula-
tion into the surrounding tissue. Assessment of 
this fluid can be important for diagnostic pur-

poses and for planning and guiding treatment, 
e.g., with drug candidates.

In rats actively sensitized to ovalbumin (OVA) 
and challenged with the antigen, an intense, even, 
edematous signal has been detected in the lungs 
24 h after challenge (Fig. 4.1a). By acquiring 20 
images displaced from each other by an amount 
corresponding to a single-slice thickness, the 
whole thorax of the animal was scanned, and the 
total volume of the fluid signals was determined 
(Beckmann et al. 2001b). The volume of fluid 
signal was dependent on the dose of allergen and 
reached a maximum between 24 h and 48 h after 
challenge. Despite the extensive presence of fluid 
in the lungs, no abnormal behavior of the rats has 
been noticed. The MRI signal was highly signifi-
cantly correlated with a variety of inflammatory 
parameters determined in the BAL fluid recov-
ered from the same animals (Tigani et al. 2002). 
Of special interest, the strongest correlations 
were with the eosinophil numbers, eosinophil 
peroxidase activity (a marker of eosinophil acti-
vation), and the total protein content (a marker 
for plasma extravasation). Importantly, the signal 
detected by MRI correlated significantly with the 
perivascular edema assessed by histology (Tigani 
et al. 2003). After about 100 h following the chal-
lenge, the signal had been completely resolved.

4.5.3  Compound Effects Are 
Detected Earlier Using MRI

Following the validation of the MRI signal 
against the traditional, terminal techniques, BAL 
fluid analysis, and histology, it can be used to 
study the effects of anti-inflammatory com-
pounds in the animal model. In one experimental 
paradigm, the drugs were given 24 h after the 
challenge with OVA, a time point when an exten-
sive MRI signal was present in the rat lung. For 
instance, treatment with the steroid, budesonide, 
accelerated the rate of resolution of the MRI sig-
nal (Fig. 4.1b). A clear trend towards a reduction 
in the fluid signal was observed as early as 3 h 
after drug administration, and the effect was sta-
tistically significant from 6 to 72 h. The decline 
in the edematous signal correlated significantly 
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with the reduction in perivascular edema quanti-
fied by histology (Tigani et al. 2003). This sug-
gests that an effect to suppress perivascular 
edema underlined the decrease in the MRI signal 
following treatment with budesonide. By con-
trast, BAL fluid markers of inflammation were 
not affected at 6 h after treatment (Tigani et al. 
2003). Only at 48 h following steroid administra-
tion, an effect was detected in the BAL.

Let us compare from the perspective of animal 
welfare the imaging approach with the traditional 

BAL fluid analysis, which necessitates 6 rats per 
time point. If BAL analysis were to be performed 
at the same time points as imaging had been carried 
out, 60 rats would have been necessary in both the 
compound group and vehicle group, resulting in a 
total of 120 animals. For the imaging analysis in 
contrast, only 12 rats were necessary. Moreover, 
the terminal BAL analysis was not able to detect 
the rapid effects of the steroid on the established 
lung inflammation revealed by MRI. Obviously 
histology could have been performed; however, 
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Fig. 4.1 Allergen challenge. (a) Axial images through the 
chest of an actively sensitized BN rat, acquired before 
(left) and 24 h after intratracheal (i.t.) OVA instillation 
(right). Note that the lung parenchyma appears dark; how-
ever, following allergen, a prominent MRI fluid signal is 
seen (arrow). This signal is due to edema. The acquisition 
time for one image was of 1 min. Animal respired sponta-
neously during image acquisition. (b) Volume of fluid sig-

nals detected by MRI in the lungs for an OVA dose of 
3 mg/kg (i.t.). Administration of the corticosteroid 
budesonide (1 mg/kg i.t.) 24 h after OVA (arrow) leads to 
an acceleration of the resolution of the MRI signals, sug-
gesting a rapid effect of the compound. This effect is not 
detectable by conventional BAL fluid analysis. Data are 
expressed as means ± SEM (n = 6 rats per group). For 
details, see Beckmann et al. (2001b)
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besides being time consuming, only information 
from a very limited region can be obtained. This 
example demonstrates the clear advantage pro-
vided by imaging in reducing considerably the 
number of animals used in the study while at the 
same time refining the experiment.

4.5.4  Structural Changes Are 
Detectable by MRI: Elastase- 
Induced Emphysema

A second example concerns the use of MRI in a 
rat model of emphysema (Quintana et al. 2006). 
For animals treated with porcine pancreatic 

elastase (PPE), the parenchymal signal inten-
sity was decreased in the first 6 weeks following 
PPE (Fig. 4.2). Consistent with this, extensive 
enlargement of the alveoli was observed in 
alveoli-rich sections of histological slices. A 
tendency towards recovery of the MRI signal 
intensity was apparent at week 8, which cor-
related with a reduction of the emphysematous 
damage assessed histologically by point mor-
phometry. Related to this reduction in damage 
could be the fact that following PPE the elas-
tin content initially decreases, but appreciable 
elastic fiber deposition and granulation of the 
alveolar airspaces containing fibroblasts, endo-
thelial cells, and a provisional collagen matrix 
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Fig. 4.2 Elastase-induced emphysema. Coronal MRI 
sections from a rat at baseline and at several time points 
following i.t. administration of PPE (75 U/100 g body 
weight). Animal respired spontaneously during image 
acquisition. Note the decrease in signal intensity from 
lung parenchyma as denoted by the arrows and the corre-

sponding graph from the mean signal intensity in the 
lower left side of the lung. Histology from the same ana-
tomical location demonstrated a decrease in the number of 
alveoli in elastase-treated animals. For details, see 
Quintana et al. (2006)
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are observed weeks after injury. The significant 
correlation between the MRI signal intensity 
of lung parenchyma and the percentile alveolar 
content determined by histology indicates that 
proton MRI is sensitive to noninvasively detect 
structural changes of the lung parenchyma 
related to the development of emphysema in 
this model (Quintana et al. 2006). However, it is 
clear that the MRI readouts have to be validated 
previously against structural changes detected 
by histopathology.

In this study, 6 rats have been measured using 
MRI up to week 8 after elastase. With histology, 
30 animals were necessary to characterize the 
temporal effect of elastase at the same time 
points in which MRI had been performed. 
Moreover, whereas MRI provided a spatially 
resolved measure over the lung, histology did 
only provide a punctual information. Obtaining 
volumetric information using histology would 
have been a very difficult task. Finally, histol-
ogy was time- consuming, whereas MRI pro-
vided information readily after image 
acquisition. This example shows that MRI again 
clearly contributed to reduce the numbers of 
animals used in the study and to refine the 
experiment.

UTE MRI has also been used to track emphy-
sema development in mice lung challenged with 
elastase (Zurek et al. 2012). Two parameters, 
namely, signal intensity and T 2, were used to 
monitor the disease evolution. At week 8, the 
mean normalized parenchymal signal intensity 
in elastase-challenged mice was decreased by 
28 % with respect to that of control mice. 
Moreover, T2 (1.27 ± 0.35 ms vs 0.96 ± 0.18 ms) 
was found in the emphysema group. The mean 
signal intensity drop and the reduction of T 2 
were prominent at 3 weeks following elastase 
instillation and stabilized between 3 and 8 
weeks. An excellent agreement was found 
between MRI findings and histological mor-
phometry. In analogy to the rats data discussed 
before, the present results suggest that proton 
MRI allows structural changes at alveolar level 
to be monitored longitudinally in elastase-chal-
lenged mice.

4.5.5  Functional Information Can 
Be Derived Noninvasively

Detection of parenchymal signal enables one to 
derive ventilation-related information exploring 
the weakly paramagnetic character of molecular 
oxygen (Edelman et al. 1996). Indeed, a highly 
significant negative correlation was found 
between the parenchymal signal in the rat lung 
and the partial pressure of oxygen in the blood, 
for different amounts of oxygen administered 
(Beckmann et al. 2004). Following this reasoning, 
an increased parenchymal signal should be con-
sistent with a reduced oxygen level or vice-versa.

Proton MRI has been used to detect the effects 
of bronchoconstrictor and bronchodilator com-
pounds in spontaneously breathing rats (Beckmann 
2006). For instance, a significant increase of the 
parenchymal signal intensity was observed in 
the upper airways, from the first minutes follow-
ing intravenous administration of a compound 
eliciting bronchoconstriction (Fig. 4.3). The long 
lasting signal increase was reversed by applica-
tion of a bronchodilator agent, consistent with 
an increase in oxygenation. Airway resistance 
measures derived invasively in anesthetized, para-
lyzed, and artificially ventilated rats showed the 
same time profile as that of the MRI signal. These 
observations suggest that the MRI signal changes 
in the upper airways are due to bronchoconstrictor 
effects. The refinement provided by the method is 
evident: while the airway resistance assessments 
were invasive and terminal, MRI has been per-
formed in anesthetized, spontaneously breathing 
rats. Repeated assessments should also be feasi-
ble using MRI, further contributing to reduce the 
number of animals used in the experiment.

4.5.6  Contributions of MRI for the 
Refinement of Models of 
Pulmonary Fibrosis in Small 
Rodents

The ability of MRI to noninvasively quantify the 
course of lung injury induced by bleomycin 
administration to mice (Babin et al. 2012; Egger 
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et al. 2013) and rats (Babin et al. 2011; Egger 
et al. 2013; Jacob et al. 2010; Karmouty-Quintana 
et al. 2007) has been reported earlier. Thus, MRI 
provides potential to facilitate in vivo pharmaco-
logical studies in the model. Repetitive measure-
ments open new avenues in testing compounds as 
the responses at several time points during the 
course of treatment can be easily compared. 
Specifically, studies at the chronic phase, when 
fibrosis is already established, become 
amenable.

Initially, we used gradient-echo sequences to 
detect the long lasting bleomycin-induced injury 
in the lungs of spontaneously breathing animals 
(Babin et al. 2011, 2012; Karmouty-Quintana 
et al. 2007). The sensitivity for detecting lesions 
elicited by bleomycin increased dramatically by 
reducing the echo time of the acquisition, i.e., by 
using UTE rather than gradient-echo sequences 
(Fig. 4.4). This increase in sensitivity translated 
into an overall reduction in the measurement 
times. For gradient-echo acquisitions in mice or 
rats, measurement times were of about 22 min for 
2D images covering the whole chest (Babin et al. 
2011, 2012). Measurement times for 2D UTE 
acquisitions declined to 7.25 min and 4 min in 

rats and mice, respectively (Egger et al. 2013). 
For 3D UTE acquisitions achieving an echo time 
of 20 μs, measurement times were of 11.6 min 
and 6.9 min for rats and mice, respectively (Egger 
et al. 2014) (Fig. 4.5).

In addition, by changing the route of bleomy-
cin administration in mice from intranasal to oro-
pharyngeal aspiration, a significant reduction in 
the bleomycin dose could be achieved while hav-
ing sustained fibrosis (Egger et al. 2013). One of 
the first applications of this route can be found in 
a study dealing with the measurement of muco-
ciliary function in mice by scintigraphy, in which 
the authors used oropharyngeal aspiration for the 
instillation of 99mTC-labelled sulfur colloid 
(Foster et al. 2001). A comparison of intratra-
cheal administration to oropharyngeal aspiration 
has been performed in a mouse model of silicosis 
(Lakatos et al. 2006). Mice treated with crystal-
line silica administered via the oropharyngeal 
route developed fibrosis with a more homoge-
nous distribution all over the lung and with less 
variability. Using near-infrared optical imaging, 
we compared the distribution of a solution con-
taining a fluorescent dye (Cy5.5) following intra-
nasal and oropharyngeal administration (Egger 
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Fig. 4.3 Effects of a bronchoconstrictive (A) and a bron-
chodilating compound (B) administered intravenously. 
For the MRI experiment, the anesthetized rat could respire 
spontaneously. After positioning the animal in the mag-
net, images at the same anatomical location were acquired 
sequentially with a time resolution of 1 min per image. 
Following the acquisition of baseline images, the bron-
choconstrictive agent was injected at time point 0, and the 
bronchodilator was injected at time point 25 min. The 
curve on the left shows the signal intensity evaluated in 
the same region in the upper airways, normalized to the 

mean signal intensity in the baseline images. The increase 
of signal after administration of compound A signal was 
consistent with its bronchoconstrictive effects, while the 
decrease around time 25 min was consistent with the 
bronchodilating effects of compound B. On the right side, 
the airway resistance measured in another rat is shown, for 
the same compounds administered. For this terminal 
experiment, the animal has been tracheotomized and arti-
ficially ventilated. Notice the similar profiles of the MRI 
parenchymal signal and the airways resistance measures. 
For details, see Beckmann et al. (2007)
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et al. 2013). While a homogenous distribution of 
the fluorescence signal all over the lung was 
observed for oropharyngeal aspiration, fluores-
cence signals appeared mainly in the upper part 
of the lung and the trachea for intranasal 
administration.

Changes in lung structure accompanying 
fibrotic processes lead to a severe impairment of 
lung function related to a decreased elasticity. 
Indeed, increased lung elastance and decreased 
compliance (the reciprocal of elastance) have 
been reported in small rodent pulmonary fibrosis 
models (Ask et al. 2008; Card et al. 2007; 
Ebihara et al. 2000; Manali et al. 2011). 
Moreover, changes in tidal volume and breathing 

cycle times have been shown in a mouse fibrosis 
model (Milton et al. 2012). Egger et al. (2014) 
reported an increase of MRI-derived total lung 
volume in bleomycin-challenged small rodents, 
consistent with increased  postmortem dry and 
wet lung weights, hydroxyproline content, as 
well as collagen amount assessed by histology. 
In bleomycin- treated rats, MRI acquisitions 
gated by the respiration showed an increased 
volume of the lung in the inspiratory and expira-
tory phases of the respiratory cycle and a tempo-
rary decrease of tidal volume. Using a flexiVent® 
system for the assessment of lung function in 
tracheotomized and mechanically ventilated ani-
mals (terminal procedure), decreased dynamic 

Gradient-echo
TE 2.7 ms

Ultrashort echo time (UTE)
TE 0.8 ms

Fig. 4.4 Comparison 
between 2D gradient-echo 
and UTE MRI of 
bleomycin challenge at 
4.7 T. Shown are three axial 
sections through the same 
rat at approximately the 
same anatomical location, 
acquired 15 days after i.t. 
administration of 
bleomycin (4 mg/kg). 
Acquisition times were of 
22 min for gradient-echo 
and 7.25 min for UTE 
images covering the whole 
chest. The animal respired 
spontaneously, and neither 
cardiac nor respiratory 
gating was applied during 
acquisition. It is evident 
that by reducing the echo 
time (TE), the sensitivity in 
detecting bleomycin- 
induced responses 
increased significantly
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lung compliance was found in bleomycin-chal-
lenged rats (Egger et al. 2014). Overall speaking, 
bleomycin- induced increase of MRI-detected 
lung volume was consistent with tissue deposi-
tion during fibrotic processes resulting in 
decreased lung elasticity, while influences by 
edema or emphysema could be excluded 
(Fig. 4.6). In ovalbumin-challenged rats, total 
lung volume quantified by MRI remained 
unchanged (Egger et al. 2014).

Also micro-CT has been shown to constitute 
an important imaging tool to detect pulmonary 
fibrosis in animal models (Ask et al. 2008; De 
Langhe et al. 2012; Shofer et al. 2008). Although 
no major problem may be expected for single 
acquisitions, radiotoxicity concerns may arise for 
repeated scanning especially because the lungs 
are particularly sensitive to cumulative doses of 
ionizing radiation (Graves et al. 2010; Plathow 
et al. 2004). Moreover, possible effects of x-rays 

a

b

c

Fig. 4.5 UTE MRI of spontaneously breathing mice or 
rats following bleomycin challenge. (a) Mouse at day 20 
after last bleomycin administration, UTE 3D at 7 T (TE 
0.02 ms). (b) Mice at day 23 after last bleomycin admin-
istration, UTE 2D at 4.7 T (TE 0.6 ms). Animals received 
bleomycin (0.1 mg/kg) by oropharyngeal aspiration, once 

a day on six consecutive days, resulting in a total dose of 
0.6 mg/kg. (c) Rats at day 14 after single oropharyngeal 
aspiration of bleomycin (2 mg/kg), at 7 T. Left: UTE 2D 
(TE 0.8 ms). Right: UTE 3D (TE 0.02 ms). Lesions elic-
ited by bleomycin are shown by the arrows
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Fig. 4.6 Lung volume quantified by MRI reflects extra-
cellular matrix deposition and altered pulmonary function 
in bleomycin models of fibrosis. (a) Representative 
images extracted from UTE 3D data sets acquired at 7 T 
from the same animal before and after bleomycin admin-
istration (top) and corresponding segmented lung volumes 
(bottom). Mouse at day 20 after last bleomycin adminis-
tration, UTE 3D at 7 T (TE 0.02 ms). (b) Prediction for 
lung volume of naïve Sprague–Dawley rats (gray curve) 
using the formula of Mirfazaelian and Fisher describing 
the age-dependent change of the lung weight (Mirfazaelian 
and Fisher 2007) and a lung density of 0.21 mg/ml (deter-

mined from several experiments). MRI-assessed lung vol-
umes for naive rats are shown as means ± SD (n = 6 rats). 
(c) Lung volumes (means ± SD, n = 9 rats per group) 
derived from rats challenged with saline or with bleomy-
cin (3 mg/kg) administered via oropharyngeal aspiration. 
Animals were 7 weeks old at baseline. (d) Lung function 
parameters obtained at day 21 after saline or bleomycin 
(3 mg/kg) challenge from tracheotomized and artificially 
ventilated rats by using the flexiVent® system. Values are 
provided as means ± SD (n = 9 rats per group). The levels 
of significance indicated in the graphs correspond to t-test 
comparisons. See Egger et al. (2014) for details

on the inflammatory and tissue remodeling pro-
cesses specific to this disease model cannot be 
excluded. Velde et al. (2014) have shown an 
excellent agreement between in vivo MRI, in vivo 
micro-CT, and standard histological measures of 
lung fibrosis in mice. UTE MRI appeared particu-

larly useful for detecting early disease, self-gated 
MRI for improved breathing motion handling.

The efforts summarized in this section indi-
cate that MRI can contribute to the refinement of 
small rodent models of pulmonary fibrosis: 
Measurements are performed in spontaneously 
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breathing animals; improved techniques as UTE 
enable faster acquisitions and/or impact (reduce) 
bleomycin dose; functional information related 
to reduced lung elasticity during fibrosis pro-
cesses can be derived from lung volume assess-
ments; and direct comparison between MRI and 
micro-CT indicates that MRI provides an imag-
ing alternative without ionizing radiation for 
assessing fibrosis in animal models. These char-
acteristics make of MRI an attractive technique 
for noninvasive assessments of compound effects 
in these models. Indeed, MRI has been used to 
evaluate the effects of several compounds and for 
the in vivo validation of pharmacological targets 
(Babin et al. 2011, 2012; Egger et al. 2014, 2015). 
Of note, using MRI, it could be demonstrated that 
the somatostatin analogue, SOM230, had a thera-
peutic effect on established lung fibrosis (Egger 
et al. 2014).

4.6  Final Remarks

The main message of this contribution is that, 
generally speaking, better science can be achieved 
when following the 3R principles, for instance, 
by introducing noninvasive imaging into in vivo 
experimentation. Using examples from our own 
experience in adopting MRI in the area of small 
rodent models of airways diseases, we have 
shown the win–win situation between animal 

welfare and the relevance of data obtained from 
animal studies. We illustrated how noninvasive 
imaging results in a significant reduction in the 
number of animals used for experimentation. 
Depending on the application, a reduction 
between 80 to 90 % is estimated. Since repeated 
measurements are feasible, each animal can serve 
as its own control, thereby reducing the variabil-
ity of the data. Moreover, as exemplified by the 
study of anti-inflammatory compounds on estab-
lished inflammation, imaging provides potential 
to obtain information not accessible to conven-
tional, postmortem assessments. Such an experi-
mental refinement is often the consequence of the 
fact that imaging provides information of the 
organ in situ in the intact organism. Thus, data 
that are more relevant to address therapeutic 
effects can be obtained using imaging.

Besides therapy testing, in vivo toxicology, 
encompassing the identification of adverse 
effects of air pollutants, compounds, or nanopar-
ticles for medical use, will largely profit from 
imaging (Hockings and Powell 2013; Reid 2006; 
Wang and Yan 2008). Indeed, noninvasive small 
rodent imaging is in line with the concept and 
strategy of toxicity testing in the twenty-first cen-
tury developed by the US National Academy of 
Sciences, the US National Academy of 
Engineering, the Institute of Medicine, and the 
US National Research Council (http://dels.nas.
edu/dels/rpt_briefs/Toxicity_Testing_final.pdf). 

Fig. 4.6 (continued)
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Some targeted testing in animals will be needed 
to sufficiently understand how chemicals are bro-
ken down in the body. Combined with imaging 
techniques, such assays will ensure an adequate 
toxicological evaluation of chemicals. As an 
example, it has been shown that the presence and 
biological effects of carbon nanotubes can be 
detected in vivo by noninvasive MRI techniques 
(Al Faraj et al. 2009, 2010, 2011).

Some points need to be kept in mind, however, 
when adopting imaging in animal studies:

Validation against established methods Before 
imaging is able to make a contribution to address 
a given question, the readouts need to be care-
fully validated against standard, often terminal 
measures. During this phase, the value of imag-
ing is unknown. However, well-validated read-
outs are likely going to be more relevant and thus 
better suited to have also an impact on animal 
welfare.

Anesthesia and its interaction with read-
outs Anesthesia can become a limiting factor of 
small animal imaging: it may not only influence 
the results of functional acquisitions but also 
interfere with drug studies. Although healthy 
small rodents easily recover from gas anesthesia, 
this may represent an additional burden when the 
animals have been subjected to, e.g., a chemical 
stimulus to elicit a pathology and are in addition 
treated with drugs. It is recommended to care-
fully conceive the studies in order to achieve a 
balance between the gain in information and the 
number of times an animal is anesthetized. Also, 
the minimum interval between sequential imag-
ing sessions needs to be considered. As a prag-
matic way, acquisition times under 30 min and a 
minimum interval of 3 h between sequential 
anesthesias are recommended. Also, gas anesthe-
sia is preferable, since it is easier to control and 
recovery time is of a few minutes only.

Imaging acquisition guided by physiological 
requirements It is important to adapt the imaging 
acquisitions to the biology of the species and not 
vice-versa. In the case of lung studies, for instance, 
it is recommended to perform acquisitions on 

spontaneously breathing animals, as artificial ven-
tilation may induce lung injury.

Overall speaking, it is our experience that 
imaging can make substantial contributions to the 
3R concept. As imaging systems are largely 
available in hospitals for diagnostic purposes, 
there is potential to address translational aspects 
from the animal models to the human situation 
and vice versa. In this sense, a more humane 
treatment of experimental animals and more rel-
evant animal studies become feasible. It remains 
the responsibility of the investigator to conceive 
the experiments in a way that their nature and 
performance are continuously refined to ensure 
that the 3R concept is respected in every biomed-
ical activity addressed using imaging.
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5.1  Background

Research with laboratory animal models, in particu-
lar genetically modified rodents like mice and rats, 
are increasingly recognised as powerful discovery 
tools in medical research. One major limitation in 
the use of experimental animals is often the need to 
sacrifice the animals to perform blood, tissue or 
molecular analysis. This is a major obstacle to 
observe the biological process under investigation 
in vivo. Functional, molecular as well as morpho-
logic quantitative imaging techniques are an impor-
tant tool for providing data about biochemical, 
genetic or pharmacological processes in vivo and 
repetitively in the same animal. Therefore, the same 
animals are used as intra-individual controls; this 
will reduce the standard deviation and will further 
reduce the number of animals needed per study. 
This is in line with the 3 R principles: replacement 
of animal experiments, reduction of animal experi-
ments and refinement of experiments first described 
in 1959 by W.M.S. Russell and R.L. Burch (The 
Principles of Humane Experimental Technique):

• Laboratory animal facility and laboratory ani-
mal housing

• Housing systems (micro-isolator, IVC, isolator)
• Laws and regulations
• Institutional preconditions (diets, water and 

hypoxia, etc.)
• OCCUPATIONAL HEALTH AND SAFETY 

OF PERSONNEL
• Animal Transport
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5.1.1  Laboratory Animal Facility

The Guide for the Care and Use of Laboratory 
Animals published in 1996 by the Institute for 
Laboratory Animal Research (ILAR) states: “A 
well-planned, well-designed, well-constructed, 
and properly maintained facility is an important 
element of good animal care and use, and it facil-
itates efficient, economical, and safe operation”.

There are several factors influencing the design 
and size of the laboratory animal facility. The deter-
mining criteria are given by the institutional research 
topics, the number and species of animals to be 
housed as well as the location of the facility (e.g. on 
campus, in an existing building or off campus).

The animal facility has to be designed and 
constructed in accordance with all applicable 
state and local building codes. In addition more-
over there are several international, national and 
local laws regarding biosafety, hazardous sub-
stances, controlled substances, occupational 
health and animal welfare as well as laws govern-
ing the use of genetically modified organisms 
which is important to know and to implement. 
Knowledge of these rules and regulations are 
essential already at the design phase of the future 
facility. The planning phase of the facility is allo-
cated with approximately 10 % of the building 
costs, but responsible for approximately 80 % of 
the running costs of the facility. The flexibility of 
the building for future aspects of biomedical 
research should also be accounted for. Therefore, 
the facility design is a crucial step in creating an 
optimal and economic facility.

5.2  Functional Areas 
of the Facility

The size and the location (central vs. de-central 
or multisite) will determine whether areas for 
separate service functions are needed or neces-
sary. Sufficient space is required to ensure:

• Separation of animal species or accommodat-
ing of individual projects

• Import, quarantine and export animals
• Provide space for animal housing

In some very small facilities, directly to or 
nearby an experimental laboratory or imaging unit, 
some functional areas listed below could be unnec-
essary or included in the central animal facility:

• Space for administration, supervision and 
direction of the facility

• Staff quarters, showers, sinks, lockers and toilets
• Highly specialised laboratories (e.g. microsur-

gical operation theatres)
• Individual areas for premedication and prepa-

ration, surgery, intensive care, wake-up rooms, 
necropsy, behaviour testing, etc.

• Hazardous areas for special biological, chemi-
cal or radioactive agents

• Receiving and storage areas for food diets, 
bedding and cage equipment

• Washing area for cage equipment
• An autoclave for equipment and a disinfection 

chamber or pass-through box
• Area for holding soiled and unclean equip-

ment and waste disposal
• Area for storing waste prior to incineration or 

removal (if necessary)

5.3  Operative Framework 
According to Accepted 
Standards

• Guide for the Care and Use of Laboratory 
Animals (8th Edition NRC 2011)

• EU Directive 2010/63 on the protection of ani-
mals used for scientific purposes

• AAALAC standards for accreditation
• National legislation and references (e.g. 

AVMA Panel on Euthanasia, etc.)

5.3.1  Temperature and Humidity 
Control

Air conditioning (AC) is a prerequisite for regu-
lating environmental parameters for laboratory 
animal facilities. Temperature and humidity 
control is necessary to ensure laboratory animal 
well-being as well as to prevent variations due to 
changing climatic conditions. In general the AC 
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systems should be able to provide the following 
conditions throughout the year for rodents within 
the range of approximately 20–23° (69.8–73.4 F).

The relative humidity should be controllable 
within the range of 30–70 % throughout the year 
with a mean of 50–60 %. According to the geo-
graphical location of the facility, it is sometimes 
necessary to define a wider range (energy saving 
and technical options).

5.3.2  Ventilation and Room 
Pressurisation

Ventilation of the animal rooms and the rest of 
the facility is necessary to ensure a balance of air 
quality (remove CO2 and NH3, provide fresh air 
and O2), animal comfort and energy efficiency to 
provide cage environments that optimise animal 
welfare and research efficiency.

The AC systems should provide a healthy and 
comfortable environment for researches and 
facility personnel. According to the number of 
animals, personnel and equipment used in the 
room 15–18 air changes per hour (ACH) are 
needed.

Ventilation with at least ten ACH is defined as 
minimum by AAALAC.

Pressurisation of the rooms with +50 Pascal 
for the prevention of contamination of the single 
animal rooms is often used as a safety measure. 
The animal room is then in positive pressure in 
relation to the inner floor (passage corridor) and 
the inner floor again in +50 Pascal overpressure 
to the exterior floor. This will ensure a pressure 
gradient (+150 Pascal overall) from the animal 
rooms to the inner corridor to the exterior and 
provide maximum protection against airborne 
contamination.

Heating, ventilating and air conditioning sys-
tems should be designed so that normal operation 
can be continued with a standby system. In brief, 
a 100 % redundancy is needed. The normal sys-
tems should run with 80 % (Security reserve addi-
tional capacity for weather extremes, etc.) and the 
second system has to back up the entire first sys-
tem. The animal facility and human occupancy 
should be ventilated with a separated system.

5.3.3  Power and Lighting

The electrical system should provide appropriate 
lighting and sufficient number of power outlets 
with a matching power supply.

Lighting: dual light sources should be installed 
in all animal rooms. Both light sources are needed 
during working of animal technicians only. For 
the well-being of the animals, only one light 
source is needed.

The light intensity in the room should be 300–
450 lx (measured 1 m above the floor). The light 
intensity in the animal cage is, depending on the 
cage material, much lower (ca. 60 lx). This will 
ensure that no negative effects, even for albinotic 
animals, are triggered by the lightning.

A time-controlled lighting system should be 
used to ensure a regular diurnal time/night 
cycle.

In general an emergency (standby power) sys-
tem is needed for critical system components. 
For other systems a power backup emergency 
system (15 s start time) is needed. Ultrasonic 
light-dimming devices should be avoided, 
because they might create odious noises.

5.3.4  Noise Control + Vibration

The facility must be provided with noise-free or 
maximally noise-reduced environment. Noise 
control is a very important – and still underesti-
mated – factor in the design and the construc-
tion of an animal facility. This starts with the 
selection of the material for walls and ceilings 
as well as the installation of plants and machin-
ery (e.g. covered or vibration isolated like on a 
submarine!). No ultrasonic sources, e.g. for 
alarm systems! Rodents are able to hear in the 
ultrasonic range.

5.3.5  Animal Husbandry

The caging system is an important factor in 
the social and physical well-being of labora-
tory animals. The housing system has to pro-
vide adequate space according to species, the 
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size and number of animals as well as for the 
needs of the experiments. We must meet the 
needs of the laboratory animals regarding main-
tenance of body temperature, urination, defeca-
tion (in combination with bedding material) and 
reproduction:

• Provide easy and safe access to food and 
water from young to adult animals and pro-
vide adequate ventilation on cage level. 
Nowadays, cages are constructed from dura-
ble, sturdy materials such as polycarbonate, 

polysulphone, polyphenylsulphone or 
etherimed. Three principle cage designs are 
available, namely, open cages (US: static), 
filter top cages (micro-isolators) or as indi-
vidually ventilated cages (Figs. 5.1, 5.2, 5.3 
and 5.4).

• Laws and Regulations
In order to meet all laws concerning an ani-
mal facility, the management should contact 
as early as possible the local authorities and 
discuss specific items directly. According to 
our experience, this is the easiest and safest 

a b

Fig. 5.1 (a) Euro-type 1 super long, Makrolon plastic, open cage, Tecniplast, Italy. (b) Euro-type 1 super long, poly-
sulphone plastic, filter top, Allentown, USA

a b

Fig. 5.2 (a) Euro-type 2 long cage, polysulfone plastic, filter top cage, Tecniplast, Italy. (b) Euro-type 2 long cage, 
polysulfone plastic, filter top cage, Allentown, USA

R.H. Tolba
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way to prevent costly mistakes and foster 
good communications and understanding 
between the parties. A brief description of 
some laws and regulations can be found in 
the references (e.g. laws regarding genetically 
modified organism, Animal Protection Act, 
Occupational Health and Safety Regulations, 
etc.).

5.3.6  Institutional Requirements 
(Diets, Water, etc.)

Many experimental purposes require using 
preconditioned animals especially for imag-
ing. In most instances, protocol approval by the 
Institutional Animal Care and Use Committee 
(IACUC) or the responsible authorities before the 
start of the experimental procedure is required. 
This is particularly needed if the animal is 
restricted in the use of food or water or any other 
environmental deprivation like low oxygen ten-
sion, etc. Within this is intended.

5.3.7  Occupational Health 
and Safety of Personnel

Philip b. Crosby (born 1926), one of the pioneers 
in quality management, stated: “Quality begins 
with people not with things”.

The selection of appropriate staff for the labo-
ratory animal facility is the key component in the 

management of an animal facility. The other crit-
ical factor is the initial in-house training of staff 
at all levels. Within this training the “occupa-
tional health and safety programme” has to be 
trained to all personnel to become familiar. This 
is a continuous effort with annual refresher 
courses. Only through continuous training efforts 
the facility will be able to ensure a programme 
that is a life and does not only exist in written 
form. The programme has to establish and main-
tain, for example, chemical, biological, physical 
safety, safety equipment and “safe work prac-
tices” as well as “personal protective equipment”. 
The programme should be reviewed periodically 
and adjusted to the facility and programme needs.

5.3.8  Animal Transport

The transport of laboratory animals from one 
place in the facility to another is very important 
and must be undertaken with care. Consideration 
for the transport of animals is according to fac-
tors like the mode of transport, the species 
(always only one species in one transport box), 
the transport container or cage, the animal den-
sity in the box, food and water during transport, 
protection from contamination from outside, pro-
tection of the environment if the animals are 
infectious as well as transport injuries and trans-
port stress. Especially when being used for imag-
ing purposes, the transport stress can have a 
major influence on the quality of the imaging 

a b

Fig. 5.3 (a) Green line cage, polysulfone plastic, individually ventilated cage, Tecniplast, Italy. (b) Allentown XJ cage, 
polysulfone plastic, individually ventilated cage, Allentown, USA
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process or the quality of the data measured (e.g. 
transport stress, higher blood pressure and higher 
microcirculation!).

The mode of transport of animals depends 
also on the distance (in house, shipping to other 
locations) as well as seasonal and climatic condi-
tions. To minimise the stress for the animals, spe-
cial commercially available HEPA-filtered 
transport containers should be used with a special 

food (e.g. jelly food) to provide enough food and 
water during the transport period. Before starting 
the experiment or imaging, the animals should 
acclimatise at least 5–7 days to the new surround-
ings. Most countries have implemented special 
laws regarding the transport of living animals 
(the USA, Canada, European Community, etc.). 
For air transport the International Air Transport 
Association guidelines (IATA, www.iata.org) are 

a

b

Fig. 5.4 (a) Individually ventilated cages, green line, polysulfone plastic, racks and ventilation unit, Tecniplast, Italy. 
(b) Individually ventilated cages, Allentown XJ system, polysulfone plastic, racks and ventilation unit, Allentown, USA

R.H. Tolba
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mandatory. Some countries, e.g. Great Britain, 
still require quarantine of animals after shipping 
from other countries before handing them over to 
the recipient.

5.4  Classifications of Rodents 
(Based on Microbiological 
Status)

Axenic (germ-free) – Animals completely free of 
all microorganisms.

 – Bred, reared and maintained under sterile 
conditions (e.g. isolator).

Gnotobiotic – Animals with a defined microbial 
flora.
 – Germ-free animals deliberately adminis-

tered certain varieties of harmless bacteria 
to aid in digestion.

 – Bred, reared and maintained under sterile 
conditions (e.g. isolator).

Specific pathogen-free (SPF) – Animals which 
are free of disease-causing microbes or 
pathogens.
 – Founder animals of an SPF colony are cae-

sarean derived.
 – Bred, born, reared and maintained in envi-

ronments which prevent exposure to or 
transmission of pathogens (e.g. barrier or 
individually ventilated cages, IVC).

Conventional – Animals with an undetermined 
microbiological status.
 – Raised and maintained under standard 

conditions.

5.4.1  General Considerations 
for an Animal Facility

It is desirable to operate a central animal facility 
with several units (barriers) for different animals’ 
species and different hygiene levels. The other 
options are several smaller units close to the lab-
oratories (satellite facilities, multisite, 
de-centralised).

The animal facility has a core breeding unit 
(repository) in a specific pathogen-free (SPF) sta-
tus. Specific pathogen-free is a term used for 

laboratory animals that are free of particular 
pathogens that are tested every 3 months 
 according to specific recommendations (recom-
mendations for the health monitoring of rodent 
and rabbit colonies in breeding and experimental 
units, FELASA Working Group on Health 
Monitoring of Rodent and Rabbit, Colonies: 
FELASA working group on revision of guide-
lines for health monitoring of rodents and rabbits, 
M Mähler (Convenor), Berard et al. (2014)).

It has to be always accompanied by a list of 
the tested and absent or found pathogens.

The health monitoring is assured through sen-
tinel mice or investigating direct samples.

Analogous to the “canary in the coal mine”, 
sentinel rodents monitor the pathogen status of 
investigators’ or breeding rodents. A specific 
number of animals or cages are monitored by 
sentinel animals. It can be a section/area in a 
room or a rack that is monitored with two senti-
nel animals. Every time a rodent cage is changed 
(usually weekly), about a tablespoon of soiled 
bedding from that cage is transferred to the senti-
nel cage. In this way, sentinels are exposed to 
whatever pathogens may be present in the urine, 
faeces, fur, saliva, dander, etc. from 100 % of the 
cages on the rack. Because of this, investigator 
personnel are not allowed to handle or move sen-
tinels or sentinel cages.

At the end of the monitoring period (usually 
one quarter or 12 weeks), the sentinels are sam-
pled and tested for a specific list of infectious 
agents. Sentinels may be tested more or less fre-
quently for selected pathogens or prior to ship-
ping or experimental needs. Only when no 
pathogens on the list are found (NO positive 
results) the animals are specific pathogen-free.

To assure this hygienic level, in general no 
researcher has access to the core breeding unit. 
This minimises the risk of infection for this unit. 
Animals to this core are only transferred via 
embryo transfer. Embryo transfer refers to a step 
in the process whereby several embryos from 
donors (the transferred line) are placed into the 
uterus of a foster mouse with the intent to estab-
lish a pregnancy. By using this technique, it is 
possible to transfer a line with a minimal risk of 
bacterial or viral contamination to the barrier unit.
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From the core breeding unit, the animals are 
then transferred according to the researcher’s 
need to an experimental barrier, where several 
personnel have access to the animals. It is possi-
ble to have several units according to different 
hygienic levels or experimental needs. It is also 
possible to build one unit outside of the barrier. It 
is sometimes essential to transport animals within 
the building or between campus buildings in 
order to facilitate research. To ensure the integ-
rity and well-being of the animals being trans-
ported into the imaging facility, a system has to 
be set up that will facilitate the research while 
minimising the risk of spreading a contaminant. 
Once the animals have left the barrier, they never 
go back to this unit. Following imaging, radia-
tion, e.g. the animals are returned to a different 
unit or quarantine room.

Employing this one-way policy will minimise 
the risk of infections for animals in other units.

5.5  Housing of Animals

Animals can be housed in open caging, plastic 
“shoe box” cages from macrolone, polysulfone 
or etherimide plastic with stainless steel wire-
bar lid. Additional items also include bedding, 
water bottle, food and cage card holder (See 
Figs. 5.1–5.4).

Open caging is the easiest way to house 
rodents, but there is a greater risk of contaminat-
ing the animals as well as causing allergies to the 
personnel. Currently the micro-isolator technique 
is a widely used system. In addition, there is a 
plastic top that holds a permeable filter. It is also 
possible to use individually ventilated cages 
(IVC) in general or for special procedures where 
the whole cage rack (and the cages in the rack) is 
separately ventilated with HEPA-filtered air and 
no connection with the outer space of the room. 
Each single cage is separately ventilated and 
maintained with a small overpressure to protect 
the animals inside. The inside of the cage, filter 
top, wire lid, water bottle, bedding and food is 
considered “clean”, that is, free of particles which 
may contain disease-causing pathogens. The 
outside surfaces of the cage and top are potentially 

contaminated or “dirty”. A transfer of animals is 
never performed “open” in the room.

For this purpose, the closed IVC cage is trans-
ferred to a cage changing station (CSS), a mobile 
microbiology safety cabinet. In this laminar air 
flow-protected environment, the IVC cage can be 
opened and animals can be transferred into the 
new, clean cage without contact to possible con-
taminated air or persons in the room.

After the experimental procedure or the imag-
ing process, animals can be transferred into an 
IVC rack near the imaging facility or a special des-
ignated room in the facility. When there is a known 
risk of infection, a higher biosafety level (e.g. 
BSL-2), it is also possible to have these cages in a 
permanent negative pressure to ensure biosafety.
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If an experiment is well designed, it is relatively 
easy to get help with the statistical analysis; but if 
it is incorrectly designed, it may be impossible to 
extract any useful information from it. Festing 
(2000a, p. 191)

With or without help, designing an experiment 
is a challenging task for the experimenter. Based 
on some examples, crucial steps for designing 
animal imaging studies will be explained, accom-
panied by some hints for efficient study conduct 
and data evaluation.

Statistics provides such techniques and proce-
dures; therefore, it can be seen as an essential 
component of empirical research, in biology as a 
whole as well as in animal imaging.

6.1  Design of Experiments 
in Animal Imaging

In order to separate the signal from the back-
ground noise, an experiment can be conducted. 
An experiment is understood as a procedure for 
collecting scientific data on the response to 
(effect of) an intervention. In this chapter, the 
terms experiment and study will be used 
 synonymously describing controlled experi-

H.-F. Ulbrich 
Research and Clinical Sciences Statistics,  
Bayer Pharma AG, Müllerstr. 178,  
13353 Berlin, Germany
e-mail: hannes-friedrich.ulbrich@bayer.com

6

mailto:hannes-friedrich.ulbrich@bayer.com


102

ments as opposed to observational studies. Since 
observational studies (also named surveys) 
investigate mostly responses on preexisting 
“conditions,” they are a kind of scientific investi-
gation less likely to be performed as animal 
imaging study.

Experiments must be planned carefully and 
the planning process should be completed before 
the experiment begins. This planning should also 
include the statistical methods intended for 
assessing the results. Changes after the start of 
the experiment are indeed sometimes necessary; 
they shall be kept to an absolute minimum. 
Changes after the experiment has begun are usu-
ally very complex to implement and have statisti-
cal as well as credibility consequences to be 
considered carefully when changing the experi-
mental plan. Therefore, along with the clear 
objective of the study, essentials of the experi-
mental design shall be fixed in advance in a 
research plan or study protocol. The study plan 
shall be accessible for and understood by every-
body (lab technician as well as researcher) 
involved in conducting the experiment.

Designing the experiment is one of the most 
important tasks during the planning phase. As 
stated by Festing (2002a, p. 191), “if an experi-
ment is well designed, it is relatively easy to 
get help with the statistical analysis; but if it is 

incorrectly designed, it may be impossible to 
extract any useful information from it.”

An experimental design is the manner in 
which the experimental units – most likely the 
individual animals in an animal imaging study – 
are arranged in accordance with the different 
interventions and the effects that are considered 
to influence the experiment. The principles of 
good experimental design are universal and have 
been known for more than 50 years (Cox 1958). 
Applying them to animal experiments and animal 
imaging experiments, in particular, requires some 
additional thoughts.

6.2  Comparing Interventions

Example 1: “treatment” vs. “con-
trol” Arguably, the simplest design is to work 
with two groups – “treatment” and (vehicle) 
“control” as the interventions – measuring the 
response (e.g., diameter of a lesion) of each 
group member once; the difference between the 
average group responses shall be the effect of 
interest. There will always be variability 
between the responses of the members of each 
group. Taking this variability into account, the 
difference between the groups can be used to 
determine whether the disparity between groups 
is a real one. If this difference is not completely 
obvious, statistical analysis (e.g., Student’s 
t-test) has to be employed. The objective of that 
experiment shall be to show the superiority of 
the treatment over vehicle control.

Even in that simple case, the following condi-
tions must be clearly established before the 
experiment gets started:

 1. How certain has the result to be (rather confir-
mation or exploration, delivering test results 
or estimations)?

 2. What are the different interventions of 
interest?

 3. What will be measured – once or repeatedly – 
to assess the results of the experiment 
 (identification of experimental units, mea-
surement schedule, to be measured items)?

Terminology

• Experiment – procedure for collecting 
scientific data on the response to (effect 
of) an intervention

• Experimental unit – the smallest unit to 
which an intervention can be assigned to 
independently of any other

• Intervention – the entire description of 
what an experimental unit is assigned to

• Observational unit – the smallest unit on 
which a response will be determined

• α – the (nominal) significance level
• (1-β) – the (nominal) power
• Δ – the (relevant) difference of interest
• σ – standard deviation (square root of 

the variance)
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 4. What results are to be expected under the dif-
ferent interventions (determination of experi-
mental variation, their different sources, how 
to limit it or allow for it in a fair manner)?

 5. How can the experiment be organized and 
conducted that most information is obtainable 
from the resources used?

 6. How large will the experiment be (the “right” 
number of experimental units – neither too 
much nor too few – taking scientific and ethi-
cal considerations into account)?

 7. How will the results be analyzed, again to 
gain as much information as possible?

If based on profound prior information, e.g., 
in a later stage of development, an experiment 
is planned to confirm that “treatment” is really 
superior to “control,” then null hypothesis, 
alternative hypothesis, as well as the (biologi-
cal) relevant difference Δ between the popula-
tions’ average responses are known beforehand. 
The researcher is familiar with the amount of 
biological (among animals) and measurement 
variability for each group. So, let us assume 
that this total variability σ is equal for each 
group. The groups in the experiment are 
expected to be samples from the respective 
populations. The test statistic (e.g., Student’s 
t-test) to be used for deciding the relevant ques-
tion has been fixed.

It is now the researcher’s obligation to decide 
on both the significance level (the nominal 
α-level) and the power (1-β) for the intended test 
statistic. The significance level α indicates the 
likelihood that the two groups will be found to be 
different, although there is no difference between 
the respective populations. Therefore, the signifi-
cance level has to be sufficiently low (common 
values are 5 or 1 %, meaning that if there were 
100 experiments done with samples from popula-
tions without any difference, five or one, respec-
tively, of these experiments would show a 
significant result – just by chance alone).

Statistical power (1-β) states how large the 
likelihood has to be that we correctly reject the 
null hypothesis (in favor of the alternative one is 
aiming for) with the intended significance level α 
(as above) if the distance between the underlying 

populations is equal to the (biological) relevant 
difference Δ. The power has to be set by the 
researcher. A power of let say 80 % tells us that 
eight of ten experiments done with samples from 
populations different by the (biological) relevant 
difference will let us reject the null hypotheses at 
the preset significance level α. (Two out of ten 
potential experiments will fail to show a signifi-
cant result.)

For confirmatory experiments α and (1-β) are 
clearly the measures for how certain the results 
have to be. With a chosen test statistic and the 
decisions made how large α, (1-β), Δ, and σ shall 
be, the size of this experiment (sample size) can 
be determined (see below).

As long as Δ and σ are not yet known (e.g., 
in earlier stages of development), experiments 
are rather of exploratory than confirmatory 
nature. Exploratory analysis is an approach to 
analyzing data for the purpose of suggesting 
(new) hypotheses about the causes of observed 
phenomena, assessing assumptions on which 
statistical data modeling and evaluation will be 
based as well as providing a better basis for 
further data collection through experiments. 
An exploratory approach, therefore, should 
collect evidence for more specific hypotheses 
to be followed during further research and 
development.

Example 2: two different treatments Let us 
imagine a slight change, instead of testing “treat-
ment” against (vehicle) “control,” one might be 
interested in comparing two absolutely new sub-
stances called A and B for the purpose of getting 
information on whether the one or the other is 
more promising for further development. Since 
this will be the first experiment with interven-
tions applying A and B, nothing is known in 
advance on whether A is better than B or vice 
versa, nothing on the variability σ let alone a dif-
ference Δ considered to be relevant.

Rather than comparing A and B by using a sta-
tistical test, an estimate of the difference μ 
between A and B should be derived along with an 
appropriate (1-α) confidence interval, (1-α) con-
ventionally being 95 or 99 %.
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Beyond comparing different substances, the 
interventions of interest in an experiment com-
paring A with B might also be:

• Low dose of substance X (A) – high dose of 
substance X (B)

• Once per day application (A) – twice per day 
application (B) of the same substance X and 
dose

• Once per day application of a full dose (A) – 
twice per day application (B) of half the full 
dose of the same substance X

If, for example, contrast media (CM) were 
used and an interaction between CM and sub-
stance X (drug–contrast medium interaction as a 
special case of drug–drug interaction) could not 
be excluded, then the interventions A and B might 
actually become:

• Low dose of X under CM (A) – high dose of X 
under CM (B)

Whatever the results of the latter comparison, 
conclusions drawn from such an experiment are 
valid only for the combination of X and CM as 
applied; whether the observed differences 
between A and B are the same as would have 
been between low and high dose of X alone is 
beyond the results of this particular experiment.

While comparing devices and/or specific 
adjustments of the same technical device (e.g., 
different scanning modes), interventions A and B 
translate to two different device adjustments.

Example 3: more than two treatments Let us 
again change the above experiment a little and 
extend it by some more substances of interest, 
making it a comparison of four interventions 
called (by substances used) A, B, C, and D. Here, 
a lot of different questions might be of interest, 
e.g.:

• Are there any differences at all between the 
interventions A to D?

• Are there any pairwise differences – between 
A and B, or A and C, or A and D, or B and C, 
or B and D, or C and D?

• Are there any differences between a particular 
(reference) intervention, say, D and any of the 
others?

In each case a different number of questions is 
to be addressed – one, six, or three, respectively – 
by the otherwise same experimental setting.

In each of the abovementioned examples, it is 
assumed that an animal within the experiment 
belongs to exactly one particular intervention 
group and that an animal’s response to the inter-
vention is measured once. The measurements are 
independent of each other; each animal serves as 
both experimental and observational unit.

Neither this independence nor the unity of 
experimental and observational unit has always 
to be the case.

Example 4: intraindividual differences, more 
observational than experimental units The fol-
lowing three experiments explore the effect of 
one and only one intervention by measuring 
each animal twice in either of the following 
manners:

 (4a) Before and after the intervention – the ani-
mal is measured at two distinct time points.

 (4b) Both an area of interest (say, tumor) and an 
appropriately chosen reference area (tumor- 
free) – the animal is measured twice at the 
same time point, but on two different 
locations.

 (4c) Both an area of interest (say, tumor) and an 
appropriately chosen reference area (tumor- 
free) – as in 4b but the animal being com-
pletely scanned, area of interest and 
reference area measured by defining them 
as part of one and the same picture or 
sequence.

The different animals in the experiment are 
still independent of each other; the two measure-
ments taken from the same animal are not. Each 
animal is an experimental unit, each animal’s 
measurement time (4a) or location (4b, 4c) an 
observational unit (regardless of how many vari-
ables are actually to be measured, how many val-
ues therefore to be taken).
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These experiments are one-group experiments 
where the experimenter is interested in whether 
the intraindividual differences are merely in favor 
of the intervention.

6.3  Measuring the Desired 
Effect: Definition 
of Endpoints

Comparison of interventions “better,” “worse,” 
or even “different” does not have any meaning 
without the reference to a (biologically) mean-
ingful endpoint, a quantity measured, a prop-
erty or characteristic determined, or a value 
derived from a combination of the former. 
Measurable quantities might be the length, 
width, height, or body temperature of an ani-
mal; the animal’s sex can be determined; and 
the tumor volume can be derived from its 
length, width, and depth. For mammals, only 
sex seems to be well defined, all others need 
further specification.

Example 5: Endpoint specification Let us con-
sider Beagle dogs to be the experimental animal; 
the following endpoints determined for each ani-
mal might be of interest in the experiment:

• Length: from the tip of the nose to base of the 
tail, i.e., excluding the tail and (hind) legs

• Width: hip width – as distinguished from the 
shoulder width or maximum overall width

• Height: height of the withers
• Body temperature: taken in the ear – as 

opposed to taken in the mouth or the anus

Since not directly measurable, some quantities 
might be derived:

• Tumor volume: calculated as
(π/6) · length · width · height

assuming the shape of an ellipsoid – rather 
than assuming a rectangular prism

length · width · height
• Tumor volume (if the height/depth was not 

easily measurable): calculated as
(π/6) · length · width2

assuming the shape of an ellipsoid and height 
to be equal to width of the tumor

• Lesion area: circumscribing the lesion at a 
monitor, the value then be given by the 
machine

Since different measurement devices (carpen-
ter’s rule vs. Vernier caliper; different CT scanner 
modes) as well as different measurement points 
(ear or anus body temperature) and different bio-
logical conditions (calmness or stress; different 
moments of the day) affect the values obtained, 
consistent endpoint definition includes the speci-
fication of the measurement devices and their 
parameters, measurement areas, and time points 
of reading, among others.

Defining an endpoint less precisely than pos-
sible does make an experiment less conclusive by 
adding to the noise or generating bias (see below).

For each endpoint, one has to know its type:

• Nominal – values are clearly distinct catego-
ries without any internal order, e.g., colors like 
black, red, and green or gender

• Ordinal – values are distinct categories that 
can be (completely) ordered from low to high, 
e.g., quality of a signal: very poor, poor, mod-
erate, good, very good

• Cardinal – counts, i.e., nonnegative integer 
numbers, e.g., number of liver lesions

• Interval scaled – continuous measurable quan-
tities for which the precision of the measure-
ment is an important issue, e.g., height 
(measured in mm or inch or any other unit of 
length)

The type of the endpoint is an important 
parameter for deciding on an appropriate statis-
tical evaluation strategy: starting with an ade-
quate data description (e.g., rates, proportions, 
medians and interquartile ranges, means, and 
standard deviations), useful graphs (e.g., pie 
charts, bar charts or histograms, box plots), 
appropriate tests of significance (e.g., χ2-tests 
for contingency tables, t-tests, or ANOVA for 
Gaussian  distributed data), and regression 
 models (like logistic regression or multivariate 
 linear regression).
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The answer to the question whether interval- 
scaled variables can be fairly well described by a 
Gaussian (“normal”) distribution has a deep 
impact on the abovementioned decision as well. 
The body length of adult animals of either sex 
(but not for both sexes together!) is a good exam-
ple where a Gaussian distribution can be assumed. 
For others: if there is no published consensus on 
the matter, deciding if the data can be described 
by a particular distribution can be a problem. 
Transforming the data (e.g., by a log transforma-
tion, see Keene 1995) might be an option.

The answer to the question is also important 
for sample size estimation.

6.4  Sources of Variability

Variability of all biological phenomena is a major 
cause of the complexity of biological experi-
ments. Animals are different even within the 
range of the same species.

Avoiding as much variability as possible is 
certainly a good way to increase the signal-to- 
noise ratio.

Genetically, monozygotic littermates are more 
similar to each other than dizygotic, which are 
more similar than the offspring of two different 
dams. Animals of the same strain but different 
breeders might be more different than animals of 
the same breeder. Animals of different ages – 
especially juveniles – are likely to be more 
diverse than ones of the same age. Since the body 
weight of male as well as female juveniles is 
highly correlated with age, it can be concluded 
that juveniles of the same sex and weight are 
more similar to each other than juveniles of either 
different sex or weight.

Differences in the animals’ environment 
before and during the experiment might make 
them more or less similar. Different feeding 
schemes or diets during upbringing, different 
cages in multianimal caging conditions, and dif-
ferent locations of cages within stables (leading 
to different microclimate conditions: light, tem-
perature, draft, frequency of human contact) are 
likely to cause additional variability among 
animals.

Any measurement procedure itself carries 
more or less variability. This variability might be 
caused by the device, device parameters differ-
ently set, the experimenter’s ability to handle the 
device, her or his ability to handle the animals, or 
the experimenter’s reading. In animal imaging 
studies, anesthetization of the animal, the ani-
mal’s position toward a scanner, and chosen ref-
erence areas for background signal measurement 
are important sources of (undesired) variability.

If each specific variability is fairly spread over 
all animals and measurement occasions during 
the experiment, it simply adds up to the overall 
noise impairing the signal-to-noise ratio. 
Otherwise, variability might be related to bias.

6.5  Avoiding Bias

Example 6: Assessment bias Consider an experi-
ment comparing a traditional treatment scheme 
(intervention A) with a new one (B) developed and 
proposed by the experimenter himself/herself. 
The number of clearly visible lesions (within a 
specific organ) was chosen as primary endpoint; 
the less the number of lesions, the better the treat-
ment scheme. The experimenter’s decision 
whether to consider a lesion as clearly visible 
might subconsciously be associated with the 
interest to show the superiority of the new scheme; 
the decision might no longer be inherently fair for 
both interventions. The change in results (number 
of lesions recorded) caused by the subjective ele-
ment to assessing observations leads to bias – this 
particular bias is called assessment bias.

Any systematic difference between interven-
tion groups apart from the intervention itself 
might cause the experiment’s results to be biased, 
e.g.:

• Heavier animals allocated to a particular inter-
vention group – allocation bias

• Different devices (or device modes) used for 
measuring different groups

• Different animal housing conditions (climate, 
light, multicaging conditions) for different 
groups
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• Different observers (e.g., lab technicians of 
different expertise) for different groups – 
observer bias

• Different times of the day for measuring dif-
ferent groups

Being aware of the potential bias while design-
ing the experiment helps avoiding it.

In animal imaging studies, assessment bias 
might be important. Arguably, the best idea to 
prevent assessment bias is to keep the observer 
“blind” toward the intervention group an animal 
belongs to. This might be accomplished by:

• Different individuals as facilitator (handling 
and treating the animals) and observer (taking 
the measurements)

• Identification of the animals by a haphazard 
numbering scheme not known to the observer

• Letting the observer see the animals for 
inspection in random order

6.6  Blocking

There is another important way to increase by 
design the signal-to-noise ratio of an experiment: 
blocking. By blocking, one splits the animals into 
homogeneous subsets in such a way that varia-
tion within each subset is considerably lower 
than variation between subsets.

Example 7: Blocking by sex While designing an 
animal experiment, it is always recommended to 
think about potentially different responses by 
animals of different sex. Such differences might 
be caused by the body size or hormone configura-
tion or some other trait different between the 
sexes. Splitting the experiment virtually into two 
otherwise completely identical – one based on 
the females, the other based on the males – would 
make the experiment one with block design.

Complete blocking means splitting the experi-
ment in such a way that within each block all the 
interventions take place, while one and the same 
animal number ratio between the interventions is 
maintained.

Example 8: Complete blocking by sex and weight 
and breeder Let us consider an experiment where 
the experimenter wants to get more information on 
the new intervention A as compared to the well-
known intervention B by planning one and a half 
as much animals for A as for B, a three to two ani-
mal number ratio between interventions is needed. 
For scientific reasons, the experiment has to be a 
large one, based on more animals than one breeder 
can supply by a certain date. It is assumed that the 
interventions themselves might affect heavier ani-
mals less than lighter ones, supposedly females 
will react (slightly) differently from males.

Since one and a half as many animals are 
planned for A as compared to B, the smallest pos-
sible block size is five animals. Therefore, each 
block has to have a size of a multiple of five. 
Blocking then might look like Table 6.1.

6.7  Dropouts

An animal not adhering to its appointed interven-
tion any longer is called a dropout. Leaving the 
experiment prematurely might happen for quite 
different reasons, e.g.:

• Death (without or with – in multianimal 
caging – cannibalism)

• Escape
• Infection
• Premature stop of intervention for animal wel-

fare reasons (e.g., an observed tumor volume 
of 2000 mm3 or above, like in Hanfelt 1997, 
p 298)

• Early sacrifices (e.g., every other animal after 
half experiment time for histological 
examination)

Early sacrifices can and shall be planned in 
full – including the consequences for sample size 
and evaluation. Escaping an unlocked cage hope-
fully never happens; nevertheless, it is the only 
one of the above examples that might be consid-
ered as completely independent of the interven-
tion. Loosing animals that way is a waste of 
resources, anyway.
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All other examples given must be thought of as 
potentially intervention related and, therefore, 
likely to generate bias, i.e., causing an unjust 
change in observed effect(s). Having to take out 
animals for welfare reasons has to be considered 
like any other premature termination while design-
ing the experiment. Besides recording the drop-
out time (and reason), any measurement to be 
taken (e.g., body weight and histological examina-
tion) has to be decided on during the design phase.

Example 9: Design with dropout Intervention A 
shall be the placebo in a xenograft experiment to 
compare different doses of a novel substance 
(say, interventions B, C, D, and E being increas-
ing doses) for inhibition of tumor growth by lim-
iting angiogenesis. Substances will be applied on 
day 0, and animals will be checked daily for body 
weight and tumor length and width by an experi-
enced lab technician; every seventh day up to day 
28, the animals have to undergo an imaging pro-
cedure for measuring angiogenesis and tumor 
volume. Midterm, on day 14, after the imaging 
procedure, one third of the animals shall be sacri-
ficed for histological examination. All others are 
to be histologically examined after day 28.

It is expected for certain that animals of the 
placebo group have to be taken out earlier because 
of unbearable tumor load, 2000 mm3 being set as 
the limit. Nobody knows when this will happen 
to the first animal or whether this will affect any 
animal of the interventions B to E.

The study protocol has to make clear how the 
tumor volume is to be determined from length 

and width (as taken daily by the lab technician), 
who is responsible for the calculations and the 
timely decision, and whether to stop the experi-
ment for that particular animal. It has to be 
decided who takes this responsibility for the days 
when the main lab technician will not be avail-
able because of weekends, holidays, or sick leave.

Furthermore, it has to be defined what hap-
pens to an animal reaching the tumor burden 
limit on a day without scheduled imaging proce-
dure (say, on day 6) – to be imaged or not before 
leaving is here a decent question. And what about 
the histological examination?

It is extremely important to have the animals 
foreseen for midterm sacrifices identified before 
the experiment actually begins. Although it might 
sound appealing to some, sacrificing on day 14 
merely animals with already larger tumor vol-
umes (and therefore more likely to be excluded 
the following days) would generate bias – most 
probably of a quite remarkable amount. This has 
to be avoided.

6.8  Regression, Repeated 
Measures, Experimental 
Units, and Other Topics

Example 9 (Continued): Another Look  
Intervention A more precisely defined as vehicle 
control might be considered as a treatment with a 
dose of 0 units of the new substance. Such an 
experiment can be planned not only for compar-
ing the different doses to the control but also for 
establishing a dose–response relationship by fit-
ting a regression model. The type of the regres-
sion (linear or nonlinear, e.g., logistic) suitable 
depends on a lot of additional knowledge or 
assumptions like the type of the response variable 
and monotonicity of responses – to name a few.

Example 9 (continued) – Yet another look As 
stated in the study protocol, each animal has to be 
repeatedly examined – daily (starting on day 0) 
for body weight and tumor volume and weekly by 
the expensive (device availability and cost of use) 
and animal stressing (anesthesia) imaging proce-
dure. Let us suppose the tumor volume deter-

Table 6.1 Complete blocking by weight and sex and 
breeder

Block 1 5 heaviest female animals of 
breeder 1

...
Block n1 5 lightest female animals of breeder 1
Block (n1 + 1) 5 heaviest male animals of breeder 1
...
Block (n1 + n2) 5 lightest male animals of breeder 1
Block (n1 + n2 + 1) 5 heaviest female animals of 

breeder 2

...
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Check Box: Designing an Experiment in 

Animal Imaging

First and foremost, a clear objective must be 
defined. The following is a (nonexhaustive) 
list of intertwined questions to be considered 
in designing an animal imaging experiment:

• Shall the experiment be designed in col-
laboration between experimenter and 
(bio) statistician in plenty of time before 
the experiment starts?

• What is the main (biological) effect of 
interest? Are there any secondary effects 
to be considered as well?

• Is the experiment part of either explor-
atory or confirmatory research?

• What tentative design supports the main 
question (randomized group compari-
son, intraindividual comparison, more 
advanced or specialized designs, etc.)?

• How is the experimental unit defined 
(e.g., species, strain, knockout, immune 
deficient, sex, etc.)?

• What quantities shall describe the 
desired effect(s) – the primary (and fur-
ther) endpoint(s)?

• What are the measurable quantities and 
how do they relate (e.g., by judging 
them using a score or by using a particu-
lar mathematical formula) to the quanti-
ties describing the effect?

• Measurement schedule (and observa-
tional unit) – what measurements are to 
be carried out, when, how often, by how 
many observers?

• Will the observers be “blind” regarding 
the intervention each particular experi-
mental unit undergoes?

• What are the major sources of to-be-
expected variability (animals, measurement 
devices, observers, environment, etc.)?

• What measures can and will be taken to 
limit any of these variabilities (single 
strain, unisex, single observer, etc.)? 
What’s not feasible?

• How are the different interventions 
defined? What are the relations between 

them (e.g., doses equidistant on loga-
rithmic scale)?

• How is it assured that the environment 
conditions (i.e., all conditions besides 
the intervention itself) are kept equal for 
each experimental unit during the whole 
experiment?

• How are the data to be collected, kept, 
and checked for plausibility?

• How shall the endpoint(s) be summa-
rized within each intervention?

• How can the overall effect be expressed 
in comparative terms between interven-
tions (signal)?

• What, if any, is the minimum magnitude 
of the signal one is interested in?

• Assigning the experimental units – is 
there any blocking factor (necessary)?

• What, if any, is the likely drop-out rate; 
might it be intervention specific?

• How many experimental units (animals) 
are needed – overall, per intervention – 
taking into account the to-be-expected 
drop-out rate and pattern?

• How will the animals be randomized 
(allocated) to the different interventions?

• What kind of graphical technique (scatter 
plot, box plot, etc.) will be used to support:
 – Checking the raw data
 – Presenting the (main) results

• What kind of statistical procedures will 
eventually be used for data evaluation?

• Checking the assumption(s) for the cho-
sen statistical evaluation strategy – will 
it be done at all, how, and to what 
consequences?

Wanting the results to be published, the follow-
ing topics (likely to be requested by the editors) 
might also be of interest from the beginning:
• How to describe the used statistical meth-

ods (especially if uncommon methods were 
to be used)? What references are needed?

• How to describe design changes – if 
there were any unavoidable – and check-
ing procedures related to the chosen sta-
tistical evaluation strategy?
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mined by the imaging procedure is the 
experiment’s primary endpoint. Then one gets up 
to five measurements (on day 0, 7, 14, 21, 28) 
per animal. Although this approach increases the 
number of measurement values remarkably for 
each intervention group, it does not increase the 
number of experimental units; values taken of the 
same animal cannot be considered independent of 
each other (as values of different animal are). The 
use of a significance test based on the assumption 
of independent experimental units (like t-tests, 
U-tests, or classical ANOVA) would be inappro-
priate here. The observational unit here would be 
each animal’s daily check, whereupon values on 
the primary endpoint (volume determined by 
imaging) are only to be taken at some of them.

The proper identification of the experimental 
unit is a crucial issue for the validity of both the 
chosen design and the related statistical evalua-
tion strategy.

Rodents are highly social animals. Therefore, 
(moderate) multianimal caging might be consid-
ered for preventing the animals from isolation 
(and the stress caused by crowding) for a long- 
term experiment. Since multianimal caging influ-
ences the single animal’s stress level and body 
weight, animals within the same cage can rarely 
be considered as independent to each other. The 
cage becomes the experimental unit – with 
 consequences on sample sizes, drop-out patterns, 
and statistical evaluation strategy.

The normal biological diurnal rhythms of an 
animal’s biochemistry and physiology alter its 
responses depending on the time of day that treat-
ments are applied, samples are taken, or an anes-
thesia is administered before imaging.

Example 10: Time of the day as a potential for 
bias Imagine an experiment on tumor vascular-
ization where always starting at seven in the 
morning all animals of intervention A will be 
imaged, followed by B, C, D, and finally E. All 
the animals of intervention E are imaged late in 
the afternoon. Whatever the interactions of the 
circadian rhythm and the interventions are, such 
a design does not level them out fairly. It is, there-
fore, recommended to think about alternatives 

such as a random order of animals. On the other 
hand, if a sequence that is too complicated to be 
handled correctly makes the whole process error- 
prone, one should rather apply a less complicated 
order.

Example 11: A warning Occasionally, experi-
ments are conducted under multianimal caging 
conditions without single animal identification. If 
there were only one observational unit (measure-
ment time point) per animal, the experiment could 
still be well designed taking advantage from the 
unity of observational and experimental unit.

A similar experiment where animals are to be 
measured on more than one occasion would be 
questionable by design, since intraindividual 
changes over time (see example 4a) are not deter-
minable. The cage would be the observational 
unit and, therefore, the experimental unit as well, 
a scenario likely to be less efficient with regard to 
the number of animals to be included.

6.9  Measurement Schedules

Animals have a circadian rhythm, and humans as 
creatures have it as well. Beyond that, as social 
beings, most humans are used to living according 
to a hebdomadal rhythm. This has to be consid-
ered as an additional challenge for the design of 
experiments lasting several days or even weeks. 
Daily examination means including weekends 
and holidays.

Example 12: Tumor doubling time and weekend 
measurements Imagine an experiment with 
(non-shrinking) tumors and tumor doubling time 
(the time it takes the tumor from observation start 
to grow to twice its volume) as primary endpoint. 
Precision of time measurement shall be 1 day. It 
is quite a natural choice to evaluate tumor dou-
bling times by a time-to-event analysis. Not 
determining the tumor volume on weekends 
would mean that Monday’s reading finds tumors 
that already had doubled their volume either by 
Saturday, Sunday, or Monday. Since it is not pos-
sible to decide, which tumors had doubled by 
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Saturday, Sunday, or Monday, respectively, the 
actual time measurement precision is three (!) 
days (instead of the intended one).

For any time-to-event analysis, time measure-
ment precision is of particular importance. 
Sometimes a biweekly measurement (e.g., on 
Monday evenings and Friday mornings for mea-
sures not influenced by any circadian rhythm) 
might be sufficient and the best choice – having 
only one observer (lab technician) involved.

6.10  Animal Allocation 
and Randomization

Designing an experiment is like gambling with the 
devil: only a random strategy can defeat all his bet-
ting systems. RA Fisher (quoted in Box et al. 2005)

Randomized experimentation is not haphazard. 
Randomized allocation of animals (or, more gen-
erally, experimental units) to the different inter-
ventions should be based on random digits 
generated by a (pseudo-)random number  generator. 
Random digits can be found in Machin et al. 
(2009, p. 300). In simpler cases tossing a fair die or 
(for a two-intervention experiment with equal 
group size) a coin can be used. More complex 
cases can be addressed by using software, although 
there seems to be no randomization software cov-
ering all possible designs. SAS® proc PLAN might 
be a good start; for a list of available randomiza-
tion software, see Bland (2014).

Without a true random process as independent 
basis, animal allocation is prone to bias. Except 
for random deviances, randomization balances 
groups with respect to all factors other than inter-
vention. Differences between the responses are, 
therefore, due to the different interventions. 
Complete randomization would be a valid option, 
but with the risk of ending up with only roughly 
the intended number of animals per group. 
Blocked randomization is a better choice since it 
balances the animals within each block as 
intended. Blocked randomization is a natural 
complement for blocked designs (see above), 
covering also in the simplest case: a whole exper-
iment understood as one block.

6.11  Sample Size Estimation

The goal of estimating sample size in the planning 
of experiments is not specifically to reduce the 
number of animals used in the experiment. Rather, 
it is to estimate the minimum number of animals 
required to accomplish the research goals (i.e., to 
reliably determine whether an important effect 
exists). Khamis (1997, p. 55)

Sample size – in case of an animal imaging 
experiment, the number of animals needed for 
the experiment – has to be decided on before the 
experiment starts.

Two main strategies for determining sample 
size have been described (Festing and Altman 
2002): one often labeled resource equation 
method (REM) and the other power analysis 
method.

For determining the sample size by the power 
analysis method, one has to have chosen a 
design and the primary endpoint. Depending on 
the design, the intended ratios between the sam-
ple sizes for each group have to be set. One has 
to know the relevant difference Δ considered to 
be what Khamis calls the “important effect” and 
the to-be-expected variability σ. Both the 
intended significance level α and power (1-β) 
must be fixed. The sample size necessary for the 
experiment can then be estimated by using 
either tabulated values (like in Machin et al. 
2009), published sample size formulas (like in 
Horn and Vollandt 1999), or specialized soft-
ware like SAS® proc POWER or nQuery 
Advisor®.

Example 12: Sample size for a one-sided 
t-test Let us consider a two-group comparison 
for a Gaussian distributed endpoint by assuming 
the same variability within both groups. Both 
groups shall have the same number of animals 
(sample size ratio = 1). The comparison could 
then be conducted by using Student’s t-test. 
Suppose intervention A would give a mean 
response of 12 units and one were interested if 
intervention B could increase the response up to 
20 units, for both interventions a (within-group) 
variability (standard deviation) of σ = 8 units can 
be realistically assumed based on prior 
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 knowledge. Then the effect of interest Δ would 
become Δ = μB–μA = 20–12 = 8 units, an effect of 
the same size as the standard deviation σ = 8 units 
(commonly expressed as an effect size of δ = 1). 
Asking for a nominal power (1 − β) of 80 % and a 
nominal significance level α of 5 % for groups of 
the same size would give a minimum of 14 ani-
mals per group, i.e., 28 animals overall. Some 
alterations of the request can be found in 
Table 6.2.

As one can see, increasing power, lowering sig-
nificance level, an increased variability, or a smaller 
effect of interest requires larger sample sizes.

If dropout has to be assumed for the experi-
ment, the sample size has to be increased by the 
reciprocal of the anticipated drop-out rate.

It might be most common to have all groups of 
the same size (all sample size ratios being one), 
but for many-to-one comparisons (two or more 
different interventions all compared to one con-
trol), a larger number of animals for the control 
group might be advisable (Horn and Vollandt 
1999, p. 36).

Compared with the power analysis, the REM 
is simple but quite crude. The REM depends on 
the law of diminishing returns and is based on the 
suggestion of Mead (1988, p. 587). One has to 
know the number of different interventions (T), 
the number of blocks (B), and a third number E 
recommended by Mead to be between 10 and 20 
representing the variability. The number of ani-
mals needed should be calculated by 
N = (T − 1) + (B − 1) + E + 1. Dividing N by the 
number of interventions might give a noninteger 
number to be allocated to each group. These non-
integers should be rounded up.

Before applying this approach, it might be 
useful to consider that REM-based sample size 

estimations remain the same regardless of any 
changes in:

• Desired significance level
• Intended power of the experiment
• Variability
• Desired important effect to be shown

Therefore, it might be worthwhile to compare 
REM-based sample size estimations with power 
analysis ones even in cases when the latter can be 
based only on very weak assumptions on relevant 
difference Δ or expected variability σ.

Sample sizes determined have to be checked for 
compliance with any legal and animal welfare reg-
ulations (e.g., Australian Government 2008), avail-
able facilities, and costs before actually starting the 
experiment. “The number of animals used in an 
experiment should be the minimum sufficient to 
answer the question posed” (NC3RS 2013).

6.12  Study Design 
and Research Plan

Whatever the decisions on the particular design 
issues are, all of them shall be addressed in the 
research plan (study protocol).

Many of the aforementioned issues might be 
difficult to decide on. It is always a good start to 
check the literature for similar experiments and 
the design used, effect and variability estimates, 
as well as any hints about the difficulties of using 
that design.

Depending on the particular scientific ques-
tion, there are some recommendations worth-
while to consider on how to deal with factors that 
might have influence but one is not interested in:

Table 6.2 Sample size for a one-sided t-test

A B Effect Δ
Standard 
deviation σ

Effect 
size δ

Significance 
level α

Power 
(1 − β)

n per 
group

As described 12 20 8 8 1 0.05 80 14
Increased power 12 20 8 8 1 0.05 90 18
Lower significance 
level

12 20 8 8 1 0.01 80 22

Smaller effect Δ 12 16 4 8 0.5 0.05 80 51
Larger variability 12 20 8 16 0.5 0.05 80 51
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• Leave out factors by keeping them constant, if 
possible, e.g., a male-only experiment, based 
on the same number of animals, is likely to 
show an effect more clearly – if there is one – 
than a mixed male–female experiment.

• If one cannot leave a factor out, block for it, if 
the factor is measurable before the experiment 
starts.

• Randomize the experiment, randomize in 
blocks, and describe exactly in advance how 
animals will be randomized.

• Decide on an adequate sample size, i.e., taking 
into account the experiment’s objective, 
resources needed, and lab animal welfare.

In principle, a well-designed experiment has to 
be repeatable under exactly the same (as well as 
modified) conditions. The conditions are set in the 
research plan. Every experiment is to more or lesser 
extent prone to both error (e.g., application of the 
wrong substance) and unforeseeable incidents (e.g., 
animals catching or already bearing an infection).

Design as complex as necessary, as simple as 
possible.

Depending on experience and prior knowl-
edge as well as the complexity of the intended 
experiment, developing the appropriate design 
takes considerable time.

The more complex the design (and therefore 
the experiment), the more consulting a biostatis-
tician during design phase is recommended.

6.13  Practical Considerations 
for Conduct and Evaluation 
of Experiments in Animal 
Imaging

6.13.1  Data Structure

Setting up the experiment logistics shall include 
the development of an appropriate data structure. 
Valuable criteria for appropriateness, besides the 
self-evident correctness, are convenience for data 
input and usefulness for statistical evaluation.

Each record (row in a data table) has to be 
unequivocally identified (by animal number, time 
point of measurement, etc.).

Convenience for data input during study con-
duct inhibits the error rate. Codes instead of 
lengthier text entries support transparency of data 
handling. Entering the data in the same sequence 
as the measurements are to be taken prevents 
from assignment mistakes; eventually the 
unequivocally identified records can be reordered 
by any sorting procedure.

Since it is always possible that a measure-
ment cannot be taken (because of measurement 
device failure or early drop-out), codes have to 
be foreseen for “missing” values. (A period [.] 
is usually a better choice than a particular num-
ber like 0 or −9 because it cannot be confused 
with a valid value while generating means or 
the like.)

Usually there is more than one possibility to 
structure data of a particular experiment cor-
rectly. Transforming data from one into another 
structure is possible but laborious. Depending on 
the statistical evaluation strategy and the statis-
tics software intended for use, there are more as 
well as less favorable among all available data 
structures.

For both data clarity and smooth transfer into 
statistics software, it is strongly recommended to 
keep the raw data (measured data and record 
identification) separate from any evaluation such 
as means, counts, or graphs. Using a spreadsheet 
program, this can simply be accomplished by 
reserving one sheet for the raw data alone; graphs 
and means (and virtual copies of the raw data) 
can then be compiled in any other sheet by refer-
encing to the raw data sheet.

6.13.2  Document the Unexpected

While conducting an experiment, it is always 
possible to encounter a situation not foreseen in 
the planning phase: allocation errors might 
occur; animals might react strangely, get 
eczema, or move because of premature recov-
ery from anesthesia. It is recommended to doc-
ument these events immediately, since they 
might occur again and become a remarkable 
(interesting although unwanted) result of the 
experiment.

6 Statistical Considerations for Animal Imaging Studies
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6.13.3  Changes in Study Design

If the number of unexpected occurrences 
increases, one might be inclined to change the 
study design. In general that is not recom-
mended. During the experiment there is no time 
for either sound analysis of reasons for the 
unexpected or solid redesign. Changes must be 
documented in both the study plan and the 
report. Taking the efforts of the design stage 
into account, it is clear that changes must be the 
exception, not the rule, because they are com-
plex to implement, have statistical consequences 
requiring careful consideration, and may have 
an impact on the credibility of results, as it is 
difficult to prove that a change has not been 
made to favor the results hoped for by research-
ers (see assessment bias).

Almost certainly it is better to conduct the 
well-designed experiment as planned to get as 
consistent as possible information including 
about what went wrong than to end up with a lot 
of information generated under no repeatable 
conditions.

6.14  Statistical Evaluation 
of Animal Imaging 
Experiments

Results of an experiment should be assessed by 
an appropriate statistical analysis reflecting the 
purpose of the experiment, even if in some cases 
the results of the experiment appear to be so 
clear-cut that they seem obvious (in either or the 
other direction).

Evaluating the animal imaging experiment 
should be quite easy if the experiment was 
well planned, the data adequately recorded, 
and the experiment went fully according to 
that plan without any unexpected 
irregularities.

Any analysis shall begin with examining the 
raw data (as well as the data derived by a for-
mula) for consistency, easily and most efficiently 
performed by using graphical methods.

6.15  Outliers

Looking at the data, one might find some data 
points outside the range of prior expectation and, 
therefore, be tempted to declare them “outlier.” 
Simply excluding them is a high-handed step; it 
reduces the number of valid values and is likely 
to change the effect (by generating bias) in an 
unjust manner.

Therefore, any exceptional looking value 
should be declared “outlier” if and only if there 
were independent evidence that the information 
is incorrect (e.g., because of measurement device 
failure or concomitant animal condition like an 
infection). These exceptional looking values 
shall be documented including the reason for 
declaring them “outlier”; if it is clear that the rea-
son is independent of the interventions, these val-
ues should be excluded from the analysis.

6.16  Hints on Evaluating the Data

Evaluating the experiment and describing its 
results shall consist of:

• Description and presentation of the raw data, 
i.e., the data as measured or obtained, and the 
derived data as well, depending on the amount 
of data and the type of each endpoint in either 
single case or aggregated way (e.g., by the 
number of values, minimum, maximum, 
mean, standard deviation, median, or mode)

• Estimation of the effect(s) and its variability, 
presented by the estimates and confidence 
intervals

• Calculation of the planned test statistics and 
related p-values

• Formulation of the statistical models built, 
reporting the units of the models, and there-
fore, the coefficients are based on

• The measures of model checking
• Interpretation of the statistical results from the 

experimenter’s perspective to answer the main 
as well as other scientific questions the experi-
ment was actually designed for
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The extent to which each of the topics applies 
depends on both the design of the experiment and 
the intended audience for the report. It is rarely pos-
sible to omit the first and last of the above topics.

Graphing the data whenever you can is a good 
advice. Graphs or, more specifically, charts are 
one of the primary means of exploration and 
communication in the practice of science.

Charts have advantages for communicating 
experimental and statistical findings. They make 
it easy to observe magnitude and direction of dif-
ferences or trends, to assess the importance of 
effects, or to check for deviances from the 
assumptions made. The first addressee of the 
charts shall be the experimenter or the experi-
mental team itself.

To develop appropriate charts, one needs to 
take into account the type and number of 
endpoint(s) to be displayed. Whether the chart’s 
objective is composition (univariate) or compari-
son of values across groups is another crucial 
point for selecting a graph. It is recommended to 
sketch the graphs needed for evaluation by hand 
and to check them beforehand for completeness 
and consistency. Completeness covers topics 
such as titles and axis labels including units, leg-
ends, and the information how many data points 
contribute to the chart; consistency includes 
whether different charts use the same axis scale 
or whether a unique color scheme is applied 
across graphs.

Finding a software capable of producing the 
chosen graphs and charts might be a challenge.

Translating statistical findings into biological 
meaning is the first step of reporting results.

Tables, graphs, and the narrative shall support 
each other. The Chicago Guide to Writing about 
Multivariate Analysis by Miller (2013, the out-
standingly extended version of Miller 2004) 
gives a lot of advice on how to organize data and 
findings for presentation.

While interpreting statistical significance, one 
should again be aware of the strong relationship 
between α-level, power (1-β), sample size, vari-
ability σ, and the effect Δ considered relevant. 
Biological (or substantial) relevance and statisti-
cal significance are no synonyms; the latter 

should undoubtedly support to establish the 
former.

Convincing others of the importance of the 
experiment’s findings should be based on one’s 
own confidence that a replication of the experi-
ment would allow for the same conclusions, 
although the magnitudes will be slightly differ-
ent. This confidence is to largest extent based on 
the experiment’s design.

And therefore, in other words:

Experiments using laboratory animals should be 
well designed, efficiently executed, correctly ana-
lyzed, clearly presented, and correctly interpreted 
if they are to be ethically acceptable. Festing and 
Altman (2002)

Reference and Further Reading
There are at least half a dozen good textbooks 
available on experimental design in general 
(e.g., Atkinson et al. 2007), some of them being 
updated by new editions every couple of years 
(e.g., Montgomery 2012). Many of them take 
their illustrative examples from a particular 
field of science (from animal science to indus-
trial quality control). Since there is no textbook 
(yet) directly dedicated to the design of experi-
ments in animal imaging studies, Chow and Liu 
(1999), Festing (2002b), Festing et al. (2002), 
or Festing and Nevalainen (2014) might be a 
good choice.
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7.1  Introduction

The anatomic structures and neurophysiologic 
mechanisms leading to the perception of pain are 
similar in humans and nonhuman animals.

Therefore, it is reasonable to assume that if a 
procedure is painful to humans, is damaging or 
potentially damaging to tissues, or induces escape 
and emotional responses in an animal, it must be 
considered to be painful to that animal.

The “COUNCIL DIRECTIVE of 24 
November 1986 on the approximation of laws, 
regulations and administrative provisions of the 
Member States regarding the protection of ani-
mals used for experimental and other scientific 
purposes (86/609/EEC)” was the first European- 
wide regulation to address this issue.

In Article 8 it states:

 1. “All experiments shall be carried out under 
general or local anaesthesia.

 2. Anaesthesia should be used in the case of seri-
ous injuries which may cause severe pain.

 3. If anaesthesia is not possible, analgesics or 
other appropriate methods should be used in 
order to ensure as far as possible that pain, 
suffering, distress or harm are limited and that 
in any event the animal is not subject to severe 
pain, distress or suffering.

 4. Provided such action is compatible with the 
object of the experiment, an anaesthetized 
animal, which suffers considerable pain once 
anaesthesia has worn off, shall be treated in 
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good time with pain-relieving means or, if this 
is not possible, shall be immediately killed by 
a humane method.”

Therefore, not only according to international 
standards it is good scientific practice to use 
appropriate anesthesia and analgesics, it is also a 
moral imperative.

7.2  Anesthesia

Definition
Anesthesia is a pharmacologically induced revers-
ible state of amnesia, analgesia, loss of conscious-
ness, loss of skeletal muscle reflexes, and 
decreased stress response.

Legal Basis in the European Union (EU) and 
the United States of America (USA)
Directive 2010/63/EU of the European 
Parliament and of the Council

of 22 September 2010
on the Protection of Animals Used for 

Scientific Purposes
Article 14
Anesthesia

 1. Member states shall ensure that, unless it is 
inappropriate, procedures are carried out under 
general or local anesthesia and that analgesia or 
another appropriate method is used to ensure 
that pain, suffering, and distress are kept to a 
minimum.

Procedures that involve serious injuries 
that may cause severe pain shall not be carried 
out without anesthesia.

 2. When deciding on the appropriateness of 
using anesthesia, the following shall be taken 
into account:
 (a) Whether anesthesia is judged to be more 

traumatic to the animal than the procedure 
itself

 (b) Whether anesthesia is incompatible with 
the purpose of the procedure.

 3. Member states shall ensure that animals are 
not given any drug to stop or restrict their 
showing pain without an adequate level of 
anesthesia or analgesia.

In these cases, a scientific justification shall 
be provided, accompanied by the details of the 
anesthetic or analgesic regimen.

 4. An animal, which may suffer pain once anes-
thesia has worn off, shall be treated with pre-
emptive and postoperative analgesics or other 
appropriate pain-relieving methods provided 
that it is compatible with the purpose of the 
procedure.

 5. As soon as the purpose of the procedure has 
been achieved, appropriate action shall be 
taken to minimize the suffering of the animal.

7.2.1  United States of America

USDA Animal Welfare Act Regulations 
§2.31(d)(1)(iv)(A) and (ix) “Procedures that 
may cause more than momentary or slight pain or 
distress to the animals will be performed with 
appropriate sedatives, analgesics, or anesthetics, 
unless withholding such agents is justified for 
scientific reasons, in writing, by the principal 
investigator and will continue for only the neces-
sary period of time…Activities that involve sur-
gery include appropriate provision for 
pre-operative and post-operative care of the ani-
mals in accordance with established veterinary 
medical and nursing practices.”

PHS Policy IV.C.1.a-b “Procedures with ani-
mals will avoid or minimize discomfort, distress, 
and pain to the animals, consistent with sound 
research design. Procedures that may cause more 
than momentary or slight pain or distress to the 
animals will be performed with appropriate seda-
tion, analgesia, or anesthesia, unless the proce-
dure is justified for scientific reasons in writing 
by the investigator.”

Guide for the Care and Use of Laboratory 
Animals, p. 64 “An integral component of 
veterinary medical care is prevention or alle-
viation of pain associated with procedural and 
surgical protocols…Pain is a stressor and, if 
not relieved, can lead to unacceptable levels of 
stress and distress in animals. The proper use 
of anesthetics and analgesics in research ani-
mals is an ethical and scientific imperative… 
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In general, unless the contrary is known or 
established, it should be assumed that proce-
dures that cause pain in humans also cause 
pain in animals.”

7.2.2  General Considerations

Anesthesia in laboratory animals is depending 
on:

• Species
• Body weight
• Application route of the anesthetic drugs (i.p., 

i.m., s.c., etc.)
• Physical examination with or without surgical 

procedure
• Duration of the procedure (short term vs. long 

term)
• Survival experiment vs. final experiment
• Pain exposure
• Compatibility of the anesthetic drugs with the 

experimental goal
• Personal and technical equipment available

Starvation or deprivation of food and water 
is not recommended routinely in laboratory 
animals below 2 kg of body weight. Small 
laboratory animals like rodents develop eas-
ily a hypoglycemia or a metabolic acidosis. A 
hypoglycemia slows down the metabolism of 
anesthetic drugs and prolongs recovery after 
anesthesia (Ref. 3 S. 143).

If the experimental setting is depending on an 
empty gastric and bowel lumen, full absorbable 
diets are recommended. In a special field of 
research, where a mild hypoglycemia is needed, 
food deprivation can be performed with close sur-
veillance for 8–12 h before induction of anesthesia.

7.2.2.1  Hypothermia
Small laboratory animals develop very easy 
hypothermia. Hypothermia is defined as body 
temperature below 35 °C (95 °F). Reasons are 
reduced muscle activity, low temperature in the 
laboratory, alcoholic disinfection, anesthetic side 
effects (inhibition/interaction with the central 
nervous thermoregulation system), and periph-
eral vasodilatation.

Hypothermia is killer no. 1 in small laboratory 
animals.

Animals will develop hypoventilation and 
hypercapnia, followed by a metabolic acidosis, low-
ering of blood pressure, bradycardia, shock, etc.

Preventive measures:

• Check the temperature of the animal.
• Usage of warming pads.
• Usage of prewarmed fluids.
• Keep the anesthesia as long as needed and as 

short as possible.

Keeping the animal warm is much better and 
easy in contrast to warm it up after the procedure.

7.3  Anesthetic Methods

7.3.1  Surgical Anesthesia

Any anesthesia administered of permitting perfor-
mance of an operative procedure, as differentiated 
from diagnostic and therapeutic anesthesia, should 
provide loss of sensation and an adequate muscle 
relaxation. This requires Stadium III2 according to 
Guedel in humans, which is difficult to adapt to 
small animals. Alternatively, responses to different 
stimuli could be used to judge anesthetic depth. With 
increased anesthetic depth, stimuli with increasing 
intensity (noise, pain, intubation) are needed to pro-
voke responses, which were attenuated at different 
levels (Fig. 7.1). In the majority of cases, the absence 
of limb movement after tail pressure should provide 
a sufficient anesthetic level for most procedures. The 
loss of hemodynamic responses (increase of blood 
pressure or heart rate) or apnea in spontaneous 
breathing animals might indicate a level, which is 
too deep. On the other hand, the return of righting 
reflex will indicate a good recovery of anesthesia.

7.3.2  Pharmacological Anesthesia

Any anesthesia administered for diagnostic or 
therapeutic procedures should be accompanied 
with loss of consciousness and skeletal muscle 
reflexes. This requires Stadium III1 according to 
Guedel and does not allow a surgical procedure.

7 Anesthesia and Analgesia in Laboratory Animals
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Nevertheless, in most cases, this is the anes-
thetic approach of choice in imaging laboratory 
animals.

7.3.2.1  Mode of Administration
Drugs given to induce or maintain general anes-
thesia are either given as:

Gases or vapors (inhalational anesthetics)
Injection anesthetics

It is possible to combine these two forms, with 
an injection given to induce anesthesia and a gas 
used to maintain it (or vice versa), although it is 
possible to deliver anesthesia solely by inhalation 
or injection.

Volatile Anesthetics in Rodent Anesthesia
Volatile anesthetics provide main advantages for 
rodent anesthesia compared to intravenous or 
intraperitoneal applications of hypnotic drugs. 
Induction and emergence from anesthesia and 
delivered concentration can easily be controlled, 
resulting in low cardiopulmonary complications 
and mortality, especially if only limited monitor-
ing of the animal is available (Hacker et al. 2005). 
Volatile anesthetics (VA) are lipophilic haloge-
nated ethers which are liquid at room tempera-
ture and thus require special vaporizers for safe 

application in spontaneous breathing or mechani-
cal ventilated animals. VA differs in their hyp-
notic potency, which correlates linear with their 
fat solubility (Meyer-Overton hypothesis). This 
correlation is described by the minimum alveolar 
concentration (MAC) that is needed to prevent 
movement in 50 % of the subjects in response to 
a painful (surgical) stimulus (Table 7.1). The 
MAC value is different between species and 
strains and dependent of age and gender. Even 
the interindividual variability ranges between 4 
and 10 % and should be specified in case of doubt 
if different drugs are compared at equipotent 
anesthetic levels. Furthermore, body temperature 
and duration of anesthesia and repetitive applica-
tion will influence the MAC (Stratmann et al. 
2009). The end-expiratory gas concentration, 
which corresponds to the alveolar and thus blood 
partial pressure, can be taken as a measure for 
brain partial pressure under steady-state condi-
tions. VA concentrations can be measured by 
infrared absorption spectroscopy with analyzers 
in the main or side stream of the respiratory cir-
cuit. Thus, the target drug dosage can be con-
trolled during anesthesia and easily adjusted if 
needed. The loss of consciousness normally 
occurs at 0.5 MAC and can be judged by the loss 
of the righting reflex. For mono-anesthesia with 
VA, twofold higher values are needed if 95 % of 
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the animals should not respond to painful stimuli 
or righting. The combination with other anesthet-
ics like opioids, barbiturates, ketamine, mid-
azolam, or α-agonists might reduce the MAC 
values by 50–90 % and should be very carefully 
adjusted.

The uptake of VA depends on differences in 
partial pressure between lung and blood and sol-
ubility and cardiac output. The blood/gas parti-
tion coefficient (λBG) or “blood solubility” 
correlates inversely with the induction rate 
(Table 7.1). The high cardiac output related to 
body weight of rodents accelerates the uptake 
compared with large animals or humans. 
Induction and emergence are additionally influ-
enced by the fat/blood (λFB) and brain/blood (λBB) 
partition coefficients and continuous duration of 
application. High values delay especially the 
recovery from anesthesia (Table 7.1).

VA demonstrates additional analgesic and 
muscle relaxant properties with different charac-
teristics. All VA depress the pulmonary and car-
diovascular function in a dose-dependent manner, 
with qualitative and quantitative differences. 
Respiratory depth (tidal volume) is commonly 
reduced and partially compensated by an increase 
in respiratory frequency (RF). At higher 
 concentrations (>1.5 MAC), RF decreases and 
the response to carbon dioxide tension is sup-

pressed, as a consequence of the inhibition of 
brain stem neurons. This leads to a reduction of 
minute volume resulting in hypercapnia. The 
respiratory depression can partly be antagonized 
by surgical stimulation. Respiratory complica-
tions include apnea at higher concentrations 
(>1.6–3.1-fold of MAC, or “apneic index”) and 
during induction, coughing, salivation, and bron-
cho- or laryngospasm (Table 7.1).

In general, concentrations of VA for relevant 
cardiovascular depression are about 50 % higher 
than for respiratory depression. Thus, surveillance 
of respiration in spontaneous breathing animals 
could avoid cardiovascular complications. No 
increase of heart rate to a noxious stimulus appears 
first at 2.1–2.9 MAC. This characteristic explains 
the good safety margins of VA as judged by the 
ratio of median lethal to the effective dosage (LD50/
ED50, Table 7.1). Despite this, the drugs differ in 
their negative inotropic and vasodilatory potency. 
All of them lead to a dose- dependent reduction of 
myocardial contractility, which reaches a signifi-
cant level above 1.3–1.5 MAC (Preckel et al. 2002; 
Heerdt et al. 1998; Hettrick et al. 1996). No differ-
ences between the drugs exist, if concentrations are 
adjusted to with the corresponding MAC values 
(Kanaya et al. 1998). Vasodilatation increases up to 
0.9 MAC while maintaining atrioventricular cou-
pling and cardiac output.

Table 7.1 Properties of commonly used volatile anesthetics in rodents

Halothane Isoflurane Sevoflurane Desflurane

λblood-gas 2.5 1.43 0.7 0.4
λbrain-blood 1.9 1.6 1.7 1.3
λfat-blood 51 45 47.5 27.2
Metabolism [%] 10–20 0.2 2 0.02
MAC [%] 1.1–1.2 1.2–2.4 1.9–3.7 5.7
LORR [%] 0.6–0.7 0.6–1 1.1–1.4 3.7
LD50/ED50 2.2 4.3 - 2.5
Apneic index 2.3 3.1 2.5 1.6
Induction [VOL%] 5 6–8
Maintenance [VOL%] 1.5–2.5 3–4
Recovery (1.6 MAC, 2 h)
RORR [min] 25 10 6.2 4.4
ROMC [min] 56 36 15 9.8

λ partition coefficients, MAC minimum alveolar concentration, LORR loss of righting reflex, LD50/ED50 ratio of median 
lethal and effect dosage, RORR return of righting reflex, ROMC return of muscle coordination (Komatsu et al. 1997; 
Petrenko et al. 2007; Pancaro et al. 2005; Kissin et al. 1983; Eger and Johnson 1987)
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All substances increase brain perfusion, which 
could lead to an increase of intracranial pressure. 
VA are triggers of malignant hyperthermia, but to 
our knowledge only described for special inbred 
strains in rodents. At least VA provides organ- 
protective properties. They are able to increase tol-
erance to ischemia and reduce reperfusion injury if 
applied before (preconditioning) or at time of 
reperfusion (postconditioning). This phenomenon 
is described in the heart, brain, kidney, liver, and 
lung (Weber et al. 2005; Matchett et al. 2009; 
Schmidt et al. 2007; Reutershan et al. 2006).

Halothane
Halothane is a core medicine in the WHO’s 
“Essential Drug List” but is superseded by newer 
inhalational anesthetic agents for human use. It 
provides good hypnotic but minor analgetic and 
muscle relaxant properties. It is the only drug 
sensibilizing the heart for catecholamines and 
may induce complex ventricular extrasystoles. 
Due to its high solubility, induction and emer-
gence from anesthesia is slow. Halothane shows 
the highest metabolism rate (ca. 30 %) and thus 
the highest toxicity, and might induce hepatitis.

Isoflurane
Isoflurane is the most commonly used VA in vet-
erinarian and human anesthesia. It is character-
ized by a good hypnotic, analgesic, and relaxant 
action. It is the drug with the highest safety mar-
gin. Induction and emergence from anesthesia 
are faster compared to halothane. In mice an 
opisthotonus could occur during the on- and off-
set of anesthesia. Isoflurane induces bronchodila-
tation, but increases pulmonary vascular 
resistance. The high apneic index demonstrates 
the low depression of the respiratory function.

Sevoflurane
Sevoflurane is a sweet-smelling VA, which is fre-
quently used for induction in pediatric anesthe-
sia. The analgesic and muscle relaxant component 
of the drug is less compared to isoflurane. No 
hepatic toxicity was found. Fluorides from 
metabolism and compound A, which develops in 
dry and warm carbon dioxide absorbents, are 

able to induce renal injury. Vasodilation is less 
expressed than during isoflurane application 
(Conzen et al. 1992). Respiratory depression is 
less pronounced compared with isoflurane, 
although the apneic index is lower (Groeben 
et al. 2004). The incidence of breath holding dur-
ing induction correlates with the applied concen-
tration (Pancaro et al. 2005).

Desflurane
Desflurane has the lowest hypnotic potency and 
thus the highest MAC value. Therefore, desflu-
rane has the most rapid onset and offset of the 
VA, which is nearly regardless of duration and 
concentration. Thus it is an ideal agent for 
repeated use, especially in functional brain imag-
ing. Despite its low toxicity, it induces the high-
est respiratory depression, with breath holding 
during induction, broncho- and laryngospasm, 
coughing, and salivation. Reduction of myocar-
dial contractility and vasodilation is higher than 
during isoflurane or sevoflurane anesthesia 
(Hettrick et al. 1996).

Anesthetic Management
In rodent anesthesia, isoflurane or sevoflurane, 
which is higher in price, should be preferred 
related to its low respiratory and cardiovascular 
depression. Halothane should not be used any-
more due to its high toxicity and low safety mar-
gins. Less experience exists with desflurane in 
rodents, which is the most expensive drug among 
the VA. The short recovery from anesthesia, as 
documented by return of righting reflex and recov-
ery of muscle coordination (Table 7.1), marks the 
only advantage. Comparable recovery times could 
be observed after sevoflurane application.

For induction anesthesia, chambers with tub-
ing connectors on opposite ends of the box are 
recommended, which could be connected to an 
anesthesia machine. Direct application of the liq-
uid agent should be avoided. Chambers should 
not be larger than needed. The time, which is 
needed to reach 95 % of the concentration set on 
the vaporizer, could be calculated as follows:

 
T box volume l gas flow l95 3min / / min[ ] = × [ ] [ ]  
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A fast onset of inhalational anesthesia can be 
obtained with a fresh gas flow of 5 l/min (100 % 
oxygen) with an inspiratory concentration of 
5 % isoflurane or 6–8 % sevoflurane. For main-
tenance, concentrations should be reduced to 
1.5–2.5 % for isoflurane and 3–4 % for sevoflu-
rane in spontaneous breathing or mechanical 
ventilated rodents. Actively scavenged cham-
bers (charcoal) and coaxial mask with connec-
tion to scavenging systems should be used to 
reduce waste gas and thus exposure of the 
operator.

Airway Management
Most studies are performed in spontaneous 
breathing rodents. This setting requires face 
masks with a tight seal and minimal dead space 
to impede rebreathing and thus hypercapnia. 
Ideally, coaxial masks are used to scavenge waste 
gas. Procedures needing a depth anesthesia or 
including thoracotomy require an intubation of 
the animal and controlled mechanical ventilation. 
Oral intubations as well as tracheotomy are fea-
sible procedures. The use of transillumination 
(indirect light from the neck), intubation guides, 
and an intubation speculum in an upright position 
(60°) of the animal provides good conditions. 
Standard intravenous cannulas with 20–14 gauge 
sizes can be used. Blind intubation should be 
avoided, because already a marginal mucosal 
edema might produce a relevant obstruction of 
the upper airway. Repeated traumatic attempts 
will increase salivation, which further compli-
cates the procedure.

Different rodent anesthesia machines are 
available. The simplest design contains a 
 flowmeter for oxygen and air, a vaporizer, a 

breathing circuit, a mask, and a scavenging 
system. It could be expanded with an oxygen 
flush valve and a pressure control unit. Parallel 
connection of additional breathing circuits 
enables the simultaneous use in several ani-
mals. For controlled ventilation, special venti-
lators for small animals as well as human 
ventilators may be used. Long breathing tubes 
with a low compliance should be avoided espe-
cially if a volume-controlled modus is used. 
Tidal volume (Vt) and respiratory frequency 
(RF) for rats and mice could be calculated as 
follows:

 
Vt ml bodyweight kg[ ] = × [ ]6 2

1 01
.

.

 

 
RF bodyweight kg1 53 5

0 26
/ min .

.[ ] = [ ]-  

A pressure-controlled ventilation with a maxi-
mum pressure of 10–15 mbar and an end- 
expiratory pressure of 5 mbar will avoid 
mechanical lung injury. Surveillance of the ani-
mal includes inspection of respiratory excursion, 
capnometry, and pulse oximetry.

7.4  Anesthetics

Ketamine (Ketavet®) is an N-methyl-D-aspartate 
(NMDA) antagonist and induces a dissociative 
anesthesia. It elevates the sympathicus tonus and 
the muscle tonus. It is not recommended to use 
the substance alone (psychedelic during wake-up 
phase, no surgical tolerance in visceral surgery 
alone). It should be used in combination with 
other anesthetic drugs (sedatives, neuroleptics, 
hypnotics, etc.).

Mouse Rat Hamster Guinea pig

Ketamine + xylazine 80–100 mg/kg (K)
5–10 mg/kg (X) i.p.

60–90 mg/kg (K)
5–10 mg/kg (X) i.p.
Duration: 30–45 min

80–100 mg/kg (K)
5–10 mg/kg (X) i.p.

40 mg/kg (K)
5 mg/kg (X) i.p.
Duration: 60 min

Ketamine +  
medetomidine

75 mg/kg (K)
1.0 mg/kg (M) i.p.

75 mg/kg (K)
0.5 mg/kg (M) i.p oder 
s.c.

80–100 mg/kg (K)
0.25 mg/kg (M) i.p.

40 mg/kg i.p. or i.m.
0.5 mg/kg (M) i.p.
Duration: 40 min

Sedation 44 mg/kg s.c. 50–100 mg/kg i.p. 40–80 mg/kg i.p. 22–44 mg/kg i.m.

7 Anesthesia and Analgesia in Laboratory Animals



124

Ketamine application is possible to nearly 
every route (i.v., s.c., i.p., i.m., oral, rectal).

Pentobarbital (Release ad us. vet; Nembutal®) 
and thiopental are barbiturates and used either 

intraperitoneally or intravenously. The therapeu-
tic window is very narrow, and even in the thera-
peutic range, side effects like respiratory problems 
and respiratory and/or cardiac arrest can occur.

Mouse Rat Hamster Guinea pig

Pentobarbital 30–70 mg/kg i.p. 30–55 mg/kg i.p. 40–90 mg/kg i.p. 15–40 mg/kg i.p.
Duration: 90 min

Thiopental 25–50 mg/kg i.p. 20–40 mg/kg i.p. 20–40 mg/kg i.p. 15–20 mg/kg i.v.
15–20 mg/kg i.p.

7.5  Analgetics

Definition
“Pain” is derived from the Latin “poena” and 
has been defined by the Committee on Taxonomy 
for the International Association for the Study 
of Pain (http://www.iasp-pain.org/) as “an 
unpleasant sensory and emotional experience 
associated with actual or potential tissue 
damage.”

According to international recommendations, 
it is a good scientific practice that “all procedures 

that may cause more than momentary or slight 
pain or distress to the animals will be performed 
with appropriate sedatives, analgesics, or anes-
thetics,” e.g., according to the US Regulations 
and Guidelines Regarding Recognition and 
Alleviation of Pain in Laboratory Animals.

Carprofen (Rimadyl®) is a nonsteroidal anti-
phlogistic drug with analgetic and antipyretic 
potency in combination with anti-inflammatory 
properties. For postoperative pain management, 
the drug should be given during surgery, because 
the drug is released with some delay.

Mouse Rat Hamster Guinea pig

Carprofen 4–5 mg/kg s.c.
Duration: 24 h

4–5 mg/kg s.c.
Duration: 24 h

4–5 mg/kg s.c.
Duration: 24 h

4–5 mg/kg s.c.
Duration: 24 h

Meloxicam (Metacam® 5 mg/ml ad us. vet) is 
also a nonsteroidal antiphlogistic drug. It is used 

for the peri- and postoperative pain management 
and rheumatoid diseases.

Mouse Rat Hamster Guinea pig

Meloxicam 10 mg/kg p.o., s.c. 
(1–2 mg/kg s.c.)
Application: 1×/day

0.2–1 mg/kg p.o., s.c. 
(1–2 mg/kg s.c)
Application: 1×/day

0.2 mg/kg p.o., s.c. 
first day
Application: 1×/day
0.1 mg/kg p.o., s.c. 
from second day
Application: 1×/day

0.5 mg/kg p.o., s.c.

Fentanyl (Fentanyl-Janssen®, Fentanyl- 
Curamed®) is a short-term opioid-analgetic drug 
100 times stronger than morphine. In combination 

with a hypnotic drug, it is possible to reduce the 
fentanyl dosage by ca. 50 %.

Mouse Rat Hamster Guinea pig

Fentanyl 0.025–0.6 mg/kg s.c. 0.01–1.0 mg/kg s.c.
2.0–4.0 g/day p.o.

k.A. n.a.

M. Hein et al.
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Buprenorphine (Temgesic) is a semisynthetic 
opiate with partial agonist actions at the mu opi-
oid receptor and antagonist actions at other opi-
oid receptors.

Buprenorphine is a thebaine derivative with 
analgesia approximately 25–40 times as potent as 
morphine.

Mouse Rat Hamster Guinea pig

Buprenorphine 0.05–0.1 mg/kg s.c., 
i.p.
Duration: 8–12 h
1.1 mM in DMSO 
topic

0.01–0.05 mg/kg s.c., 
i.p.
Duration: 6–12 h
0.4 mg/kg p.o.

0.05–0.1 mg/kg s.c., 
i.p.
Duration: 8–12 h
Dosage interval: 3×/
day s.c.

0.05 mg/kg s.c.
Duration: 6–12 h

High first-pass effect; dosage is ten times 
higher given orally.

Local Anesthetics Infiltration of wounds, inter-
costal spaces, etc. would provide long-term anal-
gesia with minimal systemic side effects. 
Bupivacaine and ropivacaine are ideal drugs for 
this purpose. Beyond a cumulative dosage of 
5 mg/kg bupivacaine, systemic side effects should 
be considered, whereas no side effects could be 
observed after s.c. application of 25 mg/kg ropi-
vacaine in rats (Danielsson et al. 1997).

7.6  Sedation

Medetomidine (Domitor®), the active form is 
medetomidine hydrochloride, is a specific α2- 
adrenergic agonist. Noradrenaline release is 
reduced and this resulted in sedation and anxioly-
ses. It can be given by intramuscular injection 
(IM), subcutaneous injection (SC), or intrave-
nous injection (IV). It is not recommended for 
diabetics; it is contraindicated in patients with 
cardiac disease. Following administration, 

marked peripheral vasoconstriction and brady-
cardia are noted. Dosage of induction agents (i.e., 
propofol) can be drastically reduced, as may the 
volumes of anesthetic gases (i.e., halothane, iso-
flurane, sevoflurane) used to maintain general 
anesthesia.

Combination with ketamine is very common.

Mouse Rat Hamster
Guinea 
pig

Medeto-
midine

30–100 μg/
kg s.c.

30–100 μg/
kg s.c.

n.a. n.a.

The effects of medetomidine can be reversed 
using atipamezole (Antisedan®) 1.0 μg/kg s.c., 
i.p., or i.v.

Xylazine (Rompun®) is an agonist at the α2- 
adrenergic receptor. It is ten times less selective 
than medetomidine. As with other α2-agonists, 
adverse effects include bradycardia, conduction 
disturbances, and myocardial depression. The 
effects of xylazine can be reversed using yohim-
bine (Yobine) or atipamezole (Antisedan). In 
laboratory animal anesthesia, xylazine is often 
used in combination with ketamine.

Mouse Rat Hamster Guinea pig

Xylazine 5–10 mg/kg i.m., i.p., 
s.c.

5–10 mg/kg i.m., i.p., 
s.c.

n.a. 5 mg/kg i.m., i.p.

Xylazine + ketamine See ketamine See ketamine See ketamine See ketamine

n.a. not available

Midazolam (Dormicum®) is a benzodiazepine, 
which provides dose-dependent sedation, hypno-
sis, and muscle relaxation without  analgesia. It is 

commonly used for premedication (1–2 mg/kg 
i.m.). If it is combined with ketamine (5–10 mg/
kg i.m.), the dosage should be reduced to 
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0.5–1 mg/kg i.m. Its action could be antagonized 
with flumazenil.

Modified according to:

Duke University and Medical Center: Guidelines 
for Rodent Analgesia

Guidelines for the Assessment and Management 
of Pain in Rodents and Rabbits, July 2006

Guidelines for Anesthesia and Analgesia in 
Rodents and Rabbits, April 2009

University of South Florida: Guidelines on 
Anesthesia and Analgesia in Laboratory 
Animals

University of Pennsylvania: IACUC Guideline 
Rodent Anesthesia & Analgesia Formulary, 
Mai 2008

CliniPharm Wirkstoffprofile, Stand 09.12.09
GV-SOLAS, Ausschuss für Anästhesie und 

Analgesie: Schmerztherapie bei Versuchstieren
http://www.gv-solas.de/index.php?id=33
http://www.iasp-pain.org/trms-p.html
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8.1  General

For biomedical research purposes, the most com-
monly used laboratory animals are mice, fol-
lowed by rats. All over the world, the percentage 
usually varies around 80–90 % of the total num-
ber of animals used (Tierschutzbericht 2011). For 
this reason this chapter goes in detail only on 
these two species.

Drugs and other test substances such as chem-
ical elements, compounds, antibodies, cells, etc., 
can be administered to small laboratory animals 
through a variety of routes. Numerous routes of 
administration have been well documented in the 
literature. As every route has both advantages 
and disadvantages and as, for instance, the 
absorption, bioavailability and metabolism of the 
substance are factors which should be considered 
carefully, a knowledge of available methods and 
techniques of administration and of the disposi-
tion and fate of the administrated substance will 
aid the scientist to choose the most suitable route 
for his/her purpose. Therefore, the exact details 
of any administration must be checked prior to 
any experiment.

A complete review of all methods used for 
administration would go far beyond the scope of 
this chapter. For a full discussion of all adminis-
tration routes available, the reader is referred to 
the periodical literature. Only some administra-
tion routes, techniques and guidelines for sites of 
administration, preparation of sites, injection 
techniques and safe injection volumes will be 
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described here. As a number of questions often 
arise concerning the suitability of solutions for 
injection and unfortunately precise answers are 
often not forthcoming (Waynforth and Flecknell 
1992a, b), some remarks are made in respect to vol-
ume and rate of injection, absorption of the admin-
istrated substance, bioavailability and distribution 
of substances in the body as well as factors that may 
modify the dosage or site of substance injection.

An introduction to this topic would be incom-
plete without a reference to humane treatment of 
mice and rats which are the most frequently used 
animals in experimental studies. The German 
“Animal Welfare Act” (Tiersch 2013) claimed 
that pain, suffering and harm may be inflicted on 
animals only in so far as unavoidable to attain the 
purpose of the experiment and, where unavoid-
able, they shall be limited to the absolute mini-
mum. The “European convention for the 
protection of vertebrate animals used for experi-
mental and other scientific purpose” (ETS 123 
1986) stated that persons carrying out procedures 
shall have had appropriate education and training 
in handling and restraining experimental animals, 
should have the foundation for responsible use of 
the animals and should attain a scientifically high 
standard, in order to protect the animals used in 
procedures which may possibly cause pain, suf-
fering or distress and to ensure that, where 
unavoidable, they shall be kept to a minimum.

First and foremost of moral reasons and not 
because of legal reasons, it must be kept in mind 
that nearly every administration can be performed 
relatively painless, if attention is given to the 
proper restraint of the animal and adequate tech-
nical skill is employed.

8.2  Principles of Administration

8.2.1  Handling and Restraining

Nearly every animal can be trained to accept han-
dling and restraining and can become familiar 
with the attending persons. Though time consum-
ing, it is essential to minimise distress. For this 
reason all procedures should be carried out by 

persons well known to the animal. Sedation or 
general anaesthesia is generally only required if 
the technique involved is more than a pinprick or 
the administered substances have side effects like 
causing pain.

8.2.2  Site of Administration

Numerous sites have been described in the litera-
ture to administer substances to small laboratory 
animals, but some of these sites are unacceptable 
nowadays, for example, footpad injection of 
Freund’s complete adjuvant.

8.2.3  Preparation of the Site

Sometimes the area must be clipped or cleaned 
with warm water. Afterwards, the skin should be 
swabbed with disinfectants or alcohol. To prevent 
pain it is sometimes necessary to apply local 
analgesics to the site before administration.

8.2.4  Safety and Solubility 
of Substances

All parenteral administration must be done 
using an aseptic technique, and the substances 
or injection solutions must be sterile and free 
from pyrogenous material. In order to adminis-
ter an accurate dosage and to avoid causing tis-
sue damage due to the toxicity of the substance, 
the volume and the way of administration have 
to be considered. If the substance has to be 
diluted, the selected thinning agent must be safe. 
Physiological saline (0.9 % sodium chloride) 
or other physiological solvents like phosphate- 
buffered saline (PBS) or various culture media 
are suitable vehicles. Although distilled water 
can be used sometimes, saline should be pre-
ferred because water ad injectionem injected 
subcutaneously causes pain and injected intrave-
nously produces haemolysis.

For reasons of solubility or rate of absorption, 
some substances require a more complex sol-
vent to render them suitable for  administration. 
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Many solvents, for example, water, water with 
0.85 % sodium chloride, 60 % polyethylene gly-
col, 10 % Tween 80 and 0.5 % methylcellulose, 
have been found suitable in most instances and 
do not greatly affect the activity of interest of 
the substances to be investigated due to their 
own inherent properties (Woodard 1965). All 
of these vehicles can be administered by any of 
the injection routes available, but the concentra-
tions mentioned are the maximum practicable, 
and in many cases it is possible and indeed 
desirable that lower concentrations should be 
used (Waynforth and Flecknell 1992a, b). When 
administrating drugs, the solvent should ideally 
be the same as the one in which the drug is nor-
mally formulated.

Lipid-soluble substances can only be dis-
solved in oil, but their absorption is delayed 
when administered. As oil cannot be injected 
intravenously, lipophilic substances should be 
injected in a 15 % oil–water emulsion. Oil-based 
adjuvants or oil–water emulsions injected intra-
peritoneally may cause acute peritonitis. 
Therefore, they should only be administered by 
this mode when all other routes have proved 
ineffective.

Substances can be injected in the form of a 
suspension. Since suspended particles have the 
tendency to sediment, these particles should be 
evenly distributed before the suspension is 
injected intravenously. If injected intravenously it 
should be noted that the particles will be filtered 
out in the capillary beds of the extremities and 
the lung, modifying the distribution of the 
injected material and sometimes causing pulmo-
nary distress to the animal (Waynforth and 
Flecknell 1992a, b).

8.2.5  Concentration of Substances

The concentration can vary over a fairly wide 
range without greatly influencing the results of 
the experiments. Lower concentrations are 
clearly desirable (Waynforth and Flecknell 
1992a, b). Factors limiting the use of aqueous 
solutions for parenteral administration are prob-
ably related to their osmotic pressure. Low 

 concentrations can be corrected by the addition 
of sodium chloride but ought not to be so high as 
to materially exceed the osmotic pressure of 
0.15-M sodium chloride (Woodard 1965). Highly 
concentrated solutions can be administered intra-
venously provided the rate of injection is kept 
slow and precaution is taken to avoid getting the 
solution outside the vein (Shimizu 2004).

8.2.6  pH of the Injected Solution

Because extremes in pH cause local tissue 
damages, solutions should be neutral (pH 7.0–
7.3) ideally. But rodents, like humans, tolerate 
injections of solutions within a fairly wide 
range of pH. For all routes of administration, a 
working range is in the range of pH 4.5–8.0 
(Woodard 1965). The widest tolerance to pH is 
shown by the intravenous route because of the 
buffering capacity of the blood and of the very 
quick dilution through the side-on flow of 
venous blood, followed by the intramuscular 
and then the subcutaneous route. Nevertheless, 
especially when low or high pH solutions are 
intravenously injected, the rate of injection 
must be kept slow, and the administration 
should be done extremely cautious to avoid 
solutions getting outside the vein.

8.2.7  Volume and Frequency 
of Administration

Though volume and frequency of administration 
are mainly determined by the requirements of the 
experiment, the animal should not be strained or 
stressed. The volume of substances given is lim-
ited by their toxicity and by the size of the animal 
and should be as small as possible. Likewise the 
frequency of administration should be restricted 
to a minimum, to avoid unnecessary stress. 
Volume and rate of injection have to be consid-
ered, particularly if solutions are given intrave-
nously, because haemodynamic changes and 
pulmonary oedema may occur and very rapid 
injections can produce cardiovascular failure and 
be lethal. Some recommendations regarding the 
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maximum injection volumes of the Society of 
Laboratory Animals (GV-SOLAS, August 2010) 
are listed in the chapter Appendix of this book.

8.2.8  Rate of Absorption/
Distribution of Administered 
Substances

The rate of absorption is influenced by the blood 
flow to the site of administration, the nature of the 
substances and the manner and concentration in 
which they are presented (Wolfensohn and Lloyd 
1994). It influences the time course of substance 
effect and is an important factor in determining 
substance dosage (Waynforth and Flecknell 1992a, 
b). Only in a few cases is it possible to inject sub-
stances at the place where they should be effective. 
Normally, they must be absorbed from the site of 
administration into the blood. Therefore, the size of 
the absorbing surface, the blood flow to the site of 
administration and the solubility of the substance 
in the tissue fluids are important factors which 
determine the rate of absorption. While endoge-
nous compounds normally pass through biological 
membranes by special transport mechanisms, the 
penetration of xenobiotics follows physical princi-
ples, such as passive diffusion according to the 
concentration gradient (Frimmer and Lämmler 
1977). Lipid solubility, physicochemical proper-
ties, degree of ionisation and molecular size of sub-
stances are important factors in respect to the rate 
of absorption. Substances which are highly soluble 
in body fluids will be absorbed quickly. Substances 
which are ionised and are not lipid soluble will 
only be absorbed if a specific carrier exists 
(Wolfensohn and Lloyd 1994). As absorption of 
administered substances mostly happens by diffu-
sion down a concentration gradient, the absorption 
of substances is dependent on the dosage.

8.3  Enteral Administration

Enteral administration involves the introduction of 
substances into the gastrointestinal tract via the 
mouth or through the anus using a suppository. The 
latter method is not very practical when working 

with small laboratory animals (Baumans et al. 
1993). The advantage of enteral administration is 
the fact that it is possible to give comparatively large 
amounts of non-sterile substances or solutions. For 
oral preparations, a pH value as low as 3 can be 
tolerated for a solution of fairly high buffer capacity 
(Woodard 1965). On the other hand, alkaline solu-
tions are very poorly tolerated by the mouth.

In principle, gastrointestinal absorption takes 
place over the whole length of the digestive tract. 
Absorption of most orally given substances occurs 
by diffusion of their non-ionised forms, since the 
mucosal lining of the gastrointestinal tract is 
almost impermeable for ionised molecules. 
Consequently, absorption of substances will be 
enhanced in the acid stomach or in the nearly neu-
tral intestine depending on the ionic character of 
the compound. The far larger surface area of the 
intestinal villi, however, makes intestinal absorp-
tion dominant in most cases (Claassen 1994a).

Buccal or sublingual administration would 
avoid the destructive effects that may be encoun-
tered in the stomach following oral administration 
(Woodard 1965). Consequently, this route is some-
times required in animal experimentation. The 
absorption rate of substances has not been investi-
gated to any considerable extent and is probably 
insignificant in small rodents. It is known that the 
mucosa of the mouth cavity can only absorb hydro-
phobic, non-ionised substances.

For substances given orally, the stomach is a 
significant site of absorption for many acidic or 
neutral compounds, whereas only the weakest 
bases are absorbed to any appreciable extent at 
normal gastric pH values (Baggot 1977). All other 
substances are absorbed only at a very small rate.

Using the oral administration route, it should 
be known that substances can be destroyed by the 
gastric juice, that the food content of the stomach 
influences both the rate and order of gastric emp-
tying and that the rate of substance absorption is 
markedly influenced by its residence time in the 
stomach and is directly related to the rate at 
which substances are passed from the stomach 
into the intestine (Levine 1970).

Because of its extensive surface area and rich 
blood supply, the upper small intestine of rodents 
is the major site of absorption for all substances 
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after oral administration. Absorption in the intes-
tine is dependent on (1) the physicochemical 
state of the substances, (2) the non-absorptive 
physiological function and state of the intestine, 
(3) the metabolic activity and function of the 
absorbing cells and (4) the structure of the 
absorbing surface (Levine 1970). Through the 
efflux of intestinal juice, pancreas juice and bile, 
the intestinal content becomes nearly neutral. 
This will reduce the degree of ionisation and the 
absorption rate of substances will increase. Lipid- 
soluble substances of the digestive content are 
rapidly absorbed, whereas, dependent on size, the 
absorption of solids is moderate.

Using the oral administration routes, it has to 
be kept in mind that enzymes of the microflora of 
the digestive tract can metabolise substances. 
Under physiological conditions, microorganisms 
are only to be found in the large intestine, and nor-
mally such enzymatic metabolism applies only to 
those substances which are not yet absorbed in the 
upper tract. Therefore, oral administration can 
have the disadvantage that enzymes of microor-
ganisms can alter substances before they are 
absorbed in the bowel. If the metabolites are not 
biologically active, the administration of these 
substances may be without any effect. On the other 
hand, some insoluble substances become soluble 
as the result of enzyme activity during their pas-
sage through the stomach and the small intestine, 
and hence their absorption then becomes possible 
in the large intestine.

Excluding those absorbed in the mouth and 
rectum, all substances given and absorbed 
through the gastrointestinal tract are transported 
by the portal vein to the liver. Some substances 
can be metabolised there to a large extent, before 
reaching the systemic circulation and/or the site 
of action. This phenomenon is called “first-pass 

effect” (Löscher et al. 2006) and has to be consid-
ered in selecting routes of administration.

8.3.1  Oral Administration (per os)

The simplest method to administer substances is 
by mixing them with food or drinking water. 
However, this method is neither very accurate nor 
it is practicable with substances which are unpal-
atable, insoluble or chemically unstable in drink-
ing water or when they irritate the mucosa of the 
gastrointestinal tract.

Giving substances with food or drinking water 
is an easy method of administration. For exam-
ple, training of the animal is not necessary 
because no handling or restraining is required. 
Furthermore, as the animal is not disturbed, the 
administration takes place without any stress, and 
eating, drinking or digestion happens under nor-
mal physiological conditions. Thereby, it is 
secured that only the substances are effective.

Mixing substances into meal food must be 
done carefully, and decomposition must be pre-
vented otherwise the animal might refuse to eat 
the substances or incalculable substance doses 
will be taken up. As decomposition of the food is 
only prevented by feeding pellets, this feeding 
method is recommended. But to prepare an accu-
rate mixture and to pelletise the meal food, some 
technical equipment is necessary. In most cases, 
it is best to involve a foodstuff company to pro-
duce an exact mixture pressed in pellets.

The daily food and water intake of the animal 
must be known before starting so that the amount 
of substances to be mixed with food or drinking 
water can be calculated (Table 8.1).

Other factors may also come in play. If – for 
instance – the circadian rhythm influences the 

Table 8.1 Estimated average fooda intake of mice and rats

Growing Adult Pregnant Lactating

Mouse Rat Mouse Rat Mouse Rat Mouse Rat

g/day 3–5 8–25 5–7 25–30 6–8 25–35 7–15 35–65

Source: Ritskes-Hoitinger and Chaewalibog (2003)
ME content: 8–12 MJ/kg diet. ME metabolisable energy
aFood intake can vary dependent on strain, body weight, activity, condition of holding (temperature and humidity) and 
other factors
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effect of a substance, the feeding behaviour of the 
animal should be known. Mice and rats are not 
nibblers but spontaneous meal eaters. As they are 
nocturnally active animals, they ingest most of 
their food during the dark period (Ritskes- 
Hoitinger 2004). For instance, rats eat only small 
parts of their food during the day and consume 
80 % of their daily food intake at night taking 5–8 
meals in this time (Claassen 1994b).

Fasting is often used, as an empty stomach is 
considered prerequisite for bioavailability and 
drug absorption. An empty stomach is as well 
often required when applying substances per 
gavage because it is sometimes considered that 
the content of the stomach could dilute the test 
substances or even interact with it. But fasting 
causes severe changes in physiological and bio-
chemical processes of the animal, which become 
more severe with longer duration of food with-
draw (Claassen 1994c), and leads to increased 
locomotory and grooming behaviour (Vermeulen 
et al. 1997). In consideration of these facts, it 
must be known how long the animal must or can 
be starved without any harm to its welfare. For 
instance, Jeffrey et al. (1987) observed variable 
amounts of food in the stomachs of male rats fol-
lowing an overnight fast and noted that the diet 
type and diet regimen can result in variable quan-
tities of food being retained in the stomach. 
Schlingmann et al. (1997) found that the stomach 
of rats fasting 6, 12 and 18 h was almost empty 
and that only food deprivation for 6 h did not 
cause any distress. As food deprivation will result 
in a decreased need for water, this feeding sched-
ule leads to a gradual increase of the haematocrit 
value, with a corresponding decrease in plasma 
volume. A decrease of the plasma and interstitial 
volume may result in a significant decrease of 
substance distribution volume. Various investiga-
tors reported, for example, that after overnight 
food restriction, the glutathione content per gram 
liver diminished by 45–57 % in mice and that 
fasting effects may vary to a great extent between 
strains and individuals. Therefore, Claassen 
(1994c) advanced the view that the use of fasting 
animals in experiments seems only be permitted 
when the feeding condition functions as a factor 
in the experimental design.

Oral administration by diet or drinking water is 
not suitable when the exact amount of substance 
intake is required. Because food and water wastage 
happens at all time, it is, for instance, impossible to 
determine the exact amount of diet or water intake 
of rodents. Therefore, neither the precise food or 
water intake nor the correct intake of substances 
with food or water is normally feasible. The only 
way this can be done is by keeping the animals in 
metabolic cages and recording the wastage.

The feeding or drinking intake is influenced by 
conditions of housing and especially by the environ-
ment too. Normally, the temperature in rooms for 
laboratory animals is well controlled by air condition-
ing. It should be noted that high temperatures will 
decrease the intake of food and increase the consump-
tion of water. For instance, the water intake of rats at 
22 °C is about 20 % higher than the food intake, while 
at 30 °C water intake is more than double (Weihe 
1987). For this reason the temperature and humidity 
has to be recorded during the experiment.

The substances in food or drinking water can 
cause the animal to refuse to eat or drink, and the 
animal may lose weight or becomes dehydrated. 
To stimulate the consumption of rodents, the sub-
stances can be administered in fat dripping, and if 
it does not interfere with the experiment, sucrose 
cubes or a 10 % glucose solution can be given. If 
the substances increase the metabolic rate, over-
eating must be prevented to avoid an overdose. 
For these reasons, the animal and its food and 
water intake must be observed carefully.

Another disadvantage is that, for observing or 
measuring food or water intake, the animal must 
be individually housed. Numerous reports about 
mice and rats refer that this condition provoke ad 
libitum-fed rodents to eat more than group- 
housed animal and that this housing condition 
may cause stress to animals and will reduce the 
success of oral administration (Claassen 1994b).

8.3.2  Intragastric Administration 
by Gavage

This route of administration is carried out using a 
special steel needle. This bulb-tipped gastric 
gavage needle helps to prevent damaging the 

P. Hauff and K. Nebendahl



133

oesophagus or stomach and from passing through 
the glottal opening into the trachea. The diameter 
of the bulb and the length of the needle will 
depend on the size of the animal to be gavaged.

Before starting administration, the feeding 
needle is checked to be of suitable length, i.e. 
reaching from the mouth to the caudal end of the 
breastbone (outside of the animal) and this should 
be noted on the tube (Fig. 8.1).

The chosen needle and the appropriate syringe 
filled with the desired amount of solution are 
linked together, and the needle can be moistened 
with water or oil to make it slippery. For adminis-
tration, the conscious animal must be restrained 
very firmly by gripping a fold of skin from the 
scruff of the neck down the back so that the head 
of the animal is kept immobile. Firm restrain with 
complete immobilisation of the head of the animal 
is essential for the following procedure. Its posi-
tion is vertical with the head tipped slightly for-
ward. No mouth gag is necessary. To force the jaw 
open, pressure can be applied to the mandible. The 
ball tip is inserted behind the incisors into the back 
of the mouth. Using the needle as a lever, the head 
of the animal can be tipped back. As soon as a 
straight line is formed, the needle is passed gently 
through the mouth and pharynx into the oesopha-
gus (Shimizu 2004). The animal usually swallows 
as the feeding needle approached the pharynx; 
these swallowing movements can help so that the 
probe slips through the oesophageal opening. If 
any obstruction is felt, no force must be exerted 

and another try must be made to find the oesopha-
gus opening. As it is important to prevent the tube 
from entering the trachea, the animal must be well 
observed. For example, the needle can usually be 
seen passing down the oesophagus on the left side 
of the neck (Wolfersohn and Lloyd 1994). Being 
in the trachea, the animal will cough, and it is pos-
sible to feel the tube touching the cartilage rings of 
the trachea (Baumans et al. 1993). Once in the 
oesophagus, the tube is gently pushed down into 
the stomach. The passage may be obstructed at the 
sphincter to the entrance of the stomach. 
Manipulation of the syringe to produce a gentle 
thrusting movement combined with a gentle back-
ward and forward movement will often overcome 
this difficulty.

Once the needle is in place, the solution is 
administered slowly. If any obstruction is felt, if 
the animal coughs, chokes or begins to struggle 
vigorously or if the injected solution is seen 
coming out through the mouth or nose, these 
may indicate that the needle entered the respira-
tory tract and the injection is being made errone-
ously into the lunge. Any of these signs would 
necessitate immediate stop of the administration 
and withdrawal of the needle. The animal must 
be observed very carefully. If there is any sign of 
lung damage, the animal should be euthanised 
humanely. Once it has been ascertained that the 
needle is in the right position, the solution can be 
given fairly rapidly. As soon as the administra-
tion is finished, the tube must be withdrawn. 
Administering a corrosive solution, the needle 
must be flushed with saline before pulling back 
to make sure that the mucosa of the upper gastric 
tract will not be irritated or even damaged 
(Fig. 8.2).

Fig. 8.1 Measuring the suitable length of a probe for 
intragastric administration in mice, i.e. reaching from the 
mouth to the end of the breastbone

Fig. 8.2 Radiograph of gavage in a rat with a straight, 
blunt-ended stainless steel needle. The stomach is filled 
with X-ray contrast medium
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Using this technique there could be a certain 
risk of introducing trauma or a fatal accident as 
mentioned before. For this reason, only 
 well- trained, skilled personnel should carry out 
intragastric administration. First training should 
be done with dead animals. When training with 
anaesthetised animals, it is important to choose 
an anaesthetic that allows the animals to retain 
its swallowing reflex (e.g. ketamine/xylazine).

However, intragastric administration by 
gavage can be performed very rapidly. A very 
well-trained person can feed as many as 120 
well-trained animals per hour as example (Ferrill 
and Hill 1943). When properly performed, acci-
dental tracheal infusion is rare (Kraus 1980).

Knowledge of small rodent’s drinking or feed-
ing habits will help to determine whether or not a 
substance is given on a full stomach or an empty 
one. When fed ad libitum, animals will never have 
an empty stomach at any time of the day. The 
stomach of a mouse or rat is maximal packed at the 
end of the dark period, and a minimum of content 
is found at the end of the light period. Therefore, if 
no overnight food restriction is done, the animals 
should receive only a very small volume. 
Otherwise, the animals have to be starved prior to 
the administration of larger volumes.

By this method substances can be adminis-
tered directly into the stomach with accurate dos-
ages and reliable timing. When a liquid volume is 
administered by gavage, a substantial amount of 
the dose passes rapidly through the stomach to 
the small intestine. This occurs both in fasted and 
in fed animals (Claassen 1994d) and results in the 
substances being absorbed very rapidly. For 
example, within one minute after quinine solu-
tion administration to the fasting animal, 30 % 
(mice) and 24 % (rat) of the dose are transferred 
to the small intestine (Watanabe et al. 1977). 
Absorption is much faster than that with dietary 
administration, leading to a peak and not a slow 
and prolonged gradient in the blood.

Using a special feeding needle for capsules 
and filling the substances into commercially 
available gelatine miniature capsule, this tech-
nique can also be used for intragastric adminis-
tration of solid materials (Lax et al. 1983, 
Waynforth and Flecknell 1992a).

8.4  Parenteral Administration

Application of substances other than via the gas-
trointestinal tract to the body is called parenteral 
administration. Methods of parenteral adminis-
tration without penetrating the skin are topical 
applications and inhalation. Other methods are 
implantation of catheters and subcutaneous or 
intraperitoneal implantation of pellets, osmotic 
pumps or vascular access ports (VAPs). But the 
most common parenteral routes are injection of 
substances, solutions or suspensions into the 
mouse or rat subcutaneous, intraperitoneal or 
intravenous. Small amounts of solutions or sus-
pensions are injected, and large volumes are 
infused.

The rate of absorption is dependent on the 
route of administration. The most rapid absorp-
tion is achieved by intravenous injection. The 
large surface area of the abdominal cavity and its 
abundant blood supply also facilitate rapid 
absorption after intraperitoneal injection. But the 
absorption from this route is usually one-half to 
one-fourth as rapid as it is from the intravenous 
route (Woodard 1965). Some injected fluids 
cause tissue irritation. Therefore, they should 
only be used after being diluted with solutions 
(e.g. sodium chloride solution) and should, if 
possible, be given directly into the blood stream 
where the solution becomes quickly diluted.

Animals must be properly handled and 
restrained in order that injection procedures can 
be carried out without endangering either the ani-
mal or the operator. Various proper restraining 
techniques and many commercially available 
mechanical restraining devices have been 
described in literature. But it is outside the scope 
of this chapter to discuss in detail this issue. The 
reader is pointed out to the special literature 
about restrain. The duration and extent of han-
dling or restraining will depend, among other 
factors, on the application method chosen and the 
requirements of the experiment.

Over the years many different routes and 
methods of injection techniques have been used 
and documented. Some of these recommended 
techniques are the same as for venous blood col-
lection or bleeding procedures. Although injec-
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tions should normally be given without 
anaesthesia, this is not a general rule. For 
instance, if the person carrying out the injection 
is not well trained, or if the substances are irritat-
ing, it is better to anaesthetise the rat or mouse 
with a short-acting narcotic.

When using injection or infusion techniques, 
several points deserve special attention. These 
methods require strict asepsis. Sharp and sterile 
needles of a size appropriate to the size of the 
animal and, in particular for intravenous injec-
tion, by the size of the selected vessel must be 
used. The required needle gauge depends on the 
viscosity and volume as well as the speed of 
injection of a fluid. To assure short injection and 
restrain time, larger diameter needles are neces-
sary for injection of large volumes or viscous flu-
ids. On the other hand, using too thin needles, 
there is the risk that the needle may snap from the 
syringe. But as a thin needle causes less pain and 
prevents the fluid from flowing back, the smallest 
needle should be always selected. The injection 
of cold fluids is painful (Baumans et al. 1993), so 
the fluid must be brought at least to room tem-
perature or better still up to body temperature 
before used. Substances administered into the 
blood circulation must be soluble in suitable sol-
vents, and, because of the risk of embolism, air 
bubbles in the fluid have to be avoided.

As the physiological principles of fluid admin-
istration cannot be discussed here in depth, only 
some recommendations are given with respect to 
administration volume and needle sizes.

8.4.1  Topical Application

The skin is a convenient site for the administra-
tion of drugs. The absorption of substances 
through the skin is an area of research that has 
been extensively studied for a number of years. 
Dermal absorption represents a pathway for sub-
stances to enter the body, particularly in cases of 
occupational and environmental exposure.

Numerous factors can affect the extent of per-
cutaneous absorption of a substance. These 
include the physicochemical properties of the 
substance, the attributes of the vehicle and the 

permeability of the skin (Franklin et al. 1989; 
Wester and Maibach 1986). Important factors 
affecting dermal absorption are the water and 
lipid solubility properties of the substances used 
for topical application. The outermost layer of 
the skin is essentially a lipid barrier, whereas the 
viable epidermis, which lies below the stratum 
corneum, is basically of an aqueous environment 
(Guy and Hadgraft 1991). Thus, the ability of a 
substance to be absorbed through skin and enter 
the systemic circulation is determined by its 
ability to partition into both lipid and water 
phases.

The most usual sites are the skin covering the 
back or the abdomen. When not using hairless or 
nude animal, the hair must be removed. This can 
be done either with a depilatory or with an elec-
tric clipper or wet shaver. As depilatories are 
chemical substances, they could interfere with 
the study. Their use should therefore be consid-
ered carefully. After clipping the hair, the hair-
less area should be cleaned of any fat and grease 
and other debris. If possible the animal should be 
prepared several days in advance so as not to 
affect the experiment. Shaving should be done at 
least 1 day ahead because of microinjuries. The 
substances should be dissolved in a volatile sol-
vent or mixed in a suitable cream before applica-
tion and then applied with a dropper or smeared 
onto the skin with a swab. Some precautions are 
usually necessary to prevent the animal from 
licking or scratching the application sites 
(Woodard 1965).

As active hair growth or the age of the skin 
will influence absorption of topically applied 
substances, the state of the hair cycle should be 
taken into consideration (Waynforth and 
Flecknell 1992a).

8.4.2  Inhalation

The inhalation route, necessary for some drugs or 
vaccines, is the nearest akin to an intravenous 
injection because of the relatively large lung 
alveolar surface presented for absorption by a 
membrane that is separated from the blood by 
one or two cell layers. Consequently, absorption 
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of gases or aerosols that reach the alveoli is virtu-
ally complete. The greatest problem in using this 
method is the generation of a suitable aerosol of 
the test substances (Shimizu 2004) and to accu-
rately determine its dosage (Waynforth and 
Flecknell 1992a).

8.5  Administration by Injection

8.5.1  Intradermal Injection (i.d.)

The intradermal (intracutaneous) injection is not 
recommended in general and should be restricted 
to cases of absolute necessity (CCAC 2002). It is 
a tricky procedure in any species, but especially 
difficult in the mouse because the skin is very 
thin (Suckow 2001). The usual sites and the prep-
aration of the skin are the same as for topical 
applications. Before starting the injection, the 
site must be clean and swabbed with an 
antiseptic.

Local or general anaesthesia is generally 
required for accurate intradermal injection tech-
niques and for humane considerations (Pekow 
and Baumans 2003). Only very small quantities 
of solutions – per injection site 0.02–0.05 mL – 
can be deposited intradermal. For injection, a 
special short-bevelled hypodermic needle or an 
ordinary 27-G needle is held bevel down almost 
parallel to the skin and is pierced only within 
1 mm or 2 mm into the skin of mice or rats, 
respectively. Resistance should be felt both as the 
needle advance and as the fluid is injected.

A successful intradermal injection of even a 
small quantity of fluid results in a hard bleb at the 
injection site, while no bleb is formed when the 
injection is done by mistake subcutaneously 
(Fig. 8.3).

8.5.2  Intramuscular Injection (i.m.)

This route usually results in more rapid absorp-
tion than from the subcutaneous route (Woodard 
1965). Absorption usually takes 45–60 min for 
most fluids. Repository forms are available which 
remain for days and weeks (Moreland 1965).

Intramuscular injections are usually avoided 
in the mouse because of its small muscle mass, 
and as muscle masses of the rat are not very large, 
the number of practical injection sites and the 
volume that can safely be given by the intramus-
cular routes are restricted.

Intramuscular injections are frequently pain-
ful, due to the distension of muscle fibres which 
occurs, and therefore good technique and restraint 
are required (Wolfensohn and Lloyd 1994). An 
overview of recommended injection volumes and 
suggested hypodermic needle sizes are given for 
mice in Table 8.2 and for rats in Table 8.3. The 
respective recommendations from the 
GV-SOLAS can be found in the chapter Appendix 
of this book.

The intramuscular route should only be used 
if a less painful alternative is impossible, or if it 
is clinically required (Working Party Report 
2001). If necessary, the injection may be given 
into the quadriceps muscle of the mice. In rats, 
the  quadriceps feels like a small peanut on the 
front of the thigh and can be immobilised with 
the thumb and forefinger of one hand while 
injecting with the other (Wolfensohn and Lloyd 
1994). The muscles of the posterior thigh area 
of mice and rats should be avoided because the 
sciatic nerve runs along the back of the femur. 
Irritant substances that are inadvertently injected 
in close proximity to this nerve may result in 
lameness or in the animal’s self-mutilation of 
the affected limb. Intramuscular injections for 
rats can also be given into the gluteus muscles 
of the hind leg.

Fig. 8.3 Intradermal injection in a mouse
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During the injection procedure, the animal 
must be anaesthetised or manually restrained 
by another person. Penetration by the needle of 
only few mm is sufficient for a deep intramus-
cular injection and avoids the risk of damaging 
the periost of the femur. The tip of the needle 
should always be directed away from the 
femur. Care is taken to visualise the depth at 
which the needle is placed, ideally centering 
the tip near the middle of the muscle group. 
The use of a short needle gives better control 
(Pekow and Baumans 2003). Sometimes an 
intramuscular injection will fail, even though 

the needle is felt to be in the muscle mass, 
because it actually lies in one of the fascial 
planes (Waynforth and Flecknell 1992a). Prior 
to injection of the fluid, aspiration by pulling 
back lightly on the plunger of the syringe must 
be done to rule out accidental injection into a 
blood vessel. After injection, the site should be 
massaged to disperse the dose because of the 
difficulties described; the intramuscular admin-
istration should only be used if there is no 
alternative and should only be performed by 
well-trained persons (Wolfensohn and Lloyd 
1994) (Fig. 8.4).

Table 8.2 Recommended administration volumes and suggested needle sizes for mice

s.c. i.m. i.p. i.v.

mL/kg Gauge mL/kg Gauge mL/kg Gauge mL/kg Gauge

Wolfensohn and 
Lloyd (1994)

0.5a 25 G 27 G 2–3 27 G 25–28 G

Diel et al. (2001) 5 0.1b 10 5
Pekow and 
Baumans (2003)c

0.25 25 G 0.05b 27 G 0.5 25 G 0.3d 26 G

Bihun and Bauck 
(2004)

2–3 21–26 G 0.03b 23–26 G 10 21–26 G 0.5–3d 23–26 G

Shimizu (2004) 2–3 <25 G 0.05 25–27 G 2–3 <23 G 0.2 <25 G
Weiss et al. (2009)e 0.5 0.03 1.5 0.15

a2–4 sites
bPer site
cWeight of the animal: 25 g
dSlow (1–3 min)
eWeight of the animal: 30 g

Table 8.3 Recommended administration volumes and suggested needle sizes for rats

s.c. i.m. i.p. i.v.

mL/kg Gauge mL/kg Gauge mL/kg Gauge mL/kg Gauge

Waynforth and 
Flecknell (1992a, b)

Up to 5 21–25 G 0.2 Up to 10 2a 23–25 G

Wolfensohn and 
Lloyd (1994)

1–2b 25 G 0.1 25 G 5–10 23–25 G 1 25–27 G

Diel et al. (2001) 5 0.1c 10 5
Pekow and 
Baumans (2003)d

1 25 G 0.1c 25 G 2 25 G 4a 25 G

Bihun and Bauck 
(2004)

5–10 21–26 G 0.2–0.3c 22–26 G 10 22–26 G 0.5–3a 22–26 G

Weiss et al. (2009)e 2c 0.25c 5 1.25a

aSlow (1–3 min)
b2–4 Sites
cPer site
dWeight of the animal: 200 g
eWeight of the animal: 250 g
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8.5.3  Subcutaneous Injection (s.c.)

In comparison with other routes of administra-
tion, the subcutaneous injection has several 
advantages. The subcutaneous area is well sup-
plied with capillaries, but their number may differ 
at various sites of injection, and this may lead to 
differences in the rate of substance absorption. 
Nevertheless, as this method of administration 
will produce a substance depot, subcutaneous 
injection is the best option when a relative long 
period of substance absorption from a repository 
injection site is desired. This technique is painful 
if the pH or osmolarity is wrong, or if the material 
is irritant or cytotoxic. Tissue necrosis can occur 
(Working Party Report 2001). Substances or solu-
tions which have such adverse characteristics 
should be diluted with suitable fluids before being 
subcutaneously administered. On the other hand, 
oil suspensions can be given subcutaneously. An 
increased rate of absorption can be achieved by 
the additional use of hyaluronidase injected at the 
same site (Woodard 1965).

Subcutaneous injection is the preferred 
method for the administration of substances into 
small laboratory animals. This is due to the sim-
plicity of the injection technique, greater choice 
of injection sites and the possibility to deposit 
large volumes. Normally, the scapular region is 
the preferred site for a single subcutaneous injec-
tion. Other recommended sites are the back or the 

ventral abdomen. As subcutaneous injections of 
compatible solutions are rarely painful 
(Wolfensohn and Lloyd 1994), a conscious ani-
mal can usually be used.

Recommended injection volumes and sug-
gested hypodermic needle sizes for aqueous solu-
tions are given for mice in Table 8.2 and for rats 
in Table 8.3 or in the chapter Appendix. Viscous 
solutions or suspensions require a needle of 2–4 
wire gauge numbers smaller.

For subcutaneous injection, a fold of loose skin 
is lifted between the thumb and the forefinger, and 
at the base of the fold, the needle, attached to the 
syringe, is passed in an anterior direction through 
the skin parallel to the body of the animal, to avoid 
penetrating deeper tissues. Ideally, the whole of the 
needle shaft should lie subcutaneously as this pre-
vents leakage of the injected fluid. When in posi-
tion, the tip of the needle should be moved up and 
down to reveal its whereabouts and also to ascer-
tain that the needle is truly subcutaneous. If the tip 
cannot be discerned, then the needle could be in an 
intraperitoneal or intramuscular position and must 
be slightly withdrawn to lie subcutaneously. Before 
injecting the substance, aspiration has to be done to 
ensure that the needle has not entered a blood ves-
sel or has moved out of the skin again (Fig. 8.5).

8.5.4  Intraperitoneal Injection (i.p.)

Also the Joint Working Group of Refinement 
(Working Party Report 2001) stated that this 

Fig. 8.4 Intramuscular injection into the area of the glu-
teal muscles of the hind leg in a mouse using a 26-G 
needle

Fig. 8.5 Subcutaneous injection in a mouse at the base of 
a fold of loose skin (area at the back) using a 26-G 
needle
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route should not be used routinely (except for 
administration of certain anaesthetics); this appli-
cation procedure is one of the most frequently 
used parenteral routes of administration in small 
laboratory animals. But this technique is not rec-
ommended for pregnant animals since the needle 
can puncture the gravid uterus. The large surface 
area of the abdominal cavity and its abundant 
blood supply facilitate rapid absorption. 
Absorption from this rote is usually one-half to 
one-quart as rapid as that from the intravenous 
route (Woodard 1965). However, for long-term 
studies, repeated injections may lead to tissue 
reaction and adhesions. As relative large volumes 
can be given intraperitoneal, potentially irritant 
substances can be generously diluted. When 
using this method, it has to be kept in mind that 
substances given intraperitoneal are first absorbed 
into the portal circulation. Biotransformation of 
the injected substances may take place in the liver 
before they reach the general circulation, so that 
their bioavailability is quite different from that of 
an intravenous injection.

Intraperitoneal injections are generally under-
taken without anaesthesia. Recommended injec-
tion volumes and suggested hypodermic needle 
sizes are given for mice in Table 8.2 and for rats 
in Table 8.3 or in the chapter Appendix.

The abdomen can be divided into four quad-
rants by the midline and a line perpendicular to it 
passing through the umbilicus. The upper two 
quadrants are a hazardous area to inject because 
the liver, stomach and spleen are situated here. 
For this reason, the intraperitoneal injection 
should be placed into one of the lower quadrants 
of the abdomen. To avoid injection onto the cae-
cum at the right, the injection into mice should be 
done into the caudal left abdominal quadrant 
(Suckow 2001), and while using rats, the applica-
tion should be done into the right quadrant to 
avoid punctuation of vital organs (Fig. 8.6).

Mice and small rats can be properly restrained 
and injected by one person. When injecting larger 
rats, it is advisable to have an assistant. The hind-
quarter and tail are restrained by the assistant, 
and the operator extends one of the animal’s hind 
legs and carries out the injection (Waynforth and 
Flecknell 1992a).

At the start of the administration, some inves-
tigators tilt the animal so the head is lower than 
the abdomen in an attempt to slide the viscera 
cranially and away from the needle. However, the 
viscera are quite immobile because of the slight 
vacuum in the abdomen, and this manipulation is 
of questionable value (Fallon 1996).

Because of the risk that the injection is made 
between the skin and the abdomen muscles or the 
risk of accidental penetration into the viscera, the 
short needle should enter the skin neither parallel 
nor vertical but rather at an angle of 10–20°. With 
a quick, firm motion, the tip of the needle is 
inserted through the skin subcutaneously. To 
avoid leakage from the puncture point, the needle 
is run through subcutaneous tissue in a cranial 
direction for 2–3 mm, and then a final short thrust 
is made through the abdominal wall, holding the 
needle nearly vertical (Shimizu 2004). It is nec-
essary to insert only the tip of the needle into the 
peritoneal cavity; otherwise, the intestine can be 
punctured (Waynforth and Flecknell 1992a). 
Prior to administration of the compound, aspira-
tion must be done. If any kind of fluid – urine, 
intestinal content or blood – is pulled back into 
the syringe, the needle is probably in one of the 
abdominal organs and should be repositioned. 
This may have no serious consequences for the 
animal but may be associated with slow and 
erratic absorption of the compound. This is a par-
ticular problem in the case of anaesthetics as the 
animal will not respond as expected to the drug. 

Fig. 8.6 Intraperitoneal injection into the lower left quad-
rant of a mouse using a 26-G needle
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Redosing under these circumstances is tricky as 
the initial dose will eventually be absorbed and, 
combined with the second dose, may prove fatal 
(Suckow 2001).

As there are only few references to incorrect 
intraperitoneal injections, it is often assumed that 
an intraperitoneal injection always delivers the 
substances to the peritoneal cavity. But a lack of 
references to the possible occurrence of injection 
errors makes it likely that it is not always realised 
that such errors may be a source of experimental 
variation. Nevertheless, a significant part of the 
injections are actually made intragastrically, 
intraintestinally, subcutaneously, retroperitone-
ally or intracystically (Claassen 1994e). The fre-
quency of erroneous injections by skilled 
investigators has been reported by Lewis et al. 
(1966), who stated that in nearly 20 % of the ani-
mals, parts of the material were not injected into 
the peritoneal cavity. But even the well-controlled 
use of a standardised injection technique can 
only reduce the number of erroneous injections 
to 5.5 % (Schneider and Schneider 1970). 
Sometimes it is possible to recognise the error, 
for instance, when the injection is made into the 
intestine, fluid will be seen often issuing from the 
rectum immediately after the injection 
(Waynforth and Flecknell 1992a, b), or the ani-
mal will defecate.

If an injected fluid needs to be quickly diluted 
in the blood, then the intravenous instead of the 
intraperitoneal route should be given preference, 
thus also avoiding the risk of peritonitis.

8.5.5  Intravenous Injections (i.v.)

Intravenous administration offers various advan-
tages over other routes of injection. For example, 
it gives control over the rate of introduction into 
the general circulation, rapid response, etc., and 
it provides the most complete availability of sub-
stances with minimal delay. By controlling the 
administration rate, constant plasma concentra-
tions can be obtained at the required level. 
Unexpected side effects during administration 
can be halted by stopping the injection. 
Compounds that are poorly absorbed by the 

digestive tract or are unacceptably painful when 
given intramuscularly or subcutaneously may be 
administered intravenously when given carefully 
into the vein without leaks into the surrounding 
tissues.

Several general points on intravenous injec-
tion or infusion deserve special attention. Except 
in terminal experiments, reasonable aseptic tech-
niques with sterile equipment must be employed, 
particularly when animals are being used in long- 
term studies and frequent injections are required. 
The syringe plus needle must first be filled with 
the solution for injection so that no air bubbles 
are administered. When using large veins, it 
should be easy to aspirate blood if the needle lies 
correctly, but it is not always possible to do so 
with small veins. After injecting a small amount 
of the solution into a small vein, the injected fluid 
should be washed away by the blood in the ves-
sel. If this does not happen, the position of the 
needle is questionable. As soon as a bleb should 
arise, the position of the needle is certainly not in 
the vein but in the surrounding tissue. A fresh 
attempt must be made, or the needle should be 
moved in the surrounding tissue in such a way 
that it then enters the vein. When finishing the 
intravenous injection, a swab always has to be 
pressed on to the injection site while pulling out 
the needle to prevent backflow of administered 
fluid and/or blood.

Once the vessel has to be used several times, 
the first injection should be made as distal as pos-
sible in relation to the heart, and subsequent 
administrations should be placed progressively 
more proximal. This proceeding is necessary 
because multiple puncture of the same vein and 
frequent injections of substances can damage 
and/or block the vein and the distal part of the 
vessel can no longer be used for subsequent 
administrations.

While selecting the site of injection, conse-
quences of a possible intravascular thrombosis or 
a possible extravascular administration of sub-
stances, have to be considered.

Mice and rats have no readily accessible veins 
of sufficient size for venipuncture. Therefore, 
many methods for vascular access have been 
described in the literature for mice (Salem et al. 
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1963; Suckow 2001; Shimizu 2004), for rats 
(Kraus 1980; Petty 1982; Cocchetto and 
Bjornsson 1983; Waynforth and Flecknell 1992a; 
Nebendahl 2000) and for mice and rats (Moreland 
1965; Pekow and Baumans 2003). Percutaneous 
injections are made with conscious animals into 
the lateral tail vein, lateral marginal vein (v. 
saphena) or dorsal metatarsal vein and with 
anaesthetised animals into the sublingual vein or 
penile vein. Some techniques are difficult to be 
performed; therefore, many methods have been 
developed to make this task easier, including the 
use of a wide range of hypodermic needle sizes, 
improving visibility of the injection site by mag-
nification, transillumination, shaving, surgical 
incision and the application of heat, tourniquets 
and chemicals for vasodilatation. After making a 
skin incision and surgical exposition, administra-
tions can be made into the external jugular vein 
or femoral vein. Both routes require the use of 
anaesthesia.

Different restraint devices and other equip-
ment have been recommended to immobilise the 
mouse or rat and thus facilitate injection. 
Anaesthetising the animal is considered helpful, 
but may be contraindicated for some experi-
ments. Use of these methods or equipment can-
not guarantee a successful injection. For 
instance, the vein can be deflected by the needle; 
an inserted needle can dislodge or perforate the 
vein whenever the syringe is manipulated or 
when the restrained animal flinches (Nachtman 
et al. 1988).

As some routes require special technical 
expertise and skill, they are not advisable for per-
sons who rarely use them. Such persons should 
confine themselves to methods they can perform 
or are easy to learn. To avoid pain and shock, 
injection must always be given slowly, especially 
when administering large volumes.

8.5.5.1  Lateral Tail Vein
The most common sites for intravenous injection 
in mice or rats are the lateral tail veins. These 
vessels are readily visualised but are quite small 
in diameter, and injection into them requires con-
siderable practice and skill. From the tip to the 
root of the tail, the lateral vein lies immediately 

beneath the skin, but the vein narrows from the 
root to the tip. Because of the very small diameter 
at the tip of the tail, the vessels are not visualised 
at the tail top even in albino animals. Therefore, 
the whole length of the vein cannot be used for 
this administration technique. Videm (1980) pre-
sented a simple and relatively rapid method using 
the lateral vein of a rat at the root of the tail where 
the skin, after being shaved, is thin and smooth 
and where the vessels are superficial and acces-
sible for intravenous injection.

As anaesthesia causes decrease in blood pres-
sure, it is normally not used. So in conscious ani-
mal, the use of a restraint device is necessary for 
lateral tail vein injection because the tail is sensi-
tive. Several types of clear plastic restraint 
devices which allow tail access are commercially 
available for small laboratory animals (Waynforth 
and Flecknell 1992a; Fallon 1996; Pekow and 
Baumans 2003).

Since the tail is a major thermoregulatory 
organ with a large surface available for heat loss, 
an enhanced blood flow in the dilated veins and 
hence a successful venipuncture can be ensured 
by warming prior to injection. Warming the 
whole animal by placing the animal into a ther-
mostatically warmed “hot box” (Conybeare et al. 
1988), warming the tail under a heating lamp 
(Shimizu 2004) or holding the tail in warm water 
for 1–2 min (Barrow 1968; Fallon 1996) can 
induce tail veins dilation. When placing animals 
in a warmed box, the chamber temperature 
should not exceed 37 °C, and the animal must be 
observed constantly for signs of distress (Working 
Party Report 2001). Another method to obtain a 
good venous filling is constriction. Several meth-
ods are described using finger pressure (Barrow 
1968) and/or a tourniquet (Videm 1980; Petty 
1982; Waynforth and Flecknell 1992a). The pres-
sure or the tourniquet must be released just before 
the injection is made.

For injection, the tail should be bent down 
with one hand, while the vein is punctured at 
the angle of the bend with the needle and 
syringe held in the other hand. The vessel must 
be entered at a very small angle almost parallel 
to the vein. The tip of the needle is then 
advanced only few millimetres. Aspiration of 
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blood to confirm correct needle placement can 
be done with rats, but is not productive in mice 
(Pekow and Baumans 2003). Starting the injec-
tion, no resistance will be felt as the fluid is 
administered and the vein will appear to “blench 
out” (Suckow 2001). Failure of insertion is 
identified by swelling of the tail or blanching of 
the skin. For slow intravenous injections, a but-
terfly needle (needles with attached flexible 
tubing) should be used, because as soon as the 
needle has been seated in the vessel and taped 
in place, the flexible tubing permits the animal 
some freedom from complete restraint and the 
tip of the needle cannot be pulled out or pene-
trate through the vessel during the injection 
period.

The injection is carried out using a 23–25-G 
needle or better a 27-G butterfly set (Fig. 8.7).

8.5.5.2  Lateral Marginal Vein (Large 
Saphenous Vein) of Rats

In the opinion of Grice (1963), injection into this 
vein or saphenous vein of a rat provides the 
method of choice. The animal may be anaesthe-
tised or placed in a restrainer, leaving one 
hindlimb free. The posterior and lateral surface 
of the thigh and leg of the hindlimb are shaved. 
The rat is held firmly by an assistant placing the 
right hand over the hips of the animal, with the 
free limb positioned between the first and second 
fingers and applying sufficient pressure to cause 
this vein to become quite prominent without the 

use of any form of tourniquet. The left hand of 
the assistant holds the foot firmly (Pearce 1957).

Pearce (1957) recommended a 26- or 27-G 
hypodermic needle for injection (Fig. 8.8).

8.5.5.3  Dorsal Metatarsal Vein (Small 
Saphenous Vein)

Everett and Sawyer (1956) first described this 
injection technique for rats. The vein is found on 
the dorsal surface of the foot. The skin over the 
lateral plantar surface is shaved and swabbed 
with antiseptic. The operator holds the foot by the 
toes during the procedure, and an assistant aids 
by holding the knee in such a manner that sudden 
flexion and withdrawal of the foot are prevented. 
A 26-gauge hypodermic needle kept almost hori-
zontal to the surface and directed towards the 
ankle is inserted through the skin and into the 
vein at a point where it just starts to travel up the 
foot after first crossing the foot and supplying the 
toes with blood.

Everett and Sawyer (1956) recommended  
a 26-G hypodermic needle for injection 
(Fig. 8.9).

8.5.5.4  Penis Vein (Penile Vein)
The advantage of this method is in its applica-
bility to animals – for instance, mice – having 
no easily accessible site to intravenous injection 
(Salem et al. 1963). Petty (1982) maintained 
that the dorsal penis vein injection is much sim-
pler, more rapid, more reproducible and easier 

Fig. 8.7 Lateral tail vein injection in a rat using a 24-G 
“over-the-needle” catheter

Fig. 8.8 Insertion of a 29-G needle into the lateral mar-
ginal vein of a mouse
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to accomplish than tail vein injection and the 
technique can be learned easily. But Waynforth 
and Flecknell (1992a) stated that this route 
should only be used under special circum-
stances, because of the consequences of damage 
to the vein.

Nightingale and Mouravieff (1973) investi-
gated whether the penile vein is part of the portal 
or general circulation. Based on these experi-
ments, they concluded that injection into this 
vein leads to the general circulation and that a 
first-pass effect on metabolism is not to be 
expected.

The anaesthetised animal is placed on its back 
on the table. The glans penis is exposed by slid-
ing the prepuce downwards while pressing at the 
base of the penis. It is held at the very tip with the 
thumb and the forefinger. If it is not placed under 
too much tension, the penile vein is easily seen as 
a distinct central vein. Once the vein is pierced, 
aspiration of blood is virtually impossible, there-
fore only a very small volume has to be injected 
first to see if it flows freely. After the injection, 
the injection site is pressed with a swab for a few 
seconds, and the gland is encouraged to retract to 
prevent further bleeding (Waynforth and 
Flecknell 1992a).

For rats from weaning age and older, 
Waynforth and Flecknell (1992a) recommended 
a 24-G hypodermic needle and a 30-G for smaller 
animals, and Salem et al. (1963) a 26–30-G nee-
dle for mice (Fig. 8.10).

8.5.5.5  Sublingual Vein (Tongue Vein)
As the entire procedure, namely, anaesthesia, 
suture and injection, can be done in less than 
5 min, Petty (1982) recommended the sublingual 
vein for rats, which is frequently overlooked as 
an injection site. As the injection technique is 
described in detail for rats by Petty (1982), 
Waynforth and Flecknell (1992a) or Diehl et al. 
(2001) and for adult mice by Waynforth and 
Parkin (1969), the reader is referred to these arti-
cles. Also, this technique is easy to perform, and 
any differences in the eating or drinking habits of 
the animals were noted after injection; the neces-
sity of repeated anaesthesia limited frequent 
injections by this method.

Waynforth and Flecknell (1992a) recom-
mended for rats and mice a 25- or 30-G and Diel 
et al. (2001) for rats a 23–25-G hypodermic nee-
dle for injection (Fig. 8.11).

Without special experience, access to the jug-
ular vein or the femoral vein is only possible after 
surgical exposition of these vessels. As injections 
via a needle or infusions via a catheter require a 
similar preparation, more details in respect to 
these injection techniques are given later.

8.5.5.6  Intravenous Injection or 
Infusion by Catheter

Chronic venous cannulation, implantation of 
indwelling vascular catheters or vascular access 
ports (VAPs) in small laboratory animals are an 
accepted and extremely useful experimental 

Fig. 8.9 Dorsal metatarsal vein injection in a rat using a 
26-G needle

Fig. 8.10 Dorsal penis vein injection in a rat using a 
26-G needle
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technique for repeated injections or permanent 
infusions, since they reduce the stress of multiple 
injection associated with, for example, restraint 
and discomfort due to repeated needle pricks into 
vessels. Short-term catheterisation of a few days 
is relatively easy to accomplish, for instance, 
using an over-the-needle catheter; however, com-
plications increased with the amount of time 
required for the catheter to be maintained and are 
related to the side of placement.

A number of authors have described tech-
niques for chronic catheterisation of different 
blood vessels of mice or rats (Desjardins 1986; 
Joint Working Group on Refinement 1993). Each 
technique has its own individuality, and the inves-
tigator must adapt to meet the needs of the exper-
imental design (Petty 1982). The procedures 
described differ also in the various protection 
devices employed to prevent the animal from 
manipulating the catheter through pushing, pull-
ing away or biting, in the methods of maintaining 
proper catheter placement and of exteriorizing 
the catheter, in the use of different surgical tech-
niques and in the methods used to maintain the 
patency of the catheter.

The procedures used to fit animals with an 
indwelling vascular catheter fall into two general 
categories:

 1. Direct access is accomplished by attaching a 
syringe or a piece of tubing to the exteriorised 
distal end of the catheter just before injection 

or infusion. This requires some form of han-
dling or restraint of the animal. The duration 
and extent of these manipulations will of 
course depend on the method chosen for 
implantation, on the type of catheter, on the 
requirement of the study and in particular on 
the experience of the operator.

 2. Remote access involves tethering the animal, 
usually by a protecting device, as the catheter 
is extended beyond the animal’s home cage. 
This method permits access to the vascular 
system of otherwise undisturbed, freely mov-
ing animals housed singly.

As advances in the polymer industry have led 
to the production of many synthetic materials 
with acceptable biocompatibility, catheters for 
nearly every vessel of small laboratory animals 
are available nowadays. Also various methods 
have been used to minimise the incidence of 
thrombotic occlusion of the intravascular cathe-
ter or to remove existing thrombotic obstructions 
to prolong the patent lifetime of catheters; stan-
dardised instructions for routine catheter care 
have not been created till now.

To prevent clotting in the catheter, it should be 
flushed with heparinised saline or another antico-
agulant after placement and between infusions or 
injections, if not daily, at least twice a week, and 
the dead space in the cannula is then replaced by 
a carefully calculated amount of fresh anticoagu-
lant. A concentration of 10–1,000 IU heparin per 
millilitre saline is recommended (Joint Working 
Group on Refinement 1993). If the catheter still 
becomes blocked, it may be possible to dissolve 
the thrombotic occlusion by filling the catheter 
with a solution of urokinase or streptokinase 
(Hurtubise et al. 1980). Cannulas without heparin 
form small clots at the tip that, if dislodged, can 
cause pulmonary, renal or heart infarcts.

Percutaneous Insertion of the Catheter
Percutaneous methods involve the implantation 
of the catheter into a blood vessel by piercing the 
vessel with a needle and pushing the catheter 
through the needle into the vessel.

In a non-surgical approach, catheters are 
inserted into a vessel of an animal. For instance, 

Fig. 8.11 Sublingual vein injection in a rat using a 24-G 
“over-the-needle” catheter
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Little et al. (1962) and Rhodes and Patterson 
(1979) inserted the needle through the intact skin 
into the tail vein of a rat and Marini and Garlick 
(2006) in the same vessel of a mouse. When 
blood flowed freely, the catheter was guided 
through the trough of the needle into the vein. 
Nachtman et al. (1988) or Waynforth and 
Flecknell (1992a) used a commercially available 
over-the-needle catheter, comprising a short can-
nula fitted over the needle which is only a few 
mm longer than the cannula. This unit has two 
distinct advantages over hypodermic needles. It 
provides a visual check that the vein has been 
entered as blood fills the needle, and once the 
cannula is established in a vessel, any movement 
by the animal or the operator does not lead to 
penetration or laceration of the vessel wall as eas-
ily as a hypodermic needle because its cannula is 
pliable and blunt. After positioning the tip of the 
needle and cannula into the vein, the needle is 
withdrawn while holding the cannula firmly in 
place. Once the cannula has been filled with 
blood, the needle can be withdrawn completely.

Practical Hint
Another easy and cost-effective way of catheteri-
sation of the lateral tail vein of mice is used in 
non-invasive imaging experiments with MRI and 
CT frequently. A tail vein is catheterised using a 
30-G needle connected to a 10-cm PE 10 poly-
ethylene catheter (Portex) filled with 0.9 % NaCl. 
Successful puncture of the mouse tail vein is con-
trolled by blood reflux into the catheter and by 
the injection of 20-µL 0.9 % NaCl. Ten centime-
tres of this catheter contains a volume of 
10-µL. Then, the needle is fixed on the mouse tail 
with superglue. The distal end of the catheter can 
be connected with a PE 50 polyethylene catheter 
(Portex) containing the contrast agent and a 1-mL 
tuberculin syringe. After each examination, the 
needle can be removed from the tail vein.

Surgical Implantation of the Catheter
Numerous methods are available for implanta-
tion of catheters in different veins and/or arteries 
of small laboratories rodents (Petty 1982). 
Cocchetto and Bjornsson (1983) reviewed many 
articles on arterial and venous implantations and 

gave methodological notes as well as procedural 
comments. Detailed procedures of preparing 
catheter equipment and inserting the catheter 
have been described, for instance, by Weeks and 
Davis (1964) and Harms and Ojeda (1974), who 
gave details about an easy-to-prepare cannula 
and a simple procedure for cannulation.

Frequently used vessels for chronic catheteri-
sation are the tail vein, extern and intern right 
jugular vein, femoral vein and artery or the left 
carotid artery and the aorta. Surgical techniques 
for the permanent catheterisation of the jugular 
vein of rats (Remie et al. 1990) or of mice 
(Bardelmeijer et al. 2002), of the tail vein (Born 
and Moller 1974), of the jugular vein, femoral 
and carotid artery (Yoburn et al. 1984) and of the 
carotid artery, dorsal aorta, jugular and tail vein 
(Waynforth and Flecknell 1992b) are compre-
hensively described in the mentioned reports. 
The reader is pointed to these articles.

As it is not easy to get a tube into a surgically 
exposed, small vessel of a small rodent, a lien 
vessel cannulator is sometimes needed. There are 
various techniques to fix the extravascular or 
intravascular portion of a catheter with the vessel 
and the surrounding tissue or within the lumen of 
the blood vessel. Details can be found in the arti-
cle by Cocchetto and Bjornsson (1983). The 
intravascular catheters are commonly exterior-
ised by subcutaneous tunnelling from the vascu-
lar incision site to the back of the neck or between 
the shoulder blades (Cocchetto and Bjornsson 
1983), and sometimes also to the root of the tail 
(Jones and Hynd 1981).

The various procedures for protecting the 
catheter differ in the protective device used to 
prevent the animal from manipulating the free 
end of the catheter and/or the connection to the 
infusion pump. Many authors have addressed the 
problem of the protection of the catheter from 
kinking and chewing by the animal or described 
techniques for proper catheter placement. Other 
writers have directed their attention towards min-
imal restraint or towards methods of compensa-
tion for rotational movement of the animal in the 
cage (References see Nebendahl 2000). If cathe-
ters are implanted for continuous infusion over 
long periods and the use of a portable pump is not 
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practical, the tube must be connected with an 
infusion pump. Therefore, it is necessary to take 
special precautions to prevent twisting and kink-
ing of the delivery tubing through movements of 
the animal. The freedom of the animal must be 
inhibited as little as possible by the protective 
device and must allow the animal to move in an 
unrestricted manner within its cage. If the 
implanted tube is to be used for multiple injec-
tions, the free end of the tube must also be pro-
tected from biting or pulling out. For this purpose, 
the same protective device as for long-term infu-
sion can be used. But if the catheter is exterior-
ised in the neck area and only a short piece is 
outside the body, it is not necessary to protect the 
catheter, if the animal is housed singly.

Animals are not only stressed by the surgical 
procedure but also by the fact that they have to 
wear a protecting device and are housed singly or 
are limited in their movement (Birkhahn et al. 
1976; O’Neill and Kaufman 1990). In general, 
the animals require a period of several days to 
recover from the procedures for the implantation 
of chronic catheters. For instance, during the first 
four postoperative days, the normal weight gain 
is disturbed and even weight loss can occur 
(Popovic and Popovic 1960).

As a general rule, infusion of about 1 % of the 
blood volume per hour will not affect fluid dis-
position. Infusion of larger volumes should be 
based on preliminary studies designed to deter-
mine whether the cellular and ionic components 
of blood are maintained in a normal range 
(Desjardins 1986). For example, Steiger et al. 
(1972) developing a long-term, unrestrained 
intravenously fed rat model infused 30–60 mL/
day of a specially formulated solution into rats 
weighing 140–250 g for weeks. However, at low 
flow rates less than 0.5 mL/h, catheter occlusion 
by thrombosis may be observed (Cox and 
Beazley 1975).

As it is well established that an exteriorised 
vascular catheter is a source for the introduction 
of infection into the body, it is particularly impor-
tant to avoid this as an infected animal will be 
useless for experimentation apart from the wel-
fare aspects in the suffering it may cause. 
Therefore, it is essential to look for further 

 methods for parenteral administration which 
does not have the known liability of exteriorised 
vascular catheter to become infected.

8.5.6  Other Methods for Parenteral 
Administration

8.5.6.1  Pellets
The delivery of substances at a slow, steady rate 
over a period specified can be supplied by using 
controlled – drug delivery releasing pellets. The 
pellets – available via www.innovrsrch.com – 
release the active product in the animal effec-
tively and continuously. They are intended for 
simple subcutaneous implantation (Shimizu 
2004).

8.5.6.2  Osmotic Minipumps
Implantable osmotic minipumps are commer-
cially available and are designed to deliver as a 
continuous infusion of precise volumes for a long 
period of up to 6 weeks without the need for 
external connection or frequent animal handling. 
This small device has been used very success-
fully in small laboratory animals, and numerous 
reports about the use of osmotic minipumps can 
be ordered from the bibliography of the manufac-
turer (www.alzet.com).

The minipump system is composed of three 
concentric layers – the substance reservoir, the 
osmotic sleeve and the rate-controlling, semi-
permeable membrane. An additional compo-
nent, called the “flow moderator” is a 21-G 
stainless steel tube with a plastic end cap. For 
more details and the principles of operation, see 
the technical information manual of the manu-
facturer (Fig. 8.12).

Meanwhile, twelve different pumps are avail-
able for rats and mice varying in size from 
1.5 × 0.6 cm to 5.1 × 1.4 cm, with a fixed volume 
delivery rate between 0.11 and 10.0 μL/h, a nom-
inal duration from 1 day to 6 weeks and a reser-
voir volume from 100 μL to 2 mL (Fig. 8.13).

Because of the mechanism by which the 
pumps operate, their delivery profile is indepen-
dent of the chemical and physical properties of 
the agent dispensed. Successful delivery of an 
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enormous range of compounds has been reported 
in the literature (http://www.alzet.com/products/
guide_to_use/pump_selection.html). The aver-
age pumping rate should be calibrated, and cor-
rect performance should be checked before 
implantation. The minimal animal sizes for sub-
cutaneous or intraperitoneal implantation of 
pumps are 10 g for mice and 20 g for rats. 
Implantation is a surgical procedure and should 
be done using aseptic technique. In addition, all 
pump models are easily attached to a catheter, 
such that a pump, implanted either subcutane-
ously or intraperitoneally, is used to infuse into a 
vessel, organ or tissue. Full instruction for the 
correct use of the minipumps can be found in the 
Alzet® technical information manual.

The compelling advantages of these mini-
pumps are that they can be placed in situ without 
further need for infusion equipment and that a 
large number of animals can be treated effec-
tively with a uniform infusion rate. However, 
infusion is limited to specific volumes for 
restricted time periods (Desjardins 1986). The 
disadvantage can perhaps be solved by implant-
ing a new pump.

8.5.6.3  Vascular Access Port (VAP)
A VAP is a subcutaneously implanted minia-
turised device which allows long-term vascular 
access without the mentioned disadvantages of 

exteriorised vascular cannula. They are commer-
cially available for mice and rats. A VAP permits 
continuous access to the venous or arterial sys-
tem for compound administration. Using strict 
aseptic technique, the cannula of the VAP is 
inserted into a vein or artery (femoral artery or 
vein, jugular vein and carotid artery are common 
sites, but the portal vein (Gervaz et al. 2000) and 
other vessels are used too) and secured in place. 
The other end of the cannula is attached to the 
port that is secured in a subcutaneous location, 
most often over the shoulders. The surgical tech-
nique for implantation is described in detail by 
Waynforth and Flecknell (1992b). When the sur-
gical incisions are closed, the entire system, VAP 
and cannula, is internal. When the animal is to be 
used, it is either restrained manually or in a suit-
able restraint apparatus. To access the port for 
injection, the skin over it must be shaved and dis-
infected. A needle is inserted through the skin 
and the diaphragm into the reservoir of the VAP, 
stopping when it hits the hard reservoir base. 
Administration of fluids can then be made. 
Special Huber point needles may be used to pro-
long the life of the port (Desjardins 1986; Suckow 
2001) (Fig. 8.14).

8.5.6.4  Oroendotracheal Intubation
With an expanding use of small laboratory ani-
mals in research involving surgery of increasing 

Fig. 8.12 Principles of 
operation of an ALZET® 
osmotic pump (Source: 
www.alzet.com with 
permission from ALZET®)
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complexity, there is an increasing need for the 
improvement of anaesthetic techniques for these 
animals. A free airway is useful in reducing mor-
tality during and after operations. Inhalation 
anaesthetics provide excellent control over induc-
tion and maintenance of anaesthesia but are dif-
ficult to use because of the mode of delivery and 
miniaturising the standard anaesthetic protocol. 
Numerous reports using a mask (Dudley et al. 
1975; Levy et al. 1980; Norris and Miles 1982; 
Szczesny et al. 2003) or a self-inflating bag mask 
(Schumacher et al. 2003) for administration of 
volatile anaesthetics in spontaneously breathing 
small laboratory animal have been published. 
However, there is the problem of adequately fit-
ting masks, lack of control of ventilation, waste 

of anaesthetic gases and hazardous pollution of 
the operating room.

However, intubation procedure for small labo-
ratory animals requires special miniaturised 
equipment and skill to perform safely oroendo-
tracheal intubation. Numerous acceptable tech-
niques for this application procedure of rats 
including blind intubation are reported. More 
information about many of these methods with 
rats can be found by Nebendahl (2000), Heard 
(2004) or Henke and Erhardt (2004).

Also, the majority of animal research is based 
on mouse models, but there are only few reports 
about endotracheal intubation of mice. All these 
reports stressed that direct visualisation of the 
glottis is indispensable. For example, Costa 
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et al. (1986) developed a fibre-optic laryngo-
scope for transoral tracheal intubation technique 
of mice, and Brown et al. (1999) described a 
simple constructed metal blade used as a laryn-
goscope to facilitate oropharyngeal exposure 
and  transillumination of the neck to facilitate 
visualising of the trachea. Vergari et al. (2003) 
used to facilitate the intubation tube entering the 
trachea a small bore, straight fibre-optic arthro-
scope and Spoelsta et al. (2007) a purpose-made 
laryngoscope and a self-built plastic support. 
Hamacher et al. (2008) described in detail a 
microscopic wire guide- based orotracheal 
mouse intubation.

For starting intubation of small laboratory 
animals, an endotracheal cannula of suitable 
size must be selected. For instance, Proctor and 
Fernando (1973) used for the intubation of rats 
a 16-G nylon intravenous cannula. Flecknell 
(1996) recommended the use of a 12- or 16-G 
arterial cannula and Remie et al. (1990) a modi-
fied 14–18-G Hemolock arterial stick and Costa 
et al. (1986) a 16-G Teflon tubing for rats. Some 
authors recommend modification of the intro-
ductory end of the tube to facilitate penetration 
of the tracheal lumen or to prevent uninten-
tional intubation of a bronchus and the Luer fit-
ting to provide connection to an anaesthetic 
circulation (Proctor and Fernando 1973; 
Flecknell 1996).

Prior to intubation, the animal is anaesthe-
tised to a sufficient depth to abolish the cough 
and swallowing reflex. For premedication, seda-
tives and tranquilisers together with injectable 
anaesthetics are administered, or a face mask/
nose cone connected to the anaesthesia machine 
or a transparent induction chamber, which 
should have both an inlet for delivery a fresh gas 
and an outlet for effective removal of waste 
anaesthetic gases (Otto 2004), can be used. 
Atropine administration (0.04 mg/kg) is useful 
in reducing mucus secretion and helps to prevent 
tube blockage (Flecknell 1996). Laryngospasm 
may be prevented or be alleviated by spraying a 
local anaesthetic solution on the cannula or on 
the vocal cords before intubation. A careful 
examination of the pharynx and larynx must be 
carried out, and if the laryngeal region is covered 
with mucus, the area must be cleared with cot-
ton-tipped applicator to allow visualisation. 
Techniques of intubation are described in detail 
for rats by Flecknell (1996), Heard (2004) and 
Henke and Erhardt (2004).

In the following, an intubation method for 
mice under direct vision using adopted Seldinger 
vessel cannulation technique is described in 
detail. The anaesthetised mouse is positioned in 
dorsal recumbence on a slant board. An elastic 
band is then affixed to the upper incisors and fas-
tened to the board, to extend the head and neck. 

Fig. 8.14 Vascular access 
port. Fluid pathway 
through the port and 
advantages of a port
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The end of a flexible fibre-optic rod of a powerful 
light source is positioned so that it contacts the 
surface of the skin in front of the neck near the 
pharyngoepiglottic region. The light penetrating 
tissue will illuminate the larynx and the focal 
cords can be located. The tongue pulled gently 
forward and to one side. A slight pressure exerted 
on the ventral surface of the neck may further 
facilitate visualisation of the glottis. Now a tube – 
Costa et al. (1986) recommend a 19-G cannula 
for mice and a 16-G cannula for rats and Spoelsta 
et al. (2007) a 24-G intravenous catheter – must 
be brought via the pharynx alongside the epiglot-
tis, through the laryngeal opening into the trachea 
(Fig. 8.15).

After connecting the tube to the ventilator, the 
animal must be ventilated, and chest movement 
and air exchange must be checked for correct 
cannula placement. If the tube becomes plugged 
with mucus secretion during ventilation and 
causes respiratory difficulties, the cannula must 
be exchanged with a new one.

8.5.6.5  Intratracheal/Intrabronchial 
Administration

Some experimental protocols require that sub-
stances be given intratracheal or intrabronchial; 
for these studies, intubation techniques can be 
used too (Lany et al. 1980; Costa et al. 1989; 
Smith 1991). The administered volume for a rat 
(bodyweight: 200 g) should be not larger than 
0.04 mL.
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For non-invasive imaging of small animals, a 
variety of different modalities are available, 
about which a detailed introduction will be given 
in the following chapters. All imaging modalities 
have strengths and limitations, and a non- invasive 
imaging study will be most effective if the imag-
ing modality is chosen according to its ability to 
reveal in the best way the in vivo parameter of 
interest, however, under consideration of costs 
and measurement time per animal (Fig. 9.1 and 
Table 9.1). Certainly, one frequent demand is the 
determination of the size of a single lesion, for 
example, of a subcutaneous tumour or lymph 
node. Previously size determination was mostly 
done using a calliper. Calliper measurements, 
however, only provide two dimensions, are user 
dependent and afflicted with large measurement 
errors for polymorphic or heterogeneous lesions, 
where a differentiation between necrosis and via-
ble tissue is mandatory. In addition, reproducibil-
ity of the data is limited.

For lesion size determination, ultrasound, CT 
and MRI can be considered to be the most suit-
able imaging modalities. Ultrasound is most cost 
and time effective, and measurements can be per-
formed in the laboratory environment. However, 
ultrasound is user dependent unless an automated 
scan method is applied, which is implemented in 
recent high-frequency ultrasound devices (Foster 
et al. 2002). Unfortunately, it is difficult to per-
form automated whole-body ultrasound scans. 
Manual ultrasound scans, however, are marked 
by a lower reproducibility and reliability, which 
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limits the suitability of ultrasound for whole 
mouse and whole rat imaging and for screening 
for multiple lesions.

Scanning with CT and MRI has the advantage 
that an entire animal can be investigated easily 
and that in scanners with a large gantry opening, 
more than one animal can be examined at the 
same time (Bock et al. 2003). However, when 
using CT, the X-ray dose deposited at the animal 
has to be considered. It can easily exceed 
250 mGy for a whole-body mouse scan and 
 significantly accumulate in repetitive scans 
(Bartling et al. 2007). In this case a relevant influ-
ence on the biological system and pathological 
condition in specific disease models cannot be 
excluded anymore. Nevertheless, when scanning 
with considerably low resolution (>150 μm voxel 

side length), a higher throughput can be achieved 
with CT (less than 1 min measurement time/
mouse for some dedicated μCT scanners) as 
compared with MRI (usually 5–20 min for a mor-
phology-based scan protocol).

On the other hand, it is an advantage of MRI 
that sequences with different weightings can be 
combined that enables to depict tissue oedema or 
necrotic areas easily. The excellent soft tissue 
contrast can also be important to localise and 
delineate lesion of interest. This particularly 
holds true for pathologies that are not below the 
skin such as pancreatic or prostate tumours 
(Hamzah et al. 2008; Kiessling et al. 2004). In 
CT and ultrasound, contrast material may be 
applied to enhance the contrast but carries the 
risk of inducing undesired side effects on the 

Morphology
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Molecular markers 

Drug development

Single lesion

Single lesion

Single lesion

Multiple lesions

Multiple lesions

Multiple lesions
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Evaluation of drug efficacy
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Drug biodistribution
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PET, SPECT, FMT (+ morphology from CT/MRI)
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Fig. 9.1 Sketch illustrating major indications for small 
animal imaging and the recommended imaging modality. 
The order of the imaging modalities represents their prior-
ity for the particular imaging indication. Please note that 
this recommendation has been composed based on the 

author’s experiences and focuses on broad and high- 
throughput implementation of small animal imaging. OI 
optical imaging, FMT fluorescence molecular tomogra-
phy, VCT volumetric CT, PAI photoacoustic imaging
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 animal. Especially for CT, dedicated contrast 
agents are required ensuring a long blood reten-
tion rate. For mouse CT imaging, the injected 
volume of contrast agent can easily reach 300–
400 μl which is critical with respect to the “ani-
mal use and care guidelines”. In addition, such 
high injected volumes can cause pathophysiolog-
ical effects and influence the biodistribution of 
drugs and other diagnostic agents. Furthermore, 
contrast agent administration is time consuming 
and cost intensive.

The size of the lesion also has to be consid-
ered. Relevant measurement errors may derive 
from partial volume effects, and thus small 
lesions should be imaged with high spatial reso-
lution. This, however, would demand for higher 
X-ray exposure in CT. As a consequence, for size 
determination of small orthotopic lesions outside 
the lung, MRI using dedicated small animal scan-
ners is the method of choice.

Another imaging approach is optical imaging 
(bioluminescence and fluorescence). Optical 
imaging technologies are mostly easier to use, 
less expensive and can be placed on each labora-
tory bench. Although, optical technologies are 
not suited for morphological and less suited for 
functional imaging due to their low spatial reso-
lution, great advantages are seen in their in vivo 

use for cellular and molecular imaging in 
 preclinical research. This becomes possible due 
to the availability of different optical probes such 
as targeted probes, probes activated due to enzy-
matic reactions (activatable probes) or probes 
that can be produced by cells themselves in the 
form of bioluminescent enzymes or fluorescent 
proteins (e.g. GFP, HcRed). In oncology research 
optical imaging may also be applied to estimate 
tumour size (Choy et al. 2003; Hoffman 2005). 
However, it is important to note that the transfec-
tion of cells with fluorescent proteins can alter 
their biological properties and that the fluores-
cence will only be present in viable parts of 
tumours. In addition, one has to consider that 
two-dimensional optical imaging is surface 
weighted and that the lesion size may be under- 
or overestimated depending on the distance of the 
tumour from the skin surface.

Phenotyping of transgenic animals is another 
field of broad interest. In this context, it is often 
necessary to scan a high number of animals and to 
characterise several organs simultaneously includ-
ing the skeleton and the vessels. MRI and μCT 
may both be used. If skeletal abnormalities or cal-
cifications are expected, μCT may be preferential, 
while abnormalities in abdominal organs often are 
better seen in MRI. For the determination of body 

Table 9.1 This table gives an overview on approximated scan times for a mouse/rat using different imaging devices 
and for different applications

Typical measurement times per animal

MRI Morphologic scan 10–30 min
+ Vascularisationa/spectroscopy +20 min
Molecular imaging (including relaxometry) 30 min and more

μCTb Morphologic scan 20 s−1 h (depending on 
spatial resolution and 
scanner type)

+ Vascularisationa +1–15 min
US (PAI) Morphologic scan (+ Doppler) 1–5 min

Contrast-enhanced scana ~.5–15 min
Molecular imaging ~5–15 min

OI/FMTb All applicationsa Few seconds to minutes
PET/SPECT All applicationsa 10–30 min

Please note that the scan times can highly vary depending on the scanner type as well as on the required image resolu-
tion and contrast to noise ratio. This particularly holds true for μCT and high-field MRI. Our data refer to standard 
applications with a moderate image resolution
OI optical imaging, FMT fluorescence molecular tomography
a5–10 additional minutes are required for contrast agent injection/animal catheterization
bConsider that long image reconstruction times may occur
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fat – an important biomarker for animal models of 
diabetes – specialised commercial systems are 
available that either base on NMR (Nixon et al. 
2010) or X-rays (Stiller et al. 2007). However, if 
the phenotype causes a change at the functional or 
molecular level, optical imaging, PET or SPECT 
might be advantageous.

Clinical studies showed that a pathologic pro-
cess often is not described sufficiently by 
 morphological information and that lesion size 
can have limited impact on the patient’s progno-
sis for many diseases. In addition, the evaluation 
of novel therapeutic drugs in the clinics can be 
facilitated significantly if the preclinical and clin-
ical imaging protocols are adjusted to each other.

Therefore, besides the assessment of tumour 
size, there is increasing demand for a more 
sophisticated imaging beyond morphology.

In this regard, MRI offers a wide range of 
applications to supplement the morphological 
information. Some of them can be applied with-
out the need to inject contrast agents and thus can 
easily be integrated in the scan protocols with 
only moderate additional measurement time 
requirement. Information about metabolism can 
be obtained by MR spectroscopy; vessel mor-
phology and tissue perfusion can be assessed by 
time of flight angiography and arterial spin label-
ling (ASL) techniques. Diffusion-weighted imag-
ing provides an important measure of cell density 
(Semmler et al. 2007).

For a detailed vascular characterisation of tis-
sues, however, contrast material has to be admin-
istered. Dynamic contrast-enhanced (DCE) MRI 
can provide valuable information about relative 
blood volume, vascular perfusion and permeabil-
ity and can be combined with relaxometric mea-
surements of the relative blood volume and with 
sophisticated imaging techniques like “vessel 
size imaging” providing a measure of the mean 
microvascular diameter in the tissue (Troprès 
et al. 2001). However, when intending to use 
these techniques in animal experiments, one 
should consider that approximately 5–10 min is 
additionally required for animal preparation (par-
ticularly for catheterisation) and that depending 
on the scan protocol, the measurement time will 
increase by 10 to >30 min. Thus, at least 30-min 

examination time should be scheduled per  animal. 
Another important point is that these contrast- 
enhanced examinations more frequently fail due 
to dislocation of the catheter or motion of the ani-
mal. Thus, when planning a study that includes 
the analysis of tissue vascularisation by contrast-
enhanced scans, the number of animals should be 
chosen higher as for a purely morphology- based 
examination.

For vascular characterisation also ultrasound 
offers some interesting options (Kiessling et al. 
2009). Without the need of contrast agent admin-
istration, Doppler techniques can be used to visu-
alise vessels by their flow and thus to assess the 
relative blood volume in the tissue. It can also be 
used to estimate blood flow velocities and deter-
mine cardiac data (echocardiography). However, 
it has to be considered that the sensitivity of 
Doppler for blood flow depends on the pulse fre-
quency and with devices operating between 3 and 
40 MHz, slow blood flow in microvessels may 
not be detected sufficiently. Microbubbles can be 
administered as contrast agent and sensitive 
Doppler- and B-mode scan techniques are avail-
able to assess microvascular characteristics 
(Kiessling et al. 2009). An extended explanation 
of the ultrasound techniques for the determina-
tion of relative blood volume, blood velocity and 
perfusion is given in Chaps. 14.1 and 14.2. Vessel 
permeability cannot be determined since micro-
bubbles do not leave the vascular bed.

Microbubbles can also be coated with specific 
ligands to act as molecular probes (Kiessling 
et al. 2009; Kaufmann and Lindner 2007). While 
it is certainly a limitation that only intravascular 
targets can be addressed, the high sensitivity of 
ultrasound for these microbubbles and the option 
of scanning with exquisite spatial resolution 
make ultrasound highly attractive for research on 
angiogenesis and inflammation. In this regard, it 
might be of interest to know that in mice and rats, 
the method also works reliably in the brain with-
out the need to open the skull (Reinhardt et al. 
2005). In conclusion, ultrasound is highly suited 
for functional and molecular vascular imaging of 
superficially localised tissues like skeletal mus-
cle, subcutaneous tumours and the brain. Cardiac 
functional imaging is another field where 
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 ultrasound can compete with the other imaging 
modalities. In the abdomen, however, identifica-
tion of the lesion can be difficult, and the optimal 
access way may often be occupied by bowel gas, 
which gives advantage to other imaging modali-
ties. Here, to the author’s experience, DCE MRI 
and DCE CT may be chosen for functional and 
PET, SPECT or optical imaging for molecular 
imaging demands.

Ultrasound imaging may be combined with 
photoacoustic imaging, which enables the assess-
ment of microvascular morphology and tissue 
oxygenation even without the need for contrast 
agent injection (please find more details in 
Chap.16.5). In addition, for photoacoustic imag-
ing contrast materials can be kept considerably 
small, and perfusion measurements, vessel per-
meability assessment and extravascular molecu-
lar imaging become possible. In addition, it opens 
perspectives for reporter gene imaging.

Molecular imaging is increasingly applied in 
clinical studies, and some applications are 
already implemented in clinical routine disease 
diagnosis concepts. It is clearly expected that 
molecular imaging will gain further importance 
in preclinical and clinical drug development, in 
the evaluation of drug efficacy and in therapy 
response monitoring.

PET and SPECT may be preferred for testing 
drug biodistribution and for assessing target 
binding kinetics because these modalities have 
the highest sensitivity for contrast agents. In 
addition, as compared with signalling molecules 
of other modalities like dyes or nanoparticles, the 
conjugation of a radioisotope less affects the 
properties of a biomolecule, and the probes can 
be kept considerably small. The possibility of 
absolute quantification and the option of a rela-
tively easy clinical translation are further advan-
tages of nuclear imaging methods. However, the 
need for radioactive tracers raises special 
demands on animal handling, staff education, 
laboratory safety and expensive infrastructure. 
Particularly, for studies with large animal num-
bers, the total amount of handled radioactivity 
can become significant.

Thus, for initial experiments on the binding of 
many new drugs, optical methods may be pre-

ferred since optical imaging is cheap, and the 
probes are easy to handle. Nevertheless, it should 
be kept in mind that two-dimensional optical 
imaging is not quantitative and surface weighted 
and that even in optical molecular tomography, 
quantification is difficult. In addition, for small 
molecules like glucose, amino acids and nucleic 
acids, coupling of a dye will most probably 
change its pharmacokinetics or inhibit its uptake 
by cellular transporters. The same holds true for 
RNA chains that better should be radiolabeled if 
it is the aim to study its natural biodistribution.

The situation is different if it is not the aim to 
accurately assess the pharmacokinetic and the 
accumulation of a biomolecule and of a therapeu-
tic substance but to monitor its effect on tissue 
metabolism, cellular proliferation, angiogenesis 
and apoptosis or on the general molecular tissue 
profile with targeted probes. Then, the targeted 
probes just have to reliably indicate tissue func-
tion or metabolism and must not be close in its 
binding characteristics and biodistribution to the 
natural ligand.

In this context, it can be reasonable to supple-
ment data about lesion size with molecular analy-
ses, e.g. by using [18F]FDG-PET to quantify 
glucose metabolism or [18F]FLT-PET to assess 
cell proliferation. Using these tools therapy 
response and the development of therapy resis-
tance can often be detected earlier and more spe-
cifically as compared with lesion size 
determination alone, which cannot distinguish 
between viable and necrotic tissue. Alternatively, 
one may intend to develop novel-specific probes 
to more directly and more effectively monitor 
therapy response by a decrease in target density or 
by the change of the molecular marker profile. 
These types of agents would be called companion 
diagnostics and are important candidates in the 
emerging field of precision or personalised medi-
cine. A huge advantage of nuclear imaging, using 
specific radiolabeled tracers which allow absolute 
quantification, is its option to perform pharmaco-
kinetic modelling and calculate rate constants for 
the individual tissue compartments.

If it is the intension to solely investigate the 
molecular regulation on preclinical level, one is 
considerably free in the choice in the imaging 

9 How to Choose the Right Imaging Modality



160

modality. In this context the strengths and limita-
tions of the available imaging modalities are sum-
marised in Fig. 9.1. However, if it is intended to 
develop non-invasive imaging procedures for 
monitoring and personalising the use of novel 
therapeutic drugs in later clinical studies, the 
imaging modality should be chosen depending on 
the clinical need. Here PET may be superior in 
most cases that go along with whole-body imag-
ing. Optical imaging and optoacoustic imaging 
may be used if intraoperative imaging is intended 
or if endoscopic imaging (like bronchoscopy, gas-
troscopy or coloscopy) will be applied. Molecular 
ultrasound may also gain clinical importance for 
imaging that goes along with interventions like 
needle biopsy of breast and prostate lesions, for 
therapy response control via the quantification of 
intravascular target molecules (e.g. up- or down-
regulation) or between whole-body staging inter-
vals and for cardiovascular analysis.

Some readers may wonder that in regard to 
molecular imaging, MRI was not mentioned so 
far although some exciting studies were pub-
lished using targeted paramagnetic liposomes 
and USPIO (Kiessling et al. 2007). However, 
these studies report more on successful proof of 
principle studies than on the use of MRI to 
answer a complex biological question. Before the 
latter can be achieved, some significant improve-
ments are required that are not easy to achieve. 
Firstly, the sensitivity of MRI to contrast agents 
is several magnitudes lower than that of optical, 
ultrasound and nuclear imaging methods. Thus, 
targeted diagnostic probes have to be adminis-
tered in high dosages, which carry the risk of 
inducing undesired biological effects on the tar-
get tissue. Furthermore, large signalling mole-
cules have to be coupled to the ligand in order to 
make it detectable. This makes the optimisation 
of the pharmacokinetic properties of the com-
pounds difficult. Thus, a significant percentage of 
the targeted probes may accumulate unspecifi-
cally in the interstitial space or in necrotic tissue 
or is removed from the blood by the reticuloen-
dothelial system (Kiessling et al. 2014). These 
limitations may be overcome in the future, and 
there might be high potential for more recent 
molecular MRI techniques like CEST and 

PARACEST (Modo and Bulte 2007) or MRI with 
hyperpolarised probes.

Considering all these different demands on 
preclinical imaging, it becomes clear that an all- 
around imaging modality is not available and that 
for a complex scientific question, the different 
imaging modalities have to be combined. As a 
consequence, the manufacturers offer tools for 
retrospective fusion of CT and MRI data with 
PET, SPECT and optical imaging data. Even 
some dual-modality imaging devices (e.g. 
μSPECT-CT and μPET-CT) were commercialised 
for small animal imaging recently, and PET 
inserts for small animal MRI scanners were con-
structed at different places (Judenhofer et al. 
2008). In this regard, there is an intense debate in 
the scientific community if these dual-modality 
scanners really improve imaging efficacy. 
Certainly, for some demands it is highly attractive 
to have the option of assessing different informa-
tion simultaneously. Particularly, the combination 
of MRI with PET, SPECT and optical imaging 
would enable an ideal combination of functional 
and targeted imaging. Very often, high-resolution 
morphological images from CT or MRI are 
required to accurately quantify the molecular 
information from PET, SPECT or optical imaging 
by providing landmarks for defining the region of 
interests or correcting partial volume effects. In 
addition, the implementation of dual-modality 
devices saves laboratory space and thus can 
reduce costs. On the other hand, it can hamper 
high-throughput imaging significantly when only 
having a dual-modality scanner instead of two 
separated devices since, for example, one long 
SPECT scan can consume the measurement time 
required for several routine μCT scans.

Finally, not only the right imaging hardware 
have to be selected to reveal the maximum of 
information for a specific study, advanced image 
analysis tools, experienced users and established 
workflows are equally important.
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10.1  Introduction

The generation and development of successful 
imaging agents remains a challenging endeavour. 
There is still a high demand for new probes to 
address unmet medical needs to tackle life- 
threatening diseases in the neurological, oncolog-
ical and cardiovascular space. The primary focus 
of diagnostic and biomarker development is on 
earlier detection of pathological changes, better 
characterisation of disease and/or the develop-
ment of probes that allow for optimal patient 
selection and monitoring of therapy. A biomarker 
can be generally defined as a characteristic that is 
objectively measured and evaluated as an indica-
tor of normal biological processes, pathogenic 
processes or biological responses to a therapeutic 
intervention (Biomarkers Definitions Working 
Groups 2001). Biomarkers can be derived from 
the following major categories (Waterton and 
Pylkkanen 2012):

• Biofluids (blood, urine, cerebrospinal fluid 
[CSF], etc.) yielding molecular (e.g. DNA, 
protein, metabolite) or cellular measures

• Solid tissue samples yielding, for example, 
molecular, cellular or histopathologic measures

• Physiologic measurements such as lung 
 function and blood pressure

• Imaging measures

In the clinical setting, the information 
derived from (several) biomarker(s) is com-
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bined with the results from other clinical inves-
tigations to establish the diagnosis and to 
characterise the disease (i.e. staging and prog-
nosis). In addition, biomarkers can be used for 
the prediction and/or  monitoring of the clinical 
response of a disease to a therapeutic 
intervention.

Medical imaging provides the ability to 
detect and localise changes that are important to 
determine whether a disease is present or a ther-
apy is effective, by depicting alterations in ana-
tomic, physiologic, biochemical or molecular 
processes (Smith et al. 2003). Imaging has the 
unique benefit that it can localise and interro-
gate the exact disease focus such as plaque 
deposition, an infarct or tumour—unlike bioflu-
ids and physiologic measurements, which tend 
to integrate information from the entire body. 
Moreover, and unlike solid tissue samples, 
imaging biomarkers are usually applied by 
intravenous injection and can be assessed non-
invasively, allowing further repetitive follow-
up. In general, imaging biomarkers can be 
distinguished in morphological and molecular 
biomarker. The following sections will focus on 
molecular imaging biomarkers.

The high detection sensitivity of radiophar-
maceuticals, in particular when labelled with 
positron- emitting radioisotopes, makes them 
uniquely suitable as imaging biomarkers. Of 
note, the tracer principle allows the investiga-
tion of biological or pathological processes 
without disturbing them. Radiolabelling, com-
bined with advanced detector technologies, 
allows for highly sensitive detection, quantifi-
cation and three- dimensional visualisation. 
Such technological advances together with dis-
ease-specific probes make it possible to visual-
ise pathological changes at the cellular or 
molecular level, before structural changes of 
organs or tissues can be observed.

To select an appropriate target and direct the 
development of new radiolabelled molecules, it is 
important to investigate and understand the 
addressed biomedical question in detail. This 
chapter will focus on the identification and selec-
tion of suitable molecular imaging biomarkers. 
Examples will be shown and discussed, as well as 

general prerequisites that should be taken into 
account when generating and developing such 
agents.

10.2  Medical Need

Significant advances in the molecular under-
standing of many diseases, their diagnoses and 
treatments have been achieved in recent decades. 
This is also reflected by an increased overall life 
expectancy of the population, especially in indus-
trialised countries. Nevertheless, several diseases 
continue to place a high burden on individuals 
and society: neurodegenerative, oncological and 
cardiovascular diseases in particular are still 
associated with high morbidity and mortality, 
representing high unmet medical needs. 
Increasing elucidation of the underlying molecu-
lar mechanisms and pathways implicated in sev-
eral of these diseases has helped to identify 
promising new drug targets. While targeting indi-
vidual pathways or single mutations can be 
highly efficacious in specific disease subsets, it 
does require stratification of patients and/or early 
prediction of response to therapy to ensure that a 
treatment is given only to those patients who are 
likely to benefit from this specific intervention. 
This also avoids unnecessary toxic effects related 
to treatment in patients who do not respond to the 
intervention.

The promise of new imaging biomarkers, 
especially using molecular imaging approaches, 
lies in the earlier detection and better characteri-
sation of such diseases as well as facilitating ther-
apy selection and monitoring. As the development 
of a new imaging biomarker can be laborious and 
expensive, the relevance of the biomedical ques-
tion to be addressed should be informed first by a 
recent literature search and/or insights from phy-
sicians talking about their experiences from rou-
tine practice. Depending on the purpose of the 
biomarker and its intended use, demonstration of 
clinical utility should be addressed early in devel-
opment to ensure the new imaging biomarker gets 
integrated into the diagnostic workup, with imme-
diate benefits for patients in clinical practice and 
health-economic advantages.
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10.3  General Prerequisites 
for Imaging Biomarker 
Selection

The selection of a relevant biomedical question 
and an associated target for imaging can only be 
achieved through intense multidisciplinary col-
laboration. Certain general prerequisites must be 
considered from the outset, and various func-
tions—biology, chemistry, radiochemistry, clinic, 
etc.—should be involved from the start. Because 
biomarkers can play a role in diverse aspects 
from biomedical research to daily clinical utility, 
the potential applications of the biomarker should 
be identified as early as possible. Development 
and validation can then follow a fit-for-purpose 
strategy. Agents intended for preclinical/clinical 
visualisation of target engagement of a drug can 
be developed very differently than those intended 
as companion diagnostics or for incorporation 
into standard diagnostic regimens.

In identifying the most appropriate target, it 
must be taken into account that an imaging target 
should show sufficient altered expression, acces-
sibility or occupancy under a pathological condi-
tion. Contrary to therapeutic targets, where the 
drug needs to block a (signalling) pathway or 
enzyme activity to achieve a therapeutic effect, 
imaging targets need not necessarily have a pri-
mary role in the disease. A secondary marker can 
also be appropriate, if its presence is directly 
linked with the disease.

In general, the ideal target should show a suf-
ficient number of accessible binding sites and/or 
an amplification mechanism. In addition, a suit-
able retention mechanism and clearance from 
non-targeted areas is needed to generate suffi-
cient image contrast. Signal detection of even 
small quantities from a target-bound ligand can 
be readily achieved with modern clinical scan-
ners, but can be compromised by a high back-
ground from healthy tissue, yielding low contrast 
or poor image quality and requiring further opti-
misation (Frangioni 2009).

Traditionally, imaging biomarkers were pri-
marily designed for targeting cellular receptors 
or transporters. They were either tightly bound 
and often internalised or transported into the cell 

and trapped inside by metabolic transformation, 
while unbound ligand was cleared from the target 
organ. More recently, a class of new imaging bio-
markers has become available that binds to mis-
folded protein aggregates such as amyloid-beta 
(Aβ) deposits in the brain. This new paradigm 
required different lead optimisation, as well as 
new types of analysis and quantitation.

Today a broad range of tracing molecules is 
available for targeting structures of interest—
from small molecules (<500 Da) to peptides 
(~2000 Da), antibodies or larger proteins 
(≥150 kDa). In addition, various strategies have 
been developed to optimise certain parameters of 
these molecules, such as to increase their meta-
bolic stability or fine-tune binding properties and 
clearance patterns. Different demands on the 
choice of radioisotope and half-life are deter-
mined by the pharmacokinetic characteristics or 
molecular structure. For example, binding mole-
cules that have a slow clearance from blood and 
healthy tissues, e.g. antibodies, require a radio-
isotope with a longer half-life, allowing sufficient 
time to obtain adequate image contrast. On the 
other hand, small molecules and peptides usually 
show faster clearance and can be labelled with 
short-lived radioisotopes having a half-life rang-
ing from several minutes to few hours. The nature 
and size of the radioisotope vary from covalent- 
bound radioisotopes to radiometal-based isotopes 
that require chelates for labelling of the targeting 
moiety. This also influences the radiolabelling 
strategy and needs to be considered carefully in 
the design and development of a radiotracer.

Extracellular targets, such as receptors or 
transporters localised on cell membranes, can 
usually be directly accessed through ligands sup-
plied via the blood. Ligands that address intracel-
lular targets must first penetrate the cell 
membrane. An additional consideration for tar-
gets within the brain is that they need to have the 
ability to cross the blood–brain barrier. This 
places special demands on the tracer design such 
as sufficient lipophilicity to allow for cell mem-
brane penetration if the uptake is not transporter 
mediated.

The concept of binding potential (BP) has 
been developed especially for CNS  binding- based 
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radiotracers. The BP provides a measurement of 
the in vivo radiotracer–target interaction and 
comprises the total biological target density 
(Bmax) and the binding affinity, represented as the 
radiotracer dissociation constant (Kd). Collective 
expertise in the field suggests that a BP, or ratio 
of Bmax to Kd, of ≥5 is suitable for quantitative 
comparisons with positron emission tomography 
(PET) imaging, especially in clinical research 
settings (Patel and Gibson 2008). Operationally, 
successful receptor-based imaging agents have a 
low nanomolar affinity for their target.

When the targeted radiotracer is yet to be 
developed, the dissociation constant will not be 
known; however, the Bmax value can be used to 
estimate the ideal Kd. If the Bmax is unknown, it 
can be measured using autoradiography or esti-
mated through semiquantitative immunochemi-
cal methods (Wang et al. 2013).

For radiotracers that compete with endoge-
nous ligands in vivo, the effective target density 
available for radiotracer binding (Bavailable) is Bmax 
scaled to the fraction of targets unoccupied by the 
native ligand. The percentage change in expres-
sion or occupancy of the biological target is also 
crucial and must exceed the margins of error for 
the technique (Van de Bittner et al. 2014).

In addition, the receptors present on the cell 
surface may exhibit different conformational 
states, preferring the binding of ligands that are 
either agonists or antagonists. Different propor-
tions of these receptor states may exist. 
Traditionally, the focus was on the development 
of agonists that would allow for receptor inter-
nalisation upon binding and receptor activation. 
More recently, it has been shown that in some 
situations the antagonist-preferring state of the 
receptor may dominate. Indeed, an increased tar-
geting can be achieved with radiolabelled antago-
nists (e.g. for somatostatin and gastrin-releasing 
peptide [GRP] receptors) even without internali-
sation as a cellular trapping mechanism (Ginj 
et al. 2006, Mansi et al. 2011).

Physiological variations in the endogenous 
ligand concentration may confound the measure-
ment of the receptor density in vivo. In addition, 
many transmembrane receptors utilise homo- or 
heteropolymerisation and internalisation as their 

regulatory mechanism. In such situations, the 
number of binding sites may also vary.

Another aspect to consider when transporters 
or enzymes are being investigated as an imaging 
target is whether substrate or inhibitor molecules 
are used. If a substrate is being developed, then 
one transporter/enzyme molecule can carry/con-
vert more than one ligand, and the Bmax can indeed 
be higher than the number of actual target sites. 
In addition, the binding constant for substrates is 
usually not in the nanomolar range, as in case of 
receptor ligands or inhibitors. The binding con-
stant for substrates is determined by the physio-
logical concentration of the natural substrate and 
the fact that the ligand must be easily released 
once the conformational change of the trans-
porter or enzyme takes place and the ligand is 
localised inside the cell or becomes converted. If 
an efficient cellular uptake and intracellular trap-
ping mechanism for the radiotracer exists, then 
clearly the number of substrate-based ligands 
may far exceed the number of target sites, repre-
senting a signal amplification mechanism. 
However, if rapid clearance of a ligand occurs, 
this can limit the cellular uptake so that in fact no 
amplification takes place.

10.4  Preclinical Research Aspects

The most pragmatic approach in target selection 
for an imaging biomarker is to build on the exis-
tence of a high-affinity small-molecule ligand 
library with established structure–affinity rela-
tionships, as is typically the case for ligands that 
are derived from drug development efforts with 
validated targets. Alternatively, already known 
ligand–target relationships and their role in the 
pathophysiology of a disease can be used to label 
an already described marker. Appropriate in vitro 
assays and animal models of the disease are 
available in such a situation to further investigate 
the binding and imaging capabilities of novel 
derivatives and radioligands. However, it should 
be noted that good drug candidates are not neces-
sarily readily converted into good imaging 
agents. Generally, pharmacokinetic parameters 
require further optimisation.
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For highly novel targets without known 
ligands, it needs to be assessed whether binding 
to such targets can be assayed (‘assayability’) 
and whether ligands can be designed and struc-
ture–activity relationship studies can be per-
formed (‘druggability’). A robust in vitro model 
to study the binding of ligands to the target is cru-
cial. Due to the time- and cost-intensive nature of 
de novo ligand discovery, such investigations are 
ideally reserved for targets that clearly meet the 
fundamental requirements: high target density, 
with a large percentage change in density or 
occupancy that correlates strongly with the dis-
ease or biomedical question to be addressed.

After the discovery and selection of a first lead 
compound, the optimisation of binding proper-
ties or other parameters is usually the next step in 
preclinical models. This preclinical phase is a 
multistep process, involving many iterations. 
Most approaches fail on moving from the in vitro 
to the in vivo setting; very few compounds show 
promising targeting and pharmacokinetic proper-
ties and can be further advanced to clinical 
development.

10.5  Preclinical Research 
Examples

The following section contains preclinical 
research examples and highlights different 
aspects of how small-animal imaging can either 
facilitate the longitudinal characterisation of dis-
ease models such as in neurodegenerative dis-
eases (Sect. 10.5.1), can support receptor-based 
imaging approaches in prostate cancer 
(Sect. 10.5.2) or can provide important pharma-
cokinetic parameters to support the preclinical 
characterisation and selection of suitable trans-
porter substrates in a tumour model (Sect. 10.5.3).

10.5.1  Preclinical Amyloid PET

The clinical need and the development of imag-
ing biomarkers for the detection of Aβ plaques 
are described in more detail in Sect. 10.6.1. 
Along with the clinical development and the rou-

tine clinical application of such agents, consider-
able research effort is spent on the characterisation 
and application of suitable disease models to 
extend research in Alzheimer’s disease (AD). 
Goals include broadening the knowledge and 
molecular understanding of the disease, as well 
as exploring preventive and therapeutic interven-
tions. The ability to visualise and quantify longi-
tudinal changes of Aβ plaque load during the life 
of an individual animal can play a crucial role in 
such a setting. Small-animal PET studies of lon-
gitudinal design with suitable imaging agents 
allow the rate of Aβ accumulation to be mea-
sured, so that interventions for attenuating plaque 
formation can be tested. However, there are some 
controversies in the literature with regard to the 
fitness of amyloid imaging in different AD mouse 
models. Comparisons between recent small- 
animal amyloid PET studies are difficult, due to 
the diversity of mouse models, radiotracers, 
imaging protocols and quantification strategies 
(Virdee et al. 2012).

To characterise common transgenic AD 
mouse models in more detail, a longitudinal 
small-animal PET study was described recently 
using the same PET tracer in several AD mouse 
strains, applying standardised methods and cor-
relating PET findings with histological analysis 
(Brendel et al. 2015a). The results are sum-
marised in Fig. 10.1. The inserted upper images 
represent group-averaged sagittal PET slices, 
normalised to the cerebellum and overlaid on a 
magnetic resonance imaging (MRI) mouse atlas. 
Dots indicate corresponding assessments of 
SUVRCTX/CBL in individual mice. Dashed lines 
express the estimated time-dependent progres-
sion in PS2APP (red), G384A (green) and APP/
PS1dE9 (purple) mice. Longitudinal progression 
in APPswe mice is indicated by a continuous 
blue line. The inserted lower images depict repre-
sentative ex vivo autoradiography results. Wild- 
type (WT) level expresses the mean standard 
uptake value ratio of cortex to cerebellum 
(SUVRCTX/CBL) of pooled WT mice.

Partial-volume effect correction (PVEC) can 
be applied and would lead to an increase of the 
estimated slopes in the longitudinal analyses. 
Plaque load at the end of the study was further 
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analysed by autoradiography and histochemistry 
and was found to correlate well with the imaging 
data. Application of PVEC was also found to be 
useful when the amyloid burden is underesti-
mated by PET.

Subsequent to the characterisation of these 
animal AD models, the same research group fur-
ther investigated one experimental therapeutic 
intervention (gamma-secretase modulation) in 
one transgenic AD model (Brendel et al. 2015b). 
For the first time, a large-scale, serial preclinical 
amyloid PET study was conducted in such a set-
ting. Multimodal data analysis included bio-
chemical and histopathological findings, in 
addition to the serial, non-invasive amyloid PET 
investigations. PET imaging accommodated the 
large interindividual differences in initial plaque 
load and kinetics, thus affording sensitive detec-
tion of treatment effects. Prediction of treatment 
response was facilitated by individual amyloid 

PET measurements of baseline amyloid level. 
The modalities applied to study plaque load 
should not be considered mutually exclusive, but 
rather supply complementary information that 
adds further value to any single modality alone.

Another research group investigated the 
dynamics of amyloid plaque deposition and 
related physiological effects such as regional 
cerebral blood flow (rCBF) in animal models of 
AD by means of a multi-tracer and multimodality 
imaging approach (Maier et al. 2014). Using a 
multiparametric PET and MRI approach, it was 
demonstrated that Aβ deposition is accompanied 
by a decline of rCBF in the presence of cerebral 
Aβ angiopathy (CAA). The loss of perfusion cor-
related with the growth of Aβ plaque burden but 
was not related to the number of CAA-induced 
microhaemorrhages. In a mouse model of paren-
chymal beta-amyloidosis and negligible CAA, 
rCBF remained unchanged. It can be concluded 

Fig. 10.1 Multimodal analysis of four AD mouse strains investigated in a cross-sectional amyloid PET study (Taken 
from Brendel et al. 2015a)

N. Koglin et al.



169

that vascular amyloidosis is the major contribut-
ing factor to the observed loss of perfusion. With 
this study, the feasibility and cross-correlation 
were demonstrated for the gold standard for rCBF 
quantification, 15O-H2O-PET, with arterial spin 
labelling MRI examination in the mouse brain.

In conclusion, these three examples from 
studying mouse models of a neurodegenerative 
disease highlight how small-animal imaging 
approaches can provide new insights in disease 
models to support research with excellent trans-
lation capabilities to the clinical setting.

10.5.2  Prostate Cancer Imaging

The development of new agents for prostate 
cancer imaging remains an active area of 
research with the goal of improving the accu-
rate detection and staging of primary prostate 
cancer and improving restaging in the recurrent 
setting. Considerable achievements were made 
recently with regard to receptor-based imaging 
to overcome the limitations of currently 
employed agents or methods lacking high sen-
sitivity and specificity (Jadvar 2015). Of note, 
several radiolabelled small molecules have 
been developed that bind to prostate cancer-
specific targets, such as the prostate-specific 
membrane antigen (PSMA) or the gastrin-
releasing peptide receptor (GRPr) (Lütje et al. 
2015; Mansi et al. 2013). While those deriva-
tives have entered the clinical stage and are 
being further investigated and characterised, 
none has yet been fully validated and approved 
for routine clinical use.

The following example illustrates the investi-
gation of two new agents targeting GRPr in pros-
tate cancer. Both agents are peptides with 
optimised GRPr-binding sequence derived from 
the natural bombesin peptide. They are both 
antagonists and have a very similar binding 
sequence. The only difference in the binding 
sequence is a methyl group at a glycine residue in 
the 18F-bombesin derivative. Both bind to the 
GRPr with nanomolar affinity: the non- 
radioactive 19F-bombesin analogue binds with an 
IC50 of 0.94 nM (Ki = 0.13 nM) to the human 

GRPr receptor. The IC50 of the non-radiolabelled 
DOTA-RM2 was found to be 7.7–9.3 nM 
(Kd = 2.5–3.1 nM) for the human GRPr.

Both tracers selectively bind to the GRPr and not 
to other bombesin receptor subtypes such as NMBr 
or BBR3. However, different radiolabelling 
approaches were used to attach the radiolabel: direct 
18F-labelling or 68Ga-labelling via DOTA chelator 
(Honer et al. 2011; Becaud et al. 2009; Höhne et al. 
2008; Mansi et al. 2011). Accordingly, the part of 
the molecule where the radiolabel is introduced 
showed differences, as did the linker connecting it 
with the binding sequence (Fig. 10.2a).

Both agents were found suitable for clinical 
translation based on the tumour-targeting poten-
tial observed in animal models. In vivo, the 
18F-bombesin analogue shows specific and effec-
tive targeting of GRPr in two prostate cancer 
xenografts (PC-3, LNCaP). Uptake in the 
androgen- independent PC-3 xenograft was 4–6 % 
ID/g at 1 h postinjection (p.i.), and the uptake in 
the androgen-dependent LNCaP xenograft was 
2–3 % ID/g at 1 h p.i. Low uptake in nontarget 
organs resulted in high tumour-to-tissue (T/T) 
ratios at 1 h p.i. favourable for PET imaging (e.g. 
T/blood = 19, T/muscle = 50).

The other derivative, 68Ga-RM2, also shows 
specific and effective targeting of GRPr in the 
two prostate cancer xenografts (PC-3 and 
LNCap). In the PC-3 xenograft, an uptake of 
14 % ID/g at 1 h p.i. was determined. For the 
LNCaP xenograft, a tumour uptake of 6 % ID/g at 
1 h p.i. was found. Low uptake in nontarget 
organs resulted in high T/T ratios at 1 h p.i., 
favourable for PET imaging (e.g. T/blood = 25, T/
muscle = 130).

However, it was also noted in rodent biodistri-
bution that the structural differences resulted in 
altered pharmacokinetic properties: the 
18F-derivative showed a mixed hepatobiliary 
(70 %) and renal (10 %) clearance, whereas the 
68Ga-derivative was characterised by a predomi-
nant renal clearance (>80 %) (Fig. 10.2b).

Successful targeting of primary tumours in 
prostate cancer patients was confirmed with both 
agents; however, the pharmacokinetic pattern in 
mice was also observed in patients as shown in 
Fig. 10.2b (Sah et al. 2015; Kähkönen et al. 2013). 
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d

Fig. 10.2 Comparison of 18F- and 68Ga-labelled bombe-
sin derivatives. (a) The chemical structures for both com-
pounds are shown on top. (b) The whole body images 
show tracer biodistribution and tumour uptake in the PC-3 
tumour mouse model (left) and in a prostate cancer patient 

(right) for each compound. (c) Axial PET image and (d) 
axial PET/CT image through the prostate showing tumour 
uptake for both compounds in patients (18F-derivative left 
and 68Ga-derivative right)
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Meanwhile it was decided to continue with the 
investigation of the 68Ga-derivative. The observed 
2–3 times higher tumour uptake 68Ga-RM2 in 
mice might have led to a higher tumour detection 
rate in humans. Although no direct head-to-head 
comparison in the same patients was performed, 
the 68Ga-derivative correctly detected tumours in 
10/11 subjects in a first-in-man study, whereas the 
18F-derivative failed to detect tumours in 2/5 sub-
jects with biopsy-confirmed primary prostate can-
cer. Interestingly, although the 18F-bombesin 
analogue showed a higher affinity to the human 
GRPr in vitro, the combination of better pharma-
cokinetic properties and tumour targeting of the 
68Ga-derivative could eventually lead to more sen-
sitive lesion detection, as lesions with a lower 
receptor density might also be detected. In addi-
tion, the low abdominal background signal of the 
68Ga-derivative could enable better detection of 
potential lymph node metastases, such as in the 
para-aortic area.

10.5.3  Tumour Metabolism Imaging

Subcutaneous syngeneic or xenograft tumour 
models in rodents can be still considered the 
mainstay of oncological research testing the effi-
cacy of new drugs. However, subcutaneous 
tumour models derived from well-established 
cell lines can be misleading, as they might have 
developed artificial features during cultivation 
and propagation in cell culture. To circumvent 
such potential artefacts, patient-derived tumours 
are increasingly studied after implantation and 
propagation in mice. Usually a reduction of 
tumour growth is measured when a treatment is 
efficacious. However, imaging approaches are 
also employed to study treatment effects during 
the preclinical development of new drugs. This is 
especially preferred for spontaneous or ortho-
topic tumour models where the lesions might not 
be accessible for calliper measurements, and an 
early read-out is desired after start of treatment. 
In addition, such orthotopic or spontaneous 
tumour models might better mimic the disease 
and the environment that is usually present for a 
given tumour.

Various aspects of tumour biology can be 
visualised in preclinical tumour models with the 
prospect of clinical translation. The investigation 
of specific adaptations of the tumour metabolism 
beyond glycolysis has recently gained special 
attention, as it offers new opportunities for both 
detection and treatment of tumours (Hensley 
et al. 2013). For example, new compounds are 
currently being investigated targeting glutamin-
ase as one of the key enzymes in the glutamino-
lytic pathway or mutated versions of the enzyme 
isocitrate dehydrogenase (Gross et al. 2014; 
Turkalp et al. 2014). The visualisation of specific 
tumour targets or deranged metabolic pathways 
other than glycolysis may offer potential advan-
tages for better detection and characterisation of 
tumours in situations where 18F-2-fluoro-2-
deoxyglucose (FDG) has limitations. This is 
especially the case in situations where a high 
physiological background is observed, such as in 
the brain or in the liver (Shreve et al. 1999). This 
is of increasing importance as the development of 
new targeted therapies is getting increasingly 
expensive and new drugs are usually tailored to a 
specific disease (subset) requiring patient stratifi-
cation and specific monitoring of therapy. This 
demands the use of biomarkers at various 
stages—i.e. for disease characterisation, drug 
selection or therapy monitoring. PET tracers, 
with their unique properties, can play an impor-
tant role in this setting. New PET agents being 
developed should be also profiled in this setting.

The following example highlights how small- 
animal imaging can support the characterisation 
of PET agents of one distinct class of compounds 
and assist selection of the most appropriate can-
didate for the clinical stage. Previously it was 
shown that 18F-labelled glutamate derivatives can 
be efficiently taken up through the amino acid 
exchanger system xC

− which represents the entry 
to a deranged pathway in tumour metabolism 
involved in chemoresistance and detoxification 
of aberrant reactive oxygen species (Koglin et al. 
2011). This approach can be used for tumour 
visualisation in various preclinical models with 
low background from healthy tissues and was 
successfully translated to the clinical setting 
(Baek et al. 2012).
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This type of transporter substrates has been 
studied in detail (Mueller A et al. unpublished 
data, Piramal Imaging, data on file). Similar 
derivatives with slight structural modifications 
have been synthesised, retaining the dicarboxylic 
amino acid backbone as a structural motif to facil-
itate recognition by the transporter. Biological 
activity of these derivatives was first examined in 
cell uptake studies using adherent cells. However, 
it became clear that many derivatives exhibit simi-
lar behaviour in this assay, making further differ-
entiation and selection of the most potent 
candidate impossible. Figure 10.3 illustrates how 
small-animal imaging was employed to character-
ise the 30 candidates in the same tumour model. 
Such an approach allows important distribution 
and retention parameters to be assessed simulta-
neously over time—informing selection of the 
most promising candidate without the more labo-
rious classical biodistribution analysis, which 
would place a higher demand on the number of 
animals in the study group. Surprisingly, slight 
structural modifications that were indistinguish-
able by in vitro assays led to different pharmaco-
kinetic and tumour-targeting properties in vivo.

10.6  Clinical Development 
Aspects

Progression to the clinical stage should follow 
as soon as a suitable imaging candidate has been 
identified. The administered mass doses of 
radiopharmaceuticals are generally low enough 
to lack pharmacologic activity and to produce 
relatively large safety margins. First-in-man 
evaluation of diagnostic radiopharmaceuticals 
may start under the microdosing concept (injec-
tion of <100 μg mass dose). The mass doses 
injected by radiotracers are usually severalfold, 
or even several orders of magnitude, lower than 
the no observed adverse effect level (NOAEL) 
doses tested in preclinical toxicology and safety 
studies with the non-radioactive derivative (US 
Department of Health and Human Services 
et al. 2012; www.ema.europa.eu/docs/en_GB/
d o c u m e n t _ l i b r a r y / S c i e n t i f i c _ g u i d e -
line/2009/09/WC500002720.pdf). This allows 
the first clinical investigation of a new tracer 
molecule with a limited and defined non-clinical 
pharmacology, toxicology and safety package. 
Such first-in-man imaging studies yield critical 

Fig. 10.3 Comparison of biodistribution and tumour- 
targeting potential of various 18F-labelled glutamate deriv-
atives in H460 tumour-bearing rats. Tumour cells were 
implanted on the right shoulder of each animal. Despite 

showing comparable biological activity in in vitro assays, 
differences in the tumour-targeting potential, distribution, 
excretion as well as different metabolic stability can be 
easily observed
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information about the general viability of this 
new approach and may even help to establish a 
clinical proof of concept. Depending on the 
clinical question addressed, it is important to 
clarify whether these studies are intended to 
prove or disprove that the imaging agent is suit-
able in binding with high signal to noise allow-
ing localisation by imaging or that the target is a 
useful biomarker. Often, these questions cannot 
be addressed independently, making explor-
atory clinical development difficult. Despite 
such difficulties with this approach, promising 
diagnostic radiopharmaceuticals can be more 
rapidly identified and selected before entering 
full development. This is different from clinical 
studies for classical drug development, where 
phase I studies mainly investigate dosage and 
safety parameters.

During clinical development, the imaging bio-
marker must demonstrate that it is sufficiently 
robust, reliable and well characterised to allow its 
use as a routine clinical tool and to support 
decision- making. The qualification and technical 
validation of imaging biomarkers are dependent 
on their intended use and should fit the purpose: 
it typically includes the standardisation of 
acquisition and analysis, imaging–pathology 
correlation, cross-sectional clinical–biomarker 
correlations and correlation with outcome 
(Waterton and Pylkkanen 2012).

Over the past decade, it has become clear that 
regulatory approval of a new imaging agent 
requires clear demonstration of its clinical effi-
cacy and utility, together with a validated method 
for interpreting images—specifically, how imag-
ing results provide clinically useful information 
(Gorovets et al. 2013). This is different from the 
imaging agents that previously received market-
ing authorisation and has significant ramifica-
tions for the design of clinical studies. There is an 
increasing demand for explicit proof of the medi-
cal benefit of a diagnostic agent in terms of 
improved survival or quality of life. This is a 
paradigm shift that requires health-economic 
aspects to be factored into early clinical study 
design, so that the impact of the biomarker on 
patient management and clinical decision- 
making is already established once the agent 

receives approval and no further major studies 
are required to demonstrate this.

The potential of using imaging methods in 
drug development clinical trials has yet to be 
fully exploited. Unlike biomarkers derived from 
biospecimens, imaging biomarkers can involve 
more complex methods for data acquisition and 
offer various options for image processing. All 
these factors may increase data variability. 
Efforts to reduce measurement variability 
between centres and to increase the reproduc-
ibility of quantitative variables, such as standard 
uptake value, are reflected in accreditation pro-
grammes for PET sites run by imaging societies 
(e.g. European Association of Nuclear Medicine, 
Society of Nuclear Medicine and Molecular 
Imaging), national health institutes (e.g. US 
National Institutes for Health) or agencies (e.g. 
US Food and Drug Agency). Given the short 
half-life of radiopharmaceuticals, the logistics 
of developing a distribution network to supply 
them for global therapeutic clinical trials pres-
ent an ongoing obstacle. Study sites with a pri-
mary focus on therapeutic clinical trial expertise 
may not have ready access to the radiotracer or 
to the associated imaging expertise required to 
use it; a risk management approach for imaging 
biomarker- driven clinical trials in oncology was 
proposed recently to mitigate these risk factors 
(Liu et al. 2015).

10.6.1  Example for Clinical 
Development of Aβ 
Imaging Agents

Alzheimer’s disease is a devastating disease, 
 ultimately leading to death. There is a great need 
to develop agents that impact directly on the mech-
anistic causes of the disease. Despite huge efforts 
in the past, no breakthrough has yet been achieved 
to significantly delay or halt progression of the dis-
ease. Several late-stage drug candidates have 
failed to show compelling evidence of efficacy. 
This can be attributed to both intrinsic and extrin-
sic factors. ‘Intrinsic’ refers to the properties of the 
drug itself: potency and toxicity. ‘Extrinsic’ relates 
to clinical design issues: inclusion of patients with 
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too advanced disease or without confirmed AD 
pathology. The current late-stage development 
drug candidates for AD are antibodies or small 
molecules directed against either Aβ itself or 
against the formation or accumulation of the path-
ological amyloid peptide. While there continues to 
be controversy surrounding the exact role of Aβ 
plaques in AD, it is clear that such plaques are a 
conditio sine qua non of AD and any therapy 
directed against them requires a biomarker to mea-
sure their existence.

In the past, mainly neuropsychological tests 
were used to clinically diagnose AD (McKhann 
et al. 1984). However, clinical tests take time and 
can lack accuracy, particularly at an early stage of 
the disease; nor can they sufficiently rule out AD 
as the underlying aetiology of cognitive decline 
(Albert et al. 2011). Autopsy was the only method 
to definitively diagnose AD, and it was repeat-
edly shown that 20–30 % of clinically diagnosed 
AD subjects do not have Aβ plaques (Beach et al. 
2012). Other investigated biomarkers that are 
associated with AD are based on either morpho-
logical imaging (e.g. MRI), functional imaging 
such as glucose metabolism (FDG-PET) or anal-
ysis of Aβ-peptides in biofluids such as 
CSF. Although MRI can detect brain atrophy and 
shrinkage of the whole brain or particular regions 
of the brain affected by AD and FDG-PET can 
reveal areas of hypometabolism that can be 
attributed to AD, both imaging methods are visu-
alising rather downstream effects that are often 
associated with AD but are unspecific, and the 
aetiology of the disease cannot be measured or 
visualised. The invasive procedure that is needed 
to obtain CSF can be associated with patient 
complaints and side effects (Duits et al. 2015). In 
addition, the results obtained from CSF measure-
ments may differ depending on the modalities of 
lumbar puncture, storage and analysis methods 
and still require efforts for standardisation 
(Schoonenboom et al. 2005).

Given the limitations of the clinical diagnosis 
and other available biomarkers investigated in 
AD, significant efforts have been made in the past 
decade to identify new imaging biomarkers for 
visualisation of Aβ plaques in the brain. After 
identification of promising compounds, a require-

ment from regulatory authorities for approval was 
that the new imaging agents had to demonstrate 
diagnostic efficacy by comparison of the results 
from the scan assessment with histopathology. To 
achieve this, end-of-life patients were scanned 
during life with the agents under investigation. 
After death, an autopsy was performed to prove 
that the signal of the PET imaging agent did 
indeed correspond to the relevant pathology. 
Three new PET imaging agents with proven bind-
ing to Aβ plaques have been developed and 
achieved regulatory approval: Amyvid™, 
Neuraceq™ and Vizamyl™ (http://www.ema.
europa.eu/docs/en_GB/document_library/
EPAR_-_Product_Information/human/002422/
WC500137635.pdf; http://www.ema.europa.eu/
docs/en_GB/document_library/EPAR_- _
P r o d u c t _ I n f o r m a t i o n / h u m a n / 0 0 2 5 5 3 /
WC500162592.pdf; http://www.ema.europa.eu/
docs/en_GB/document_library/EPAR_- _
P r o d u c t _ I n f o r m a t i o n / h u m a n / 0 0 2 5 5 7 /
WC500172950.pdf). They are indicated, as an 
adjunct to other diagnostic evaluations, in sub-
jects with cognitive decline who are being evalu-
ated for AD and other causes of cognitive decline. 
A negative PET scan evaluation indicates the 
absence of Aβ plaques, so that AD can be ruled 
out. A positive Aβ PET scan indicates the pres-
ence of plaques at pathological levels. However, a 
positive scan alone does not establish the diagno-
sis of AD or any other cognitive disorder, because 
Aβ plaques may also be present in patients with 
other types of neurologic conditions as well as 
elderly people with normal cognition.

Aβ PET imaging represents a perfect example 
of how AD drug development can be enabled. The 
need to include patients at early disease stage, and 
the increasing role of biomarkers, is also reflected 
in a recently published draft guidance document 
by the FDA to support the development of drugs 
in AD (http://www.fda.gov/downloads/drugs/
guidancecomplianceregulatoryinformation/guid-
ances/ucm338287.pdf). Never before have multi-
ple drug companies unified the use of a PET 
imaging technique to establish global multicentre 
therapeutic trials. Several large phase II and III 
drug trials are underway requiring Aβ PET as an 
inclusion criterion or as treatment monitoring 
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tool. Activities are ongoing to improve quantifica-
tion and standardisation across radiotracers. The 
use of reliable biomarkers is the key to the suc-
cessful development of this class of therapeutic 
agents and points the way to future agents.

10.7  Summary and Conclusions

Molecular imaging biomarkers offer great opportu-
nities to address unmet medical needs in various 
diseases and to enable drug development. Improved 
understanding of diseases at the molecular level led 
to advances in target discovery and validation as 
well as ligand discovery, optimisation and label-
ling. Small-animal imaging can support biomarker 
discovery and validation at various stages, for 
example, by the longitudinal characterisation of 
disease models. In addition, comparison of ligand 
pharmacokinetics, the selection of the most suit-
able agent or drug development approaches can be 
supported by preclinical imaging. Clinical devel-
opment of new imaging agents ultimately culmi-
nates in the regulatory approval for routine clinical 
use in a given indication. Broader access will also 
stimulate more research and enables drug develop-
ment. The routine use and implementation of new 
imaging agents in diagnostic regimens will be of 
benefit for the patients and society to lower the bur-
den of disease.
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MRI Magnetic resonance imaging
OI  Optical imaging
PAMAM  
dendrimers  Poly(amidoamine) dendrimers
PEG Poly(ethylene glycol)
PEO Poly(ethylene oxide)
PET Positron emission tomography
PPI  
dendrimers  Poly(propylene imine) 

dendrimers
QD Quantum dot
RES Reticuloendothelial system
SNR Signal-to-noise ratio
SPECT  Single-photon emission com-

puted tomography
US Ultrasound

11.1  Introduction

Magnetic resonance imaging (MRI), computed 
tomography (CT), ultrasound (US) and certain 
specialised optical imaging (OI) techniques can 
produce valuable medical images on the basis of 
endogenous contrast mechanisms. The nature 
and scope of such intrinsic contrast-generating 
properties is largely determined by the physical 
principles of the imaging technique and the way 
in which the imaging signal is generated and 
detected. However, many clinical imaging proto-
cols involving MRI, CT, US and OI make use of 
contrast agents to enhance the specificity and/or 
the sensitivity of disease detection. Contrast 
agents are essential for nuclear imaging with pos-
itron emission tomography (PET) and single- 
photon emission computed tomography 
(SPECT), since these techniques rely exclusively 
on the measurement of the spatial distribution of 
gamma (γ) rays generated by radioactive decay 
of injected tracer compounds. Without these trac-
ers, no (PET or SPECT) signal is generated, 
which also explains why nuclear imaging neces-
sitates the use of an additional imaging device to 
provide anatomical and, therefore, x-ray attenua-
tion information. In most cases, CT is used for 
that purpose. Most optical imaging in biomedical 
research also requires the injection of exogenous 
contrast material to generate usable signal.

The molecular properties of contrast materials 
are dictated by two main factors, i.e. the imaging 
method for which they are going to be used and 
the biomedical application, which they should 
address. Each imaging method has its own char-
acteristics in terms of how signal is generated and 
detected, and this has major consequences for the 
optimal design of the contrast material. On the 
other hand, the molecular properties of the con-
trast agent, including its size, shape, chemical 
composition and charge, have a major influence 
on their in vivo pharmacokinetic and pharmaco-
dynamic properties. For these reasons, the opti-
misation of contrast material design should 
involve an integrated approach in which all above 
factors are considered in a balanced manner, so 
as to arrive at a design that is most suitable for a 
(range of) specific application(s). Design criteria 
must include the use of materials that are safe and 
affordable if the agent is ultimately to be used in 
humans.

This chapter will provide an overview of the 
prime design criteria for diagnostic contrast 
materials. In view of the overwhelming breadth 
of contrast-enhanced (bio)medical imaging, we 
have decided to focus the overview on MRI con-
trast agents and, more specifically, on a particular 
class of MRI contrast agents, i.e. dendrimers. 
Dendrimers have been extensively studied, and 
they represent a unique class of materials in that 
they can be synthetised in a very broad range of 
sizes while keeping the chemical composition 
essentially the same. By tuning the size and other 
molecular characteristics, the dendritic agents 
can either be designed to act as low-molecular- 
weight contrast materials or behave like high- 
molecular- weight nanoparticles. The specific 
focus on dendrimers aims to provide a basic 
understanding of the relation between molecular 
properties and in vivo behaviour, which offers 
important handles for design optimisation. Many 
findings with dendrimers have broad implica-
tions and can be generalised to other contrast 
agents, not just for MRI but also for the other 
imaging methods. When appropriate, we will 
make a side step and describe hallmarks of 
 contrast materials for other imaging modalities as 
well. James and Gambhir (2012) have provided 
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an excellent in-depth overview of recent advances 
in the design of contrast materials and the 
strengths and limitations of the different biomed-
ical imaging modalities. For more specific 
reviews of the state of the art in the design of con-
trast materials for biomedical imaging, see 
Geraldes and Laurent (2009), Mulder et al. 
(2013) and Nicolay et al. (2013) for MRI; Li 
et al. (2014) for CT; Licha and Resch-Genger 
(2011) and Khemthongcharoen et al. (2014) for 
OI; Huang et al. (2015) for PET; Gnanasegaran 
and Ballinger (2014) for SPECT; and Kiessling 
et al. (2014), Wen et al. (2014) and van Rooij 
et al. (2015) for US.

11.2  Desired In Vivo Behaviour 
of Diagnostic Contrast 
Materials

Ideally, shortly after injection, diagnostic imag-
ing probes would very specifically distribute to 
the target of the imaging study, e.g. sites of dis-
ease activity, and otherwise be excreted reaching 
low levels in the background. This would create 
the best opportunities for sensitive as well as 
specific detection of the location and severity of 
the disease process. Following the imaging 
study, the probe should preferably be eliminated 
rapidly from the entire organism including the 
target. Clearance ideally occurs via the kidneys 
into the urine as this represents the fastest elimi-
nation pathway. It goes without saying that the 
contrast material should be biocompatible, 
should be stable for the entire duration of the 
imaging study and should not cause any adverse 
effects.

In reality, the above ideal situation does not 
hold. In fact, the optimal design of contrast mate-
rials for diagnostic biomedical imaging depends 
on many parameters, in a very complex fashion, 
and usually represents a compromise between 
mutually conflicting factors. Unfortunately, most 
of these factors can only be dealt with in an 
empirical (partly trial and error, and therefore 
time consuming) fashion, as there is currently a 
lack of quantifiable criteria that can rationally 
and time efficiently steer the process of contrast 

agent development. This paragraph is intended to 
provide some feeling for the parameters that play 
a dominant role in determining the efficacy of a 
contrast agent for a certain diagnostic task. For 
further reference, the reader is referred to special-
ised literature. As examples, Geraldes and 
Laurent provide a comprehensive classification 
of MRI contrast agents (Geraldes and Laurent 
2009), while Chen and Chen (2010), Choi and 
Frangioni (2010), Rosenblum et al. (2010), 
Kobayashi et al. (2011) and Wu et al. (2015) 
present an in-depth description of the design cri-
teria for guiding the development of probes for 
(molecular) imaging. James and Gambhir (2012) 
also portray the dominant probe design 
considerations.

First and foremost, the probe should be capa-
ble of generating sufficiently strong signal (or 
signal change) on the diagnostic images, as 
acquired with the modality of choice. This crite-
rion is typically expressed as the signal-to-noise 
ratio (SNR) and/or contrast-to-noise ratio (CNR), 
depending on the imaging modality, which is 
achieved upon probe injection. The concentra-
tions of the probe, which are needed to produce a 
sufficiently high SNR or CNR, differ strongly 
among the different imaging modalities. This is 
caused by the very different intrinsic sensitivities 
of each modality. PET imaging can detect pico-
molar concentrations of an agent, while MRI 
usually needs on the order of micromolar con-
centrations. PET is therefore considered a tracer 
technique, while MRI definitely is not. The mul-
tiple orders of magnitude difference in intrinsic 
sensitivity among modalities implies that bio-
compatibility and stability of contrast material is 
much less of an issue in the case of PET than with 
MRI since the doses of the agent will be dramati-
cally lower. However, PET is associated with 
exposure to ionising radiation, in particular when 
combined with CT, as is common practice since 
PET lacks anatomical information. In contrast, 
MRI does not involve the use of ionising radia-
tion. For these reasons, the optimal choice of 
imaging probe and imaging technology is typi-
cally a balance between several pros and cons. 
Obviously, not only the above factors but also the 
information sought after by the imaging study 
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plays a key role in guiding the choice of probe 
and imaging modality.

The above issue of detecting sensitivity is also 
strongly influenced by the question whether suf-
ficient quantities of contrast material can reach 
the intended target site. As contrast agents are 
most often injected intravenously, they will first 
be distributed in the vascular space. What ideally 
happens next is largely dependent on the goal of 
the imaging study. Most imaging-based tumour 
diagnoses require that the contrast agent leaks 
from the vascular compartment into the extravas-
cular, intratumoural space. This implies that the 
probe should (i) be sufficiently small to cross the 
tumour vascular endothelium, (ii) circulate in the 
blood sufficiently long to allow suitably high 
intratumoural levels to be reached for generating 
a significant imaging signal and (iii) persist in the 
tumour compartment sufficiently long while 
being essentially completely cleared from the cir-
culation, in order to achieve an as high as possi-
ble tumour-to-background ratio on the images. 
These factors are governed by the biodistribution 
of the imaging agent over time and are often col-
lectively considered under the absorption, distri-
bution, metabolism and excretion (ADME) 
concept, which is a leading theme in pharmacol-
ogy. ADME describes the disposition of a foreign 
compound within a living organism, and, as such, 
knowledge of the ADME properties of a contrast 
material may provide strong leads for optimising 
its molecular properties for the desired applica-
tion. As will be shown further on, ADME infor-
mation typically aids to define rules of thumb for 
guiding contrast agent design rather than provid-
ing quantitative handles for predictable, fully 
rational design optimisation.

Most of the insights in in vivo contrast agent 
properties have been collected by extensive stud-
ies in small animals, particularly mice. However, 
contrast agent behaviour is different in humans. 
Distribution volumes are obviously much bigger 
in humans, while the rates of physiological pro-
cesses are usually much slower. Nevertheless, the 
extensive small animal studies have yielded a 
wealth of information on many aspects of con-
trast agent behaviour and as such offer an essen-
tial starting point for the translation of novel 

contrast agent concepts from the preclinical to 
the clinical setting. The most relevant factors 
governing diagnostic probe design will be high-
lighted next.

11.3  Basic Design of Dendrimers 
for Diagnostic Imaging 
and Therapy

As stated above, the focus of this chapter is on 
dendrimer-based contrast materials. Dendrimers 
have been very extensively studied, and this has 
led to a reasonably coherent set of design criteria. 
This paragraph describes the molecular architec-
ture of dendrimers and features general aspects 
of their usefulness in diagnostic imaging, with an 
emphasis on MRI, as well as therapeutic applica-
tions. More specific qualities are presented in 
upcoming sections. For papers on the basics of 
dendrimer design and biomedical uses, see 
Bosman et al. (1999), Boas and Heegaard (2004), 
Barrett et al. (2009), Bumb et al. (2010), Menjoge 
et al. (2010), Mintzer and Grinstaff (2011) and 
Longmire et al. (2011, 2014).

Dendrimers are a class of macromolecules 
that are characterised by branching polymerisa-
tion, which results in a three-dimensional struc-
ture (Fig. 11.1). The term “dendrimer” is inspired 
by the Greek words “dendron”, which means 
“tree”, and “meros” meaning “part” and refers to 
the basal structure of dendrimers: a central core 
from which numerous polymerised branches 
extend out to the molecule’s periphery. The struc-
ture of dendrimers consists of three main ele-
ments: the core, interior and shell. The core has 
major effects on the three-dimensional shape of 
the dendrimer, i.e. spherical, ellipsoidal or cylin-
drical. The architecture and composition of the 
interior part affects the host–guest properties. 
The surface can be further polymerised or modi-
fied with an enormous diversity of functional 
peripheral groups. The stepwise addition of poly-
meric elements from the core outwards creates 
monodisperse molecules that differ only in size 
with each successive layer, which are referred to 
as a “generation” (i.e. G1, G2 and G3) (Fig. 11.1). 
This remarkable flexibility in the molecular 
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structure, composition and size of dendrimers 
explains the enormous interest they have gener-
ated for use as carriers for imaging and therapeu-
tic agents. A very important attribute of 
dendrimers is their multivalency, with the num-
ber of surface end groups exponentially growing 
with each generation. Dendrimers for imaging 
are most often prepared by chemical conjugation 
of imaging labels to the end groups. Paramagnetic 
dendrimers, suited for 1H-MRI, are synthesised 
by coupling DOTA or DTPA moieties to the end 
groups, followed by incorporation of Gd3+ ions 
(Fig. 11.1). Chelation of the paramagnetic Gd ion 
via high-stability complex formation with, for 
example, DOTA or DTPA is needed, since free 
Gd3+ ions are highly toxic (Aime et al. 1998; 

Sherry et al. 2009). The application of Gd-labelled 
dendrimers as MRI contrast agents is primarily 
based on shortening of the T1 relaxation time, one 
of the prime MRI contrast parameters. The pres-
ence of the paramagnetic agent can either be 
detected with the use of T1-weighted MRI (caus-
ing a higher signal intensity as compared to the 
pre-contrast scan) or more quantitatively assessed 
with T1 parameter mapping. In the latter case, 
multiple MR images are acquired with different 
degrees of T1 weighting, followed by pixel-wise 
fitting of the data to estimate the T1 relaxation 
time. The degree of T1 shortening can be used to 
estimate the local contrast agent concentration. 
This conversion of T1 change to contrast agent 
concentration requires knowledge of the molar 
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Fig. 11.1 Architecture of dendrimers. (Top) Schematic 
structures of different generation dendrimers, starting with 
the basic core element (= G0, here with 3 functional groups) 
and branching further out towards the generation 5 material 
(= G5). For each generation, two new branches are added to 
each existing arm doubling the number of functional end 
groups. (Bottom, left) Build-up in three dimensions of a 
dendrimer, starting from the inner core and increasingly 
extending the dimensions and the number of surface func-

tionalities with every next generation. (Bottom, right) 
Schematic example of a paramagnetic Gd-DTPA- or 
Gd-DO3A-conjugated G3 PPI dendrimer for contrast-
enhanced MRI. The Gd-containing units are conjugated to 
the distal ends of the dendrimer. A variety of conjugation 
methods and a range of conjugated moieties (e.g. PEGs) 
can be chosen. The structures shown are schematic exam-
ple pictures only. For details on employed dendritic molec-
ular structures, see the specific literature references
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relaxivity, r1, in units of mM−1s−1, which can be 
obtained by measuring the T1s of a contrast agent 
dilution series in aqueous buffer (Strijkers et al. 
2007). Gd-DTPA, Gd-DOTA and related low- 
molecular- weight Gd chelates have very similar 
r1s in the order of 1–4 mM−1s−1, depending on the 
magnetic field strength (for further details, see 
Sect. 11.4) (Nicolay et al. 2013; Aime et al. 
1998). Dendrimers tend to have higher relaxivi-
ties than simple Gd chelates.

The multivalent nature of dendrimers 
(Fig. 11.1) is also widely exploited to synthesise 
dendrimers with multiple appending ligands (for 
achieving high-affinity binding to specific molec-
ular targets). The options are essentially endless. 
Furthermore, dendrimers are suitable as drug car-
rier devices, as a wide range of therapeutic 
agents, including DNA and RNA, can be incor-
porated in the molecule’s interior (Barrett et al. 
2009; Baker 2000; Kannan et al. 2014). Several 
dendrimer formulations of therapeutic agents are 
in clinical trials (Kannan et al. 2014). A 
docetaxel–dendrimer conjugate is in a phase 1 
clinical trial for advanced or metastatic cancer. 
The dendrimer’s molecular architecture also 
readily allows for combinations of imaging and 
therapy (Kannan et al. 2014) in theragnostic (or 
theranostic) applications, in which diagnostic 
imaging converges with therapeutics (Loudos 
et al. 2011). The focus in the rest of the chapter 
will be on the use of dendrimers as contrast 
agents for diagnostic imaging.

11.4  The Effects of Contrast 
Agent Size

The ability to control the molecular structure of 
dendrimers generates quite unique flexibility to 
tune their size while minimally affecting the 
overall chemical composition. This aspect con-
tinues to be one of the main assets of the use of 
dendrimers for diagnostic imaging, as contrast 
agent size is a major factor controlling its behav-
iour in vivo and hence its usefulness in diagnostic 
imaging. Below we will highlight some of the 
main manifestations of dendrimer size effects in 
diagnostic MRI. There are many eloquent reviews 

on this topic (Menjoge et al. 2010; Longmire 
et al. 2008, 2011, 2014; Kobayashi et al. 2010a).

A very illustrative example of the conse-
quences of the variation of the size of paramag-
netic Gd-DTPA-labelled dendrimers for 
contrast-enhanced MRI is shown in Fig. 11.2. 
Langereis et al. (2006) report the preparation of 
G0, G1, G3 and G5 poly(propylene imine) (PPI) 
dendrimers and their use for in vivo whole-body 
contrast-enhanced MRI in mice. The dendrimer 
contrast materials, which had molecular weights 
ranging from 0.7 to 51.2 kDa for the G0 and G5 
dendrimers, respectively, were compared to 
Gd-DTPA (0.6 kDa) as the non-dendrimer con-
trol. The number of Gd ions per molecule ranged 
from 1 for Gd-DTPA and the G0 dendrimer to 4, 
16 and 64 for the G1, G3 and G5 dendrimers, 
respectively. First, the materials were character-
ised by ionic relaxivity measurements at a field 
strength of 1.5 tesla (Table 11.1). Measurements 
were done in mouse plasma to mimic the condi-
tions in the blood compartment. Interestingly, on 
a per Gd ion basis, the ionic r1 relaxivities 
increased strongly from circa 4 mM−1s−1 for 
Gd-DTPA to about 19 mM−1s−1 for the G5 mate-
rial. The ionic r2 relaxivities, which describe the 
contrast agent-induced shortening of the T2 
relaxation time (like T1 a fundamentally impor-
tant MRI contrast parameter) (Strijkers et al. 
2007), were shown to increase in similar propor-
tions with increasing molecular weight. The r2 
increased, however, even more significantly, 
reaching values of about 25 mM−1s−1 for the G5 
agent, where this value is on a per Gd ion basis. 
These pronounced increases in r1 and r2 with 
dendrimer generation can be explained on the 
basis of their higher molecular weights. The 
larger molecular size causes the correlation 
times characterising the rotational mobility of 
the molecules to increase in proportion. This 
enhances the efficacy of the T1-shortening mag-
netic interactions, which reaches an optimum 
when the time scale of the dendrimers’ molecu-
lar tumbling is similar to the resonance fre-
quency of the MRI scanner, i.e. around the 
Larmor frequency. It turns out that in many mac-
romolecular systems, including higher-genera-
tion dendrimers, the molecular mobility quite 
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closely matches the Larmor frequency corre-
sponding to a magnetic field strength around 1 
tesla. This explains why graphs depicting the 

ionic relaxivity r1 as a function of magnetic field 
display a characteristic (macromolecular) peak 
around this field strength (Nicolay et al. 2013; 

DAB-dendr-(Gd-DTPA)4
(1st generation dendrimer)

Heart

Kidney

Bladder

Bladder

Bladder

Liver

Spleen

8 s 30 s 8 min

8 s 30 s 8 min

8 s 30 s 8 min

DAB-dendr-(Gd-DTPA)16
(3rd generation dendrimer)

DAB-dendr-(Gd-DTPA)64
(5th generation dendrimer)

Fig. 11.2 Whole-body contrast-enhanced MRI of mice at 
1.5 tesla. Maximum intensity projections of digitally sub-
tracted contrast-enhanced whole-body MR images show 
good visualisation of the cardiovascular system and the 
renal parenchyma directly after paramagnetic agent injec-
tion (8 s). In time, the lower-generation PPI dendrimer 

appears to accumulate in the kidney, whereas the higher 
generations do so in the liver and spleen. Eight minutes 
after administration of MRI contrast agent, the higher- 
generation PPI dendrimers accumulate in the renal collect-
ing system of the kidney and to some extent in the bladder 
(Modified with permission from Langereis et al. 2006)
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Aime et al. 1998; Strijkers et al. 2007). Longmire 
et al. (2014) have reported r1 and r2 relaxivity 
profiles of G6 PAMAM dendrimers as a function 
of magnetic field strength. The authors indeed 
observed the characteristic peak in the r1 profile 
around 1 tesla, followed by a drastic reduction at 
higher magnetic fields. The maximal r1 values at 
the optimal field strength as reported by 
Longmire et al. (2014) are similar to those found 
by Langereis and coworkers (Langereis et al. 
2006). A very important study by Ogawa et al. 
(2010) reported that the architecture of paramag-
netic Gd-loaded dendrimers has a major effect 
for their T1-shortening efficacy. Similarly sized 
lysine-grafted dendrimers, in which the Gd che-
lates are partly buried in the dendrimer interior, 
had lower r1 values than those observed in tradi-
tional poly(amidoamine) (PAMAM) dendrimers. 
The Gd chelates are localised on the dendrimer 
surface in the latter case, enabling the unhin-
dered interaction between bulk water protons 
and the paramagnetic centres (Ogawa et al. 
2010) that is a prerequisite for maximising the 
ionic r1 (Strijkers et al. 2009). Such differences 
in molecular arrangement of the Gd chelates in 
the lysine-grafted versus more regular PAMAM 
dendrimers also explain the different responses 
of the ionic r1 relaxivities to an increase in tem-
perature. At higher temperatures, lysine-grafted 
paramagnetic dendrimers have higher r1 values, 
which are attributed to the enhanced accessibil-
ity of water protons to the internal Gd chelates. 
Temperature elevations rather cause a drop in r1 
for PAMAM dendrimers with similar size due to 

a decrease in the rotational correlation time 
(Ogawa et al. 2010).

As indicated above, the macromolecular 
advantage of higher relaxivity r1 is lessened at 
high field strengths, which are most often used 
for small animal MRI (i.e. at magnetic fields of 7 
tesla and beyond); the difference between para-
magnetic Gd-labelled low- and high-molecular-
weight agents is smaller. The above pattern of the 
MR relaxation dispersion profile, as the r1 field 
dependence phenomenon is also called, explains 
the recent interest in the use of relatively low-
field MRI scanners for small animal contrast-
enhanced MRI.

Figure 11.2 demonstrates that the dendrimer- 
induced signal enhancement on T1-weighted 
MRI scans of mice differs strongly among differ-
ent PPI dendrimer generations (Langereis et al. 
2006). Low-molecular-weight compounds, such 
as the G1 material, initially enhance the blood 
pool followed by a rapid signal increase in the 
kidneys and sometime later the bladder. This is 
due to the fact that this agent is cleared via the 
renal clearance pathway leading to elimination 
from the organism via the urine. The higher- 
generation dendrimers have very different distri-
bution profiles, in which the liver (as well as the 
spleen) shows strongly increased signal, while 
the kidney and bladder are enhanced consider-
ably less and with a significant time delay as 
compared to the G1 agent. Similar pronounced 
effects of dendrimer size on dynamic whole-body 
MRI scans in small animals have been frequently 
reported (Longmire et al. 2011, 2014; Kobayashi 

Table 11.1 Longitudinal (r1) and transverse (r2) relaxivities of Gd-DTPA, the reference Gd-DTPA complex (G0) and 
different generations of Gd-DTPA-terminated PPI dendrimers (G1, G3 and G5) in mouse plasma at 1.5 T and 20 °C

Ionic r1
a 

(mM−1s−1)
Ionic r2

a 
(mM−1s−1)

No. of 
Gd ions

Mol. r1
b 

(mM−1s−1)
Mol. r2

b 
(mM−1s−1)

MWc 
(kDa)

Gd-DTPA 4.2 ± 0.1 4.5 ± 0.3 1 4.2 4.5 0.6

G0 8.1 ± 0.3 8.6 ± 0.2 1 8.1 8.6 0.7

G1 11.4 ± 0.4 12.0 ± 0.5 4 45.6 48.0 3.1

G3 15.2 ± 0.2 17.9 ± 0.8 16 243 286 12.7

G5 19.3 ± 0.4 25.0 ± 0.6 64 1,235 1,600 51.2

For details, see Langereis et al. (2006)
aThe ionic relaxivity is defined as the relaxivity per Gd3+ ion
bThe maximum molecular relaxivity (mol. r1,2) is defined as the ionic relaxivity (ionic r1,2) multiplied by the theoretical 
number of Gd3+ moieties attached to a single dendrimer
cTheoretical molecular weight (kDa)
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et al. 2003; Kobayashi and Brechbiel 2005; de 
Lussanet et al. 2005).

Much of the above results on the size depen-
dence of dendrimer behaviour can be understood 
in terms of the size dependence of blood clear-
ance via the kidneys. Choi and Frangioni (2010; 
Choi et al. 2007) have done a series of seminal 
studies with the use of quantum dots (QDs), 
brightly fluorescent nanomaterials that can be 
prepared in a wide range of sizes. They noted that 
QDs with hydrodynamic diameters < 5.5 nm 
were rapidly and efficiently excreted from the 
body via the urine. Larger-sized particles persist 
for much longer and are mainly eliminated by the 
reticuloendothelial system (RES) predominantly 
involving the liver and spleen, as is known to 
generally hold for nanomaterials that escape 
renal clearance (Choi and Frangioni 2010). It 
goes without saying that clinical translation of 
RES eliminated agents can only occur in case that 
their constituents are completely nontoxic and are 
eliminated from the body in a reasonably short 
period of time.

In analogy to the QD studies, several groups 
have extensively evaluated the biodistribution of 
dendrimers by quantitatively measuring den-
drimer content in various tissues and organs at 
several time points after intravenous injection. 
Thus, Gillies et al. (2005) have measured the bio-
distribution of dendrimers, with molecular 
weights ranging from circa 20,000 to 160,000, in 
mice. The authors used poly(ethylene oxide) 
(PEO)-coated 125I-radiolabelled dendrimers and 
reported that these had circulation half-lives 
between 8 and 50 h for the lowest- and highest- 
molecular- weight materials, respectively. 
However, clearance from other organs, such as 
the liver, can take substantially longer. The next 
section will provide more details on the conse-
quences of specific changes in the surface proper-
ties of dendrimers on their biodistribution 
behaviour.

Maeda and collaborators (2010, 2013) have 
made vital contributions to the understanding of 
the effects of molecular size as well as composi-
tion on the in vivo biodistribution and in particu-
lar the tumour homing of macromolecular agents 
for imaging and therapy. Tumour penetration of 

different materials is to a large extent governed 
by what Maeda called the enhanced permeability 
and retention (EPR) effect. The EPR phenome-
non describes the extravasation of materials from 
the blood compartment into the extravascular, 
interstitial space of the tumour and the prolonged 
retention of macromolecular materials in the 
tumour interstitial space as compared to the situ-
ation in normal tissues. The EPR phenomenon, 
which among others is caused by the incomplete 
endothelial lining of tumour blood vessels, is 
widely exploited for tumour diagnosis as well as 
for the delivery of therapeutic agents.

The pronounced difference in MRI enhance-
ment pattern among different generation den-
drimers, as depicted in Fig. 11.2, is widely 
exploited for the characterisation of diseased tis-
sues and in particular for tumour diagnostics. De 
Lussanet et al. used differently sized PPI den-
drimers for tumour characterisation (de Lussanet 
et al. 2005) and employed tracer kinetic model-
ling of dynamic MRI enhancement data. Low- 
molecular- weight dendrimers were found to 
primarily report on microcirculatory blood flow 
characteristics, whereas the use of high- 
molecular- weight agents provided handles for 
quantifying vascular permeability and vascular 
volume.

Recently, Jacobs et al. (2015) reported a con-
ceptually novel design of dendrimer-enhanced 
MRI scanning for improved tumour characterisa-
tion. Instead of assessing MRI signal dynamics 
upon injection of different dendrimer generations 
in different animals, Jacobs and collaborators 
performed sequential injections of three differ-
ently sized contrast agents and monitored MRI 
responses to each of these within single animals. 
Subsequently, the MRI data were subjected to 
tracer kinetic modelling by jointly analysing the 
signal dynamics for all three consecutive injec-
tions in one go. All three dynamic response 
curves were sampled over a time span of less than 
45 min. Therefore, it could be assumed that 
tumour physiology, including tumour microcap-
illary perfusion, was identical throughout the 
duration of the session. This allowed for signifi-
cant reductions in the uncertainty of modelling 
estimates of vascular permeability and blood 
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 volume fraction as compared to the traditional 
approach. Figure 11.3 shows typical examples of 
dynamic contrast-enhanced MRI (DCE-MRI) 
curves from a single pixel in the MR images upon 
injection of Gd-containing G5 and G2 dendrimers 
as well as Gd-DOTA, the control low-molecular-
weight clinical Gd chelate. For details, see the 
legend in Fig. 11.3. The above multi-agent 
approach can potentially be used for the detailed 
evaluation of anti-vascular tumour therapies. For 
these studies of Jacobs et al., PPI-based G2 and 
G5 materials were prepared with hexa-ethylene 
glycol-spaced Gd-DO3A end groups, as opposed 
to using materials with the Gd chelate directly 
attached to the dendrimer’s exterior groups.

One of the merging clinical applications of 
dendrimer-enhanced MRI is in lymphatic imag-
ing, which was also shown to benefit from a judi-
cious choice of dendrimer size. Despite the vital 
role of the lymphatic system in health and dis-
ease, there is a lack of effective tools for high- 
spatial resolution lymphatic imaging. An example 
of the utility of paramagnetic dendrimers for this 
sort of application can be found in Longmire 
et al. (2014). In this case, the contrast material 
was injected interstitially, and serial MRI scans 
were made over time to monitor the agent’s accu-
mulation in the lymphatics. Kaminskas and 
Porter (2011) have presented evidence that lym-
phatic imaging is in general improved with den-
drimer generation and that the dendrimer’s 
molecular composition strongly affects the rate 
of drainage and retention profiles. Opina et al. 
(2014) have employed a Gd-loaded G5 PAMAM 
dendrimer preparation and have shown that this 
material is very effective for use in lymphatic 
imaging. However, the authors noted that the 
material is only very slowly cleared from the 
body and that this may obstruct its eventual clini-
cal translation for lymphatic visualisation.

11.5  The Effects of Surface 
Characteristics

The effects of modifications of the surface prop-
erties of dendrimers on their in vivo characteris-
tics and utility as contrast agents have been 

extensively studied. The consequences of surface 
modifications can to a large extent be ascribed to 
alterations in the interactions between dendrimers 
and blood constituents. It is important to stress 
that many of the findings reported below do not 
exclusively apply to dendrimers but are equally 
valid for a wide range of other nanoparticles, 
including liposomes, micelles and microemul-
sions that are also extensively studied for their 
diagnostic and therapeutic usefulness (Mulder 
et al. 2006, 2009; Hak et al. 2009; Langereis et al. 
2013, 2014).

The best-studied surface modification of den-
drimers is PEGylation, i.e. the covalent chemical 
coupling of poly(ethylene glycol) (PEG) chains 
to the distal ends of dendrimer side groups. PEG 
modification could enhance the utility of den-
drimers for two reasons. First, it is known to 
reduce dendrimer toxicity, in particular dampen-
ing the haemolytic properties of certain den-
drimer materials, particularly those that have 
primary amine end groups (Malik et al. 2000; 
Tack et al. 2006; Gajbhiye et al. 2007). Secondly, 
it causes the dendrimers to escape from RES rec-
ognition resulting in reduced plasma clearance 
and prolonged circulation half-life (Kobayashi 
et al. 2001a, b). Elimination of nanoparticles like 
dendrimers from the circulation by the RES is ini-
tiated by serum opsonins that attach to the surface 
of the agents. This is followed by phagocytosis by 
macrophages and sequestration of the foreign 
materials in the liver and spleen. PEGylation in a 
way camouflages the nanoparticles, thereby pre-
venting adhesion of opsonins so that the nanoma-
terials remain in circulation and temporarily evade 
the RES. This is usually referred to as the stealth 
effect of PEGylation. PEG chains achieve the 
reduced opsonisation by a combination of steric 
and hydration effects. The lengths of PEG chains 
can essentially be varied at will, and the effects 
that such variations have on dendrimer properties 
have been widely studied (Kojima et al. 2011).

Figure 11.4a serves to illustrate the prominent 
effects of PEG conjugation on the blood clear-
ance kinetics of a G4 PAMAM dendrimer mate-
rial (Kobayashi et al. 2001b). Coupling of one or 
two 20,000 Da PEG chains causes a strong 
 prolongation of the blood residence times. 
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Likewise, the PEGylation has a remarkable effect 
on the biodistribution of the material over the 
main organs (Fig. 11.4b). Whole-body T1-
weighted MRI scans of mice injected with non-
PEGylated or two-chain PEGylated dendrimers 
(Fig. 11.4c, d, respectively) are in line with the 
biodistribution data: PEGylation causes the blood 
signal to be brighter for a longer time while 
showing a similar enhancement of the kidneys 
and a slightly increased disposition in other 
organs such as the liver and spleen.

Kojima et al. (2011) have systematically inves-
tigated the effects of PEGylation of dendrimers 
on their MRI relaxivity properties. Generation 4 
and 5 PAMAM dendrimers bearing Gd chelates 
were conjugated with two different PEG chains 

(i.e. 2 or 5 kDa). Conjugation of the 2 kDa PEG 
chains barely affected the r1 relaxivity, while 
5 kDa PEG chains caused a reduction in r1 (and 
also r2). The highest r1 was measured for shorter 
PEG, higher-generation conjugates. These effects 
can most likely be explained by a combination of 
two counteracting factors. PEGylation may inter-
fere with the access of water protons to the para-
magnetic Gd3+ ions, reducing relaxivity. For the 
larger dendrimers, this is partly compensated for 
by the reduced molecular mobility that leads to 
higher r1. As indicated earlier, the positive effect 
on r1 of reduced mobility holds at clinical field 
strength up to circa 1.5 tesla and gradually van-
ishes towards the higher field strengths typical for 
most small animal MRI instruments.

N
N

N
N

N

N

n

H

H
O

O
O Gd

O
O

O
O O

O

O

4

Blood
flow

a

b c d

Blood
flow

Blood
flow

G5 dendrimer G2 dendrimer Gadoterate

Gadoterate
G5 dendrimer
G2 dendrimer
Gadoterate

*
*
*
**

#

1.0

0.4

0.3

0.2

∆R
1[

s–1
]

0.1

0.0

0.8

0.6

E
xr

ac
tio

n 
fr

ac
tio

n 
(-

)

0.4

0.2.

0.0

10 5 10 15 20

Time [min]

25 30 35 40 45 2

Measurement day

3

##

G2

G5

Fig. 11.3 Dynamic contrast-enhanced MRI of mouse 
tumours with the use of differently sized Gd-based con-
trast agents. (a) Schematic representation of the effect of 
contrast agent size on its leakage from the vascular com-
partment into the extravascular, extracellular space. In this 
study, G5 dendrimers, G2 dendrimers and the low- 
molecular- weight clinically approved gadoterate were 
compared in terms of contrast enhancement patterns. (b) 
Dendrimer schematic illustrating the conjugation of mul-
tiple Gd-DO3A moieties. (c) Typical changes in longitu-
dinal relaxation rate, R1 (i.e. 1/T1), over time following the 
sequential injection of the three contrast materials. Data 
points were taken from a single pixel in the tumour 
periphery, as depicted on the T2-weighted image (see 
inset). Note that the different materials, as expected, cause 
distinctly different enhancement profiles. The G5 den-
drimer is only very slowly cleared from the circulation, 

explaining the absence of significant reduction in R1 
change following the abrupt increase upon injection. (d) 
Extraction fractions for the different materials as deduced 
from mathematical modelling of the dynamic MRI data. 
Three consecutive measurements (n = 5) were done at 
2-day intervals. The data show the reproducibility of the 
measurements and modelling findings for each of the 
materials by itself and that the extraction fractions are sig-
nificantly lower for each of the dendrimers compared to 
gadoterate. Extraction fractions tended to be lower for the 
G5 than the G2 dendrimer; however, this did not reach 
significance. Statistical tests: ### P<0.001 between mea-
surement day 2 and measurement day 3. ** P<0.01, 
*** P<0.001 between the different contrast agents. For fur-
ther details, see text. MRI measurements were made at a 
field strength of 7 tesla (Reproduced with permission 
from Jacobs et al. 2015)
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It is important to note that not only the surface 
properties of dendrimers dictate their in vivo fate 
in terms of clearance pathways and biodistribu-
tion and thereby their utility for contrast- 
enhanced MRI. The chemical nature of the 
dendritic core also has major consequences. As 
an example, Kobayashi et al. (2001a) showed that 

G4 PPI dendrimers rapidly accumulate in the 
liver, whereas G4 PAMAM dendrimers act as 
vascular contrast material since they have much 
longer blood retention. It should be noted that the 
G4 PAMAM material is higher in molecular 
weight (and thus in size) than the G4 PPI mate-
rial. The distal end groups of the two classes of 

100
a b

c d

30 200

100

0

20

10

0

B
lo
od

Li
ve

r

In
te
st
in
e

S
to
m
ac

h

S
pl
ee

n

Lu
ng

M
us

cl
e

B
on

e

K
id
ne

y

10

1

0.1

%
ID

/g

%
ID

/g

0.01

0.001
1 10

PEG2-G4D-(1B4M-Gd)62

PEG2-G4D-(1B4M-Gd)62

PEG1-G4D-(1B4M-Gd)63
G4D-(1B4M-Gd)64

PEG1-G4D-(1B4M-Gd)63
G4D-(1B4M-Gd)64

Time (min) 

100 1000

Fig. 11.4 The effect of PEGylation on dendrimer biodis-
tribution properties. (a) Blood clearance of 153Gd-labelled 
G4 PAMAM dendrimers, either conjugated with no, one or 
two 20 kDa PEG chains, in normal nude mice. The data are 
expressed as the mean percentages of the injected dose per 
gram of blood ± SD (n = 4 per time point). PEGylation 
leads to prolonged blood circulation due to the fact that the 
material becomes more hydrophilic. (b) The distribution of 
the same three materials was determined at 15 min after 
injection. The data are expressed as the mean percentages 
of the injected dose per gram of material ± SD (n = 5 per 
time point). The dendrimer with two PEG chains remained 
in the blood significantly longer and accumulated signifi-
cantly less in the liver and kidney than the other two mate-

rials. Overall, the positive effects of PEG conjugation on 
the dendrimer contrast materials were found to have pro-
longed retention in the circulation, increased excretion and 
decreased organ accumulation. (c, d) Typical examples of 
whole-body 3D MRI of mice injected with 0.033 mmol 
Gd/kg of dendrimer without (c) and dendrimer with two 
PEG chains (d). The images, which are negative displays 
with higher intensity darker than lower intensity, were 
obtained at 2 min (left) and 10 min (right) post-injection 
and are shown as maximum intensity projections. Darker 
blood and brighter kidneys were noted on both early and 
delayed images with the PEGylated versus the non-
PEGylated material (Reproduced with permission from 
Kobayashi et al. 2001b)
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dendritic materials were conjugated with chelat-
ing moieties to allow complexation of Gd3+ ions 
for MRI detection. The authors argued that the 
very different behaviour of the different den-
drimer contrast materials is due to the overall 
more hydrophobic nature of the liver-seeking 
dendrimers.

It is worth noting that PEGylation of den-
drimers causes increased solubilisation of a broad 
range of therapeutic agents in their core and also 
the PEG layers themselves afford drug-loading 
capacity (Gajbhiye et al. 2007). PEGylated den-
drimers form stable complexes with plasmid 
DNA and achieve improved gene transfection 
compared to non-PEGylated dendrimers.

Zhang et al. (2014) have extensively studied 
the effects of conjugation of various functional 
groups to the surface of G5 PAMAM dendrimers, 
including the attachment of acetyl and succinamic 
acid groups, on the encapsulation and release of 
the anticancer drug doxorubicin. The nature of the 
functional group was shown to strongly affect 
these properties and thus represents an important 
handle for optimising the properties of dendrimers 
as drug delivery system.

11.6  The Effects of Shape 
and Flexibility

The shape of molecules in general is an important 
determinant of their functionality per se as well as 
their in vivo behaviour, and this similarly applies 
to dendrimers (Longmire et al. 2011). Indeed con-
jugation of two long, linear PEG chains to G4 
PAMAM dendrimers led to the formation of an 
asymmetric elongated nanoparticle that under-
went relatively rapid renal clearance. By contrast, 
when the same generation dendrimer was fully 
decorated with short PEG tails, no renal clearance 
was observed despite the similar physical size. 
Large-scale systematic studies into the shape phe-
nomenon unfortunately are lacking as yet.

Gillies et al. (2005) have provided evidence 
that dendrimers with higher internal flexibility are 
excreted faster into the urine, as compared to 
materials with decreased flexibility and otherwise 
comparable properties. The authors prepared  

different generation PEO-conjugated dendrimers 
with the number of PEO arms ranging from two to 
eight. Comparison of the renal clearances for the 
four-arm versus eight-arm polymers indicated 
that the more branched polymers were excreted 
more slowly into the urine, a result attributed to 
their decreased flexibility.

As noted in Sect. 11.4, the translational and 
rotational mobility of a dendrimer-based MRI 
contrast agent as a whole affects its relaxivity 
properties, especially at lower magnetic field 
strength. However, also the local internal dynam-
ics of a contrast agent can have profound effects 
on its relaxivities r1 and r2. One manifestation of 
this phenomenon is the aforementioned influence 
of temperature changes on r1. This partly has to 
do with the temperature dependence of water 
proton accessibility to the paramagnetic centres 
and partly with temperature-induced changes 
in local segmental rotational correlation times. 
Systematic studies that are backed up by mea-
surements of the internal molecular dynamics of 
dendrimer contrast agents by independent tech-
niques are currently scarce. Consequently, in- 
depth exploitation of these phenomena, let alone 
using them for directed molecular design, is lack-
ing as well.

11.7  The Effects of Charge

The charge of dendrimers and of nanoparticles in 
general can significantly alter their in vivo charac-
teristics. In the setting of drug delivery, for example, 
cationic nanoparticles typically deliver their thera-
peutic cargo more efficiently. This is partly related 
to the improved ability of cationic drug delivery 
systems for cellular internalisation and subcellular 
routing as compared to anionic and neutral delivery 
systems (e.g. see Asati et al. (2010)).

However, cationic dendrimers are known to be 
more cytotoxic (among others causing haemoly-
sis and changes in red blood cell morphology) 
than anionic species, which generally are well 
tolerated in particular when equipped with PEG 
or other polymeric moieties (Malik et al. 2000). 
These effects are also dependent on dendrimer 
generation. For these reasons, anionic dendrimers 
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are usually preferred for diagnostic imaging 
applications.

Jaszberenyi et al. (2007) have studied a num-
ber of different PAMAM and hyper-branched 
dendrimers that had either been conjugated with 
negatively charged Gd-DOTA or neutral 
Gd-DO3A chelates for MRI detection. 
Surprisingly, at field strengths below 1.5 tesla, 
the Gd-DOTA-conjugated material had twice as 
high r1 as the Gd-DO3A-conjugated counterpart. 
The authors attributed this remarkable difference 
to differences in the internal dynamics of the two 
materials. The Gd-DOTA agent has a higher 
rigidity, possibly due to electrostatic repulsive 
forces between the negatively charged end 
groups, which also increase the effective hydro-
dynamic size of the macromolecule. Interestingly, 
these authors found that the attachment of PEG 
chains has little effect on the r1.

The above observations demonstrate that sub-
tle alterations in the molecular composition and 
architecture may have major consequences for 
the efficacy of dendrimers as MRI contrast 
agents, which usually are hard to predict. It 
should be noted, however, that some of these 
relaxivity modulations might be pronounced at 
relatively low magnetic fields but without practi-
cal consequences at the higher fields that are typi-
cally used in preclinical MRI.

11.8  Passive Versus Active 
Targeting

An impressive body of research is devoted to 
improving the specificity of diagnostic imaging 
read-outs by using ligand-conjugated contrast 
materials. In the setting of cancer diagnostics, the 
idea is to equip the contrast agent with a ligand 
(e.g. a peptide, synthetic ligand or monoclonal 
antibody) that allows enhanced sequestration of 
the contrast agent at those sites where the target 
of the ligand is abundantly present. In the case of 
cancer imaging, the target could, for example, be 
a cell surface receptor (either overexpressed on 
tumour cells or on endothelial cells lining tumour 
blood vessels) and an extracellular matrix com-

ponent (such as fibrin), or one could report on the 
presence of a disease-specific enzyme (such as a 
member of the matrix metalloproteinase isoen-
zyme family). Obviously, ligand attachment can 
be expected to alter the shape, the size and the 
global and local motional dynamics of contrast 
materials.

The added value of ligand conjugation of den-
drimers for diagnostic imaging has mainly been 
explored with the use of receptor-targeted com-
pounds. Examples include the HER2, transferrin 
and folate receptors (for review, see Agarwal 
et al. (2008)). In most cases, these materials were 
also equipped with fluorescent moieties for opti-
cal detection. Increasingly, however, the utility of 
target-specific MRI with paramagnetic ligand- 
conjugated dendrimers is being explored (for 
overview, see Kobayashi et al. 2011; Godin et al. 
2011; Cheng et al. 2011). Also combinations of 
dendrimers with superparamagnetic iron oxide 
nanoparticles for targeted tumour MRI are stud-
ied (e.g. see Yang et al. 2015). For the sake of 
clarity, the present description will be restricted 
to the use of targeted paramagnetic Gd-based 
systems.

Han et al. (2011) have conjugated a seven- 
amino acid peptide ligand for recognition of the 
human transferrin receptor to PEGylated G5 
PAMAM dendrimers that were also equipped with 
Gd-DTPA for in vivo tumour imaging with 
MRI. The peptide had been identified with the use 
of the phage display technique. In a very complete 
study, the authors extensively characterised the 
dendrimer contrast material in vitro and used it for 
in vivo MRI detection of tumours growing subcu-
taneously in mice. Both targeted and nontargeted 
versions of the paramagnetic G5 dendrimers had 
relatively high r1 relaxivities at 4.7 tesla (i.e. 
10.7 mM−1s−1 versus 4.8 mM−1s−1 for the single 
Gd-DTPA molecule), the field strength at which 
the authors did all MRI scanning in their study. 
This r1 relaxivity per Gd3+ ion corresponded to a 
value of 984.4 mM−1s−1 for the entire G5 den-
drimer molecule as a whole. The paramagnetic 
dendrimers showed negligible haemolytic toxicity 
up to high concentrations. Tumour cells readily 
internalised the transferrin- targeted dendrimers, as 
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deduced from fluorescence microscopy analysis of 
isolated cells. Very little uptake occurred for the 
nontargeted material. Whole-animal fluorescence 
imaging studies in tumour-bearing mice showed 
that both targeted and nontargeted dendrimers 
mainly distributed towards the liver, kidney and 
spleen, in agreement with biodistribution studies 
alluded to above. Tumour enhancement was most 
prominent for the targeted material. Interestingly, 
the level of tumour homing was very low in the 
case of C6 glioma growing in the mouse brain, 
both for targeted and nontargeted agents. The 
promising results of the qualitative fluorescence 
studies led the authors to embark on in vivo MRI 
studies of both tumour models and both types of 
agents. Examples of MRI scans of subcutaneous 
xenografts in the mouse hindleg are depicted in 
Fig. 11.5. The authors employed T1-weighted MRI 
for detecting the presence of paramagnetic mate-
rial. The latter leads to a local T1 shortening, which 
causes a signal intensity increase on the MR 
images. This so-called positive contrast change 
was strongest with the targeted dendrimer and 
amounted to 187 % compared to pre-contrast signal 
values at 24 h after contrast injection (Fig. 11.5b). 
Maximal signal changes for Gd-DTPA and nontar-
geted dendrimers (Fig. 11.5a, b) were much smaller 
and occurred earlier (i.e. 121 and 130 % at 30 min 
after injection) and totally disappeared within 
hours. The entire time course of MRI signal 
changes with all three agents is depicted in 
Fig. 11.5b. Similar to the above fluorescence find-
ings, negligible MRI signal changes on T1-
weighted scans were noted in case of the C6 
glioma with any of the dendrimer types (Han et al. 
2011). The reason for the low level of contrast 
enhancement in case of the brain tumour is unclear 
but is possibly related to the presence of the blood–
brain barrier (BBB) limiting extravasation of the 
nanoparticulate dendrimers. Brain tumour detec-
tion with contrast-enhanced imaging may thus 
require more elaborate materials that are capable 
of crossing the (intact) blood–brain barrier.

Chen et al. (2012) have conjugated cyclic RGD 
tripeptide and Gd-DTPA to generation 3 den-
drimers for DCE-MRI of tumour angiogenesis 
and for monitoring the early responses to anti-

angiogenic therapy with bevacizumab. The DCE-
MRI data measured at 30 min post-contrast 
injection provided evidence for specific targeting 
and allowed detection of the response to therapy 
in terms of reduced MRI contrast enhancement.

Target-specific MRI is very challenging 
because of the low intrinsic sensitivity of the 
technique and the fact that many interesting tis-
sue biomarkers occur in relatively low levels. 
Detection of molecular disease markers with 
MRI will therefore never become routine, espe-
cially when it comes to detecting sparse markers. 
Nuclear imaging techniques have a better chance 
of clinical translation in this setting, since these 
only need tracer levels of probes. As an example, 
Sato et al. (2001) have used dendrimers that were 
loaded with anti-sense oligo-DNA and that were 
labelled with 111In as a nuclear imaging tracer, for 
tumour imaging with scintigraphy and for moni-
toring of gene delivery. Ligand-conjugated den-
drimers are also being explored for enhancing the 
specificity of the delivery of therapeutic cargo to 
disease sites, in particular tumours (Kesharwani 
and Iyer 2015; Prabhu et al. 2015).

11.9  Biocompatibility and Safety

The in vitro and in vivo toxicity of dendrimers 
has been extensively studied (for comprehensive 
reviews, see Cheng et al. (2011); Jain et al. 
(2010)). The main issue here is the presence of 
many primary amine end groups in the most 
widely employed PAMAM and PPI type of den-
drimer materials (see Fig. 11.1), leading to a high 
density of cationic surface charges for these mol-
ecules. This design feature constrains direct 
in vivo use, since it causes these dendrimers to be 
toxic. This toxicity is primarily attributed to 
interactions between the positive charges at the 
dendrimer’s exterior and negatively charged bio-
logical membranes in vivo (Jain et al. 2010). 
Such interactions may lead to membrane 
 disruption, via pore formation, and explains the 
toxic effects that dendrimers exert on cells in the 
blood as well as the general cytotoxicity. In order 
to eliminate or at least minimise this toxicity, two 
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main strategies are being employed. The first 
approach is to synthesise dendrimers that are 
fully biocompatible, consisting of a biodegrad-
able core and with branching units that consist of 
molecular units that are also biocompatible (e.g. 
intermediates of metabolic pathways). The sec-
ond, most widely used approach is to mask the 

positive charges on the dendrimers’ exterior by 
surface engineering, e.g. by amidation of the 
amine end groups. A prime example of this mask-
ing approach is PEGylation (see Sect. 11.5), 
which aids to conceal the positive charges on 
 cationic dendrimers, thereby reducing their inter-
actions with negatively charged membranes. This 
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Fig. 11.5 Tumour-associated transferrin-specific MRI 
with ligand-conjugated paramagnetic dendrimers. MR 
was done on mice with subcutaneous Bel-7402 xeno-
grafts. (a) T1-weighted MR images of nude mice were 
measured at various time points after the intravenous 
injection of Gd-DTPA (top row), Gd-DTPA-PAMAM- 
PEG (second row; representing nontargeted contrast 
material) and Gd-DTPA-PAMAM-PEG-T7 (bottom 
row; this is the transferrin-targeted dendrimer prepara-
tion). Scans were made using a 4.7 T small animal MR 
instrument. Images were acquired pre-injection, 5 and 
30 min, as well as 1, 2 and 24 h post-injection. The white 

arrow indicates the location of the xenograft. (b) 
Quantitative analysis of MR images. The average MR 
signal intensity was measured for each tumour, and the 
relative signal intensity was then calculated as the ratio 
of the signal intensity at the different time points in the 
post-contrast images compared to the pre-contrast 
image, indicated in percentage. Statistical tests: 
*P < 0.05, **P < 0.01 and ***P < 0.001. The red aster-
isks indicate Gd-DTPA- PAMAM-PEG-T7 versus the 
other groups. Black asterisks represent Gd-DTPA versus 
Gd-DTPA-PAMAM-PEG (Reproduced with permission 
from Han et al. 2011)

I. Jacobs et al.



193

surface engineering much improves the biologi-
cal inertness and thereby the biocompatibility of 
the material.

Biodegradability of contrast agents is yet a 
completely different issue, as it would necessitate 
the use of materials that can be taken apart by 
enzymatic reactions or under the influence of 
harsh conditions (such as low pH) in some tissue 
compartments. An appreciable level of biodegrad-
ability seems advantageous at first sight, as it may 
help to more rapidly eliminate materials that might 
otherwise reside in the organism for a prolonged 
period of time. However, materials that are highly 
biodegradable may fall apart in many small pieces, 
each of which could have very different biodistri-
bution, as well as safety and biocompatibility pro-
files. For these reasons, it is attractive that the 
elimination of foreign materials from the body, 
including contrast materials for diagnostic imag-
ing, occurs relatively rapid and in intact form. This 
notion explains that relatively fast renal clearance, 
leaving little time for material processing, is the 
preferred elimination route. It is evident that this 
criterion may not always be fulfilled as it sets very 
restrictive boundary conditions, in terms of size, 
surface architecture and other molecular charac-
teristics of dendrimer- based contrast materials that 
may be at variance with their intended use.

11.10  Probes for Multimodality 
Imaging

Routinely, dendrimer contrast agents for MRI are 
labelled with Gd chelates, as detailed above. 
However, a very interesting alternative is to equip 
the dendritic structures with fluorine atoms 
instead, to allow for 19F-MRI (Yu 2013). 19F is the 
second most sensitive nonradioactive nucleus for 
MRI, the 1H nucleus being first. In addition, 
because there is no endogenous source of signal, 
19F-MRI can be used as a hotspot imaging modal-
ity (Chen et al. 2010), which greatly simplifies 
image interpretation. Higher-generation den-
drimers can readily be equipped with many 
chemically equivalent 19F-atoms to enhance the 
detection sensitivity, which continues to be a 
major challenge for MRI. One of the prime  

virtues of 19F-MRI is that it directly detects the 
fluorinated contrast materials. In case of using 
Gd-based contrast agents for 1H-MRI, the con-
trast materials are indirectly detected via their 
effect on the magnetic properties of nearby water 
protons. This may have major consequences for 
image interpretation and complicate the quantita-
tive analysis of contrast changes in 1H-MRI 
images in terms of contrast agent concentrations, 
as we have previously shown upon cell internali-
sation of Gd-containing paramagnetic liposomes 
(Kok et al. 2009). 19F-MRI does not suffer from 
this effect, again because of its direct probe 
detection properties (Kok et al. 2011).

Criscione et al. have explored the utility of 
fluorinated PAMAM dendrimers, which exhibit 
spontaneous self-assembly into nanoscopic and 
microscopic particulates (Criscione et al. 2009). 
The nanostructures disassemble at low pH, creat-
ing options for controlled release of encapsulated 
agents. Huang et al. have similarly prepared fluo-
rinated dendrimers for use with 19F-MRI, except 
that they co-conjugated Gd-DOTA chelates 
(Huang et al. 2010). This approach will improve 
the time efficiency of 19F-MRI, as images can be 
obtained at shorter repetition times due to the 
intramolecular T1-shortening effect of Gd on 
nearby 19F-nuclei. Jiang et al. (2009) have pro-
posed a dendrimer-like low-molecular-weight 
fluorinated contrast agent for 19F-MRI, which is 
also rapidly excreted. The molecule produces a 
relatively strong signal from 27 magnetically 
equivalent fluorine atoms and was shown to allow 
for whole-body 19F-MRI of time-dependent 
changes in its biodistribution. Finally, G1, G3 
and G5 dendrimers with hydrophobic CF3-labels 
buried at the interface between the PPI dendritic 
core and the PEG corona have been introduced 
recently (de Kort et al. 2014). These materials are 
water soluble (and non-aggregating) such that 
they could be employed for probing hydrogels 
with the use of NMR diffusometry. The suitabil-
ity of these novel nanoprobe systems for 19F-MRI 
remains to be established.

Many different dendrimer-based probes for 
imaging with non-MRI methods have been pre-
pared over the years. Kobayashi and coworkers 
have explored the utility of radioactive labelling 
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of dendrimers for nuclear imaging (Kobayashi 
et al. 1999, 2000). The main virtue of nuclear 
imaging techniques is that they afford very high 
detection sensitivities, enabling the use of tracer 
quantities of contrast materials. PAMAM den-
drimers incorporated with nuclear labels, such as 
111In, allowed for quantitative whole-body scin-
tigraphy studies of their biodistribution, includ-
ing their tumour-homing capabilities (Kobayashi 
et al. 1999, 2000). Liu and others (2013) have 
employed dendrimer-stabilised gold nanoparti-
cles for targeted tumour imaging with CT imag-
ing. Tumour homing was enhanced by 
conjugation of ligands for binding to the folate 
receptor, which is overexpressed on a variety of 
tumour types. In line with findings for other 
nanomaterials, the liver and spleen took up the 
majority of the gold nanoparticles. Importantly, 
the delivery of folate receptor-targeted CT con-
trast material at the tumour site was two times 
higher than that of nontargeted nanoparticles. 
Equipping dendrimers with labels for detection 
by optical techniques provides many opportuni-
ties for in vivo and ex vivo microscopy analysis 
of their biodistribution and tumour delivery prop-
erties in diagnostic and/or therapeutic studies. As 
an example, Kobayashi et al. (2007) have conju-
gated G6 PAMAM dendrimers with five different 
optical labels and used these sophisticated mate-
rials for multicolour lymph node imaging in 
tumour-bearing mice. Specific detection of indi-
vidual dendrimers is possible by spectrally selec-
tive excitation of the different optical probes (see 
also Kaminskas and Porter 2011).

Multimodality imaging is an approach 
whereby two or more imaging modalities are 
used in a complimentary fashion to compensate 
for the limitations of each imaging method while 
exploiting their individual strengths. A well- 
established example of multimodal imaging of 
this sort is the combination of PET and CT imag-
ing, where PET delivers contrast-enhanced func-
tional and molecular imaging data and CT 
provides the anatomical information that is 
essential for the interpretation of the PET scans. 
A potentially valuable approach towards contrast- 
enhanced diagnostic imaging is enabled by the 
use of contrast materials that can be detected by 

two or more different imaging modalities (James 
and Gambhir 2012). Dendrimers are ideally 
suited for this type of multimodality imaging, 
since the large number of end groups at the 
periphery of higher-generation dendrimers allows 
for controlled sequential conjugation of several 
different imaging labels. As an example, G6 den-
drimer for dual-modality MRI–fluorescence 
imaging was conjugated with Gd-DTPA and the 
Cy5.5 fluorophore (Kobayashi et al. 2011; 
Talanov et al. 2006) and was shown to afford 
effective sentinel lymph node imaging in mice 
(Fig. 11.6). The most relevant attribute of such 
dual-labelled dendrimers for MRI and optical 
detection is that they are ideally suited for cross 
modality validation. In this case, MRI is 
employed for in vivo analysis of the spatial distri-
bution of contrast enhancement patterns (e.g. in 
three dimensions in a tumour mass). The spatial 
resolution of MRI, however, is too low to pre-
cisely pinpoint the location of the contrast mate-
rial at the (sub)cellular level. Following sacrifice 
and tumour slicing, fluorescence microscopy 
detection of the optical label in the dual-labelled 
dendrimer can be employed to determine its spa-
tial distribution at the (sub)cellular level as well 
as its co-localisation with vital cellular markers 
(e.g. an endothelial cell surface marker in case of 
vascular targeted contrast material).

In recent years the added value of dual- 
modality MRI–CT imaging for tumour diagnos-
tics has been actively explored with the use of 
dendrimer-assisted formation of nanoparticles 
for dual-mode MRI–CT scanning. The MRI–CT 
combination is of interest since it joins the high 
soft tissue contrast and flexible image orientation 
abilities of MRI with the high spatial and density 
resolution and relatively low cost of CT. Shi and 
coworkers have demonstrated that this dendrimer- 
enhanced MRI–CT approach provides effective 
tools for tumour detection in animal models 
(Wang et al. 2012; Chen et al. 2013, 2015; Li 
et al. 2013, 2014; Wen et al. 2013; Cai et al. 
2015).

A particularly powerful multimodal combina-
tion is afforded by hybrid PET–MRI (Wehrl et al. 
2015). This combination differs fundamentally 
from the ones mentioned above, in the sense that 
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in this case image acquisition of the two modali-
ties is done at the same time. To that end, the two 
scan devices are fully integrated, making use of 
MRI-compatible PET detectors. Hybrid PET–
MRI instruments are available both for small ani-
mal and human scanning. It should be noted, 
however, that there are no pressing reasons why 
PET and MRI scans should always be done 
simultaneously to nevertheless benefit from their 
combination. Back-to-back MRI and PET scans, 
followed by multimodal image registration, can 
likewise be of great value. The combination of 
PET with MRI is almost ideally synergistic. PET 

has a very high detection sensitivity and specific-
ity, and new PET tracers can relatively easily be 
translated to the clinic, since one needs only 
tracer amounts of material. MRI does not make 
use of ionising radiation (while CT that is now 
mostly used in combination with PET does) and 
produces images with a remarkable range of dif-
ferent soft tissue contrast options. With respect to 
contrast agents for hybrid PET–MRI, two options 
come to mind. As a first step, one could inject a 
cocktail of a PET and an MRI contrast agent. 
Single agents for hybrid PET–MRI scanning are 
presently mainly based on (super)paramagnetic 

Fig. 11.6 Dual-modality MRI and near-infrared (NIR) 
optical sentinel lymph node imaging of breast cancer in a 
mouse. As indicated schematically, G6 PAMAM 
dendrimer- based dual-labelled contrast material of 
approximately 10 nm in diameter, containing on average 

172 Gd3+ ions and 2 Cy5.5 fluorophores, was employed. 
Both MRI and NIR optical images define neck (yellow 
arrow) and axillary lymph nodes (red arrow) as sentinel 
lymph node in this mouse model of breast cancer 
(Reproduced with permission from Kobayashi et al. 2011)
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nanoparticles for MRI detection that are radiola-
belled with 64Cu or 18F for PET detection (de 
Rosales 2014). When using these dual-modality 
contrast agents, one could imagine that PET pro-
vides whole-body analysis of contrast agent dis-
tribution and local concentration measurements, 
guiding the MRI scanning towards locations at 
which a high-resolution local analysis is carried 
out (exploiting all capabilities of MRI, including 
contrast agent detection). The added value of 
hybrid PET–MRI per se is being actively explored 
and will be defined in the years to come. The 
development of hybrid PET–MRI contrast mate-
rials is also still in its infancy. To the best of our 
knowledge, hybrid PET–MRI with dendrimer 
contrast materials has not been reported until 
now. In view of the orders of magnitude differ-
ences in sensitivity between PET and MRI, com-
bined with the present limited medical need for 
assessing diagnostic agents with multiple imag-
ing methods in vivo, the added value of hybrid 
PET–MRI probes is questionable. The same 
applies to the CT–MRI combination. Hybrid 
MRI–optical imaging agents have proven utility 
for in vivo–ex vivo validation purposes, as 
explained above.

11.11  Smart Imaging Probes

An interesting domain of contrast agent devel-
opment concerns the design of so-called smart 
imaging probes. Although loosely defined, the 
annotation smart refers to the fact that these 
agents are designed to report on changes or spa-
tial differences in physiological environment. 
Examples include the use of contrast materials 
that respond differently depending on the local 
pH; see, for example, the PPI dendrimer-based 
CEST agents that are able to probe the pH of the 
solution (Pikkemaat et al. 2007). A special class 
of smart agents is represented by activatable 
probes that allow one to control the magnitude 
of the imaging signal and minimise the back-
ground signal in relation to the presence of the 
biological activator that represents a special 
class of smart agents. Here, the activator can, 
for example, be a specific enzyme, in the pres-

ence of which imaging signal is generated and 
in the absence of which no signal occurs. This 
approach leads to higher target-to-background 
ratios than would be measured in case of con-
ventional imaging agents that are “always on”. 
Smart agents are widely explored for optical 
detection and are particularly based on fluores-
cence quenching–dequenching schemes 
(Kobayashi et al. 2010b). To the best of our 
knowledge, no smart probes that are based on 
dendrimers have been described as yet. The 
flexible nature of dendrimer design, which 
offers many options for anchoring a broad range 
of compounds to the surface, provides many 
opportunities for exploring the added value of 
dendrimer- based responsive materials for diag-
nostic imaging. In view of the low intrinsic sen-
sitivity of MRI and the principles of the 
detection of MRI contrast agents, smart probes 
for use with MRI are not expected to come to 
routine imaging application.

 Conclusions

The design of powerful contrast agents is of 
vital importance for enhancing the specificity 
and sensitivity of diagnostic medical imaging. 
In general, the optimal molecular structure of 
a contrast agent will depend on a multitude of 
factors, including the imaging modality and 
application(s) for which it is intended, its bio-
compatibility and stability and safety profile. 
In recent years, a multitude of novel contrast 
agents has been designed and experimentally 
tested for all major imaging modalities. Many 
of these have shown to be useful for in vivo 
imaging of small animals in the context of 
biomedical research into novel diagnostic pro-
cedures, disease mechanisms and therapy 
development. The translation of novel contrast 
materials from the preclinical to the clinical 
setting obviously is a complex process. In 
recent years, very few contrast agents have 
made it from the preclinical to the clinical set-
ting. Exploratory human studies are relatively 
easy to conduct for nuclear imaging agents, as 
these require relatively small amounts of con-
trast materials. Therefore, safety issues are 
less pressing with PET than with MRI, for 
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example, as the lower sensitivity of the latter 
technique requires the use of substantial con-
trast agent quantities. It is improbable that a 
single imaging test will answer all clinical 
questions related to a certain diagnostic prob-
lem. Therefore, it may be expected that multi-
modality imaging agents are going to be 
widely explored in the near future and have a 
significant impact on the future of person-
alised medicine (Iagaru and Gambhir 2013). 
These developments will continue to require 
in- depth translational studies of contrast mate-
rials in a multidisciplinary setting, joining 
expertise ranging from chemistry to medical 
technology assessment.
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12.1  X-Ray and X-Ray-CT: 
Methods and Devices

Robert Brauweiler, Klaus Engelke,  
Martin Hupfer, Willi A. Kalender, and 
Marek Karolczak

Since their discovery in 1895, x-rays have been 
widely used for imaging humans. Recently they 
have also gained on importance in small-animal 
imaging (SAI). Most techniques known from 
clinical medicine, including single- and dual- 
energy x-ray imaging, have been successfully 
ported to SAI and are the subject of this chapter. 
As trivial as it is, simple x-ray examinations may 
bring diagnostically valuable information in a 
variety of applications. Unenhanced radiography 
reveals skeletal anatomy, contrast-enhanced 
imaging allows improved visualization of the 
vasculature and strongly vascularized areas, and 
dedicated methods such as bone densitometry 
deliver quantitative information. In analogy to 
clinical x-ray imaging, we will separately 
describe standard two-dimensional (2D) projec-
tion imaging and the more advanced three- 
dimensional (3D) computed tomography (CT) 
imaging techniques. Also in analogy to clinical 
applications, CT is considered to be of signifi-
cantly higher importance as it provides more 
information and possibilities than conventional 
2D approaches. It will therefore be covered in 
much more detail.
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The x-ray instrumentation used for small- 
animal examinations does not differ, in princi-
ple, from that known from clinical medicine. 
The main difference lies in the required higher 
resolution levels, which implies the use of spe-
cial components: x-ray tubes with very small 
focal spots, so-called micro-focus tubes, and 
image detectors with small detector elements 
in order to produce sharp images. Respective 
micro-focus tubes offer spot sizes down to a 
few micrometers (μm) but can only provide 
very limited power values. Typical focal spot 
sizes are 5–50 μm, and the typical power val-
ues are of the same order of magnitude with 
5–50 watts (W). Nowadays x-ray imaging is 
done almost exclusively using digital image 
capture; respective detectors with small pixel 
sizes and large matrices record the x-ray inten-
sity and convert the detected intensity directly 
into an electric signal. In clinical radiology, 
pixel sizes of typically 150–300 μm are in use; 
for SAI, pixel sizes of 50–100 μm are preferred 
due to the relatively small size of mice and 
rats. It is technologically feasible to provide 
the necessary detectors of typically 5 by 5 cm2 
covering the entire animal in one projection. 
Typical pixel sizes of about 50 μm and matrix 
sizes of 1000 by 1000, i.e., a “1 k × 1k” matrix, 
result in an active sensor area of 5 by 5 cm2. 
Respective detector technology has become 
available during the past decade. Further devel-
opments presently aim at higher frame rates, 
i.e., to capture more images per second; further 
reduction of the pixel size is not a topic due to 
technical and cost reasons. Furthermore, spa-
tial resolution in in vivo imaging may be lim-
ited by artifacts due to animal movement, 
breathing, and heart motion so that very high 
resolution of typically 50 μm or less is only a 
topic for ex vivo imaging.

Whenever significantly higher resolution is 
desired in spite of this, the necessary smaller 
effective pixel sizes can be provided by magni-
fication techniques. In practice this means that 
the object is placed close to the source and the 
smallest focal spot size is selected. In this way 
resolution values of a few micrometers can be 
reached although pixel sizes are 50 μm or 

more. The magnification approach can be used 
in equal fashion for 2D and 3D high-resolution 
imaging. In general, the x-ray components for 
2D projection and for 3D CT imaging are very 
similar in most respects and often identical.

The purpose of this chapter is to give an over-
view on technical and methodological aspects 
and developments of x-ray imaging for SAI and 
to provide general recommendations regarding 
the responsible use of x-rays. Readers interested 
in more details, in particular with respect to the 
physics and technology involved, are referred to 
standard textbooks on imaging, e.g., Kalender 
(2011) as an introduction and overview on 
CT. Further materials on micro-computed 
tomography (micro-CT, μCT) imaging can, for 
example, be found in Holdsworth and Thornton 
(2002), Paulus et al. (2000), Ritman (2004), 
Badea et al. (2006), Bartling et al. (2007), Del 
Guerra et al. (2008), and Engelke et al. (2008).

12.1.1  2D X-Ray Projection Imaging

12.1.1.1  Radiography
In many anatomical studies, valuable information 
can be obtained from simple 2D projection 
images as known from classical radiography. 
They suffer in quality with respect to contrast and 
general visibility from overlying structures which 
overshadow organs or structures of interest. But 
they do provide high-resolution and low-noise 
images at acceptably low radiation dose. Also, 
imaging is performed very fast since a single 
x-ray pulse is sufficient. Figure 12.1 shows 
examples of SAI projection images. Unenhanced 
2D radiographs are typically used for imaging 
the skeleton since the soft tissue contrast is very 
limited.

12.1.1.2  Angiography
To enhance contrast of vessels and of strongly vas-
cularized areas, x-ray contrast media are applied 
by intravenous or intra-arterial injection. In most 
cases, the iodinated x-ray contrast media used in 
clinical radiology are applied. However, alterna-
tive x-ray tracers are of great topical interest; the 
results of respective development efforts are pri-
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marily tested and evaluated in small- animal stud-
ies (see Chap. 12.2). The main area of application 
is direct angiography, the examination of vascular 
structures (Fig. 12.1b) (Ehling et al.  2014); sub-
tracting pre- and postinjection images after con-
trast medium administration yields the typical 
digital subtraction angiography (DSA) images, 
which are established in clinical radiology 
(Almajdub et al. 2008; Badea et al. 2008). Vascular 
studies may also reveal functional information to 
some degree when series of images are taken to 
assess contrast medium kinetics indicating perfu-
sion or other tissue or lesion characteristics.

Although simple in concept, angiographic 
studies are challenging when applied to SAI. The 
application is not trivial due to the small size of 
the animal. The rapid contrast flow in small ani-
mals, due to their high heart rates (e.g., up to 600 
beats per minute for mice), is significantly higher 
than in humans and demands fast imaging capa-
bilities, in particular high detector frame rates. 
This in turn requires high x-ray photon flux and 
the respective high x-ray power in order to acquire 
the necessary data in acceptably short time. High 
power, however, is in conflict with the desired 
small focus size, so the two have to be matched.

12.1.1.3  Bone Densitometry
In addition to imaging skeletal structures by stan-
dard radiography, there often is an interest to 
determine bone mineral density (BMD) values 
quantitatively. For this purpose, the same tech-
niques are employed as in clinical medicine; for 
2D projection measurements, dual-energy x-ray 
absorptiometry (DXA) (Kastl et al. 2002; 
Libouban et al. 2002; Soon et al. 2006; Nazarian 
et al. 2009) is most commonly used. During the 
examination two measurements with x-ray beams 
of different energies, i.e., different high-voltage 
settings and filtration, are obtained. In most cases 
this is done by scanning the complete body or 
excised bones with a fan beam instead of a cone 
beam. Since soft tissues and bones exhibit differ-
ent absorption behavior at the two energy levels, 
they can be differentiated from each other (more 
details on this technique are offered in 
Sect. 12.1.4). With proper calibration and sub-
traction of soft tissue, skeletal structures can be 
isolated and BMD can be determined.

Standard clinical bone densitometers with 
special software are commonly used today for 
bone mineral density and body composition mea-
surements of small animals. The investigation of 

a b c

Fig. 12.1 2D x-ray projection imaging. Examples of (a) radiography, (b) angiography, and (c) bone densitometry 
of a rat

12 X-Ray and X-Ray-CT
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mice is not recommended because partial volume 
artifacts caused by the limited spatial resolution 
of these scanners results in high accuracy errors. 
An example is shown in Fig. 12.1c. Some devices 
allow both in vivo and ex vivo measurements and 
whole-body or selected region-of-interest exami-
nations within a few minutes.

12.1.2  3D X-Ray CT Imaging 
Principles (Micro-CT)

Micro-CT (μCT) has been promoted for various 
applications for about three decades by now. The 
focus was originally on very high-resolution 
imaging. Technical applications were most 
important initially and are often referred to as 
“nondestructive testing” (NDT); they also bear 
relevance for research in medicine as indicated 
by the image of a stent in Fig. 12.2d. Medical 
micro-CT applications initially focused on pre-
clinical research such as the in vitro evaluation of 
biopsies or small specimens. In vivo imaging of 
small animals became feasible in the last decade 
due to the advent of new detector technology and 
is growing in importance. Small animals can in 
principle be examined on typical in vitro scan-
ners with the animal rotating. Vice versa, speci-
mens can be examined on in vivo scanners. It 
appears both logical and instructive nevertheless 
to clearly distinguish these two scanner types and 
to describe them separately as follows below.

Flat-detector CT scanners recently introduced 
in clinical medicine which offer larger fields of 
measurement are sometimes also used for SAI 
applications (Bartling et al. 2007). However, 
they typically only offer spatial resolution of 
about 200–300 μm which is only marginally 
superior as compared to clinical CT. Their use is 
likely to diminish since dedicated SAI micro-CT 
scanners have become more widely available. 
Therefore, they are not considered further in the 
discussions below. We will here use the arbitrary, 
but accepted definition that the term micro-CT is 
applicable only if spatial resolution of 100 μm or 
better can be achieved (Kalender 2011; Bartling 
et al. 2007).

12.1.2.1  In Vitro Micro-CT Imaging
The aim of most in vitro applications is to inves-
tigate high-contrast object structures at very high 
spatial resolution, typically at 5–50 μm. For this 
purpose x-ray sources with very small focus sizes 
of also 5–50 μm are used. A typical scanner 
design is shown in Fig. 12.2a. The magnification 
can be easily varied by translating the sample 
between x-ray source and detector. The sample to 
be scanned is rotated by 360° during the scan. 
Depending on the resolution requirements, scan 
times of typically 10–300 min may result.

Even higher spatial resolutions of below 1 μm 
can be achieved by the use of synchrotron radia-
tion (SR) sources, which offer high-intensity 
monochromatic radiation in parallel-ray geome-
try. As a consequence the spatial resolution is 
determined by the x-ray detector, and therefore 
SR micro-CT set-ups are typically equipped with 
detectors specifically developed for these appli-
cations. They are not commercially available. SR 
micro-CT is the tool of choice for specific 
research questions but is not of practical impor-
tance for typical SAI.

Since micro-focus x-ray tubes are limited by 
very low power levels, long scan times result. 
This is inconvenient but not very problematic for 
biopsy and specimen work although, for exam-
ple, soft tissue samples may suffer deformations 
during long scan times, in particular if not embed-
ded properly. Of course, for biopsy and specimen 
imaging the radiation dose received by the sam-
ple is not a matter of concern.

One typical application of micro-CT in pre-
clinical research is the 3D quantification of tra-
becular bone structure of rats and mice, which 
nowadays is an integrated part of the develop-
ment of bone-protective agents used against 
osteoporosis. Human bone biopsies (e.g., 
Fig. 12.2c) are also routinely investigated with 
micro-CT. With the exception of metal objects 
with high-Z materials, these scanners are also 
used for the inspection of technical objects such 
as the vessel stent (Fig. 12.2d). Such  examinations 
serve to control and to optimize the manufactur-
ing process of the respective materials and for 
quality control.
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12.1.2.2  In Vivo Micro-CT Imaging
In vivo imaging of small animals poses several 
demands which are different from the in vitro 
imaging task. They are very similar in most 
respects to those relevant for clinical imaging: 
speed is of high importance, and dose has to be 
kept “as low as reasonably achievable,” i.e., the 
ALARA principle is valid for SAI in the same 
way as it is for clinical imaging. This is not com-
mon practice and general knowledge in the field 

yet. Anecdotal reports, mostly “private commu-
nication,” stated that animals suffered acute radi-
ation damage; precise dose values for the CT 
protocols in use were generally not available, 
however. This situation has to be improved. 
Therefore aspects of quality control and dose 
assessment will be stressed below.

Some features that distinguish in vivo from 
in vitro imaging with micro-CT are summarized in 
Table 12.1. Again, x-ray sources with a focus size 
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Fig. 12.2 3D μCT imaging in vitro. (a) Typical experi-
mental scanner setup for very high resolution. (b) 
Measured modulation transfer function demonstrating 

resolution down to 6 μm. (c) 3D display of a bone biopsy 
sample. (d) 3D display of a bifurcating vascular stent 
imaged for controlling production quality
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smaller than used in clinical imaging are demanded; 
however, typically 50–200 μm are accepted to 
allow for higher power levels. It is understood that 
area detectors – as opposed to a single linear array – 
are the component of choice to use a full cone 
beam and to thereby make efficient use of the avail-
able x-ray power. Modern SAI scanners allow for 
scan times of a few seconds up to a few minutes 
whereas scan times of typically 20–30 min were 
the standard for many years.

A practical demand in SAI is that the animal 
remains stationary and that it can be supplied 
with anesthetizing gas, electrodes, etc., during 
the course of the examination. Therefore it is 
mandatory that the gantry rotates and the animal 
remains stationary at rest on the bed. Scanners 
vary in size significantly; desktop scanners can 
be accommodated relatively easily in an animal 
laboratory environment. In addition to the micro-
 CT scanner itself, technical facilities to monitor, 
to prepare, and to support the animal are neces-
sary; this may include cardiac and respiratory 
monitors, warming pads, and anesthetizing gas. 
A respective scanner and a scan preparation 
scene are shown in Fig. 12.3.

Some typical imaging results are shown in 
Fig. 12.3c–e, all derived from a single scan after 
contrast medium injection. Image planes can be 
placed arbitrarily in the scanned volume for all 
CT examinations; here a sagittal (Fig. 12.3c) and 
a coronal view (Fig. 12.3d) were chosen to give 

Table 12.1 Some typical features characterizing and 
distinguishing in vitro and in vivo micro-CT

In vitro 
scanning

In vivo 
scanning

Focal spot size 1–50 μm 50–200 μm
X-ray power 1–50 W 10–300 W
Spatial resolution 5–100 μm 50–200 μm
Scan times 10–300 min 0.1–30 min
Field of measurement 1–100 mm 30–100 mm
Dose Not important ALARA

a b

ec d

Fig. 12.3 Micro-CT in vivo imaging. (a, b) Typical desk-
top micro-CT scanner for small-animal imaging (Courtesy 
of F. Kießling, Aachen). (c–e) Scan of a mouse after con-

trast medium injection showing sagittal and coronal views 
(c, d) and rendering the kidney vasculature in very fine 
detail (e) (Courtesy of P. Hauff, Berlin)
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an overview of the complete anatomy. Using 
appropriate software for post-processing, which 
is available for most scanners today, details can 
be rendered in a quasi isolated fashion (e.g., 
Fig. 12.3e).

12.1.3  Quality Control and Dose 
Considerations

It is understood that animal experiments have to 
be justified ethically in every respect. All precau-
tions have to be taken that the animal is not sub-
mitted to an undue burden. The consequence of 
these considerations is that control of image 
quality and dose has to be ensured. To a certain 
degree, SAI has to adhere to the same principles 
that are valid for clinical imaging.

12.1.3.1  Image Quality
Image quality and dose are measured during 
acceptance testing when a new scanner is 
installed and should be tested at regular intervals 
thereafter or whenever problems arise. The phan-
toms necessary for measurements are mostly cyl-
inders. With typical diameters of 20 and 32 mm, 
they mimic well the attenuation presented by 
mice and lean rats. They also correspond to the 
20 and 32 cm diameters of phantoms used for 
clinical CT mimicking the typical attenuation for 

head and body scans. A list of the most important 
image quality parameters to be checked is given 
in Table 12.2. The necessary phantom types are 
listed there as well; examples are shown in 
Fig. 12.4.

The accuracy and stability of CT values are 
important to allow for follow-up studies and for 
comparability to other studies. Water cylinders 
are commonly used to check these two parame-
ters. They also allow determining image noise 
and image homogeneity at the same time; this is 
important to monitor scanner performance over 
time and to check dose efficiency.

Spatial resolution can be assessed in two 
ways: by objective quantitative measurement 
such as a point response function and modulation 

Table 12.2 Important image quality parameters and 
typical phantoms for their assessment

Parameter Phantom

CT values Water or water-equivalent plastic
Noise Water or water-equivalent plastic
Homogeneity Water or water-equivalent plastic
Spatial resolution Wire, typ. 10 μm diameter 

tungsten in air
Spatial resolution Bar pattern
Contrast resolution Low-contrast patterns
Calibration Materials at defined 

concentration, e.g., Ca or I
Dose Cylinder with bore hole

Fig. 12.4 Quality assurance phantoms (see list in 
Table 12.2) shown by photos (top row) and by CT images 
(bottom row). From left to right: water phantom, wire 

resolution phantom, bar resolution phantom, low-contrast 
resolution phantom, hydroxyapatite calibration phantom 
(Courtesy of QRM GmbH, Möhrendorf, Germany)

12 X-Ray and X-Ray-CT
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transfer function calculation or by visual inspec-
tion of regular patterns. The first is necessary for 
acceptance testing and reliable longitudinal con-
trol; the latter is more intuitive and allows a direct 
comparison to the imaging task at hand such as 
an assessment of trabecular bone structures.

The capability of discerning low-contrast 
structures such as typical soft tissue details, often 
referred to as low-contrast resolution, can be 
tested with respective patterns in a low-contrast 
phantom. If reliable quantitative measurements 
of bone density or other tissue parameters are 
desired, calibration phantoms containing samples 
of the respective material at defined concentra-
tions are necessary. For bone density measure-
ments, for example, phantoms with different 
concentration of hydroxyapatite are in use.

12.1.3.2  Dose Assessment
The x-ray dose to the animal under examination 
depends on many variables. It is hard to deter-
mine experimentally with high accuracy in small 
animals, but the order of magnitude should be 
known. Measurement concepts similar to those 
used in clinical CT involve a simple ionization 
chamber measurement in a phantom of a diame-
ter similar to the animal in question. The cham-
ber, typically 10 cm long, averages dose over its 
complete length and does not give a direct mea-
sure of the dose to the mouse or to single organs. 
It is possible to estimate these values by using the 
concept of the CT dose index (CTDI), which is 
commonly used in clinical CT (Kalender 2011) 
and can be used for micro-CT in a similar way 
(Hupfer et al. 2012a). The alternative is using 
small thermoluminescent dosimeters (TLD) 
which provide direct point measurements and 
can even be used in cavities of the animal or a 
specimen. TLD measurements are a very cum-
bersome and error-prone procedure, however. 
Calculations provide a practical and more elegant 
alternative.

The calculation of 3D dose distributions is 
possible for micro-CT in a manner analogous to 
methods used in general radiology and in radia-
tion therapy treatment planning. For this purpose, 
so-called Monte Carlo methods are used: based 
on the CT image set which reflects the x-ray 

attenuation of the animal or object in question, 
the path of thousands of photons through the ani-
mal is simulated for each single projection, and 
the deposition of energy due to each photon inter-
action with tissue is recorded and assigned 
exactly to the volume element where this 
occurred. The method can take arbitrary scanner 
geometries and scan protocols into account, 
which makes it very flexible; results are very reli-
able, can be achieved more easily than by mea-
surements, and can be carried out retrospectively 
for any image data set (Deak et al. 2008). An 
example is shown in Fig. 12.5. Here the 3D dose 
distribution was calculated for a whole-body scan 
of a mouse carried out with three 360° rotations 
at 50 kV and a total collimation of 40 mm. Dose 
values ranged between 8 and 32 mGy in this case 
as indicated by the color scale for soft and bone 
tissue, respectively. The dose distributions resem-
ble the original CT images as structures which 
absorb more energy show up as high-contrast 
structures in the CT images and in the dose 
images in a similar manner. For a 360° scan, the 
dose distribution is rather homogeneous over the 
complete volume; for projection radiography, 
dose is always very high at the entrance and low 
at the exit point.

12.1.3.3  Dose Optimization
Optimization of dose simply means that a given 
task should be achieved at the minimum dose 
necessary, i.e., the ALARA principle has to be 
applied. It does not mean that dose reduction is 
the sole purpose, definitely not to levels where 
image quality, in particular the visibility of soft 
tissue structures, is impaired. In addition to the 
general optimization principle which aims at 
avoiding or limiting damage to the animal, there 
are also practical considerations to be taken into 
account. The need and demand for repeated stud-
ies on one and the same animal over an extended 
time span, e.g., to measure tumor volume growth 
rates, make it a necessity to limit dose and to 
ensure that no radiation effects interfere with the 
study objectives.

It is not generally known which dose levels 
are critical and which are not. The “low-dose 
range” for humans is mostly specified up to 
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200 mSv and is defined as the range where no 
detrimental effects associated with radiation have 
been observed (UNSCEAR 2000; Kalender 
2011). It appears reasonable to try and limit dose 
in SAI to this low-dose range whenever 
possible.

In order to be able to do so, dose values asso-
ciated with all scan protocols available to the user 
have to be known. The respective data should be 
specified by the manufacturer; they are directly 
related to the tube voltage, the tube current, and 
the scan time. This allows for a first orientation. 
Whenever parameters are changed, e.g., by dou-
bling the scan time at otherwise unchanged 
parameters, the dose will also double. While this 
may appear trivial, it is not trivial to decide on the 
level of image quality needed and the implication 
of this decision on dose.

The two most important image quality features, 
spatial resolution and image noise, are linked to 
dose by the following two basic relations:

 1. Noise variance changes inversely proportional 
to the dose D.

 
s 2 1

µ
D  

 2. Noise variance changes inversely proportional 
to the 4th power of the spatial resolution ele-
ment d.

 
s 2

4

1
µ

d  
The basic message of formula 1 is that low 

image noise which is desirable in many cases is 
associated with high dose and vice versa. Dose 
optimization here means to accept that noise level 
where diagnosis is still possible, but not to aim for 
“brilliant, nearly noise-free” images as this would 
entail unnecessarily high dose. In any case, the 
noise level will only change slowly with changes 
in dose; an increase in dose by a factor of 4, for 
example, will result in a reduction of noise by a 
factor of 2 only. The effect is demonstrated in 
Fig. 12.6a–c using a low-contrast phantom com-
paring low-, medium-, and high-dose acquisition.

The basic message of formula 2 is that noise 
levels can be influenced much more efficiently by 
the choice of the resolution level in the images. 
This depends both on the acquisition and on the 
image reconstruction parameters. The user can 
influence it most easily by choosing “smooth,” 
“standard,” or “sharp” reconstructions after the 
scan; the choice will depend on the task. When 

Axial Sagittal Coronal

a

b

c d e f

Fig. 12.5 3D dose distributions can be calculated accu-
rately using Monte Carlo methods. Transverse (a, b), sag-
ittal (c, d) and coronal views (e, f) of the CT and the dose 

values are shown, respectively. Dose to the mouse is rela-
tively homogeneous and was kept well below 50 mSv in 
this examination

12 X-Ray and X-Ray-CT
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imaging high-contrast structures such as bone or 
contrast-filled vessels, the signal is high and high 
resolution is desired. A sharp reconstruction is 
indicated and the high noise can be tolerated 
since the contrast is high. When imaging low- 
contrast structures such as abdominal organs or 
other soft tissues, the signal is low. To provide an 
adequate contrast-to-noise ratio for diagnosis, 
noise has to be kept low. Smoothed images with 
reduced spatial resolution are appropriate in such 
cases and preferred to increasing dose. The effect 
is demonstrated in Fig. 12.6d–f using the data of 
a single scan reconstructed with sharp, standard, 
and smooth reconstruction.

There are further possibilities to limit or to 
reduce dose which, again, are similar to the gen-
eral radiation protection principles applied in 
clinical radiology. Most basic is the recommen-
dation to employ x-rays only when there is a 
clear indication. Repetition of examinations 
should be limited to the necessary minimum. The 

examination range should be limited to the field 
of interest; this simply means, for example, that 
whole-body examinations should be avoided 
when only a single organ is of interest. A more 
difficult topic is the choice of the “optimal” 
energy as it will depend on the equipment at hand 
but also on the goal, i.e., the question if soft tissue 
(density differences), skeletal structures (cal-
cium), or vessels (iodine or other contrast materi-
als) are to be imaged (Kalender et al. 2009). Tube 
voltages from 40 to 80 kV are indicated as 
opposed to the tube voltages of 80 to 120 kV used 
in clinical radiology (Hupfer et al. 2012b).

12.1.4  Advanced Micro-CT 
Techniques

There are quite a number of CT applications that 
go beyond the routine tasks of 3D imaging of the 
anatomy with or without contrast media. The 

a b c

d e f

Fig. 12.6 Noise is a function of the dose and of the level of 
spatial resolution. (a–c) Noise is reduced when increasing 
dose as demonstrated by scanning a low-contrast phantom 

with 18, 55, and 185 mAs at 40 kV. (d–f) Noise is decreased 
more efficiently when reconstructing images with softer ker-
nels, however at the expense of reduced spatial resolution
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range of “advanced” applications is wide and not 
well defined. We will here focus on three topical 
examples but hope that many more applications 
will evolve and gain in importance.

12.1.4.1  Dynamic Micro-CT
Static imaging with micro-CT does not always 
deliver sufficient diagnostic results. Dynamic 
imaging may be conducted for singular, for 
example, contrast agent first pass studies, or 
repeated periodic and nonperiodic events. In the 
latter case, acquisition can be synchronized with 
physiological signals, for example, breathing or 
ECG signals. Tomographic images can then be 
reconstructed for selected phases of the physio-
logical cycle. In any case temporal resolution of 
the scanner needs to be high enough to differenti-
ate between phases of a given function.

Although the principle may sound simple, it is 
a challenge in SAI due to the fact that animal 
physiology differs from that of humans. 
Table 12.3 summarizes some of the basic dynamic 
properties, the breathing and heart rates for 
humans, rats, and mice. Small animals breathe 
significantly faster than humans; also their blood 
circulation and typical heart rates are higher. 
Both facts mean that in order to acquire “still” 
images of an animal without motion artifacts, the 
acquisition system must be able to record views 
(projections) in time intervals of only a few mil-
liseconds. This is not possible in micro-CT at 
present.

However, remarkable capabilities for fast and 
repeated scanning have become available 
recently. The area detectors which almost all 
modern micro-CT scanners are equipped with 
have relatively low frame rates. A high-end scan-
ner equipped with an acquisition system deliver-
ing 25 frames (projections) per second can 

resolve at best 40 ms time intervals of a dynamic 
cycle. This might be just sufficient to conduct 
breath synchronization, but is not sufficient for 
cardiac imaging. Nevertheless, dynamic imaging 
of contrast medium passage, i.e., the recording of 
concentration-time curves, is well possible. The 
assessment of tissue or organ perfusion is one of 
the goals. Typically temporal resolution of a few 
seconds would be necessary to conduct such 
examinations based on the observation of the first 
pass of a contrast agent in the vascular system. 
Using a model test setup, it can be shown that 
temporal resolution is sufficient (Fig. 12.7). In 
this case, the perfusion model (Fig. 12.7a) was 
scanned with a dual-source micro-CT of the type 
shown in Fig. 12.3a with 4 s rotation time and 
1.4 s effective scan time per image. Apparently it 
can match the temporal resolution of fast clinical 
CT as shown by the arterial concentration curves 
(Fig. 12.7b). As a result, comparatively cheap 
clinical contrast agents can be used for micro-CT, 
allowing for new applications such as tumor 
angiogenesis imaging (Fig. 12.8).

12.1.4.2  Dual-Energy CT
In the concept of dual-energy CT (DECT) imag-
ing, the object under investigation is scanned 
with two different energy spectra, typically by 
using two different voltage settings and filtration. 
DECT exploits the dependence of the x-ray atten-
uation properties of matter on energy; different 
materials, for example, water (soft tissue) and 
calcium (bones), exhibit different relationships 
between x-ray energy and attenuation 
(Fig. 12.9a). Based on this, images resulting from 
the two scans can be combined in order to extract 
additional information about the object composi-
tion (Alvarez and Macovski 1976; Kalender et al. 
1986). The two scans can either be conducted 
simultaneously if the scanner is equipped with 
two tube-detector systems or sequentially one 
after another with the tube voltage altered 
between scans. In the near future, new detector 
technology based on direct-converting photon- 
counting sensors may allow for dual- or even 
multiple-energy imaging with only one tube- 
detector system and one tube voltage. It can fur-
thermore provide the same image quality at 

Table 12.3 Dynamic parameters for humans and small 
animals

Human Rat Mouse

Breathing rate 12–
20 min−1

80–
150 min−1

80–
150 min−1

Heart rate 60–
80 min−1

300–
500 min−1

300–
800 min−1

Circulation time 6 s 1 s 1 s

12 X-Ray and X-Ray-CT
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reduced radiation dose due to its higher dose effi-
ciency of almost 100 % (Kalender et al. 2012).

Dual-energy CT is already established in clin-
ical radiology (Flohr et al. 2006; Johnson et al. 
2007; Schlomka et al. 2008); micro-CT applica-
tions are also under development. Both improved 
visualization and differentiation of different tis-
sues, such as bone and materials (Fig. 12.9b–d), 
and possibilities for selective quantification, such 
as bone mineral independent of the soft tissue 
and fat marrow components, are of high interest.

12.1.4.3  Image Post-processing 
and Rendering

The task of “reading” the images and document-
ing the findings plays an important role and 
should not be underestimated with respect to the 
necessary expertise and time required. 
Quantitative evaluation often necessitates auto-
mated evaluation procedures to ensure objective 
and reproducible results. For example, the quan-
tification of bone mineral density requires the 
transformation of the measured CT values into 
BMD values. This can be solved using a calibra-
tion phantom simultaneously scanned with the 
sample or by a calibration performed before or 
after the sample scan. In addition a segmentation 
step is required to select the desired analysis 
 volume of interest, for example, the vertebrae or 

the knee. In order to minimize the effects of noise 
and partial volume artifacts, 3D segmentation 
algorithms with local adaptive thresholds should 
be preferred to global threshold-based segmenta-
tion approaches that are often applied slice by 
slice. Figure 12.10 shows an example of advanced 
3D segmentation in which the same algorithm 
was used for the thin trabeculae in the metaphysis 
and the thicker ones in the epiphysis.

Visualization in appropriate or, simply, in an ade-
quate and convincing manner is often worth the 
effort. Different visualization or rendering tech-
niques such as 3D shaded surface displays, maxi-
mum intensity projections, volume rendering, and 
virtual endoscopy are routinely used in clinical radi-
ology and should be considered for SAI using micro-
CT. A short introduction to such techniques can be 
found, for example, in (Kalender 2011). Figure 12.11 
shows screenshots of a respective example.

12.1.5  Conclusions 
and Recommendations

Small-animal imaging using x-rays bears many sim-
ilarities to imaging humans with respect to the tech-
nology and scan approaches but also with respect to 
the general philosophy. Scanning shall and must not 
mean an unnecessary burden for the animals.

a

b

Fig. 12.7 Dynamic 
micro-CT using fast 
dual-source micro-CT. A 
perfusion model (a) was 
used to show that 
micro-CT can provide 
information on contrast 
medium kinetics similar to 
clinical CT (b)
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Dose values are known! To try and limit levels 
of organ dose values to below 100 mGy per exam-
ination appears to be a possible consensus (Ford 
et al. 2003; Boone et al. 2004; Kalender 2011). 
Unless there is good reason, we therefore should 
not expect or demand spatial resolution much 
below 100 μm for SAI in view of scan times, 
noise, and dose. Accordingly the most recent 
scanner designs are optimized to provide short 
scan times of about one or only a few  minutes at 
resolution levels just below 100 μm with exposure 

levels in the range of 10–50 mGy or even below. 
Depending on the desired low- contrast resolution 
and the resulting signal-to- noise levels, different 
settings may be required; higher dose levels have 
to be accepted in that case.

Advanced techniques, similar to the special 
applications available in clinical CT, are partly 
available today and will become more elaborate. 
Future developments will aim at higher speed, at 
higher dose efficiency, and, possibly most impor-
tant, at supporting multimodality imaging. 
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Fig. 12.8 Comparison of physiological relative blood 
volume maps obtained with in vivo dynamic contrast-
enhanced micro-CT with structural vessel maps obtained 
with ex vivo fluorescence ultramicroscopy for 4 represen-
tative tumors of the control (left panel) and treatment 
(right panel) groups, respectively. Tumors of the control 

group revealed fundamentally different spatial relative 
blood volume patterns (a–d) than did the tumors of the 
treatment group (i–l). Micro-CT maps showed excellent 
agreement with the corresponding tumor vascular archi-
tecture (e–h, m–p). (Reprinted with permission from 
Poeschinger et al. 2014)
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Fig. 12.9 Dual-energy micro-CT. The differences in the 
energy dependence of different materials (a) are exploited 
by scanning the animal at two different energies. This 

allows viewing high-atomic-number materials such as 
calcium and iodine only (b) and even to separate these 
into calcium (c) and iodine images (d)

Fig. 12.10 Example for a fully automated analysis of trabecular bone structures of a rat femur scanned by micro-CT 
(Lu  2011)
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Combination scanning with CT and positron 
emission tomography or CT and fluorescence 
imaging are primary examples for this trend.

12.2  CT Contrast Agents

Hubertus Pietsch

12.2.1  Introduction

The contrast in x-ray images is typically pro-
duced by attenuation of the x-rays in the exam-
ined tissues or samples. Without contrast, only 
skeletal structures of sacrificed or live animals 
can be visualized in detail. The transit and accu-
mulation of contrast media (CM) in different 
organs (enhancement) improve the differentia-
tion of morphological structures, particularly 
between normal and pathological tissue.

Contrast enhancement for computed tomogra-
phy (CT) imaging is primarily achieved in prac-
tice by the use of water-soluble contrast agents 
that distribute exclusively in the extracellular 
fluid (ECF) space. A major problem with these 
agents, however, is their short duration of con-
trast enhancement, which has been partially 
solved by the use of a bolus or continuous bolus 
infusions in conjunction with rapid-sequence 
scanning techniques and significant efforts to 
create agents for opacification of specific organs, 
such as the liver and spleen.

The CM used for x-ray or micro-CT (μCT) 
imaging differ in their patterns of biodistribu-
tion after intravenous injection. The most suit-
able classification system for CM is to 
distinguish between extracellular fluid CM 
(ECF-CM), vascular space CM (blood pool 
enhancement), and hepatocellular or tissue-spe-
cific CM (Table 12.4).

a

b c d

Fig. 12.11 3D data sets can be viewed in arbitrary perspectives and display schemes. (a, b) Overviews in volume 
rendering technique. (c) Shaded surface display of the spine. (d) Virtual flight through the spinal canal
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Furthermore, with oral administration of 
contrast agents such as iodine or barium, the 
gastrointestinal tract can be visualized (gastro-
intestinal CM).

12.2.2  X-Ray Contrast Media 
for Small-Animal Imaging

12.2.2.1  Iodinated Extracellular CM
Iodinated extracellular CM are either negatively 
charged ionic molecules (e.g., diatrizoate) or 
nonionic molecules (e.g., iopromide, iomeprol, 
and iodixanol). In this review, we will only dis-
cuss nonionic iodinated contrast agents (low- 
osmolar CM), which were introduced more than 
20 years ago and have become standard contrast 
agents in clinical CT.

Nonionic CM can be divided into two classes 
with regard to their chemical structures: nonionic 
monomers and nonionic dimers. All of these 
agents are based on a benzene ring with three 
iodine atoms attached (2,4,6-triiodobenzoic 
acid). The monomers contain one tri-iodinated 
benzene ring, while the dimers contain two tri- 
iodinated benzene rings. The benzene ring of 
nonionic CM lacks an ionizable carboxyl group 
and is made soluble by including several hydro-
philic groups as side chains. Furthermore, the 
carboxyl group is reacted with an amine to make 
the molecules electrically neutral in solution. 
Both monomeric and dimeric nonionic com-
pounds are low-osmolar CM. The nonionic 
monomers have an osmolality that is almost 
twice that of plasma, and the ratio between the 
number of iodine atoms and the number of 

Table 12.4 Classification of x-ray contrast media for small-animal CT imaging

Iodinated extracellular 
fluid CM (urographic 
water-soluble CM)

Vascular space CM (blood pool 
agent)

Hepatocellular CM 
(tissue-specific CM) Gastrointestinal CM

Monomeric nonionic CM Macromolecular CM Iodine-containing lipid Iodinated CM

Iopromide Dysprosium-DTPA-dextran CM Iopromide liposomes Diatrizoate (ionic CM)
Iohexol Iodixanol liposomes Iopromide-370 (nonionic 

CM)
Iopamidol Oil emulsions of ethiodol and 

iodine
Cholesteryl ioponate

Ioversol Polyiodinated triglyceride 
emulsion (ITG-LE)

Barium sulfate

Fenestra DC
Iopentol Iodine-containing micelles

Iomeprol MPEG-iodolysine micelles
Iobitridol Dysprosium EOB DTPA

Ioxilan Nanoparticles

Bismuth sulfide polymer 
coating (BPNP)

Dimeric nonionic CM Gold nanoparticles
Iotrolan
Iodixanol Liposomal encapsulation of 

iodinated CM

Polyethylene glycol-coated 
(PEG) iopromide liposomes
PEG iohexol liposomes
Lipid mixture with iodixanol
Polyiodinated triglyceride 
emulsion (ITG-LE)
Fenestra VC
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 particles in the solution is 3:1. The nonionic 
dimers are iso-osmolar with plasma (300 mOsm/
kg) and are present in a 6:1 ratio.

Comparison of Properties Among 
Nonionic Contrast Media
Nonionic CM differ from one another with regard 
to important physicochemical properties, includ-
ing water solubility, viscosity, osmolality, and 
electrical charge.

The water solubility of these contrast agents 
must be very good as highly concentrated CM 
solutions are used; for example, up to 800 mL is 
a typical dose of iopamidol or iopromide admin-
istered in adults, the equivalent of approximately 
240 g of iodine (Rau et al. 1997; Rosovsky et al. 
1996). As with sugars or peptides, the solubility 
of nonionic CM is mediated by hydrolytic groups 
(–OH, –CONH–).

Viscosity is a measure of the flow properties of 
solutions depending on temperature and is mea-
sured as millipascals per second. It increases with 
both higher CM concentrations and falling tem-
perature. The viscosities of the various CM are 
different at the same iodine concentration and 
temperature.

The viscosity of a contrast medium is of con-
siderable practical importance. When thin-bore 
needles, cannulae, and catheters are used, high- 
viscosity preparations can only be administered 
with considerable effort. Rapid administration of 
large volumes, as is necessary in μCT, and injec-
tion through thin-bore cannulae and catheters are 
greatly facilitated by the use of low-viscosity CM 
such as iopromide. When prewarmed to body 
temperature, the viscosity of CM further decreases 
(Krause 1994; Hughes and Bisset 1991).

The osmotic pressure of a solution is deter-
mined by the concentration of dissolved particles. 
Normally, osmotic pressure is calculated in the 
unit osmolality, which describes the concentra-
tion of solute (osmoles) per kg of water (mOsm/
kg H2O). The osmolality of CM depends mainly 
on the concentration and only slightly on the tem-
perature, and different CM can display greatly 
divergent osmolalities at the same concentration.

Greater tolerability of low-osmolality agents 
has been demonstrated in many animal experi-

ments and several clinical studies. The low osmo-
lality causes less pain at the injection site and 
reduced heat sensation during power injection 
(Kim et al. 1990). Furthermore, hemodynamic 
and cardiovascular changes such as vasodilata-
tion, bradycardia, and pulmonary hypertension 
are greatly reduced. At comparable iodine con-
centrations, the nonionic monomers (low- osmolar 
CM) have in vitro a lower viscosity but a higher 
osmolality compared with nonionic dimeric CM 
(iso-osmolar CM) (Fig. 12.12). A rise of the 
iodine concentration of CM solution increases 
exponentially its viscosity (Jost et al. 2010).

12.2.2.2  Vascular Space CM: Blood 
Pool Imaging Agents

For μCT, a concentration of intravascular CM 
that enables the enhancement of 50–60 Hounsfield 
units (HU) over a period of at least 15 min would 
be desirable to allow efficient blood pool imag-
ing, which would be especially useful for imag-
ing of cardiovascular diseases (e.g., stenosis, 
ischemia, atherosclerosis, capillary permeability, 
and neovascularity).

Three points seem to be necessary for a blood 
pool contrast agent:

 1. The size of the CM molecules must be larger 
than the capillary fenestrations.

 2. Phagocytosis by the RES should be avoided as 
long as possible.

 3. A radiopaque moiety must be structurally 
incorporated within the particle.

There are two different methods used to ensure 
the prolonged circulation of imaging agents in an 
effort to make them suitable for blood (vascular) 
imaging. The first uses in vivo labeling of blood 
cells or plasma components with diagnostic 
labels, while the second uses synthetic macro-
molecules, colloidal solutions, and/or liposomes 
carrying diagnostic labels.

Macromolecules include proteins (e.g., bovine 
serum albumin), synthetic polypeptides (e.g., 
dextran), or polyamino acids (e.g., poly l-lysine).

By the middle of the 1900s, however, methods 
for modifying liposome surfaces were intro-
duced, resulting in liposomes that could avoid the 
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RES for prolonged periods of time (Allen 1994; 
Senior 1987). The half-life of conventional lipo-
somes in the blood stream after intravenous 
application can be increased as follows:

 1. A reduction in liposome size to below 100 nm
 2. An increase in cholesterol content in the 

capsule
 3. The use of saturated (gel-state) phospholipids
 4. The use of uncharged lipids
 5. The use of higher liposome doses

Alternatively, the surfaces of liposomes can be 
altered by the inclusion of glycolipids (e.g., 
monosialoganglioside GM) or polymers (typi-
cally polyethylene glycol (PEG)). This alteration 
results in a sterically stabilized liposome with a 
more hydrophilic surface that is less able to bind 
plasma opsonins, resulting in decreased RES 
uptake and a prolonged circulation half-life (Allen 
1994).

Surface-modified liposomes are able to avoid 
the mononuclear phagocytic system (MPS), thus 
allowing targeting to non-MPS organs. 
Furthermore, the inclusion of lipid derivates of 
PEG in the liposome membrane has been shown 
to very potently increase the liposomal circula-
tion times of iohexol, liposomes, and iopromide 
(Koa et al. 2003; Sachse et al. 1997).

For μCT imaging, a new family of CM has 
been developed. The Fenestra family is com-
prised of iodinated lipids that provide contrast 
enhancement integrated into a novel oil-in-water 
lipid emulsion.

Fenestra VC, a 20 % (wt/ol) oil-in-water lipid 
emulsion formulation containing an iodinated tri-
glyceride (glyceryl-2-oleoyl-1,3-di-7-(3- amino- 
2,4,6-triiodophenyl)-hepanoate) (ITG-DHOG), 
provides prolonged vascular contrast for the visu-
alization of cardiac, abdominal, tumor, and 
peripheral vasculature.

It is hepatotropic and is taken up by hepato-
cytes via an energy-dependent and ApoE 
receptor- mediated pathway. The surface of the 
vehicle is modified by the addition of methoxy-
polyethylene glycol 1-2-distearyl phosphatidyl-
ethanolamine, which enables long-lasting blood 
pool contrast enhancement. The formulation is 
iso-osmolar with plasma and has a particle size of 
150 nm and an iodine concentration of 50 mg/mL 
(Choukèr et al. 2008).

12.2.2.3  Hepatocellular CM
A number of approaches have been investigated 
in an effort to identify radiopaque imaging agents 
that selectively accumulate in the liver and 
spleen. These include, among others, radiopaque 
liposomes, polyiodinated triglyceride, and metal 

Fig. 12.12 Osmolality 
and viscosity of nonionic 
monomeric CA (iomeprol, 
iopromide, ioversol, 
iohexol) and nonionic 
dimeric CA (iodixanol) as 
formulated for injections 
into humans or animals
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complexes of EOB DTPA such as the dysprosium 
complex.

In the 1990s, various preparation methods for 
liposomes carrying CT radiopaque molecules 
were available, which allowed iodine encapsula-
tion with efficiencies up to 50 % and correspond-
ing encapsulated iodine-to-lipid ratios (mg/mg) 
between 0.4 and 4.7. Liposomes with narrow size 
ranges and maximum particle sizes well below 
5 m can be produced with these methods. When 
injected intravenously, these particles are rapidly 
taken up by macrophages localized in the liver, 
spleen, and bone marrow. In various animal 
experiments, liver opacification with density 
increases at or above 50 ΔHU has been demon-
strated, allowing the delineation of small focal 
lesions (Seltzer et al. 1988).

An iodinated triglyceride emulsion (IT-LE) 
packed into the lipophilic core of a synthetic chy-
lomicron remnant has been described by Bakan. 
This emulsion can be used to image the liver 
parenchyma as it is internalized by the hepato-
cytes, whereas liver tumor cells have less func-
tional lipoprotein receptors and, therefore, show 
little enhancement.

Fenestra LC contrast medium contains the 
emulsion described by Bakan and provides 
extended hepatobiliary contrast enhancement, 
which is useful for the visualization of abdominal 
anatomy and function. It is comprised of iodin-
ated lipids that provide contrast enhancement and 
a novel oil–water lipid emulsion that serves as a 
hepatocyte-selective delivery system. This for-
mulation in a synthetic oil-in-water lipid emul-
sion particle resembles a chylomicron remnant, 
which helps in selective localization of the lipids 
to various sites within the body.

Fenestra LC, properly termed 1,3-bis-[7-(3- 
amino- 2,4,6-triiodophenyl)-heptanoyl]-2-oleoyl 
glycerol (DHOG), is a commercially available 
hepatocyte-selective iodinated contrast medium 
for preclinical use only. Its structure and particle 
size of 90–180 nm are similar to endogenous 
chylomicron remnants (75–400 nm), allowing for 
fast receptor-mediated uptake in the liver. DHOG 
is supplied as an opaque solution at a concentra-
tion of 50 mg I/mL. Furthermore, it is iso-osmotic 

with plasma at 300–350 mOsm/kg and has a vis-
cosity of 3–4 cP at 37 °C (Choukèr et al. 2008).

12.2.3  Pharmacokinetic Properties 
of CM for X-Ray or μCT

The CM used for x-ray and CT imaging differ in 
their pharmacokinetic behaviors and patterns of 
distribution following intravenous injection.

12.2.3.1  Iodinated Extracellular CM
High water solubility, low distribution coeffi-
cients between butanol and buffer, and low bind-
ing to plasma proteins (<5 %) are all properties of 
nonionic ECF-CM that contribute to their phar-
macokinetic behavior, enabling them to be rap-
idly cleared from the blood within minutes 
following intravenous injection. The first pass of 
the CM with the highest vascular contrast is only 
retained for approximately 3 min. Following 
intravenous administration, nonionic CM are rap-
idly distributed between the vascular and intersti-
tial spaces with a distribution half-life of about 
25 min. They are then cleared from the blood 
with an elimination half-life of about 20 min. in 
rats and excreted without tubular reabsorption or 
secretion, mainly via glomerular filtration.

In patients with normal renal function, the 
extrarenal elimination of ECF-CM is minimal 
(<2 %). These agents are not metabolized after 
intravenous injection (Krause 1994).

The pharmacokinetic behavior of nonionic 
CM after intravenous injection in small animals 
is comparable to that seen in human patients.

After intravenous injection of 125I-labeled iopro-
mide (60 mg I/kg body weight) in rats, 82 % of the 
dose is excreted via the kidneys within 3 h, and the 
elimination half-life in the blood and urine is about 
20 min. In rats, about 90 % of the dose is recovered 
from the urine and 10 % from the feces, regardless 
of the dose administered (Mützel et al. 1983).

Hydrophilicity prevents ECF-CM from cross-
ing cell membranes. After oral or intraduodenal 
administration of 125I-labeled iopromide to rats, 
less than 2 % of the dose is absorbed (Mützel 
et al. 1983).
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12.2.3.2  Vascular Space CM: Blood 
Pool Imaging Agents

CM that remain in the vasculature with adequate 
enhancement for at least 15 min are called blood 
pool contrast agents.

A number of different approaches have been 
taken to produce longer-lasting blood pool con-
trast agents for CT. Some important examples 
include:

• Water-soluble macromolecular agents such as 
dysprosium-DTPA-dextran, which have shown 
blood pool contrast enhancement for up to 
45 min in rabbits (Vera and Mattrey 2002)

• Iodinated oil emulsions of ethiodol, which 
remain intravascular for 20 min after injection 
in phantom studies of excised canine hearts 
and in rabbits (Cassel et al. 1982)

• Iodine-substituted poly-l-lysine micelles 
(MPEGiodolysine), which cause noticeable 
enhancement in the blood, liver, and spleen 
for more than 3 h following intravenous injec-
tion into rats (Torchilin et al. 1999)

• Nanoparticles, which can act as blood pool 
CT-CM (e.g., nanosized bismuth sulfide with a 
polymer coating (BPNP) and gold 
nanoparticles)

Rabin et al. (2006) described a polymer- 
coated Bi2S3 with excellent stability at high con-
centrations (0.25 M Bi3+) and high x-ray 
absorption at fivefold greater than iodine. After 
intravenous administration of 250 I, BPNPs are 
distributed with a half-life of 140 ± 15 min in 
mice. Delayed imaging at 12–24 h after injection 
shows that the BPNPs are distributed to organs 
containing phagocytic cells (e.g., the liver, spleen, 
and lymph nodes). For example, in one study, the 
liver signal intensity increased from −22 ± 77 to 
740 ± 210 HU at 24 h (Rabin et al. 2006). This 
enhancement likely reflects the uptake of BPNPs 
into Kupffer cells and hepatocytes.

Animal studies have demonstrated that gold 
nanoparticles (250 gold atoms per molecule) are 
useful as x-ray contrast agents. Gold provides 
about 2.7 times greater contrast per unit weight 
than iodine, and its greater absorption of x-rays 
in comparison with iodine enables good contrast 
at lower x-ray doses.

Gold nanoparticles (1.9 nm in diameter) have 
been injected intravenously into mice at a con-
centration of 270 mg Au/cm3 and a volume of 
0.01 mL/g. In this experiment, the blood gold 
concentration decreased in a biphasic manner 
with a 50 % drop between 2 and 10 min, followed 
by a slower decrease by another 50 % between 
15 min and 1.4 h. The highest tissue gold concen-
tration 15 min after injection was in the kidney 
(10.60 ± 0.2 % of the injected dose per gram of 
measured tissue). Whole-body gold clearance 
was 77.5 ± 0.4 % of the total injected after 5 h, 
and retention in the liver and spleen was minimal 
with elimination via the kidneys (Fig. 12.13).

Given that CT liposomes with extended circu-
lation times may be useful as blood pool (vascu-
lar) imaging agents, some groups have evaluated 
the imaging properties of various surface- 
modified, contrast-carrying liposomes (Sachse 
et al. 1997; Schmiedl et al. 1999).

In a study by Sachse et al., conventional and 
surface-modified liposomes containing the non-
ionic monomeric CM iopromide were tested as 
potential blood pool agents. In a biodistribution 
study using rats, no significant differences in 
blood concentration were found 1 h after injec-
tion between two different PEG coating agents 
(DSPE-PEG2000- or CHHS-PEG2000) and 
unmodified conventional liposomes at a dose of 
250 mg total I/kg body weight (approximately 
500 mg total lipid/kg). At 4 h after injection, 
however, the DSPE-PEG liposomes displayed a 
significantly higher blood level compared to the 
other liposome formulations, amounting to 
approximately 28 % of the dose (1.1 mgI/g wet 
weight) compared to 16 % for the unmodified 
liposomes (Fig. 12.14).

The new pool-selective emulsion (ITG-PEG) 
CM, including Fenestra VC, differ from the pre-
vious approaches in that their mean particle size 
is less than 150 nm in diameter. Furthermore, 
they remain in the blood for several hours after 
injection and are cleared within 24 h.

Ford et al. and Graham et al. investigated the 
pharmacokinetic behavior of Fenestra VC 
 (concentration 50 mg I/mL) in mice. After a 
 single injected dose of 0.5 mg I/g body weight, 
the peak enhancement in the right ventricle and 
vena cava occurred at 0.25 h, providing an 
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enhancement of 340 HU over the baseline values. 
This vascular enhancement persisted for 2–4 h 
after injection before returning to near baseline 
values by 24 h after injection. The half-life in 
blood was approximately 8 h. When the PEG 
moieties were eliminated from these particles, 
the formulation was eliminated by the hepatobili-
ary system. Subsequent enhancement occurred in 
the liver (290 HU over baseline) and spleen (410 
HU over baseline) at 24 h after injection (Ford 
et al. 2006). Fenestra requires 48 h to be cleared; 
however, some researchers have observed spleen 

enhancement weeks after a single injection 
(Fig. 12.15).

12.2.3.3  Hepatocellular CM
In this section, we will only describe liposomes 
and an iodinated triglyceride emulsion as they 
have been most successful as hepatocyte- selective 
CM for CT.

After intravenous injection, liposomes are 
mainly taken up by the phagocytic cells of the 
RES, which is comprised of circulating blood 
macrophages and localized macrophages in the 

Fig. 12.13 Pharmaco-
kinetic data for the 
biodistribution of gold in 
mice following intrave-
nous injection of 0.2 mL 
gold nanoparticles 
(percent injected dose per 
gram in the blood, 
kidneys, liver, muscle, and 
tumor over a 24 h period) 
(Hainfeld et al. 2006)

Fig. 12.14 Biodistri-
bution of unmodified and 
modified iopromide 
liposomes in the blood of 
rats at a dose of 250 mg 
total I/kg body weight. 
Data are the mean values 
from four animals (Sachse 
et al. 1997)

12 X-Ray and X-Ray-CT



222 R. Brauweiler et al.

liver (Kupffer cells), spleen, and bone marrow. 
This biodistribution pattern can be used for  passive 
targeting of the liver and spleen as they are the 
main sites of liposome uptake (Poste 1983).

Liposome uptake can be increased by the incor-
poration of negatively charged lipids (e.g., phos-
phatidic acid, phosphatidyl glycerol, and 
phosphatidyl serine), the effects of which are more 
pronounced for smaller liposomes (Senior 1987).

The incorporation of cholesterol into the lipo-
some membrane results in increased plasma sta-
bility, prolonged blood circulation, and decreased 
intracellular degradation.

The organ distribution of liposomes is a func-
tion of liposome dose, which is reflected by 
reduced liver uptake at higher doses and seems to 
be due to saturation of the endocytotic uptake 
mechanism into Kupffer cells (Senior 1987).

In one study, iopromide-carrying liposomes 
with a diameter of approximately 0.5 m and an 
encapsulation efficiency ranging from 30 to 40 % 
showed dose-dependent pharmacokinetics in rats 
after an intravenous injection. The terminal half- 
life in blood increased from 0.8 h for a 250 mg I/
kg dose to 2.9 h for a 1,000 mg I/kg dose. The 
elimination of iodine occurred mainly via renal 
clearance and was complete within 7 days. Liver 
enhancement was observed at a dose of 200 mg I/
kg, which is equivalent to the clinically relevant 
value of 30 HU (Krause et al. 1993).

After intravenous injection of Fenestra LC, an 
iodinated triglyceride emulsion, it distributes to 
the vasculature of the liver and passes through the 
endothelial fenestrations into the space of Disse. 
There it binds to the apoE receptor on hepato-
cytes and is subsequently internalized into these 
cells and excreted via the biliary system.

In one study, a dose of 1 g I/kg body weight 
was injected intravenously into mice. The liver 
showed steadily increasing enhancement with a 
peak enhancement of 300 % at 300 min postin-
jection compared to the baseline value. At 48 h 
post injection, the enhancement was still at 50 %. 
The contrast agent then underwent primary elim-
ination via biliary excretion (Fig. 12.16) (Henning 
et al. 2008).

12.2.4  Indications for CM Used 
for X-Ray and μCT Imaging

There are numerous applications for x-ray CM in 
small-animal CT (Table 12.5), including the 
characterization of structures, vessels (e.g., tumor 
vascularization), tumors, and soft tissue mor-
phology and function. Nonionic, extracellular, 
water-soluble agents are generally applied in CT, 
primarily due to their relative safety and avail-
ability. A major problem with these agents, how-
ever, is their short duration of contrast 

Fig. 12.15 Fenestra VC 
is cleared from the blood 
into the liver parenchyma 
with equal enhancement 
of the blood and liver 
after injection at a dose of 
0.015 mL/g body weight 
(0.75 mg I/g body weight) 
in mice (Graham et al. 
2008)
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enhancement. This problem has been partially 
solved by using bolus injections or bolus infu-
sions of CM in conjunction with rapid-sequence 

scanning techniques. In addition, many agents 
have been generated for specific opacification of 
the blood pool, liver, and spleen. Blood pool 
imaging can aid in the detection of structural and 
functional abnormalities such as those caused by 
thrombi or atherosclerotic lesions. Furthermore, 
it would be of particular interest to evaluate the 
current state of blood flow and investigate irregu-
larities caused by pathological changes.

The combined use of μCT and hepatocellular 
CM allows for detailed noninvasive imaging of 
hepatic tumors, the hepatic parenchyma, and 
other liver lesions that in the past would have 
required euthanization of the animal or place-
ment of the tumor in a flank location or some-
place other than the liver.
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13.1  Basics of Magnetic 
Resonance Imaging (MRI)

Aileen Schroeter and Markus Rudin

Principles of nuclear magnetic resonance spec-
troscopy (NMR) (Ernst et al. 1987; Slichter 1990) 
and of magnetic resonance imaging (MRI) 
(Haacke et al. 1999; Bradley and Bydder 1997) 
have been the subject of several monographs to 
which the reader is referred. In the subsequent 
sections, we give a short summary on some 
important aspects of MRI: slice selection, image 
formation, some basic imaging sequences, as well 
as some contrast modules relevant for contrast- 
enhanced imaging.

13.1.1  Interaction of a Nuclear 
Magnetic Moment 
with a Static Magnetic Field

Nuclei with an odd number of protons and/or 
neutrons have a nonzero nuclear angular momen-
tum �

�
× I , which is a vector quantity composed 

of the spin angular moments of the individual 
nucleons (protons and neutrons), and ℏ the Planck 
constant h/2π. The associated magnetic dipole 
moment 

�m  then becomes

 
m g
��

� �= ⋅ ⋅Iz  (13.1)

with γ being the gyromagnetic ratio, which is a 
nucleus-specific value (e.g., for protons 
γ/2π = 42.577 MHz/Tesla). In a static magnetic field �
B0 , the energy of the magnetic moment becomes

 E B Bz= − ⋅ = − ⋅ ⋅ ⋅m g
��

� ��
0 0I  (13.2)

In (Eq. 13.2) we assumed the external field to be 
applied along the z-axis, i.e., 

�
B B0 00 0= ( ), , . 

Based on the laws of quantum mechanics, only 
discrete values for the spin angular momentum 

I = ¼
1

2
1

3

2
, , ,  and hence only discrete energy 

states of the spin system are possible. The eigen-
values of Îz are - £ £I m II , which in the sim-

plest case of a nucleus with a spin I =
1

2
 such as 

the proton can take only the two values mI = ±
1

2
 

corresponding to the two energy states (Fig. 13.1)

 
E B± = × × ×1 2 0

1

2/ ∓ �g
 

(13.3)

The energy difference between the individual 
energy states depends linearly on the amplitude 
of the magnetic field. Transitions between energy 
states occur by absorbance or emission of an 
energy quantum ℏω0, the frequency of which has 
to fulfill the resonance condition

 
w g0 1 2 1 2 0= - = ×+ -E E B/ /  (13.4)

When considering macroscopic samples, ensem-
bles of nuclear spins are being investigated. They 
distribute among the individual energy levels 
according to Boltzmann’s law. The relative popu-
lation difference between two adjacent states 
(polarization P) becomes

 

P p p p p
B

k T
= −( ) +( ) = −

⋅ ⋅
⋅ ⋅







+ +m m m mI I I I1 1
0

2
/ tanh

γ �

 
(13.5)
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k being the Boltzmann constant and T the abso-
lute temperature. As the energies involved in the 
magnetic Zeeman interaction are significantly 
smaller than the thermal energy k⋅T at body tem-
perature, the population difference between 
energy states is small. For protons at magnetic 
field strengths of 7 Tesla, the difference is 
approximately 30 ppm, i.e., only 30 out of one 
million nuclear spins contribute to the signal. The 
low quantum energy of magnetic interactions is 
the principal reason of the low sensitivity of MR 
techniques.

13.1.2  Classical Description of NMR: 
Bloch Equations and Relaxation

In thermal equilibrium, the macroscopic magne-

tization vector 
� �
M V

V

= ×å1/ m  resulting from 

the ensemble of nuclear magnets will align par-
allel to the magnetic field. Generation of a non-
equilibrium condition, e.g., by rapidly changing 

the direction of the field, will induce a torque � �
M B´ 0 , which causes 

�
M  to change as a func-

tion of time due to the conservation of the angu-
lar moment,

 
dM dt M t B
� � �
/ = × ( )´g 0  

(13.6)

For 
�
B B0 00 0= ( ), , , the solution of (Eq. 13.6) 

describes the precession of the magnetization vec-

tor 
�
M  around the z-coordinate axis with the pre-

cession frequency w g0 0= ×B , the so-called Larmor 

frequency (Fig. 13.1). The time- dependent transverse 
magnetization M t M i txy xy( ) = ( ) × - × ×( )0 0exp w  

will induce an oscillatory voltage in a pickup coil, the 

MR signal.
Equation 13.6 describes the undamped preces-

sion of the magnetization vector around the mag-
netic field. Yet, any physical system will return to 

its equilibrium state 
�
M 0  given sufficient time. 

This is phenomenologically accounted for by 
introducing relaxation terms, the longitudinal 

R T1 11= /  and the transverse relaxation rate 

R T2 21= / . The rate R1 characterizes the return of 
the system to the equilibrium state 
�
M Meq , ,= ( )0 0 0 , while R2 describes the loss of 

phase coherence due to stochastic variations in 
the local magnetic field. They will be discussed 
in more detail later in this chapter. The Bloch 
equations describing the behavior of the magneti-
zation in a static magnetic field read

dM dt M B R M t M
� � � � �
/ = × ´( ) - × ( ) -( )g 0 eq  

(13.7)

with the relaxation matrix R  consisting of the 
diagonal elements (R2, R2, R1). For 

�
B0  pointing 

along the z-axis, the equation for transverse and 
longitudinal component of magnetization vector 
becomes

dM dt M B R M Mxy xy xy xy

� � �
/ ,= ⋅ ×( ) − ⋅ −( )g 0 2 eq

 
(13.7a)

dM dt M B R M Mz z z z

� � �
/ ,= × ´( ) - × -( )g 0 1 eq , 

with the solution (Fig. 13.3).

M t M i t R txy xy( ) = ( ) ⋅ − ⋅ ⋅( ) ⋅ − ⋅( )0 2exp expw
 

(13.8)

M t M M M

R t

z z( ) = ⋅ − ( )( ) − { } ⋅

− ⋅( )
0 0

1

1 0 1/

exp  
where Mi(0) describes the magnetization compo-
nents at t = 0 and M0 the equilibrium magnetiza-
tion pointing along z. In (Eq. 13.8) we used the 
frequency ω to account for the fact that the effec-
tive field experienced by the nuclear spin may 
deviate from B0 due to local effects by the tissue 
susceptibility (see below) or by effects of the 
local chemical environment (chemical shift). For 
biological tissue, relaxation times are typically 
of the order of T1 = 1 s and T2 = 50 to 100 ms, 
depending on the tissue type and the magnetic 
field strength.

13 MRI
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13.1.3  The MR Experiment

In order to induce transitions between the energy 
eigenstates of an ensemble of magnetic nuclei in 
a static magnetic field or in classical terms to gen-
erate nonequilibrium magnetization, a time- 
dependent electromagnetic field with components 

perpendicular to 
�
B0  has to be applied. We assume 

the field to be oriented along the x-axis; hence

� �
B t B t ex1 12( ) = × ×( ) ×× cos w

 
(13.9)

The total magnetic field to which the sample is 

exposed is then the vector sum of 
�
B0  and 

�
B t1 ( ) . 

a

c

b

Fig. 13.1 Basics of nuclear magnetic resonance (NMR): 
(a) Spin I = 1/2 system in external magnetic field along 
z-axis. The only two possible states are characterized by 
the eigenvalues of Îz operator, mI = +½ (parallel) and 
mI = −½ (antiparallel to the main magnetic field). The 
energy difference between the two states is 
∆E B= ⋅ = ⋅ ⋅� �w g0 0 . (b) Generation of a nonequi-
librium state by rapidly changing the magnetic field direc-
tion (radio-frequency pulse along the x-axis, nutation 

angle is α). The resulting magnetization 
�
M tz ( )  

 
precesses around the static magnetic field 

�
B0  with the 

Larmor frequency ω0. The rotating transverse compo-

nent 
�
M txy ( )  induces a voltage Vind in a pickup coil, the 

NMR signal. (c) Time dependence of the transverse and 
longitudinal magnetization components assuming the 
static magnetic field along the z-axis and an initial state 
with only transverse magnetization. Values used for the 
computation were offset frequency Δω0 = 60 s−1, 
R1 = 1 s−1, and R2 = 5 s−1
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The linearly polarized field 
�
B t1 ( )  is commonly 

decomposed into two counter-rotating circularly 
polarized fields. It can be shown that only the 
component rotating in parallel to the Larmor 
precession will lead to resonance, while the 
effect of the counter-rotating component can be 
neglected (Bloch and Siegert 1940). This is 
accounted for by describing MR experiments in 
a coordinate frame that rotates with the Larmor 
frequency around the z-axis (rotating frame con-
cept (Ernst et al. 1987)); hence in (Eq. 13.8), the 
frequency ω has to be replaced by ω − ω0 as in 
the rotating frame only the frequency offset with 

regard to the basic frequency w g0 0= ×B  is con-

sidered. There are also practical implications of 

the decomposition of 
�
B t1 ( )  in two counter-rotat-

ing fields: using a so-called quadrature excitation 

coil that generates a circularly polarized RF field 
yields a B1- field that is 2  times larger compared 
to that generated by a conventional linearly polar-
ized coil.

In modern Fourier transform (FT) MR exper-
iments, the signal is detected in the time domain 
following excitation by a short electromagnetic 
pulse, and the spectral information is obtained 
by Fourier transformation of the observed free 
induction decay (FID) (Ernst et al. 1987; Ernst 
1966). Hence, B1(t) is only switched on in the 
time interval 0 £ £t t , τ being the pulse dura-
tion, which has to be chosen such that the fre-
quency spectrum of the pulse covers the desired 
spectral range. The angle by which the magneti-
zation is rotated from its equilibrium orientation 
is given by

 a g t= × ×B1  (13.10)

Following a pulse around the x-axis with a nuta-
tion angle α, the initial magnetization is of the 

form 
�
M M0 00( ) = ×( ),sin ,cosa a  and evolves 

according to (Eq. 13.8).

13.1.4  Measurement of Relaxation 
Rates

Relaxation rates are governed by the interaction 
of nuclear spins with their environment and are 
therefore an important source of contrast in 
MRI. Up to now we have discussed two relax-
ation rates, R1 and R2. As discussed, transverse 
relaxation arises from loss of phase coherence 
due to fluctuations in the magnetic interaction of 
nearby nuclear spins, which leads to fluctuations 
in the resonance frequencies. Yet, dephasing may 
also occur due to static magnetic field inhomoge-
neities ΔB0 of the order of parts per million that 
arise from technical imperfections of magnets 
and more importantly due to local differences in 
the magnetic susceptibility Δχ of biological 
tissue

 ∆ ∆B B0 0 0= ⋅ ⋅m c  (13.11)

μ0 being the magnetic constant. This additional 
term is accounted for by introducing an addi-
tional transversal relaxation rate R2*, which can 
be approximately defined as

 R R B2 2 0* ≈ ∆+ ⋅g  (13.12)

and which governs the dephasing of the magneti-
zation vectors of a spin ensemble.

Measurement of the Transverse Relaxation 
Rate R2 The inhomogeneities of the B0 field are 
static, and, hence, the destructive interference 
imposed can be accounted for using an elegant 
method proposed by Hahn (Hahn 1950). The 
spin system is excited by a 90° radio-frequency 
pulse around the x-axis. Following the pulse 
the individual magnetization vectors experi-
ence only the static magnetic field and precess 
around the z-axis at their individual angular 

frequency w gi iB B= ⋅ +( )0 0∆  and therefore 

get out of phase. At a time TE/2 following the 

initial excitation, a 180° pulse is applied, e.g., 

13 MRI
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around the y-axis. Following this pulse, the vec-
tors precess again around the static field at their 
respective ωi. At t = TE (i.e., TE/2 following the 
180° pulse), the individual magnetization vec-
tor will be in phase again co-aligned along the 
y-axis forming a so- called spin echo (Fig. 13.2). 
Compared to the FID, the echo amplitude is 
reduced according to

M T M R Txy E xy E( ) = ( ) × - ×( )0 2exp  (13.13)

caused by loss in signal coherence due to sto-
chastic processes (e.g., microscopic motion) 
leading to fluctuation in the local magnetic fields 
that cannot be accounted for. In order to get accu-
rate values for R2, measurements have to be car-
ried out at multiple TE values (multi-echo 
experiment).

 Measurement of the Longitudinal Relaxation 
Rate R1 For measurement of R1, the longitudi-
nal component of the magnetization has to be 

translated into detectable transverse magnetiza-
tion. This requires the generation of a nonequi-

librium state M Mz 0 0( ) ¹ , and after a delay, the 

longitudinal magnetization Mz(t) is probed by 
applying a 90° RF pulse. The signal is then 
given by

 

M t M M M R tz z( ) = ⋅ + ( ) −( ) ⋅ − ⋅( ){ }0 0 11 0 1/ exp

 (13.14)

For so-called inversion recovery experiments, 
M Mz 0 0( ) = -  (Fig. 13.2), and for saturation 

recovery Mz 0 0( ) = .
A modification of the latter sequence is the 

steady-state saturation experiment, in which a 
sequence of 90° pulses is repeated at an interval 
TR < 1/R1. For calculation of R1 the experiment 
has to be repeated at various delays TR. Under 
steady-state condition, the signal is given by

 

M M T M
R T

xy z R

R
0

1

10

1( ) = ( ) ⋅ = ⋅ ⋅
− − ⋅( )

−, sin sin
exp

cossteady state− a a
aa ⋅ − ⋅( )exp R TR1  

(13.15)

and becomes maximal at the so-called Ernst angle

 
cos expaopt = - ×( )R TR1  

(13.16)

Reduction of the TR with simultaneous optimiza-
tion of the pulse angle to maximize signal inten-
sity is the basic principle of fast low angle shot 
(FLASH) MR imaging (see below).

Fig. 13.2 Measurement of relaxation rates. (a) Hahn spin-
echo experiment. After excitation by a (90°)x pulse, the 
nuclear magnetization is aligned along the y-axis and pre-
cesses around the static magnetic field (z-axis). Due to mag-
netic field inhomogeneities, the individual spin packets 
become dephased leading to a signal decay (FID) character-
ized by the rate R2*. After TE/2 a refocusing pulse is applied 
(180°)y and the individual magnetization vectors are flipped 
around the y-axis. After the pulse the precession around static 

magnetic field continues leading to the formation of an echo 
signal (constructive interference). The amplitude of the spin 
echo is reduced by a factor exp(-R2TE) as compared to the 
amplitude of the initial FID. (b) Inversion recovery experi-
ment. At t = 0 the magnetization is inverted by application of 
180° pulse. After the inversion delay TI a 90° readout pulse 
generates observable transverse magnetization with the 
amplitude of the signal being determined by (Eq. 13.14) for 
M(0) = −M0. Zero signal intensity is observed at TI = ln2/R1
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13.1.5  Principles of Magnetic 
Resonance Imaging (MRI)

13.1.5.1  Spatial Encoding
MRI procedures are based on the use of magnetic 
field gradients that render the resonance field 
and, hence, the corresponding Larmor frequency 
dependent on the position of the resonant nucleus 
(Lauterbur 1973). Consider a one-dimensional 
case. Application of a magnetic field gradient Gx 
along the x-axis renders the resonance frequency 

dependent on the location (Fig. 13.3), which for a 
time-invariant gradient Gx becomes

 
w w gx G x( ) = − ⋅ ⋅0 x  

(13.17)

It is obvious that by recording a sufficient num-
ber of projections with varying orientations of the 
magnetic field gradient G, the three-dimensional 
distribution of spins can be reconstructed. This 
projection reconstruction approach is analogous 
to x-ray CT and has originally been proposed by 
Lauterbur (1973).

a b

Fig. 13.3 Spatial encoding and slice-selective excita-
tion. (a) Frequency encoding is achieved by applying a 
magnetic field gradient Gx (shown for the x-direction). 
As a result, the resonance frequency becomes dependent 
on the location according to (Eq. 13.17), and the fre-
quency spectrum excited corresponds to a projection of 
the sample along the gradient direction as long as the RF 
pulse is of sufficient bandwidth BW. The steepness of the 

gradient determines the spectra dispersion. (b) By com-
bining the effect of the magnetic field gradient with a 
band-limited pulse of a center frequency ωc and a band-
width BW, a slab is excited of thickness dx = BW/γ⋅Gx 
(indicated in pink). The slab thickness can be varied by 
changing either the gradient strength or the pulse band-
width. Note that frequency values are in rad⋅s−1 according 
to ω = 2π⋅ν

Modern MRI sequences operate in Fourier 
space (Ernst et al. 1987). In FT MRI the imaging 
data set is collected as a 2D (or 3D) array in time 
domain. The transverse magnetization is encoded 

during two time intervals t1 and t2, during which 
it evolves under the influence of the respective 
magnetic field gradients G1 and G2
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The signal is sampled during the t2-domain col-
lecting N2 data points, while the signal evolution 
during t1 leads to a signal phase at t2 = 0 that is 
given by the first exponential term in (Eq. 13.18). 
In order to sample the N1 data lines required for 
image reconstruction, this procedure has to be 
repeated while incrementing the product G t1 1×  

during subsequent excitations (today, the time t1 is 
kept constant and the gradient amplitude is being 
increased). It is important that for both dimen-
sions, the Nyquist sampling theorem has to be 
obeyed, i.e., the sampling rate has to be chosen 
such that the maximum frequencies can be accu-
rately mapped. In MRI the respective gradients 
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are called phase encode (G1) and readout gradient 
(G2), and we will use these terms for the rest of the 
chapter. The image (in frequency domain) is then 
obtained by a 2D-FT of the time domain data set,

I x y I F M t txy, , ,( ) = ( ) = ( ){ }w w1 2 2 1 2  
(13.19)

The principal proton-carrying constituents of 
biological tissue are water and lipid molecules of 
adipose tissue. The resonance frequency of a 
nuclear spin is determined by the externally 
applied magnetic field (Eq. 13.4) and its local 
chemical environment, which is determined by 
the electron configuration. Similar to hydrogen 
nuclei electrons possess a spin momentum, which 
is approximately 650 times larger than that of the 
proton. Also the motion of the charged electron 
imposes additional local fields in the vicinity of 
the nucleus. These contributions are comprised in 
the so-called chemical shift term, which is 
described as a second rank tensor in order to 
account for the local anisotropy. Yet, in biologi-
cal tissue typically only the value of its trace σ is 
of relevance. The chemical shift is measured to a 
reference frequency (ω0), in imaging typically 
the frequency of the protons of bulk tissue water. 
Hence the expression for the resonance frequency 
(Eq. 13.4) for a nuclear spin j has to be modified 
to

w g s w g sj j jB B= × -( ) × = - × ×1 0 0 0  
(13.20)

This has implications with regard to spatial 
encoding. (Eq. 13.17) has to be modified to

w w g s gx B G xj x( ) = - × × - × ×0 0  
(13.21)

This frequency cannot be discriminated from

 
w w gx G xx′ ′( ) = − ⋅ ⋅0  

(13.22)

Hence, signals originating from nuclei j appear dis-
placed with regard to those of water by an amount

 
x x

B

G
j′ − =
⋅s 0

x  
(13.23)

which is the reason for the so-called chemical shift 
artifact. These can be avoided by either selective 
excitation of the water or the lipid  resonance or by 
selective suppression of either of the two. Similar to 
lipids the various metabolite signals are shifted with 
regard to the water resonance. Yet, this is not a prob-
lem as metabolite concentrations are in the milli-
molar range as compared to 80 M water protons.

13.1.5.2  K-Space
A very convenient way to analyze MRI experi-
ments is the so-called K-space concept (Ljunggren 
1983). Consider a spin density distribution, which 
defines the observable transverse magnetization 
Mxy(x). Let us again consider a one-dimensional 
case. For an arbitrary time-variant gradient Gx(t), 
the signal after demodulation with the Larmor fre-
quency (rotating frame description) is given by
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By introducing a time-dependent spatial fre-
quency kx(t) according to

 
k t G t dtx
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(13.25)

Equation 13.24 can be reformulated as

s k M x i k x dxx
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exp 2p
 

(13.26)
Equation 13.26 corresponds to a Fourier inte-
gral, i.e., the signal s(kx) is the FT of the trans-
verse magnetization Mxy(x), which by itself is 
proportional to the spin density of the sample. 
Hence, the spin density is Fourier encoded along 
x by the applied gradient Gx. Correspondingly, 
Mxy(x) can be obtained by the inverse FT of the 
K-space signal s(kx)
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(13.26a)
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It is straightforward to expand this concept to two 
or three dimensions,

 
M x y z s k k k i k x k y k z dkxy x y z x y z x, , , ,( ) = ( ) × + × × × + × + ×( ){ }× ×òòò exp 2p ddk dky z×

 
(13.27)

A prerequisite for accurate reconstruction of the 
original spin density distribution is the complete 
coverage of K-space considering the Nyquist 
sampling theorem for j = x, y. The distance 
between adjacent K-space samples should fulfill 
the condition
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(13.28)

Nevertheless, there is considerable freedom 
regarding trajectories for K-space sampling 
(Fig. 13.4). A limitation of MRI data acquisition 
is its sequential nature, i.e., many pulse sequences 
(see below) require sequential acquisition of indi-

vidual K-space lines, which is of course time- 
consuming. K-space can be undersampled, if 
independent information is obtained, e.g., by 
using multiple receiver coils. Such parallel acqui-
sition techniques (Sodickson and Manning 1997; 
Pruessmann et al. 1999; Griswold et al. 2002) are 
today standard in clinical MRI, but less common 
in animal imaging as acceleration leads to a 
reduction in the signal-to-noise ratio (SNR). 
Alternatively, methods use the sparsity of the 
MRI signal (either in image or K-space) for 
K-space undersampling and hence acceleration 
(sparse sampling, compressed sensing; (Lustig 
et al. 2007)).

Fig. 13.4 Examples of K-space trajectories. They include 
from top left to bottom right radial sampling, sequential 
linear sampling, single pulse-echo planar imaging trajec-

tory, spiral sampling, PROPELLER (periodically rotated 
overlapping parallel lines with enhanced reconstruction), 
and completely random sampling
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13.1.5.3  Slice Selection
Combining the application of a magnetic field 
gradient Gx with frequency-selective excitation 
leads to the excitation of a slice with a width that 
is determined by the bandwidth Δω of the RF 
pulse. The resonance condition is fulfilled only 
for nuclear spins within a slab i defined by

x x
Gi

i± =
− ±

⋅
∆

∆
/

/
2

20w w w
g x  

(13.29)

The frequency offset ωι − ω0 determines the posi-
tion of the slice center. Ideally, the pulse profile 
corresponds to a rectangular frequency profile 
with zero amplitude outside and full amplitude 
within this range. In the time domain, such a pro-
file corresponds to a sinc-pulse of infinite dura-
tion. In practice, pulses are of limited duration, 
which leads to deviation from the rectangular 
profile. Various pulse profiles have been sug-
gested to approximate the ideal frequency 
response including truncated sinc-pulses such as 
sinc3 or sinc5, Hermite pulses, adiabatic pulses, 
or Shinnar–Le Roux (SLR) selective pulses 
(Pauly et al. 1991). An important criterion in 
pulse optimization is the performance for nuclear 
spins that resonate at a different frequency com-
pared to ω0 (off-resonance effects).

Due to the finite bandwidth of the pulse and, 
hence, the finite slice thickness, individual spin 
packets across the slice will precess at different 
Larmor frequencies (due to the slice selection 
gradient) and hence will be dephased at the end 
of the pulse. To avoid signal loss this dephasing 
has to be compensated by a reversal of the slice 
selection gradient (gradient echo). Compensation 

of dephasing requires G G tcsl sl⋅ = ⋅t / 2 ′ , with τ 
being the pulse duration, G’sl the amplitude of the 
compensation gradient and tc the duration of the 
compensation gradient.

13.1.6  Some Basic Image Acquisition 
Modules

Image acquisition requires full coverage of the 
2D or 3D K-space, and numerous trajectories can 

be designed to achieve this objective (Fig. 13.5). 
To illustrate the principle, we will discuss some 
simple sequences, which appear as basic ele-
ments of more complex pulse sequences, in some 
detail.

 (a) Spin-echo experiment (Fig. 13.5a): A stan-
dard image acquisition module relies on the 
spin-echo experiment (see above) and yields 
R2 contrast. A 2D pulse sequence is shown in 
Fig. 13.5 together with the respective K-space 
diagram. Transverse magnetization is gener-
ated by a slice-selective 90° pulse. The fre-
quency and phase encoding occurs during 
the evolution period TE/2 by application of 
gradient pulses in the readout and phase- 
encoding direction. The spin-echo signal is 
recorded following a slice-selective refocus-
ing pulse while applying a readout gradient. 
After a repetition delay TR, the next excita-
tion pulse is applied. For each sequential 
acquisition, the phase-encoding gradient is 
incremented.

The advantage of the spin-echo acquisi-
tion is the compensation for effects due to 
static magnetic field inhomogeneity, while 
the major drawback of conventional spin-
echo is the long image acquisition time. Each 
line in K-space has to be recorded sequen-
tially with a sufficiently long recovery delay 
in-between individual acquisitions to allow 
for R1 relaxation and, hence, improved sig-
nal-to-noise ratio. In order to shorten acquisi-
tion times, several fast spin-echo techniques 
have been developed such as rapid acquisi-
tion with relaxation enhancement (RARE 
(Hennig et al. 1986)). In the RARE experi-
ment, an echo-train consisting of N echoes 
with different values for the phase-encoding 
gradient for the individual echoes of the train 
is recorded. The time for data acquisition is 
thereby reduced by a factor N, N typically 
ranging from 4 to 128. For driven equilib-
rium a 90° pulse is applied at the time point 
of the second echo formation to restore lon-
gitudinal magnetization and thus shortening 
the recovery period.

13 MRI
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 (b) Gradient echo (Fig. 13.5b): Alternative fast 
MRI data acquisition methods are based 
on signal refocusing due to reversal of the 
readout gradient. A typical example of 
this class of methods is fast low angle shot 
(FLASH) pulse sequence (Frahm et al. 

1986). Transverse magnetization is gener-
ated by application of an α-pulse. As the rep-
etition delay TR is chosen such that TR << T1, 
the optimal pulse angle has to be αopt << 90°; 
e.g., for TR = 10 ms and T1 = 1 s we obtain 
αopt = 8.1°.
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Fig. 13.5 Pulse sequences and K-space diagrams for 
basic MRI acquisition modules. (a) Spin echo, (b) gradi-
ent echo, (c) echo planar imaging. Abbreviation indicates 
slice-selective gradient (Gsl), readout (frequency encod-
ing) gradient (Gre), phase-encoding gradient (Gph); repeti-

tion delay (TR), echo delay (TE), inter-echo spacing (TIES), 
effective echo delay (TE,eff), and the respective K-space 
coordinates for the readout (kre) and phase-encoding 
direction (mph). Numbers link trajectory in K-space dia-
gram to pulse sequence timing diagram
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Images recorded using gradient echo 
sequences are both R1− and R2*-weighted and 
allow for rapid data acquisition. As static mag-
netic field inhomogeneities are not refocused, 
differences in magnetic susceptibility between 
adjacent structures will cause artifacts such as 
signal loss due to loss of coherence within a voxel 
or image distortion due to geometrical misregis-
tration caused by frequency shifts, which become 
prominent for long TE values (strong R2* weight-
ing). Variants of the basic gradient echo experi-
ment are, e.g., Snapshot FLASH (Haase 1990) 
and fast imaging with steady precession (FISP 
(Bruder et al. 1988)).

The total image acquisition time can be sig-
nificantly shortened by generating multiple gra-
dient echoes using a single excitation pulse with 
incrementing the phase encoding for the subse-
quent echoes. In echo planar imaging (EPI 
(Mansfield 1984), Fig. 13.5c), this is achieved by 
inserting a short gradient pulse (gradient blip) 
along the phase-encoding direction. EPI was the 
first rapid imaging technique introduced as early 
as 1976 and has become the standard readout 
module for functional MRI. Images can be col-
lected in less than 100 ms.

13.1.7  Contrast in MRI

The signal in MRI depends on the total number 
of magnetic nuclei in a voxel (spin density ρ), 
which determines the maximal achievable mag-
netization, and on all processes that modulate 
this magnetization such as the RF pulse angle 
generating detectable nonequilibrium magneti-
zation, all biophysical processes leading to loss 
of phase coherence of the transverse magnetiza-
tion components (R2, R2*, microscopic motion 
such as diffusion and microcirculation, coher-
ence transfer), exchange of magnetization due to 
proton transfer (chemical exchange), as well as 
the processes that drive the system back to the 
equilibrium state. All these processes are influ-
enced by the environment of the nuclear spin 
under  investigation and hence characteristics for 

a type of tissue. It is beyond the scope of this 
chapter to review the various mechanisms 
involved in detail, and the reader is referred to 
the appropriate references (e.g. Haacke et al. 
1999). Instead we discuss some basic aspects of 
the various parameters affecting the signal inten-
sity and hence contrast in MR images.

Longitudinal and Transverse Relaxation We 
have already introduced longitudinal and transverse 
relaxation, R1 and R2, which are inherently different 

processes: R1 characterizes the return of the system 

to the equilibrium state 
�
M Meq , ,= ( )0 0 0  and 

involves exchange of energy with the environment, 
the lattice, hence the term spin–lattice interaction. 
R2 describes the loss of phase coherence due to 
fluctuations in the local environment, which modu-
late the (dipolar) interaction of the nuclear magnets 
and hence their individual resonance frequencies. 
Hence, “transverse relaxation” is strictly speaking 
not a relaxation process. There are several theoreti-
cal approaches describing relaxation: the phenom-
enological approach of the Bloch equations (Bloch 
1946; Bloch et al. 1946), a model considering the 
transition probabilities of the spin system under 
investigation and its environment (Slichter 1978), 
semiclassical relaxation theory describing the spin 
system using quantum mechanics and the environ-
ment in classical manner (Redfield 1965), and 
finally a full quantum mechanical description 
(Wangsness and Bloch 1953; Bloch 1957).

We briefly outline some concepts of the 
approach based on perturbation theory 
(Carrington and McLachlan 1969). Apart from 
the external magnetic field B0, the nuclear spin of 
interest experiences additional local magnetic 
fields B’(t) due to the interaction with neighbor-
ing spins as well as moving electrical charges

 

� � �
B t B B tloc ( ) = + ( )0 ′

 
(13.30)

We assume B t B′( ) << 0 , so that these additional 

terms can be treated as a perturbation of the 
Zeeman interaction (Eq. 13.2). We limit our dis-
cussion to the spin system I = 1/2. When 
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 expressing the perturbation term in Eq. (13.30) in 
the eigenbasis of (Eq. 13.2) (states mI = ±1/2), the 
elements linking the two states, i.e., involving 
transitions between states mI = +1/2 and mI = −1/2, 
lead to R1 relaxation, while the lifetime of the 
states and the fluctuation of the energy difference 
between the states lead to R2 relaxation. Changes 
in B’(t) occur over a large frequency range and 
are described by a so-called spectral density 
function J(ω), which is related to the autocorre-
lation function G(τ) via a Fourier transform. If 
we assume the autocorrelation function to be 
characterized by an exponential decay, i.e., 
G(0)⋅exp(i⋅ω⋅τc) with the correlation time τc, 
we obtain a Lorentzian function for the spectral 
density

J f t f tw
t

w t
( ) = ⋅

+ ⋅
( ) ⋅ ( )2

1 2 2
c

c

*
 

(13.31)

with f t f t*( ) × ( )  describing the temporal aver-
age of the fluctuations f(t), the asterisk indicating 
the complex conjugate. As already stated R1 
relaxation involves nuclear spin transitions, i.e., 
the elements of the perturbation term linking the 
two states mI = ±1/2, and hence depends on the 
spectral density of the perturbation − ⋅ ⋅ ( )g � B t′  
around the resonance frequency ω0, while R2 is 

governed by the fluctuation of the energy states 
of the spin system, which occurs close to zero 
frequency. Combining this information results in 
(Carrington and McLachlan 1969)
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R1 (=1/T1) depends both on the resonance fre-
quency (it increases with ω0) and the correlation 
time and reaches a minimum for t wc =

-
0
1 , while 

T2 decreases with increasing correlation time 
(Fig. 13.6).

Quantitative estimation of relaxation rates 
requires knowledge of the local fluctuation in the 
magnetic field B’(t) and of correlation time τc, 
which is inherently difficult to obtain in particu-
lar for living tissue. Interactions to be considered 
include magnetic dipole interactions, chemical 
shift anisotropy, nuclear spin–rotational cou-
pling, interactions with quadrupolar nuclei (I 
≥1), or the interaction with the magnetic moments 
of unpaired electrons. The last contribution is of 
relevance with regard to MRI contrast agents.

a b

Fig. 13.6 Longitudinal and transverse relaxation. (a) 
Cartoon of R1 and R2 relaxation in a spin I = 1/2 system. 
While R1 involves energy dissipation between the spin 
system of interest and its environment (lattice), R2 is 
governed by fluctuations in the resonance frequency due 
to stochastic molecular motion and due to the finite life-

time of the excited state. The spectral density functions 
J(ω) are indicated for R1 and R2 relaxation. (b) T1 and T2 
as a function of the correlation time for 200, 400, and 
750 MHz normalized to minimum value for T1 at 200 
MHz. Notice that T1 increases with increasing resonance 
frequency
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Relaxation Due to Static Susceptibility 
Differences (R2*) R2* has been discussed previ-
ously (Eqs. 13.11 and 13.12) and is the principal 
contribution determining contrast in gradient 
echo MR images.

Microscopic Motion: Diffusion and 
Perfusion Motion of a nuclear spin in an inho-
mogeneous magnetic field leads to changes in the 
resonance frequency and correspondingly to sig-
nal loss due to dephasing. This is accounted for by 
introducing a diffusion term in (Eq. 13.7), yielding 
the modified Bloch–Torrey equation

 
dM dt M B R M t M D M
� � � � �
/ = ⋅ ×( ) − ⋅ ( ) −( ) + ⋅( )γ ∇ ∇0 eq  

(13.33)

where D  is a second rank tensor accounting for 
the anisotropic diffusion. The last term in 
(Eq. 13.35) represents the divergence of the vec-
tor field analogous to Fick’s second law. 
Diffusion sensitivity can be enhanced by apply-
ing a magnetic field gradient G. Solving 
(Eq. 13.33) yields an additional term that 
depends on the degree of magnetic field inhomo-
geneity (~amplitude of the diffusion-sensitizing 
gradient), the diffusion coefficients, and the dif-
fusion time. Assuming an isotropic medium in 
which diffusion behaves according to the 
Einstein equation (i.e., the mean displacement is 
proportional to the square root of the product dif-
fusion coefficient times the diffusion time) and 
can be described by a Gaussian, the signal atten-
uation imposed can be written as
� �
M t D M t b D;( ) = ( ) × - ×( )exp

 
(13.34)

where 
�
M t( )  accounts for relaxation terms and D 

stands for the apparent diffusion coefficient 
(ADC), as a tissue voxel comprises multiple 
compartments with different values for diffusion 
coefficients. The factor b comprises parameters 
specific to the measurement sequence such as 
magnetic field gradient amplitude(s) and timing 

aspects including gradient duration and separa-
tion (Bihan 1991; Stejskal and Tanner 1965). 
Measurements using at least two different b- 
values allow determining the diffusion coeffi-
cient D. For non-Gaussian behavior, (Eq. 13.34) 
is not valid.

The classical diffusion MR sequence as first 
described by Stejskal and Tanner (1965) is a 
basic spin-echo sequence with a pair of 
diffusion- sensitizing gradients of amplitude G 
and duration δ applied prior and after the refo-
cusing pulse. The time between the two pulses 
shall be Δ. Let us consider just the effects of this 
gradient pulse pair. The first pulse will lead to 
an additional phase shift for a diffusing spin 
according to

 f g d1 1= ⋅ ⋅ ⋅G x  (13.35)

where x1 is the position of the spin at the beginning 
of the first pulse. During the second gradient pulse, 
the spin will acquire an analogous phase shift ϕ2. 
The refocusing pulse in the pulse sequence reverts 
the phase shift ϕ1; hence, the total phase shift 
acquired as a result of this gradient pair is given by 
ϕ2 − ϕ1. For nonmoving spins this difference will 
vanish. For diffusing spins, the gradient pair will 
lead to a signal attenuation that can be described as

 
b G ADC x P x x i G x x dx, ,d r g d∆ ∆( ) ⋅ = ( ) ⋅ ⋅ − ⋅ ⋅ ⋅ ⋅ −( )( ) ⋅ ⋅∫ ∫1 1 2 2 1 2( , , ) exp ddx1  

(13.36)

where ρ (x1) describes the spin density and 
P(x1, x1, Δ) the diffusion propagator (the likeli-
hood of finding a spin originally located at x1 at 
a location x2 after the diffusion time Δ), while 
the exponential term is the frequency term 
describing the phase evolution. The integration 
accounts for all possible displacements through-
out the sample. The integral corresponds to a 

Fourier integral and can be solved in a straight-
forward manner if the diffusion propagator is 
assumed to be Gaussian. Under these conditions 
the attenuation term becomes (Stejskal and 
Tanner 1965)

b G G, ,d g d d∆ ∆( ) = ⋅ ⋅( ) ⋅ −





2

3  
(13.37)
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By measuring the attenuation for different b- 
values, the ADC can be determined.

Anisotropic Diffusion Assuming a water diffu-
sion coefficient in gray matter of D = 0.8⋅10−3 
mm2s−1, water molecules diffuse approximately 
4 μm assuming a diffusion time of 10 ms. This 
compares with cell dimensions in tissue; hence, 
the water molecule will inherently encounter 
impenetrable tissue barriers (lipid membranes) 
on its path. As a result, diffusion will be hin-
dered in an anisotropic manner depending on 
the microstructure of the tissue. Assessing this 
anisotropy provides an attractive tool for tissue 
characterization, in particular in highly oriented 
tissues such as white matter in the brain 
(Moseley et al. 1990) or cardiac and skeletal 
myofibers (Stoeck et al. 2016; Heemskerk et al. 
2005).

For anisotropic diffusion, the diffusion term in 
(Eq. 13.33) is described by a tensor D , which is 
characterized by its three principal values D1, D2, 
D3 and three Eulerian angles ϕ, θ, ψ defining the 
tensor orientation in three-dimensional space 
(Fig. 13.7a). This implies that at least six 
 independent measurements are required to 
determine D . For practical purposes, some 
relationships are commonly used. The trace of 
the diffusion tensor is invariant and corresponds 
to the value for the isotropic diffusion, hence

 
D D D D D= ( ) = ⋅ + +( )tr
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(13.38)

The degree of anisotropy is captured in the expres-
sion for the fractional anisotropy FA, which takes 
values in the range 0 ≤ FA ≤ 1 and is given by
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In oriented tissue, commonly the relationship 
D1> > D2 ≈ D3 holds. Under these conditions, one 
uses the terms radial D^  and axial diffusivity D||, 
which are defined as

 
D D D^ = × +( )1

2 2 3
 

(13.40a)

 
D D= 1  

(13.40b)

For oriented biological structures such as 
nerve or muscle fibers, the largest principal 
value Q1 (D||) is pointing along the long axis of 
the structure, while the smaller values Q2, Q3 
(or D^ ) point perpendicular to it. Hence, the 
direction 

�
e1  indicates the direction of the fiber. 

This is exploited by fiber tracing algorithms, 
which aim at reconstructing fiber orientations 
within tissue (DTI tractography). This has 
found most widespread application in the 
reconstruction of white matter structures in 
the brain (Fig. 13.7b, c).

a b c

Fig. 13.7 Diffusion tensor imaging and tractography. (a) 
A case of oriented tissue water diffusion is described by a 
second rank diffusion tensor with the principal values D1, 
D2, D3 and three orientations of the principal components �
e1 , 

�
e2 , and 

�
e3  (or the Eulerian angles ϕ, θ, ψ). The ori-

entation of the main magnetic field is indicated by z. (b) 

Plotting the diffusion tensor in each voxel yields informa-
tion on oriented tissue structures (fiber tractography). (c) 
Reconstruction of white matter structures in mouse brain 
using fiber tractography (Image: courtesy Dr. Valerio 
Zerbi, ETH Zürich, Dr. Joanes Grandjean, UZH/ETH 
Zürich)
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An issue in tractography is crossing fibers as 
indicated in the bottom left corner of Fig. 13.7b. 
The form of the diffusion tensor does not allow 
the unambiguous reconstruction of fiber tracts. 
This problem can be addressed using high angu-
lar resolution diffusion imaging (HARDI (Tuch 
et al. 2002)), which used gradient encoding with 
a high number of different orientations and also 
explores the vicinity of a voxel. HARDI and 

related methods have become the standard DTI 
approach for mapping structural connectivity in 
the brain.

Intravoxel Incoherent Diffusion (IVIM) Apart 
from Brownian motion of water molecules in a 
voxel, pseudorandom motion may also occur due 
to blood flow in the microvasculature. Hence, 
(Eq. 13.34) must be extended according to
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(13.41)

with f being the volume fraction of the microcir-
culation compartment and Df the apparent diffu-
sion coefficient attributed to this compartment. 
Measurements at multiple b-values allow deter-
mining the relevant parameters, i.e., the micro-
vascular flow fraction f and the tissue diffusion 
coefficient D (Le Bihan et al. 1988; Le Bihan 
2011). The plot ln(M(t; D, f) versus b reveals 
multi-exponential (bi-exponential) behavior 
with prominent flow contribution for small 
b-values and pure diffusion dominating for inter-
mediate values, while for high b-values, effects 
of restricted diffusion become more prominent.

Contrast Due to Chemical Exchange/
Magnetization Transfer The MR signal of a 
magnetic nucleus in a compound i may be influ-
enced by exchange processes that cause transfer of 

magnetization, e.g., as by chemical reaction that 
involves transfer of the nucleus under investigation 
to another molecular entity j, by binding of the 
molecule i to a macromolecular structure leading 
to line broadening due to incomplete motional nar-
rowing and hence residual dipolar interactions or 
due to spin diffusion. Exchange reactions are 
described by kinetic equations relating the concen-
trations c of the reaction partners,

 
dc dt K c t
� �
/ = × ( )  

(13.42)

with K  being the kinetic matrix capturing the 
reaction scheme. In order to describe magnetiza-
tion transfer, we have to replace the concentra-
tions c by the longitudinal components of the 
magnetization vector and to add the kinetic term 
to the Bloch equations (Eq. 13.7a).

 
d M dt K M R M Mz ij i zz z eq( ) = ⋅( ) − ⋅




⋅ ( ) − ( ){ }/ ,δ 1

 

(13.43)

The bracket (Mz) stands for a vector comprising the 
longitudinal magnetization of all partners involved 
in the exchange process. As additional information 
for solving (Eq. 13.43), we use the principle of 
micro-reversibility, which states that at equilib-
rium kij⋅Mzi = kji⋅Mzj (Eq. 13.43) can be solved 
using, e.g., a transformation to the eigenbasis.

Saturation transfer is a special case of the more 
general magnetization transfer experiment. In this 
case the kinetic scheme is simplified by selec-

tively saturating the signal of a specific resonance 
(Forsen and Hoffmann 1963). We will illustrate 
this for a two-site exchange process i↔j. Assume 
that the resonance of j is selectively saturated. 
Then the relaxation matrix and the kinetic matrix 
reduce to a single element each, R1i and kij. This 
leads to a simple differential equation

dM dt k M R M Mz i ij i i zi zi, ,/ = − ⋅ − −{ }z eq1  
(13.44)

with the solution
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Equation 13.45 describes a single exponential 
decay of the magnetization of i as a function of the 
duration of the saturation pulse. The equation 
reveals that in the presence of exchange processes, 
the relaxation rate R1i has to be replaced by an 
apparent relaxation rate R1i, app, which in the case of 

saturation transfer describing a two-site exchange 
becomes R R ki i ij1 1,app = + . For very long pulses a 
steady-state condition is reached according to

 
M M
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(13.46)

a b c

Fig. 13.8 Magnetization transfer contrast. (a) Principles 
of MT contrast: The MR signal comprises the contribu-
tions of free and macromolecule-bound water. The latter 
is not visible due to large line width caused by dipolar 
couplings. Upon off-resonance saturation, the broad sig-
nal is suppressed and the signal due to bulk water reduced 
as a result of the exchange process. (b) Magnetization 
(saturation) transfer experiment in the goat knee. Image 
recorded in the absence of off-resonance saturation 

(top), with off-resonance saturation (middle) and differ-
ence image, indicating significant MT in articular carti-
lage, which is rich of macromolecules (proteoglycans). 
(c) Z-spectra describing off-resonance magnetization 
transfer. For all traces Mzf(ω)/Mzf, eq the values T1f = 2 s, 
T2f = 100 ms, T1b =1 s, T1b =100 μs, and γ⋅B1 = 239 Hz have 
been used. (a) In the absence of magnetization exchange 
and (b) with magnetization exchange via cross-relaxation 
and kfb = 1 s−1, kbf = 10 s−1, and (c) kfb = 1 s−1, kbf = 1 s−1

In addition to chemical exchange, magnetiza-
tion transfer can occur by means of magnetic cross-
relaxation, i.e., transfer of magnetization from one 
species to another via dipole–dipole interactions. 
The cross-relaxation between mobile and restricted 
molecules (e.g., free and bound water) has been 
widely studied in vivo as it offers an attractive new 
contrast mechanism in MRI (Fig. 13.8).

Biological tissue is composed of mobile and 
immobile molecules. Mobile components such as 
water have relatively long T2 relaxation times 
(50–200 ms) giving rise to narrow resonances 
(20–40 Hz), while the bound fraction of water has 
a long correlation time and hence a short T2 (10–
100 μs) giving rise to broad signals (5–50 kHz), 

which are too broad to be detected under in vivo 
conditions (Fig. 13.8a). Note that in this case both 
the free pool f and the bound pool b have the same 
resonance frequency. Hence, in order to study 
proton exchange between the two pools, on-reso-
nance saturation cannot be applied (Wolff and 
Balaban 1989). However, in the case of homoge-
neously broadened resonances, the broad compo-
nent can be saturated by off- resonance irradiation, 
which under steady-state conditions leads to a 
signal reduction that depends on the frequency 
offset Δω, the intensity of the saturating B1 field, 
the rate constants of the exchange reaction, and 
the relaxation rates of the compounds involved,
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Plotting Mzf (ω) as a function of the frequency 
offset yields the so-called z-spectra (Fig. 13.7). In 
the presence of additional exchange partners, 
e.g., amide groups, the z-spectrum will exert an 
additional peak at the respective resonance fre-
quency. Chemical exchange saturation transfer 
(CEST) has raised considerable interest as con-
trast mechanism to probe specific molecular 
interaction. Molecules of interest are both endog-
enous biomolecules such amino acids, sugars, 
proteins, and synthetic biomolecules designed by 
chemical and genetic engineering (Bar-Shir et al. 
2015; McMahom and Chan 2014).

Phase Contrast and Susceptibility 
Mapping The MRI signal is a complex signal 
consisting of a real component ℜ (absorption) 

and an imaginary component ℑ (dispersion) or 
when expressed in polar coordinates of a magni-

tude ( Â +Á2 2 ) and a phase ( tan /f = Á Â ). 

In the vast majority of MRI application, images 
are represented as magnitude images. More 
recently it has been realized that the signal 
phase contains interesting information regard-
ing inclusions that have a different magnetic 
susceptibility than the adjacent tissue. This has 
been exploited, e.g., in the imaging of blood 
vessels or microhemorrhages, which contain 
relatively high amounts of paramagnetic iron, or 
for mapping myelinated structures. The MR 
phase shift ϕ accrued in a gradient echo experi-
ments depends linearly on the field offset ΔB0 
and the echo time TE,

 f g= ⋅ ⋅∆B TE0  (13.48)

ΔB0 depends on the susceptibility difference 
between structures and their orientation with 
respect to the static magnetic field. The field per-
turbation induced by an inclusion of different 
magnetic susceptibility can be described as a 
dipole field,
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In (Eq. 13.49) 
�
r  indicates the location at which 

the dipole field ∆
� �
B r0 ( )  is calculated, and 

� �
M rc ( )  the local magnetization induced by a 

point dipole source at 
�
rd . This simple model 

allows estimating phase shift for specific geome-
tries (Haacke et al. 2004; Schäfer et al. 2009; 
Hsieh et al. 2015). Phase information can be 
exploited by generating pure phase images or by 
combining phase information with magnitude 
information yielding so- called susceptibility 
weighted images (SWI (Haacke et al. 2004)), 

which enable detecting regions with altered sus-
ceptibility with high sensitivity, in particular 
when moving to high magnetic field strength. An 
aspect to be considered is phase wrapping: phase 
shifts of 2π cannot be  discriminated. Hence, 
phase maps have to be unwrapped in order to 
avoid phase jumps.

The inherent nature of dipole fields leads to 
a blurring of images, i.e., local magnetic field 
changes due to an inclusion extend well beyond 
its physical dimension. This is accounted for by 
susceptibility maps, which involves solving the 
inverse problem, i.e., deducing the localization 
and spatial extent of a structure of different 
magnetic susceptibility based on its perturba-
tion of the magnetic field (Haacke et al. 2015).
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Generating Contrast in MR Images The val-
ues for the contrast parameters discussed 
 previously vary across tissues and thus consti-
tute the source of contrast in MR images. 
Depending on the question, emphasis of a spe-
cific parameter or a combination of parameters 
is envisaged, which can be achieved by tailoring 
the MRI data acquisition. Imaging pulse 
sequences are typically composed of a contrast 
and a readout module (Fig. 13.9). In many cases 

the two building blocks cannot be separated, 
e.g., in a multi-spin-echo sequence for measur-
ing R2 or in a multigradient echo sequence for 
measuring R2*. Figure 13.9 shows some exem-
plary contrast modules for measuring R1 (a), the 
apparent diffusion coefficient (b), and exchange 
rates by saturation transfer (c). Today, the read-
out modules are typically rapid acquisition pro-
tocols such as fast gradient echo methods 
(Snapshot FLASH, FISP, EPI).

MRI Fingerprinting The various contrast 
mechanisms are the basis for the excellent soft 
tissue contrast in MRI. By choosing an appropri-
ate pulse sequence, contrast may be optimized 
for a specific condition, e.g., to differentiate 
infarcted tissue from the healthy brain. Yet, 
contrast- to-noise ratio depends on the specific 
sequence parameters and on the imaging hard-
ware rendering comparison across centers diffi-
cult. As MRI parameters are characteristic for 
tissues, it has been proposed already in the early 
days of MRI to acquire MR parameter maps, 
which would constitute a quantitative tissue char-
acteristic. As described above the classical MRI 

sequence combines a contrast module with a 
readout module yielding an image displaying a 
specific contrast, i.e., quantitative information is 
typically obtained only for a single parameter at a 
time. Yet, knowledge of a single parameter value 
is hardly sufficient to describe a complex biologi-
cal structure/condition; instead a set of parame-
ters should be assessed, i.e., a tissue “fingerprint.” 
Using classical measurement strategies, different 
MR parameters would have to be measured in a 
sequential manner, which may be prohibitive due 
to time limits. Recently, Ma et al. (2013) pro-
posed a radically different approach, which they 
dubbed “MR fingerprinting” (Fig. 13.10).

180° Acq
Acq

tsat

B1

Acq180°

—

90°

G d

a b c

TI

Fig. 13.9 Some contrast modules used in MRI. (a) 
Inversion recovery experiment involving a slice-selective 
inversion pulse preceding data acquisition by an inversion 
delay TI. (b) The basic Stejskal–Tanner sequence for mea-
suring diffusion properties involves a gradient pair incor-
porated into a spin-echo sequence. G indicates the gradient 

amplitude, δ the pulse duration, and Δ the delay between 
the two gradient pulses. (c) Saturation transfer experiment 
for measuring chemical exchange properties. Data acqui-
sition is preceded by a frequency-selective RF pulse of 
amplitude B1 and duration tsat
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The basic idea is to use a pseudorandomized 
acquisition by designing a pulse sequence with 
varying parameters such as flip angles and phases 
of radio-frequency pulses, repetition time, echo 
time, and K-space sampling patterns. As a result, 
each tissue type characterized by a unique set of 
parameters such as proton density, relaxation 
times, and diffusion coefficient elicits a unique 
signal evolution pattern or fingerprint. These pat-
terns are then compared with synthetic patterns 
computed for a large set of parameter values for 
the specific pulse sequence and stored in a data-
base. Computed and experimental signal courses 
are compared using pattern recognition algo-

rithms, and the optimal match yields the desired 
set of quantitative MR parameter for each voxel. 
The total acquisition time is comparable to the 
acquisition time of a conventional MRI scan.

13.1.8  Sensitivity/Sensitivity 
Enhancement

The principle problem in small animal MRI as 
compared to clinical MRI is the reduced sensitiv-
ity, i.e., a reduction in the signal-to-noise ratio 
(SNR) per unit time, which is given by
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Fig. 13.10 Concept of MR fingerprinting. Data are 
acquired using a pseudorandomized MR pulse sequence 
yielding an experimental signal evolution pattern S(i) for 
each voxel, i. indicating the number of data points acquired. 
Using a multidimensional space of MRI parameters, syn-

thetic signal evolution traces are calculated for the specific 
sequence for each combination of parameters S(i; p1j, p2j, 
…., pNj). Pattern recognition algorithms are used to com-
pare experimental and synthetic spectra. The optimal 
match then yields a set of MR parameters for each voxel

13 MRI



248 A. Schroeter et al.

with F being a scanner-specific factor, the term 
(B1/I) accounting for the coil efficiency (the B1 field 
produced per unit current), MT the total magnetiza-
tion, and Vvoxel the voxel volume. Nre and Nph stand 
for the number of readout (frequency encoding) and 
phase-encoding steps, while NA represents the num-
ber of averages. The noise term consists of two 
major terms: the noise generated by the sample and 
the noise due to the receiver coil. Both contributions 
are represented by thermal noise terms character-
ized by an apparent resistance RS and RC, respec-
tively, and by a corresponding temperature TS and 
TC. If we compare now a human with a mouse head, 
the voxel volume for the latter is reduced by a factor 
of typically 1000 (voxel dimensions are 1 mm3 for 
humans and (100 μm)3 for mice). If we furthermore 
assume that the volume contributing to sample 
noise is reduced by the same amount and that all other 
parameters are kept identical, we would expect a 
reduction SNR/t by a factor of 30. Several strategies 
may be pursuit to account for this loss in sensitivity, 

either by increasing the signal per unit volume, by 
decreasing the noise, or a combination of both.

Increasing the static magnetic field strength B0 
will increase the sensitivity by a factor of B0

x, wi th x 
≥1 (Haacke et al. 1999). Hence, animal imagers oper-
ate at higher magnetic field strength (4.7–21 Tesla) 
than clinical scanners (1.5–7 Tesla). The highest gain 
in sensitivity is obtained by using optimally adapted 
RF transmitter/receivers, i.e., by maximizing the ratio 
B1/I. The dimension of the MRI receiver should 
ensure optimal probe filling with the inductivity in 
close proximity to the sample. MT can be increased by 
increasing the polarization of the sample, e.g., by 
increasing the static field or by using polarization 
enhancing strategies such as dynamic nuclear polar-
ization (Overhauser 1953; Ardenkjaer-Larsen et al. 
2003a). Finally the signal can be increased by averag-
ing; however, due to the statistical nature of the noise 
process, SNR would only improve according to the 
square root of the number of acquisition, which will 
inevitably lead to very long imaging times.

a b c

d e f

Fig. 13.11 High-resolution MRI of mouse brain using 
cryogenic RF transmitter/receiver surface coil. (a) Surface 
coil of radius rcoil, n turns, and made of a material with resistiv-
ity ρC. The coil is placed at a distance d from a semi-infinite 
lossy sample characterized by the electrical conductivity σ. 
(b) SNR gain of low temperature detection for a circular sur-
face coil of radius 10 mm as a function of the resonance fre-
quency and for several operating temperatures: room 
temperature reference (dashed line), 25 K (black solid line), at 
0 K (blue line). (c) SNR gain as a function of coil radius for 
three resonance frequencies. (d) Horizontal cross section 
through mouse brain recorded using a spin-echo pulse 

sequence. Voxel dimensions are 50 × 50 × 150 μm3, acquisi-
tion time was 10 min. (e) Manganese-enhanced T1-weighted 
horizontal cross section through mouse brain at the same reso-
lution recording using a gradient echo sequence. Image acqui-
sition time was 3 min. Note excellent demarcation of dentate 
gyri. (f) 3D high-resolution contrast-enhanced angiogram of 
mouse brain cortical vasculature obtained as difference image 
pre- minus post-contrast agent (Endorem) administration. 
Voxel dimensions are (60 μm)3; data acquisition time was 
30 min. All images were recorded on Bruker Biospec 94/30 
MRI system equipped with a quadrature transmit/receive 
cryogenic coil (Bruker Biospin GmbH, Ettlingen, Germany)
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Alternatively, the SNR can be improved by 
reducing the noise contributions. This is achieved 
by optimizing the filling factor, i.e., by keeping the 
volume of the sample that contributes to noise 
minimal. Alternatively, the electronic noise by 
cooling of the detector coil may lead to substantial 
increases in SNR ((Ratering et al. 2008; Baltes 
et al. 2009); Fig. 13.11). While sample noise is 
dominating in human MRI and hence reducing 
electronic noise has a negligible effect on overall 
SNR, sample and electronic noise contributions 
become comparable for sample volumes of the 
order of a few milliliters. In this case, the reduc-
tion of detection coil/electronics temperature 
becomes attractive. It becomes obvious that the 
SNR gain is higher at lower resonance frequencies 
and also increases with decreasing coil radius, i.e., 
reduced sample volume and hence sample noise 
contribution.

13.1.9  Conclusion

Today MRI has become an indispensable tool for 
radiologic imaging but also for applications in 
basic biomedical research. Its major strength is 
its versatility and the fact the MR signal depends 
on a multitude of independent parameters that are 
determined by the biophysical properties of tis-
sue. Hence, MRI sequences can be tuned to pro-
vide excellent soft tissue contrast yielding 
excellent anatomical definition or physiological 
information. Yet, this multiparametric signal 
dependence is also a disadvantage as it renders 
the extraction of quantitative information diffi-
cult. Even if tissue parameters could be measured 
quantitatively, it is in general difficult to translate 
this kowledge into biomedically relevant infor-
mation such as quantitative measures of physio-
logical parameters or local concentrations of 
specific compounds/metabolites. The principal 
limitation of MRI, however, is its inherently low 
sensitivity due to the low quantum energy 
involved in the resonance process. This will limit 
its use for molecular imaging applications. 
Nevertheless, novel imaging strategies/agents 
employing the various MRI contrast mechanisms 

are being developed at a rapid pace trying to 
overcome this limitation, rendering MRI an 
attractive tool also for cellular and molecular 
imaging.

13.2  MR Contrast Agents

Eliana Gianolio, Alessandra Viale,  
Daniela Delli Castelli, Silvio Aime

13.2.1  Introduction

The superb spatial resolution and the outstand-
ing capacity of differentiating soft tissues have 
determined the widespread success of mag-
netic resonance imaging (MRI) in clinical 
diagnosis (Rinck 2003). The contrast in an MR 
image is the result of a complex interplay of 
numerous factors, including the relative T1 and 
T2 relaxation times, proton density of the 
imaged tissues, and instrumental parameters. 
The MR image contrast can be further enhanced 
by the administration of suitable MRI contrast 
agents (CAs).

Unlike contrast agents used in x-ray computed 
tomography and in nuclear medicine, the cur-
rently used MRI contrast agents are not directly 
visualized in the image. Only their effects are 
observed as the contrast is affected by the varia-
tion that the CA causes on water proton relaxation 
times and consequently on the intensity of the 
NMR signal (Brücher and Sherry 2001). 
Generally, the purpose of a CA is to reduce T1 or 
T2 in order to obtain a hyper- or ipo-intense signal 
in short times and a better signal-to-noise ratio 
with the acquisition of a higher number of mea-
surements. CAs that predominantly reduce T1 are 
called positive, whereas those that mainly affect 
T2 are called negative. The search for positive 
MRI contrast agents was oriented toward para-
magnetic metal complexes because unpaired elec-
trons display remarkable ability to reduce T1 and 
T2 of their solutions (Engelstadt and Wolf 1988; 
Rinck 1993), whereas iron oxide particles are 
most used negative agents.
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Another class of contrast agents is repre-
sented by CEST agents. They act through the 
transfer of saturated magnetization to the 
“bulk” water signal. Such a saturation transfer 
leads to a decrease of the MR signal intensity, 
and therefore these species too act as negative 
agents.

In recent years much attention has been 
devoted to chemicals that are sensitive enough to 
be directly visualized in MR images. For instance, 
19F-containing systems have been proposed. The 
required local concentration is of course much 
higher than that used in the case of paramagnetic 
agents. Nevertheless it has been shown that carri-
ers bearing with a large number of fluorine con-
taining molecules may yield 19F-MR images. 
One advantage deals with the possibility of 
exploiting different chemical shifts of the F-19 
resonances thus allowing the detection of more 
than one agent in the same image. Another 
emerging class of frequency-encoded agents is 
represented by 13C-hyperpolarized molecules. 
These molecules display a high sensitivity that 
allows their direct visualization in a MR image; 
moreover it has been possible to acquire images of 
the hyperpolarized products of their metabolism 
(metabolic imaging). The introduction of these 
hyperpolarized systems opened a new horizon in 
the study of abnormalities of cellular metabolism 
and, if successfully translated to clinics, represents 
a real breakthrough in the field of medical imaging 
(Fig. 13.12).

13.2.2  T1-Paramagnetic Mn- 
and Gd-Based Relaxation 
Agents

Paramagnetic substances are under intense scru-
tiny as MRI contrast agents since the early days 
of NMR tomography. Although stable organic 
radicals, NO and O2, were also considered, it was 
immediately clear that paramagnetic metal com-
plexes are the candidates of choice for this 
application.

On this basis, the metal ions more suitable for 
this application have been identified among those 
ones having the higher number of unpaired elec-
trons, namely, Mn(II) and Fe(III) (five unpaired 
electrons) in the transition metal series and 
Gd(III) (seven unpaired electrons) among the 
lanthanides.

Currently, several Gd-based and one 
Mn-based agents are available for clinical appli-
cations. Their use has led to remarkable improve-
ments in medical diagnosis in terms of higher 
specificity, better tissue characterization, reduc-
tion of image artifacts, and functional informa-
tions. Besides acting as catalyst for the relaxation 
of water protons, a paramagnetic MRI contrast 
agent has to possess several additional proper-
ties in order to guarantee the safety issues 
required for “in vivo” applications at the admin-
istered doses, namely, high thermodynamic (and 
possibly kinetic) stability, good solubility, and 
low osmolality (Brücher and Sherry 2001; 
Tweedle 1989).

The first CA approved for clinical use was 
Gd-DTPA (Magnevist®, Schering AG, Germany) 
that, in more than 10 years of clinical experi-
mentation, has been administered to many mil-
lions of patients. Other Gd(III)-based CAs 
similar to Magnevist® became soon available: 
Gd-DOTA (Dotarem®, Guerbet SA, France), 
Gd-DTPA- BMA (Omniscan®, GE Health, 
USA), and Gd-HPDO3A (ProHance®, Bracco 
Imaging, Italy) (Weinmann et al. 2000). These 
CAs have very similar pharmacokinetic proper-
ties because they distribute in the extracellular 
fluid and are eliminated via glomerular filtra-
tion. In neurological diseases, they are 
 particularly useful to delineate lesions as a result Fig. 13.12 Classes of MRI contrast agents
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of the disruption of the blood–brain barrier. Two 
derivatives of Gd-DTPA have been successively 
introduced, Gd-EOB- DTPA (Schmitt-Willich 
et al. 1999) (Eovist®, Schering AG, Germany) 
and Gd-BOPTA (Uggeri et al. 1995) 
(MultiHance®, Bracco Imaging, Italy). They 
are characterized by an increased lipophilicity 

due to the introduction of an aromatic substitu-
ent on the carbon backbone of the DTPA ligand. 
This modification significantly alters the phar-
macokinetics and the biodistribution of these 
CAs as compared to the parent Gd-DTPA mak-
ing them particularly suitable as hepatospecific 
agents (Fig. 13.13).

Fig. 13.13 Structures 
of the Gd(III)-based 
MRI contrast agents 
currently used in the 
clinical practice

Paramagnetic chelates of Mn(II) (five 
unpaired electrons) have also been considered. 
The main drawback appears to be related to the 
stability of these complexes. Mn(II) is an essen-
tial metal; therefore evolution has selected bio-
logical structures able to sequester Mn(II) ions 
with high efficiency. Combined with the fact that 
Mn(II) forms highly labile coordination com-
plexes, it has been difficult to design Mn(II) che-
lates that maintain their integrity when 

administered to living organisms. Actually, 
MnDPDP has entered the clinical practice and is 
recommended as a hepatotropic agent (Rummeny 
and Marchal 1997). It is the only agent that does 
its job by releasing metal ions to endogenous 
macromolecules. The huge proton relaxation 
enhancement brought about by the resulting 
Mn(II) protein adducts is responsible for the 
MRI visualization of hepatocytes also at low 
administered doses of MnDPDP (Fig. 13.14).

13 MRI



252 A. Schroeter et al.

13.2.2.1  Theory of Paramagnetic 
Relaxation

The efficiency of a relaxation agent is commonly 
evaluated in vitro by the measure of its relaxivity 
(r1), that, for commercial CAs as Magnevist, 
Dotarem, ProHance, and Omniscan, is around 
3.4–3.5 mM−1 s−1 (at 20 MHz and 39 °C). It rep-
resents the relaxation enhancement of water pro-
tons in the presence of the paramagnetic complex 
at 1 mM concentration. The observed longitudi-
nal relaxation rate (R1

obs) of the water protons in 
an aqueous solution containing the paramagnetic 
complex is the sum of three contributions 
(Eq. 13.51) (Banci et al. 1991): (i) the diamag-
netic one (R1

o), whose value corresponds to pro-
ton relaxation rate measured in the presence of a 
diamagnetic (La, Lu, Y) complex of the same 
ligand; (ii) the paramagnetic one, relative to the 
exchange of water molecules from the inner 

coordination sphere of the metal ion with bulk 
water (R1p

is); and (iii) the paramagnetic one rela-
tive to the contribution of water molecules that 
diffuse in the outer coordination sphere of the 
paramagnetic center (R1p

os). Sometimes also a 
fourth paramagnetic contribution is taken in 
account, that is, due to the presence of mobile 
protons or water molecules (normally bound to 
the chelate through hydrogen bonds) in the sec-
ond coordination sphere of the metal ion (Botta 
2000).

 
R R R Ro

p p1 1 1 1
obs os= + +is

 
(13.51)

The inner-sphere contribution is directly propor-
tional to the molar concentration of the paramag-
netic complex [C], to the number of water 
molecules coordinated to the paramagnetic cen-
ter, q, and inversely proportional to the sum of the 
mean residence lifetime, τm, of the coordinated 
water protons and their relaxation time, T1M 
(Eq. 13.52).
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The latter parameter is directly proportional to 
the sixth power of the distance between the metal 
center and the coordinated water protons (r) and 
depends from the molecular reorientational time, 
τR, of the chelate, from the electronic relaxation 
times, TiE (i = 1, 2), of the unpaired electrons of 
the metal (which depend on the applied magnetic 
field strength) and from the applied magnetic 
field strength itself (Eqs. 13.53 and 13.54).
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 t t tc R T− − − −= + +1 1 1 1
m iE  (13.54)

The outer sphere contribution depends on TiE, 
on the distance of maximum approach between 
the solvent and the paramagnetic solute, on the 
relative diffusion coefficients, and again on the 
magnetic field strength. The dependence of R1p

is 

and R1p
os on magnetic field is very important 

because the analysis of the magnetic field depen-
dence allows the determination of the principal 
parameters characterizing the relaxivity of a 
Gd(III) chelate. This information can be obtained 
through an NMR instrument in which the mag-
netic field is changed (field cycling relaxometer) 

Fig. 13.14 Structure of the Mn(II)-based MRI contrast 
agent used in the clinical practice
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to obtain the measure of r1 over a wide range of 
frequencies (typically 0.01–50 MHz). At the 
 frequencies most commonly used in commercial 
tomographs (20–63 MHz), τR of the chelate is the 
primary determinant of the observed relaxivity. A 
quantitative analysis of r1 dependence on the dif-
ferent structural and dynamic parameters shows 
that, for systems with long τR (e.g., protein-bound 
complex), the maximum attainable r1 values can 
be achieved through the optimization of τM and 
Tie (Banci et al. 1991).

All the available commercial CAs are mono-
hydrated (q = 1) systems with a molecular weight 
of ca. 600–800 Da and rotational correlation 
times (τR) around 60–80 ps. For most of the poly-
aminocarboxylate complexes, the exchange life-
time τM is typically found to be in the range of 
few hundreds of ns and T1e ≈ 1 ns at 0.5 T, and 
thus the inner-sphere relaxivity, rip

IS, assumes a 
value of ca. 2.5–3.5 mM−1 s−1, at 25 °C. Therefore, 
as it was early recognized, it is evident that at 
0.5 T the overall correlation time is largely domi-
nated by the rotational correlation time, whereas 
the contribution of both the exchange lifetime 
and the electronic relaxation plays an almost neg-
ligible role.

An important structural parameter that influ-
ences the inner-sphere relaxivity is the hydration 
number q. This represents a scaling factor in the 
equation that defines inner-sphere relaxivity, and 
then a higher number of coordinated water mol-
ecules (q > 1) provide a clear advantage in terms 
of efficiency. The use of hepta- or hexadentate 
ligands would in principle result in Gd(III) com-
plexes with two and three coordinated water 
molecules, respectively, but the decrease of the 
denticity of the ligands is likely to be accompa-
nied by a decrease of their thermodynamic sta-
bility and an increase of their toxicity. 
Furthermore, systems with q = 2 may suffer a 
“quenching” effect upon interacting with endog-
enous anions or with proteins, as donor atoms 
from lactate or Asp or Glu residues may replace 
the coordinated water molecules (Aime et al. 
1998).

13.2.2.2  Blood Pool Agents
Several systems have been studied over the last 
two decades for the design of macromolecular 
Gd(III) complexes as MRI blood pool contrast 
agents. These paramagnetic macromolecules do 
not diffuse across healthy vasculature and remain 
intravascular thus reporting on the anatomy of the 
vessel bed. In addition to higher vascular reten-
tion time, macromolecular systems are often 
endowed with sensibly higher relaxivities (at 0.5–
1.5 T), thanks to the elongation of reorientational 
correlation times of slowly tumbling systems.

The most straightforward method to increase 
the plasma circulation time and promote vascular 
confinement of a contrast agent is to covalently 
bind it to biomacromolecules such as proteins, 
polysaccharides, and dextrans.

An alternative to covalent binding has been 
pursued by exploiting the non-covalent reversible 
interaction between low molecular weight hydro-
phobic Gd(III) complexes and proteins.

Human serum albumin (HSA) has been by far 
the most investigated protein for binding of 
Gd(III) chelates. Besides the attainment of high 
relaxivities, a high binding affinity to HSA 
enables the Gd(III) chelate with a long intravas-
cular retention time which is the property 
required for a good blood pool agent for MR 
angiography. In blood, HSA has a concentration 
of about 0.6 mM, and its main physiological role 
deals with the transport of a huge number of sub-
strates (Carter and Ho 1994).

In Table 13.1 a list of Gd(III) complexes and 
the relevant parameters of their binding interac-
tion to HSA are reported.

Although the theory of the paramagnetic 
relaxation foresees relaxivities up to 100–
120 mM−1s−1 (at 20 MHz) for complexes bound to 
macromolecular systems, the data listed in 
Table 13.1 show r1

b values significantly lower 
than the predicted ones. The primary reason for 
the quenching of the relaxation enhancement is 
often associated to the occurrence of a long 
exchange lifetime, τM, of the coordinated water 
molecule (Aime et al. 1999).
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Table 13.1 Affinity constant and relaxivity of the adducts of some Gd(III) complexes with HSA, calculated at 0.47 T 
and 298 K. The coordinated water exchange life time of free complexes is also reported

Metal complex n × KA (M−1)
R1

b (mM−1s−1)
20 MHz τM

298 (ns) Reference

[Gd-BOPTA (H2O)]2−

N
N

N
COO––OOC

–OOC

COO–

COO–

O

Gd3+

4.0 × 102 33.0 280 Aime et al. (2001)

[Gd-DOTA(BOM)3(H2O)]−

N

NN

N

COO–

COO–

–OOC

–OOC

O O

O

Gd3+

2.0 × 104 44.0 80 Aime et al. (1996)

MS-325

N

N

N

COO–

COO–

–OOC

–OOC

–OOC

O
PO3

Gd3+

9.0 × 104 37.2 250 Lauffer et al. 
(1998)
Aime (1999)

B22956

N

N

N

COO–

COO–

–OOC

–OOC

–OOC

O

N
H

OH
COO–

H

Gd3+

2.6 × 104 27.6 250 Aime (1999)

B25716

O

NH

OH

H

COO–

N

N
N

COO––OOC

COO–

–OOC Gd3+

2.0 × 104 29.0 195 Gianolio et al. 
(2014)
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Metal complex n × KA (M−1)
R1

b (mM−1s−1)
20 MHz τM

298 (ns) Reference

S-RRR Gd-4

N

NN

N

COO–

COO–

–OOC

–OOC

Gd3+

NH

NH

S

2.1 × 105 46.8 70 Botta Inorg. Chem. 
2013

S-SSS Gd-4

N

NN

N

COO–

COO–

–OOC

–OOC

Gd3+

NH

NH

S

1.5 × 104 37.6 8 Botta Inorg. Chem. 
2013

Gd-AAZTA-C17

N

COO––OOC

N
N

COO–

H3C
–(H2C)16

COO–Gd3+

2.4 × 104 84 90 Gianolio et al. 
(2007)

Gd(4b)

N

NN

N

COO–

HPO3
––OOC

Gd3+

COO–
H
N

O

1.25 × 104 19 2.4 Boros et al. (2014)

Table 13.1 (continued)
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Nevertheless, it has been recently demon-
strated (Avedano et al. 2013) that “simply” opti-
mizing water exchange rate and molecular 
tumbling does not guarantee that highest relaxivi-
ties will be attained.

Upon considering two isomeric Gd3+ chelates 
with very similar electronic relaxation properties 
but very different dissociative water exchange 
kinetics, a direct side by side comparison of the 
effect of varying water exchange kinetics on 
relaxivity has been possible.

The results described By Avedano et al. 
showed that the relaxivity of the chelate with 
“optimal” dissociative water exchange kinetics is 
actually lower than that of its isomeric chelate 
with “suboptimal” dissociative water exchange. 
Analysis of the relaxometric data revealed that 
the origin of this unexpected result lies in a dif-
ference in hydration state (q/rGdH

6) between the 
two isomers. These results demonstrate that, far 
from being a matter of little importance, the 
hydration state (number and position of water 
molecules in the inner coordination sphere) can 
have a very profound effect on relaxivity.

Caravan and coworkers (Zhang et al. 2005) 
tackled the problem of the residual of a Gd(III) 
complex bound to HSA by designing a system 
containing two anchoring sites to the protein. 
Interestingly, the observed relaxivity for such 
adduct, though quite high (60 mM−1s−1), is still 
significantly lower than that foreseen by the para-
magnetic relaxation theory.

More recently, Boros et al. (Boros et al. 
2014) reported the characterization and the 
albumin binding properties of two Gd com-
plexes derived from the single amino acid chela-
tor DOTAlaP functionalized with ibuprofen. 
While one of the two complexes contains no 
inner- sphere water, the other derivative resulted 
to be a mixture of ca. 15 % q = 1 and 85 % q = 0. 
In the presence of HSA, the system with q = 1 
displayed a very short mean water residency 
time (τM 310 = 2.4 ns) and enhanced relaxivity at 
intermediate and high fields. Magnetic reso-
nance imaging in mice showed that Gd(4b) was 
able to provide 38 % better vessel to muscle 
contrast compared to the clinically used HSA 
binding agent (MS-325).

In this context it is worth of mention a deriva-
tive of Gd-AAZTA containing a long aliphatic 
chain (Gd-AAZTAC17) (Gianolio et al. 2007). 
The complex showed to have the outstanding 
properties of the parent complex, namely, (i) two 
inner-sphere water molecules in fast exchange 
with the bulk, (ii) high thermodynamic stability 
in aqueous solution, and (iii) a nearly complete 
inertness toward the interaction with bidentate 
endogenous anions. Already at sub-millimolar 
concentrations (cmc 0.1 mM), the presence of the 
hydrophobic chain induces the formation of 
micelles, with a relaxivity (per Gd(III) ion) of 
30 mM−1s−1 at 20 MHz and 298 K. At concentra-
tion lower than cmc, Gd-AAZTA-C17 displays a 
high affinity binding to human serum albumin 
(HSA) with Ka = 2.4 × 104 M−1, yielding a macro-
molecular adduct endowed with the higher relax-
ivity value (84 mM−1s−1) up to now reported for 
HSA-bound Gd complexes.

While 1–1.5 T remain the dominant field 
strengths for clinical MRI, also 3 T and 7 T scan-
ners begin to be installed for human diagnostic 
procedures. The primary benefit of high field is 
the increased signal-to-noise ratio, which enables 
greater spatial resolution and reduced acquisition 
time. In addition, the inherent T1 of tissue 
increases with increasing magnetic field.

Recently, a new magnetic resonance albumin 
binding contrast agent (B25716) has been 
reported (Gianolio et al. 2014), and its in vivo 
preclinical behavior in oncological applications, 
in comparison with the well-known analogue 
B22956, is discussed. Being based on an 
AAZTA gadolinium coordination cage, B25716 
displays, as expected, superior relaxivity in 
water. The binding affinity toward albumin is 
similar for B22956 and B25716. The unexpected 
result is that the interaction with HSA leads to 
the loss of one of the two inner-sphere water 
molecules of the Gd-AAZTA moiety, thus caus-
ing a marked decrease of the expected relaxation 
enhancement. However, such a drawback is in 
part mitigated by an important contribution to 
the overall relaxivity arising from water mole-
cules in the second coordination sphere of the 
paramagnetic ion. Moreover, the r1 peak typical 
of macromolecular contrast agents is shifted 
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toward high fields with respect to that observed 
in B22956, leading to considerably higher relax-
ivity of the new compound in physiological 
environments at clinically relevant magnetic 
fields (3 T and 7 T). The superior sensitivity of 
B25716 has been confirmed through a preclini-
cal magnetic resonance experimental assess-
ment on a murine cancer model. The tumor 

signal intensity enhancement observed in the 
MR images for B25716 turned out to be signifi-
cantly higher than that observed for B22956 
(Fig. 13.15). B25716 also shows an improved 
persistence time, both in blood and in the tumor 
lesions, so extending the available time window 
for the magnetic resonance image acquisition 
after the administration of the contrast agent.

a

d e f

b c

Fig. 13.15 MRI images obtained after the injection of 
B22956 (upper row) and B25716 (lower row). Images 
refer to the same animal imaged two days apart. Panels (a, 
d) pre-contrast images. Panel (b, e) post-contrast images 
obtained averaging the acquisitions measured during the 
first 10 min after the contrast agent injection. Panel (c, f) 

parametric images showing the signal enhancement 
obtained from post- and pre-contrast images. The 
enhancement measured in vivo after B25716 injection 
was approximately twice that obtained with B22956 
(Reprinted from Ref. (Gianolio et al. 2014) with permis-
sion from Springer International Publishing AG)

As recalled above, the blood pool agents based 
on the non-covalent interaction between a Gd com-
plex and HSA yield high relaxivities at magnetic 
field strengths of 0.5÷1.5 T. At higher field there is 
a sudden decrease in relaxivity. On the contrary, 
small molecule agents with very short correlation 
times, such as Gd(DTPA) (Magnevist®), display a 
modest relaxivity decrease with increasing field 
strength but exhibit relatively low relaxivity due to 
their rapid tumbling. The interplay of water 

exchange and rotational correlation time for 
Gd-based T1 agents at fields ranging from 0.47 to 
9.4 T was investigated by Caravan et al. (2009) 
showing that optimal ranges are the following: 
5 < τM < 25 ns and 0.5 < τR < 2 ns.

Several examples have been reported in which 
the control and optimization of τR has been tack-
led through the rigid attachment of the corre-
sponding Gd complexes to a molecular construct 
of appropriate size (Fig. 13.16).

13 MRI
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A multisite attachment strategy was 
employed by Desreux and coworkers (Paris 
et al. 2006) for the design of metallostars, where 
a metallic barycenter is used as a point of attach-
ment for multiple Gd(DTTA)-type complexes 
(Fig. 13.16, approach a). As the clusterization of 
multiple copies of the Gd complex increases, 
the overall size, the elongation of τR combined 
with the increase of the Gd complex payload, 
allows to obtain high relaxivity. Meade and col-
leagues employed click chemistry to attach mul-
tiple Gd complexes to rigid, all-organic 
barycenters (Fig. 13.16, approach b) (Mastarone 
et al. 2011; Song et al. 2008). Alternatively, 
Parker and coworkers showed that the rigid Gd 
complex can itself be placed at the barycenter of 
a molecule of variable size (Fig. 13.16, approach 
c) (Fulton et al. 2006) obtaining very high 
relaxivity.

In the system recently proposed by Caravan 
and coworkers (Boros et al. 2012), the complex is 
linked to the peptide backbone via the short 
methylene linkage of the alanine side chain. 
Gadolinium coordination of the amide carbonyl, 
which is also used for coupling to the  polypeptide, 

provides the second point of attachment and 
results in a rigid incorporation of the complex 
into the polypeptide (Fig. 13.16, approach d). 
This design restricts internal motion and enables 
control over τR.

13.2.2.3  Gd-Based Probes 
for Molecular Imaging

Molecular imaging (Weissleder and Mahmood 
2001) deals with in vivo characterization and 
measurement of biological processes at the cel-
lular and molecular level. With molecular imag-
ing, early diagnosis of disease will become 
possible as the detection of altered biochemical 
process largely anticipates the anatomical 
changes that are at the basis of current diagnostic 
modalities.

MRI-Gd(III)-based agents are much less sen-
sitive than radionuclear and optical imaging 
probes. Therefore, MR molecular imaging invari-
antly involves the need of accumulating a high 
number of contrast-enhancing units at the site of 
interest.

This is the case of ferritin that, once deprived of 
its iron content, can be loaded with Gd complexes or 

t t tt

a b c d

n

Fig. 13.16 Schematic representation of Gd-containing 
systems with τR between 0.15 and 1 ns by following dif-
ferent approaches: (a) Matallostar design with a metal 

complex at the barycenter; (b) Organic barycenter;  
(c) Gd-complex at the barycenter; (d) site of possible 
cyclization by disulfide formation
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with Mn2+aquo ions. In the former case each ferritin 
unit attains a relaxivity of ca. 800 mM−1 s−1 (as it 
contains 8–10 Gd-HPDO3A complexes) (Aime 
et al. 2002a, b, c), whereas in the latter one, the r1 
value is almost an order of magnitude higher 
(because each ferritin can host in its inner aqueous 
cavity up to 400 Mn2+ ions) (Kalman et al. 2010). 
Ferritin loaded with a paramagnetic payload is well 
uptaken by hepatocytes that, either in vitro or 
in vivo, result quickly labeled by these probes and 
well detected in the corresponding MR images 
(Geninatti-Crich et al. 2012). Another example of 
naturally occurring carriers that has been shown to 
efficiently label cells is represented by LDL (low-
density lipoproteins) particles. This system consists 
of a high molecular weight protein that wraps 
around the lipidic core. It has been found that up to 
400 Gd complexes can be loaded on each LDL par-
ticle provided that the metal chelates are functional-
ized with a long aliphatic chain inserted well inside 
into the lipidic core (Geninatti-Crich et al. 2007; 
Briley-Saebo et al. 2009). Gd-labeled LDL particles 
are internalized into tumor cells that display an 
upregulation of LDL transporters committed to 
deliver the required amounts of cholesterol needed 
for the fabrication of the cellular membranes in the 
daughter cells.

The basis for the design of a Gd-containing 
imaging probe is first dictated from the con-
centration and localization (vascular, extracel-
lular matrix, on the cellular membrane, 
intracellular) of the target molecule (Aime 
et al. 2002a). Of course, the most accessible 
targets are those present on the surface of 
endothelial vessels. In principle they can be 
visualized by a number of macromolecular 
conjugates containing many Gd(III) complexes 
endowed with the proper vector recognizing 
the given target. A nice example of targeting 
an endothelial site has been reported some 
years ago by Sipkins et al. (1998) in the target-
ing of a specific angiogenesis marker, the 

endothelial integrin αvβ3, whose presence has 
been shown to correlate with tumor grade. 
After that seminal paper many systems based 
on the RGD targeting peptide have been pro-
posed for the visualization of both tumor cells 
and endothelial cells in neo-formed vessels. It 
has been shown that when the targeting pep-
tide is conjugated to the surface of micelles or 
liposomes, the latter ones allow a clear visual-
ization of the tumor cells characterized by the 
overexpression of the integrin receptors. 
Strijkers et al. (2010) showed a good ability to 
visualize the angiogenic endothelium in tumor-
bearing mice. MRI indicated that the RGD 
liposomes are localized to a large extent in the 
tumor rim after being injected intravenously. 
Nonspecific liposomes, coupled with the 
scrambled RAD peptide (RAD liposomes), 
also targeted the tumor, but showed a diffuse 
distribution pattern. The different mechanisms 
of accumulation were established by fluores-
cence microscopy, which revealed that RGD 
liposomes were exclusively associated with 
tumor blood vessels, whereas RAD liposomes 
were mainly localized in the extravascular 
compartment. In a related paper, the same 
authors, using optical techniques and MRI, 
described a dual-targeting system consisting of 
paramagnetic liposomes conjugated to both 
RGD-peptides, for integrin targeting, and ang-
inex-peptide, for galectin-1 targeting 
(Fig. 13.17). They demonstrated that the dual-
targeting approach produces synergistic target-
ing effects, yielding a marked increase in the 
uptake of the nanoparticles as compared to 
single ligand targeting. Moreover, they found 
that these nanoparticles exhibit a strong anti-
angiogenic activity, since both RGD and ang-
inex act as inhibitors, upon binding to their 
receptors, which creates a great opportunity 
for their use in combined imaging and therapy 
of angiogenesis (Kluza et al. 2010).
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The same αvβ3 target has been addressed by 
means of several other nanosized diagnostic sys-
tems, such as multifunctional nanosheets (Hu 
et al. 2014), silica nanoparticles (Hua et al. 
2014), differently engineered polymeric Gd 
complexes (Goswami et al. 2013), or natural car-
riers such LDL (Chen et al. 2010) or ferritin 
(Kitagawa et al. 2012) conjugated to RGD 
peptide.

The large size of these constructs limits their 
delivery to targets on the endothelial walls. To 
target receptors in solid tissues, other routes have 
to be followed. Bhujwalla and coworkers 
(Artemov et al. 2003) have developed and applied 
a two-component Gd-based avidin–biotin system 
for the visualization of HER-2/scan receptors. 
The latter is a member of the epidermal growth 

factor family, and it is amplified in multiple can-
cers. Their approach consisted of addressing the 
extracellular domain of the receptors by means of 
a biotinylated mAb. After clearance of the 
unbound mAb, Gd-labeled avidin is administered 
and binds, with high affinity, to the biotinylated 
mAb. The expression level of the receptor was 
estimated at 7 × 105 receptors/cell, and the aver-
age number of Gd-DTPA units per avidin mole-
cule was 12.5. The method has been successfully 
applied in an experimental mouse model of breast 
carcinoma.

As far as the cell internalization of Gd-chelates 
is concerned, several routes have been explored, 
namely, pinocytosis, phagocytosis, receptors and 
receptor-mediated endocytosis, etc. (Aime et al. 
2002a).

a b

c d

Fig. 13.17 (a) Schematic representation of the experi-
mental setup. Efficacy of the cellular uptake has been 
investigated for the following conditions: (a) culture 
medium (control), (b) nontargeted liposomes (bare-L), 
(c) Anx-conjugated liposomes (Anx-L), (d) RGD-
conjugated liposomes (RGD-L), (e) Anx and RGD dual-
conjugated liposomes containing high concentration of 
peptides [Anx/RGD-L (H)], (f) Anx and RGD dual-conju-
gated liposomes containing low concentration of peptides 
[Anx/RGD-L (L)], (g) mixture of Anx-L and RGD-L con-
taining high concentration of peptides [mixed 
Anx-L + RGD-L (H)], and (h) mixture of Anx-L and 

RGD-L containing low concentration of peptides [mixed 
Anx-L + RGD-L (L)]; (b) fluorescence microscopy 
images of HUVEC incubated under different conditions 
(see legend to a). Cell nuclei were stained with DAPI 
(blue fluorescence) and red fluorescence originates from 
the rhodamine- labeled contrast agent. (c) Uptake levels 
of the liposomal contrast agent achieved with the differ-
ent targeting strategies; (d) representative T1-weighted 
images of cell pellets after incubation with RGD-L, Anx/
RGD-L (H), and Anx-L (Adapted with permission from 
Ref. (Kluza et al. 2010). 2010 Copyright American 
Chemical Society)
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13.2.2.4  Gd Complexes as Responsive 
Agents

The term “responsive” refers to diagnostic agents 
whose contrasting properties are sensitive to a 
given physicochemical variable that characterizes 
the microenvironment in which the probe distrib-
utes. Typical parameters of primary diagnostic 
relevance include pH, temperature, pO2, enzy-
matic activity, redox potential, and concentration 
of specific ions and low-weight metabolites.

Unfortunately, their clinical use is still uncer-
tain mainly because an accurate measurement of 
one of the abovementioned parameters with a 
given relaxing probe requires a precise knowledge 
of the local concentration of the contrast medium 
in the region of interest. Only if the actual concen-
tration is known, the observed change in the relax-
ation rate of water protons can be safely attributed 
to a change of the parameter to be measured.

pH Sensitive
The design of a Gd(III)-based complex whose 
relaxivity is pH dependent requires that at least 
one of the structural or dynamic parameters 
determining its relaxivity is made pH dependent. 
In most of the examples so far reported, the pH 
dependence of the relaxivity reflects changes in 
the hydration of the metal complex.

For instance, it was found that the relaxivity of a 
series of macrocyclic Gd(III) complexes bearing 
β-arylsulfonamide groups is markedly pH depen-
dent on passing from about 8 s–1mM–1 at pH < 4 to 
ca. 2.2 s–1mM–1 at pH > 8 (Lowe et al. 2001). It has 
been demonstrated that the observed decrease 
(about fourfold) of r1 is the result of a switch in the 
number of water molecules coordinated to the 
Gd(III) ion from 2 (at low pH values) to 0 (at basic 
pHs). This corresponds to a change in the coordina-
tion ability of the β-arylsulfonamide arm that binds 
the metal ion only when it is in the deprotonated 
form. Despite the good pH responsiveness of this 
probe, its practical use is limited by the need to 
know its local concentration in order to unambigu-
ously assign the observed variations in MR signal 
intensity to changes in relaxivity and not to changes 
in the local concentration of the paramagnetic agent.

In principle, one may recover the concentration 
data by introducing in the pH-responsive system a 

concentration reporting moiety consisting, for 
instance, of a highly sensitive NMR heteronucleus 
(e.g., 19F, 31P, 13C). Following this approach, a sys-
tem was reported (Gianolio et al. 2009) in which 
the Gd(III) and 19F-containing moieties are 
“hosted” by the same carrier, which is a poly-β-
cyclodextrin substrate consisting of 8–10 β-CD 
units. The binding of the Gd complex and the 
19F-containing reporter to the poly-β-CD substrate 
has been ensured by the functionalization of both 
molecules with an adamantane moiety that is 
known to strongly bind the β-CD cavity 
(Fig. 13.18a). The pH responsiveness is provided 
by a Gd(III)-chelate whose coordination cage, 
analogously to the parent system reported by 
Lowe et al., contains a β-arylsulfonamide group 
whose protonation–deprotonation step takes place 
at pH = 6.7. A change in hydration of the para-
magnetic center occurs resulting in a dramatic 
effect on the observed relaxivity of the complex.

Another approach consisted in the setup of a 
dual MRI/SPECT pH-responsive agent where the 
SPECT-active moiety acts as a reporter of the con-
centration thus allowing the transformation of the 
observed 1H-relaxation rates into relaxivities to 
recover the information relative to the pH deter-
mination (Gianolio et al. 2011). In the dual sys-
tem, the MRI moiety and the SPECT moiety are 
represented by two chelates differing only in the 
coordinated lanthanide(III) ion being Gd(III) for 
the former and Ho(III) for the latter (Fig. 13.18b). 
As recalled above (Lowe et al. 2001), the relaxiv-
ity of Gd(III)-L is strongly pH dependent, while 
Ho(III)-L displays very low relaxivity enhance-
ment at any pH values, as expected because the 
magnetic properties of Ho(III) ion make it a shift 
reagent rather than a relaxation agent. Ho(III)-L 
was prepared using a commercial HoCl3 salt 
whose natural abundance is 100 % 165Ho (SPECT 
inactive). 165Ho, when exposed to a neutron flux, 
is transformed into 166Ho which is unstable 
(t1/2 = 26.6 h) and emits γ-radiation which may be 
exploited for the determination of the probes con-
centration via gamma camera. Ho(III)-L and 
Gd(III)-L are expected to share the same biodis-
tribution when administered in vivo, and hence 
the mixture of Gd(III)-L and Ho(III)-L can be 
used as a dual MRI/SPECT probe.
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An analogous approach was reported by 
Caravan and coworkers (Frullano et al. 2010) 
who showed that the task to have a concentration- 
independent pH-responsive probe can be suc-
cessfully tackled by using a dual MRI/PET agent 
consisting of a Gd-containing moiety, whose 
relaxivity is pH dependent, and a 18F-containing 
moiety that acts as PET reporter of the concentra-
tion of the agent. The two moieties are covalently 
linked through a proper spacer. In practice one 
may envisage the use of a mixture made of a very 
small amount of the radioactive species and a 
large amount of the stable 19F-containing 
isotopomer.

In some cases the pH dependence of the 
relaxivity is associated with changes in the 
structure of the second hydration shell. Two 
such systems have been reported by Sherry’s 
group. The first case dealt with a macrocyclic 
tetramide derivative of DOTA (Gd-DOTA-
4AmP) that possesses an unusual r1 vs. pH 
dependence (Zhang et al. 1999). The relaxivity 
of this complex increases from pH 4 to pH 6, 
decreases up to pH 8.5, remains constant up to 
pH 10.5, and then increases again. The authors 
suggested that this behavior is related to the for-
mation/disruption of the hydrogen bond network 

between the pendant phosphonate groups and 
the water bound to the Gd(III) ion. The deprot-
onation of phosphonate occurring at pH > 4 pro-
motes the formation of the hydrogen bond 
network that slows down the exchange of the 
metal-bound water protons. On the contrary, the 
behavior observed at pH > 10.5 was accounted 
for in terms of a shortening of τM catalyzed by 
OH− ions. It has been demonstrated that this 
complex can be successfully used “in vivo” for 
mapping renal and systemic pH (Raghunand 
et al. 2003). More recently, the same Gd com-
plex was used to measure pH in a rat brain gli-
oma model in vivo (Martinez et al. 2011). The 
method was based on a single infusion of a cock-
tail of contrast agents (CAs). The cocktail con-
tained Gd-DOTA-4AmP and Dy-DOTP, whose 
effects on relaxation are sensitive and insensitive 
to pH, respectively. The Gd-CA dominated the 
spin–lattice relaxivity (R1), whereas the Dy-CA 
dominated the spin–spin relaxivity (R2

*). The 
ΔR2

* effects were used to determine the pixel-
wise concentration of [Dy] which, in turn, was 
used to calculate a value for [Gd] concentration. 
This value was used to convert R1 values to the 
molar relaxivity and, hence, pH maps 
(Fig. 13.19).

a bFig. 13.18 Schematic 
representation of the 
pH-responsive systems 
described in (a) 
reference Gianolio et al. 
2009 and (b) Gianolio 
et al. 2011
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Agents Sensitive to the Redox Potential
A diagnostic MRI probe sensitive to the in vivo 
redox potential would be very useful for detect-
ing regions with a reduced oxygen partial pres-
sure (PO2), in several pathologies including 
strokes and tumors. The current status of the 
research focused on redox- and hypoxia-sensitive 
T1 contrast agents has been recently reviewed 
(Do et al. 2014; Tsitovich et al. 2014).

The principle of reversible or nonreversible 
binding of low molecular weight Gd complexes 
to larger macromolecules in order to obtain high 
relaxivity adducts has been exploited in the 
design of redox-responsive agents that bind 
reversibly to human serum albumin (HSA) in a 
redox-sensitive fashion. A series of Gd(III)-
DOTA mono(amide) derivatives with free thiol 
groups that can form a covalent S-S bond with 
the cysteine-34 residue of HSA have been syn-
thesized (Raghunand et al. 2006; Jagadish et al. 
2012; Raghunand et al. 2010). When bound to 
albumin, the longitudinal relaxivity of Gd(III) 
complexes is higher than in the unbound form 
due to the increased rotational correlation time of 
the complex. The thiol/disulfide ratio depends on 
the extracellular redox state, and in reducing 
microenvironments, the albumin-bound Gd(III) 
complexes are cleaved from HSA by reduction of 
the disulfide bond. The utility of one of these 
complexes as an MRI reporter of tumor redox 
status was demonstrated in in vivo experiments 
with mice bearing Mia-PaCa-2 or NCI-N87 
tumor xenografts.

Other thiol-targeting complexes which mod-
ulate their relaxivity values by the hydration 
state (number of inner-sphere waters) of the 

Gd3+ ion were reported (Carrera et al. 2007; 
Digilio et al. 2009, 2010; Menchise et al. 2011). 
These probes are DO3A derivatives bearing a 
2-pyridyldithio functionality, which gives spon-
taneous reaction with –SH groups present on 
small molecules such as glutathione or on pro-
teins. Exofacial protein thiols (EPTs) are a pool 
of –SH groups attached to proteins that are 
expressed on the surface of various cells. As 
these thiol groups are located on the extracellu-
lar surface, it has been proposed that they may 
act as sensors of the cell’s redox state. The thiol 
groups may present as free –SH or in the oxi-
dized S-S form depending on the extracellular 
redox state; given that the probes are able to 
selectively bind to free –SH groups, the uptake 
efficiency may be taken as reporter of the extra-
cellular redox microenvironment. It has been 
demonstrated that the complexes are internal-
ized and accumulate inside cells upon formation 
of a disulfide bridge and the amount of Gd3+ 
inside the cells can be modulated by the redox 
state of the exterior thiol groups.

An alternative approach considers the use of 
complexes of redox-active metal ions, in which 
the oxidation states have different magnetic prop-
erties, to create MRI agents that directly sense 
redox changes. A system based on the Mn(II)/
Mn(III) redox switch was first reported by Aime 
et al. (2000) for a manganese–porphyrin complex 
incorporated into β-cyclodextrin (CD) host by 
means of supramolecular interactions. The for-
mation of the supramolecular adduct allowed to 
enhance the difference in relaxivity between 
Mn(II)- and Mn(III)-porphyrin, at the clinical 
fields, being ca. 3 times higher in the case of 
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Fig. 13.19 pH maps of a rat 
brain glioma. The graphs on 
the right represent 
histograms of pH values and 
of pH uncertainty (Adapted 
from Ref. (Martinez et al. 
2011) with permission from 
John Wiley & Sons Inc)
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Mn(II)-porphyrin/poly-β-CD adduct. The poly- 
β- CD adduct of Mn(II)-porphyrin was shown to 
be oxidized completely to Mn(III)-porphyrin in 
the presence of 40 Torr pO2, while the extent of 
oxidation and the observed relaxivity were shown 
to be roughly proportional to the pO2 at oxygen 
levels less than 40 Torr.

Another redox-activated manganese-based 
agent was reported recently (Loving et al. 2013). 
The ligand (HBET) is capable of stabilizing both 
the 2+ and the 3+ oxidation states of manganese. 
At 4.7 T, Mn(II)-HBET showed a 3.3-fold higher 
relaxivity than its Mn(III) counterpart due to the 
fact that the former has one inner-sphere water 
molecule, whereas the second has none 
(Fig. 13.20). Cyclic voltammetry of Mn(II)-
HBET yielded a half-cell reduction potential of 
0.356V which is accessible to biologically rele-
vant reducing agents like glutathione (GSH) or 
oxidizing ones like H2O2.

Enzyme Responsive
MRI offers the possibility to report about events 
that occur along the life of a given cell in response 
to a specific biological activity. The possibility to 
monitor gene expression, for example, noninva-
sively, in real time and at a high-resolution level, 
makes the use of MR-based probes an interesting 
challenge. The probe has to be designed in order 

to change its MRI properties upon the occurrence 
of the event that one aims at visualizing 
(Hingorani et al. 2014; Bogdanov et al. 2002).

One of the most popular gene reporter is 
lacZ gene, which encodes for the expression of 
β-galactosidase enzyme. The first attempt to tackle 
the issue of the MRI visualization of β-Gal gene 
expression was carried out by Meade and 
coworkers (Moats et al. 1997) by reporting that 
the relaxivity of a galactopyranose-substituted 
tetraazamacrocycle coordinated to a Gd(III) ion 
can be specifically “switched on” by removing 
the sugar with β-galactosidase. Since Meade’s 
seminal work, MRI detection of β-Gal expres-
sion has been under intense scrutiny with the 
aim of exploring amplification routes that would 
allow its improved implementation in in vivo 
studies.

Recently, a new Gd(III)-based probe which 
resulted to be a good β-galactosidase substrate in 
B16F10 melanoma either in vitro or in vivo has 
been reported (Arena et al. 2011). The designed 
probe consists of a Gd-DOTA monoamide che-
late bearing a tyrosine –OH functionality pro-
tected by a galactose moiety (Gd-DOTAtyr-gal). 
Upon cleavage of the galactose moiety (step acti-
vated by the action of β-galactosidase), the tyro-
sine group, in the Gd-DOTAtyr product, becomes 
available for the tyrosinase-activated melanin 
polymerization. The formation of the paramag-
netic melanin-like macromolecule can be 
assessed by MRI because the relaxivity of Gd(III) 
complexes increases, in the field range 0.5–1.5 T, 
if they are part of macromolecular systems. The 
ability of Gd-DOTAtyr-gal to visualize stably 
expressing LacZ melanoma tumors in vivo, upon 
its direct intratumoral injection, was also 
demonstrated.

A related approach relies upon enzymatic 
removal of a structural moiety that prevents 
binding of a pro-RIME Gd(III) complex to 
HSA (RIME = receptor-induced magnetization 
enhancement). As shown above, binding of 
Gd(III) complex to HSA slows down the molec-
ular rotation of the Gd(III) complex resulting in 
an additional increase in the relaxivity. On the 
basis of this concept, a Gd(III)-based contrast 
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Fig. 13.20 Structure of Mn(II)/(III)-HBET, half-cell 
reduction potential and T1-weighted MR image recorded 
at 4.7 T of tubes containing pure water, 0.5 mM Mn(III)-
HBET, and 0.5 mM Mn(II)-HBET in pH 7.4 TRIS buffer 
(Adapted with permission from Ref. (Loving et al. 2013). 
2013 Copyright American Chemical Society)
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agent for in vivo visualization of β-galactosidase 
in tumor was reported (Chang et al. 2007). The 
difference in T1 relaxivity in the absence and 
presence of β-galactosidase was adequate for 
robust in vivo imaging of β-galactosidase activ-
ity in the tumor tissues. More recently (Chen 
et al. 2012b), the same authors described an 
analogous system responsive to β-glucuronidase, 
which is a key lysosomal enzyme and is often 
overexpressed in necrotic tumor masses. The 
contrast agent (Gd[DOTA-FPβGu]) consists of a 
Gd(III) complex bound to a β-glucuronidase-
specific substrate (β-D-glucopyranuronic acid). 
Enzymatic removal of β-glucuronic acid fol-

lowed by nucleophile attack from HSA leads to 
the formation of the stable high molecular weight 
and high relaxivity biomacromolecule 
([Gd(DOTA-FP)]-HSA) (Fig. 13.21a). In vitro 
MR imaging signal intensity of β-glucuronidase-
overexpressing cell line is 15 % higher than that 
of a cell line expressing moderate levels of 
β-glucuronidase. Furthermore, in vivo evalua-
tion of [Gd(DOTA-FPβGu)] for imaging 
β-glucuronidase in an animal tumor model was 
very encouraging, as, 30 min after the injection, 
a 2.5-fold increase in signal enhancement was 
measured in tumor overexpressing the enzyme 
over that with low expression level (Fig. 13.21b).

a

b

a b c d

a b c d

Fig. 13.21 (a) Schematic representation of 
β-glucuronidase induced transformation of pro-RIME 
[Gd(DOTA-FPβGu)] into ([Gd(DOTA-FP)]-HSA); (b) 
representative T1-weighted (TR/TE 100/13 ms) MR 
images of mice bearing CT26 and CT26/mβG-eB7 xeno-
grafts after injection of contrast agents ([Gd(DOTA- 

FPβGu)] compared to [Gd(DTPA)]) (A) pre-contrast 
images or at (B) 5 min, (C) 10 min, and (D) 90 min, after 
intravenous injection of 0.1 mmol/kg contrast agents 
(Adapted with permission from (Chen et al. 2012a, b). 
2012 Copyright American Chemical Society)

A related system was recently reported 
(Napolitano et al. 2013) which aims at the identi-
fication and quantification of the expression and 
activity of the glutamate decarboxylase (GAD) 
enzyme, as well as at the evaluation of GAD- 
positive neurons either in vitro or in vivo. The 
design of the agent (Fig. 13.22) is in line with the 
mechanism of activation of the β-Gal contrast 
agent early developed by Meade and colleagues 

(Moats et al. 1997), i.e., through the cleavage of 
the coordinated glutamate moieties by the GAD 
enzyme, an increased hydration at the Gd(III) 
center results in an enhanced relaxivity. Moreover, 
the cleavage of the glutamic moiety or moieties 
yields a complex with a residual positive charge 
that further enhances the observed relaxivity 
through the electrostatic interactions with nega-
tively charged biomacromolecules. This study is 
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the first proof of principle to discriminate between 
engrafted stem cells and GABAergic neurons due 
to the selective activation of the incorporated 
contrast agent in vivo, using MRI (Aswendt et al. 

2012). The change in T1 relaxation rate was ana-
lyzed quantitatively for the in vitro and in vivo 
experiments, yielding ≥200 ms difference in T1 
in vitro and ≥100 ms in vivo.
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Fig. 13.22 (a) Schematic representation of the mecha-
nism of action of the Gd-DO3A-GAD-responsive agent 
whose structure is depicted in (b). (c) Left: representative 
T1-weighted image at 0.5 h after implantation of labeled 
differentiated cells (right striatum) and labeled undiffer-
entiated cells (left striatum). Right: corresponding T1 map 

revealing distinct lower relaxation rate for the differenti-
ated cell graft (Adapted with permission from refs 
(Napolitano et al. 2013) (2013 Copyright American 
Chemical Society) and (Aswendt et al. 2012) (2012 copy-
right Elsevier B.V.))

13.2.3  T2 Susceptibility Agents

13.2.3.1  Iron Oxide Particles
These materials consist of superparamagnetic iron 
oxides that are made of ferric (Fe3+) and ferrous 
(Fe2+) ions (Muller et al. 2005). Their peculiar 
magnetic behavior is associated with the occur-
rence of domains in their microcrystalline structure 
that alter markedly the characteristic properties of 
ferrimagnetism and ferromagnetism such as spon-
taneous magnetization, residual magnetization, and 
magnetic hysteresis. These particles (that per se are 
a kind of ferrite and, therefore, ferrimagnetic) are 

magnetically transformed into a paramagnetic sub-
stance. Inside each domain the magnetic moments 
of the various ions sum up to yield large magnetic 
moments, in principle analogous to a single para-
magnetic ion but of much larger strength, for which 
they are called superparamagnetic.

The distortion of the magnetic field caused by 
the superparamagnetic core induces large changes 
in magnetic susceptibility which, in turn, leads to 
hypo-intensities in T2- or T2*-weighted images. 
Thus the areas containing the particles display 
fast transverse relaxation rates and low signal 
intensity (“negative contrast”). Due to the large 
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magnetic susceptibility of an iron oxide particle, 
the signal void is much larger than the particle 
size, enhancing detectability at the expenses of 
resolution. These particles have been used to 
track “in vivo” different cell types (Cunningham 
et al. 2005), including T lymphocytes (Kircher 
et al. 2003), macrophages (Engberink et al. 2007), 
and stem cells (Frangioni and Hajjar 2004).

Iron oxide particles for MRI applications are 
classified into two classes, namely, superpara-
magnetic iron oxide (SPIO) and ultrasmall 
superparamagnetic iron oxide (USPIO) on the 
basis of the overall size of the protective cover 
on the surface of the magnetic particle (Corot 
et al. 2006). In fact in both types of particles, the 
iron oxide colloid particles are encapsulated by 
organic materials such as dextran and carboxy-
dextran to improve their compatibility with the 
biological systems (Fig. 13.23). The difference 
in the overall size of the particles causes marked 
changes in two important properties as far as 
their use as MRI contrast agents is concerned:

 (i) Upon intravenous administration their blood 
pool lifetime is strongly affected by their 
dimensions. USPIOs have longer half-life in 
the blood vessels than SPIO because their 
smaller size (<50 nm) makes their uptake 
more difficult from macrophages. On the con-
trary, SPIOs (with diameters of the order of 
100–200 nm) are very rapidly removed from 
the circulation by the reticuloendothelial sys-
tem (RES). For instance, 70–80 % of injected 
AMI-25 particles (size 57–250 nm) are taken 
up by the liver, 6 % by the spleen, and a small 
amount by the bone marrow (Schumann- 
Giamperi 1993). USPIO remains in blood for 
longer time and more readily accumulate in 
the lymph nodes and bone marrow.

 (ii) In terms of relaxation enhancement proper-
ties, the larger magnetic susceptibility of 
SPIO yields to larger R2/R1 relaxation rates 
and higher T2-shortening effects than those 
brought about by the smaller USPIO 
particles.

Fig. 13.23 Schematic view of the composition of superparamagnetic iron oxide particles
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SPIOs and USPIOs (and also MPIOs, the 
micron-sized iron oxide particles) are under 
intense scrutiny as tools for cellular labeling for 
tracking cells’ migration, in particular into the 
nervous system. SPIOs appear to work better 
than USPIOs in labeling experiments first of all 
because the phagocytic uptake increases with the 
particle size. Cells incubated with SPIOs result in 
an increase of R2 upon increasing the local cellu-
lar concentration. Typically, R2 of monocytes 
labeled with SPIO at the concentration of 1.0 mg 
Fe/mL is 13.1 s−1. This has led to a detection limit 
of 58 labeled monocytes per voxel volume of 
0.05 μL (Engberink et al. 2007).

Although SPIOs are more suitable for in vitro 
cellular labeling, USPIOs are frequently pre-
ferred for in vivo studies, thanks to their longer 
blood pool half lifetime. Thus, in vivo labeling by 
USPIO has been pursued in several diseased 
states, namely, stroke (Saleh et al. 2004) and mul-
tiple sclerosis (Dousset et al. 2006). In humans, 
the lifetime of blood pool is more than 34 h, 
whereas the t1/2 of SPIO appears to be shorter 
than 6 min and such a half lifetime markedly lim-
its their possibility to label endogenous mono-
cytes in circulation.

13.2.3.2  Paramagnetic Particles
In the late 1980s, it was reported that paramag-
netic low molecular weight Dy(III) complexes 

can act as T2-susceptibility agents in MRI images 
when they are unequally distributed in vessels 
and in the surrounding tissues (Rosen et al. 
1991). The effect can be further enhanced when 
the paramagnetic complexes are entrapped in 
vesicles such as liposomes (Fossheim et al. 
1997). The observed behavior is well accounted 
for in terms of the field gradients created by the 
compartment containing the paramagnetic ions 
that induce the spin dephasing of the water pro-
tons diffusing in the outer region of the compart-
ment. It is straightforward to note that any 
nanosized system containing paramagnetic metal 
ions would act as a T2-susceptibility agent. In this 
context, paramagnetic liposomes have a high 
potential owing to the high payload of paramag-
netic complexes that can be either entrapped in 
their inner cavities or, upon suitable functional-
ization with lipophilic substituents, be incorpo-
rated in their membrane bilayer (Terreno et al. 
2007a).

The use of paramagnetic liposomes has been 
demonstrated advantageous for developing 
highly sensitive T2-susceptibility agents as 
 possible alternative to the well-established class 
of iron oxide nanoparticles. The compartmental-
ization effect, which is proportional to the mag-
netic field strength, is clearly illustrated in 
Fig. 13.24.

Fig. 13.24 Left: schematic view of the interactions 
between the local magnetic fields generated by a para-
magnetic nanoparticle and the water molecules diffusing 
around it. Middle: effect of the liposome encapsulation of 

a paramagnetic complex (Dy-HPDO3A) on the transverse 
relaxation rate at 7 T and 312 K. Right: in vitro RARE 
T2weighted MR image obtained at 7 T and 312 K
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The sensitivity of such systems is dependent 
on the intrinsic paramagnetism (described by the 
effective magnetic moment, μeff) of the Ln ion 
(Dy(III) is the most effective one) and on the 
overall concentration of the paramagnetic center 
compartmentalized in the vesicle. Hence, the 
incorporation of amphiphilic Dy(III) complexes 
in the liposome bilayer, in addition to the encap-
sulation of huge amounts of a hydrophilic Dy(III) 
agent in the aqueous cavity, yields to a marked 
sensitivity enhancement that makes these sys-
tems interesting agents for high-field 
applications.

Another class of liposome-based T2- 
susceptibility agents is represented by magnetoli-
posomes, in which iron oxide particles are 
encapsulated in liposomes (Bulte and De Cuyper 
2003). Upon their interaction with externally 
applied magnetic fields, these systems have been 
exploited in novel magnetic targeting experi-
ments (Babincova et al. 2000), as well as drug 
delivery carriers (Babincova et al. 2004), and in 
hyperthermia therapeutic (Ito et al. 2005). As far 
as their applications in MR molecular imaging is 
concerned, magnetoliposomes have been suc-
cessfully used as blood pool agents (Martina 
et al. 2005), for targeting bone marrow (Bulte 
et al. 1999) and solid tumors (Fortin-Ripoche 
et al. 2006).

Another class of very promising paramagnetic 
nanoparticles to be used as T2-susceptibility MRI 
contrast agents is represented by lanthanide oxide 
particles. Peters and coworkers (Norek et al. 
2008) reported the characterization of Dy2O3 
dextran-coated particles endowed with very high 
transverse relaxivities. They found that the relax-
ivity is dependent on the particle radius being the 
optimal value around 70 nm. Under those condi-
tions the r2 value is about 190 s-1 mM-1 at 7 T 
and 25 °C, which is comparable with the relaxiv-

ity of, for example, PEGylated magnetolipo-
somes (r2 = 240 s−1 mM−1) or protein-coated 
magnetoferritin (r2 = 218 s−1 mM−1) at B = 1.5 T.35

The efficiency is even higher at higher mag-
netic fields, as the proton relaxivity r2 in the pres-
ence of Dy2O3 nanoparticles is increasing with 
B2, in contrast to superparamagnetic entities, 
which, due to their constant magnetic moment, 
produce no r2 enhancement at B > 1.5 T.

13.2.4  CEST Agents

The novel landscape of molecular imaging 
prompted the search for new paradigms in the 
design of MR imaging reporters. A general 
insight deals with the exploitation of the reso-
nance frequency, the key parameter of the NMR 
phenomenon.

A convenient way to generate a “frequency- 
encoding” contrast is to exploit the well-known 
(either in NMR or in MRI fields) magnetization/
saturation transfer (ST) phenomena (Henkelman 
et al. 2001). The basic rationale is to deal with a 
system containing at least one set of protons 
whose exchange with the bulk, kex, is slow on the 
NMR/MRI timescale, i.e., kex has to be smaller 
than the difference in the resonance frequency 
between the two exchanging pools (kex < Δω). 
Upon irradiation of the mobile protons by using a 
proper radio-frequency field (of intensity B2), 
saturated magnetization is transferred, via 
 chemical exchange, to the bulk water resonance, 
which will decrease the MRI signal in the image 
voxels containing the agent. The resulting con-
trast is usually called CEST (chemical exchange 
saturation transfer) contrast, and the same acro-
nym is also used for defining the class of chemi-
cals that are able to generate it. The basic CEST 
experiment is sketched in Fig. 13.25.
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With respect to the conventional MRI agents, 
CEST probes allow the design of MRI protocols 
in which the contrast can be generated “at will” 
only if the proper frequency corresponding to the 
exchangeable protons of the CEST agent is satu-
rated. As a consequence, the pre-contrast image 
can be recorded almost simultaneously to the 
post-contrast ones as their acquisition simply dif-
fers from the on/off switch of the irradiation field. 
Even more important, this new approach offers 
the intriguing possibility of visualizing more than 
one agent in the same region, thus opening new 
exciting perspectives for the MRI applications in 
the biomedical field.

In addition to that, CEST agents were very 
soon identified as candidates for designing 
concentration- independent responsive probes. In 
fact, the presence of two magnetically non-
equivalent “CEST-active” proton sites whose ST 
 efficiency is differently dependent on the physico-
chemical variable of interest allows the exploita-
tion of a ratiometric approach that makes the MRI 
response independent of the concentration of the 
imaging probe (Ward et al. 2000). The most critical 
issue for the translocation of CEST agents to “in 
vivo” applications is represented by their low sen-
sitivity. Theoretically, the ST effect is dependent 

upon several parameters, among which particularly 
relevant are kex and the number of mobile protons 
per molecule. The simulated curves reported in 
Fig. 13.26a, calculated by using the theoretical 
model recently described by Woessner et al. 
(2005a), show dependence of ST % on kex at differ-
ent B1 field intensities. For a given set of parameters 
(Δω, T1, and T2 for the exchanging proton sites, 
concentration of mobile protons, magnetic field 
strength, irradiation time), the increase of kex leads 
to a ST enhancement up to a specific kex value, after 
which, the efficiency of the saturation transfer 
drops off. Such a decrease cannot be ascribed to the 
approaching of the coalescence condition, because, 
being Δω the same for all simulations, it occurs at 
different kex values. Rather, it is the result of the 
reduced number of mobile spins effectively satu-
rated by the B1 field owing to the broadening of 
their resonance associated to the increase of kex. 
The simulated profiles indicate that kex cannot be 
increased at will and, furthermore, that high B1 
intensity is required for maximizing the ST effect. 
It is important to recall here that the use of too high 
B1 values for an in vivo MR scans is limited, for 
safety purposes, by the SAR (specific absorption 
rate) value. For this reason, the design of highly 
sensitive CEST agents has been pursued trying to 
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Fig. 13.25 Schematic picture illustrating the saturation 
transfer process mediated by chemical exchange. The 
application of the saturation field B2 at the resonance fre-
quency of the spins of the CEST agent equals their popu-
lations. The chemical exchange perturbs the Boltzmann 

equilibrium of the bulk water protons due to the transfer 
of an excess of CEST spins from the high energy level. 
The CEST contrast arises from the consequent decrease in 
the spin population difference between α and β states
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develop molecules bearing mobile protons that 
realize the best compromise between the exchange 
rate and the B1 intensity needed to efficiently satu-
rate their NMR signal. This way of proceeding led 
to the development of two families of CEST agents, 
namely, DiaCEST and ParaCEST, where the pre-
fixes Dia and Para identify diamagnetic or para-
magnetic systems, respectively. In particular, the 

use of paramagnetic agents has extended the range 
of exchange rate that can be exploited before 
coalescence takes place, thus allowing for higher 
saturation transfer efficiencies; the drawback of 
this approach is represented by the high power 
needed for a complete saturation of the spins that in 
some cases is beyond the limits posed by SAR 
threshold.

80

60

40

S
T

 %

20

0

1

2

3
4

5
7

10
12

20

102 103

kex – s-1

104 0
10
20
30
40
50S

T
 % 60

70
80
90

100

1
2

4
8

16

10-4 10-3

CEST agent - M
10-2

a b

Fig. 13.26 (a) Simulated kex dependence of ST % at dif-
ferent B1 field intensity. (The data were calculated at 7 T, 
Δω = 50 ppm, concentration of mobile protons 50 mM, 
irradiation time 4 s.) (b) Simulated dependence of ST % 

on the concentration of saturated mobile protons. (The 
data were calculated at 7 T, Δω = 50 ppm, kex 3300 s−1, B1 
11.75 μT, irradiation time 4 s)

Figure 13.26b reports a theoretical curve 
describing the dependence of the ST effect on the 
concentration of the irradiated protons. By con-
sidering a ST detection threshold of about 10 %, 
the required concentration of mobile protons is in 
the order of few mM, and, therefore, the corre-
sponding minimum concentration of CEST agent 
is dependent upon the number of irradiated 
mobile protons. Consequently, the most promis-
ing route to improve the sensitivity of CEST 
agents is to increase the number of mobile pro-
tons per single molecule. A step further on this 
line of thinking has been represented by the fam-
ily of LipoCEST agents that exploited the very 
large pool of mobile water protons belonging to 
the intraliposomal cavity. In the following para-
graphs a description of the main peculiarities of 
these three families of CEST agents, together 
with some representative examples, will be pro-
vided. It is worth mentioning that contrary to 
what happens for other types of contrast agents 

described in this chapter, even some endogenous 
molecules can be exploited to generate a CEST 
contrast. However, this topic is beyond the pur-
pose of this chapter and it will not be discussed.

13.2.4.1  DiaCEST
The first paper proposing saturation transfer 
mediated by chemical exchange as a way to gen-
erate MRI contrast is dated 2000, when Balaban 
and coworkers proposed the use of small-sized 
diamagnetic molecules (Ward and Balaban 2000). 
Actually, the detection limit for these CEST 
agents (which typically contain less than 10 pro-
tons/molecule), like amino acids, heterocyclic 
compounds, sugars, etc., is in the mM range 
(Ward et al. 2000; Aime et al. 2002a). A signifi-
cant sensitivity improvement was achieved by 
investigating the ST  properties of macromolecu-
lar agents (polyamino acids, dendrimers, RNA-
like polymers) (Goffeney et al. 2001). Such 
systems contain thousands of mobile protons and, 

13 MRI
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consequently, their detection limit is the μM 
range. With the aim of designing safe and clini-
cally translatable CEST probes, Longo et al. pro-
posed the use of diamagnetic molecules possessing 
mobile pools that were already approved for clini-
cal use (Longo et al. 2011). In particular, they 
reported the CEST properties of iopamidol, a 
molecule containing two pools of mobile protons 
that was selected being a diagnostic agent for CT 
used since 1981. In addition, iopamidol has been 
proven to be a good pH-responsive agent, allow-
ing for the in vivo pH measurements in the kid-
neys (Longo et al. 2013). Other authors followed 
the same approach. The feasibility of using iopro-
mide as an extracellular pH sensor was success-
fully tested either on phantoms or in vivo on 
mouse model of MDA-MB-231 mammary carci-
noma. A very interesting DiaCEST agent pro-
posed in 2013 by Golay and coworkers is glucose, 
with the aim to find a MRI alternative to the con-
ventional FDG-PET protocol to assess glucose 
consumption and glycolysis rate (Nasrallah et al. 
2013). The authors showed that this technique, 
named glucoCEST, is sensitive to glucose accu-
mulation in colorectal tumor models. Furthermore, 
the protocol allowed the distinction between 
tumors with different metabolic characteristics 
and pathophysiology.

13.2.4.2  ParaCEST
As said above, a good CA for CEST applications 
has to possess mobile protons whose exchange 
rate with water (kex) is as high as possible before 
their broadening makes the RF irradiation 
 ineffective. Roughly, this condition occurs when 
kex approaches the separation (in Hz) between 
the chemical shift values, Δω, of the two exchang-
ing sites (kex ≈ Δω). Therefore, larger Δω values 
enable the exploitation of higher kex values, thus 
resulting in an enhanced CEST effect.

In 2001 Zhang et al. (2001) showed that a par-
ticularly useful source of highly shifted exchange-
able protons can be provided by the slowly 
exchanging water protons bound to a paramag-
netic Eu(III)-chelate. Since then, a huge number 

of paramagnetic complexes have been designed 
for CEST studies, and this class of molecules has 
been dubbed ParaCEST agents. Besides metal- 
coordinated water protons, alternative sources of 
highly shifted exchangeable protons have been 
proposed.

The first example proposing the use of amide 
protons of the ligand in a ParaCEST agent for the 
detection of a CEST contrast was reported in 
2002 (Aime et al. 2002b). This approach might 
offer a better control of the basic requisites of a 
CEST-CA as, in principle, one may design the 
molecular structure of the complex in order to 
pursue optimal values for the chemical shifts and 
exchange rates of the amide protons.

Among the different Ln(III) ions investigated, 
the Yb(III) complex was the most efficient agent 
when the amide protons were saturated (kCEST 
180 s−1, Δω offset = –16 ppm), with an observed 
effect of 52 %, at pH 7.4, in a 25 mM solution of 
the agent (7 T, B2 intensity 25 μT). Other impor-
tant findings from this work were (i) the observa-
tion that the Δω offsets for the same proton site 
are strongly dependent on the magnetic property 
of the Ln(III) ion, (ii) the demonstration of the 
remarkable pH dependence of the CEST contrast 
upon irradiation of the amide protons, and (iii) 
the exploitation of the two different proton pools 
for detecting pH in a concentration-independent 
ST response mode. The CEST sensitivity dis-
played by [Ln-DOTAMGly] complexes is depen-
dent on the irradiated proton site: for amide 
protons a CEST effect of 5 % requires a milli-
molar complex concentration of the metal com-
plex, whereas for the metal-coordinated water 
protons the threshold lowers down to 0.5–1 mM 
(Terreno et al. 2004).

Woods et al. demonstrated that also OH 
groups can be exploited in a CEST experiment 
with a ParaCEST probe, at least under certain 
experimental conditions (Woods et al. 2006). 
Figure 13.27 reports the Z-spectrum of a 36 mM 
solution of [Eu-CNPHC]3+ (see the figure inset) 
acquired in d3-acetonitrile containing small 
amount of water (25 °C, 23 °C, B2 intensity 2 μT).
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The three distinct CEST peaks corresponding 
to the three nonequivalent coordinating OH 
groups can be easily detected along with a fourth 
peak attributable to the metal-bound water 
protons.

The possibility of using coordinated OH 
protons as a source of CEST contrast led the 
way to the use of Ln-HPDO3A (HPDO3A: 
1 0 - ( 2 - h y d r o x y p r o p y 1 ) - 1 , 4 , 7 , 1 0 - 
tetraazacyclododecane-1,4,7-triacetic acid) 
complexes as ParaCEST agents (Fig. 13.28). 
The Gd(III) complex of HPDO3A ligand is a 
clinically approved MRI contrast agent mar-
keted as ProHance™. Thus, Ln(III)HPDO3A 
complexes are supposed to have thermody-
namic and kinetic stabilities, in vivo distribu-
tion, and excretion properties very similar to 
those shown by ProHance™. Unfortunately, the 
Gd complex itself cannot be used as CEST 
agent because, among the lanthanide ions, 
Gd(III) shows the lowest ability as shift reagent 
because of the symmetric distribution of the 
seven unpaired electrons in the f orbitals. 
Moreover, as detailed in the previous para-
graphs, Gd-based complexes are T1 agents, and 
short T1 of the bulk water is detrimental for the 
CEST efficiency. Concerning the choice of the 
lanthanide, it has been reported that Yb(III) is 

the most efficient ion due to the best compro-
mise between shifting ability and T2 shortening 
(Delli Castelli et al. 2011). Figure 13.29 
reported the proof of concept on the ability of 
this CEST agent to report about pH. A phantom 
containing 14 capillaries filled up with solu-
tions of Yb(III)HPDO3A either at different pH 
values or at different concentrations was sub-
jected to a MRI investigation. By acquiring the 
Z-spectrum, it was possible either to determine 
the temperature of the sample from the chemi-
cal shift of the –OH groups or measuring the 
pH according to the proper ratiometric 
calibration.
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The same authors in 2014 reported the success-
ful use of this probe in vivo in a preclinical model of 
melanoma as extracellular pH reporter (Delli 
Castelli et al. 2014). A significant sensitivity 
enhancement for ParaCEST agents could be attained 
by designing polymeric systems containing a high 
number of ParaCEST units. A couple of examples 
have been presented so far, involving the linkage of 
ParaCEST agents, similar to those discussed in this 
section, to macromolecules like dendrimers 
(Pikkemaat et al. 2007), or to nanosized systems like 
perfluorocarbon nanoparticles (Winter et al. 2006).

An alternative approach to lanthanide com-
plexes as ParaCEST agents has been proposed 
by Morrow and coworkers based on the use of 
transition metal ions complexes. Certain transi-
tion metal ions including Fe(II), Co(II), or Ni(II) 
have paramagnetic properties that are generally 
well suited for their application as ParaCEST 
agents. These complexes may produce relatively 
narrow and highly shifted proton signals. Amide- 

appended macrocyclic complexes with the 
abovementioned metal ions were recently shown 
to act as ParaCEST agents at physiological pH 
and temperature. Studies of transition metal ion- 
based ParaCEST agents in biological media to 
date are scarce, and their in vivo potential has still 
to be investigated (Olatunde et al. 2014).

13.2.4.3  LipoCEST
Nanovesicles able to entrap solvent in their cav-
ity, like liposomes, represent an ideal system for 
developing highly sensitive CEST agents. In fact, 
the number of water protons inside the liposome 
cavity is several order of magnitude larger (106–
109 depending on the size of the vesicle) than 
molecular systems. In addition, liposome mem-
branes are water permeable, and the exchange 
rate of the intraliposomal water protons (i.e., the 
kex of the CEST pool) can be properly modulated 
by changing the lipid composition. The exchange 
rate of the water protons is not very fast (102–

Fig. 13.29 MR images of a phantom containing 14 capil-
laries containing Yb(III)HPDO3A either at different pH 
or concentrations. (a) T2w image, tubes from one to eleven 
contains a 20 mM solution of YbHPDO3A at increasing 
pH values (5.2; 5.8; 6.1; 6.4; 6.7; 7.0; 7.3; 7.6; 7.9; 8.3; 
8.8), while tube twelve contains Yb(III)HPDO3A 10 mM 
at pH 7.0, tube thirteen contains Yb(III)HPDO3A 5 mM 

at pH 7.0, tube fourteen contains Yb(III)HPDO3A 3 mM 
at pH 7.0. (b) CEST map acquired on the same phantom 
after irradiating the frequency corresponding to 71 ppm; 
(c) CEST map acquired on the same phantom after irradi-
ating the frequency corresponding to 99 ppm; (d) ratio-
metric map image. The experiment has been performed at 
20 °C
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103 s−1), and, therefore, high ST efficiency can be 
attained without using high intensity B2 fields. To 
act as CEST agent, the resonance frequency of 
the intraliposomal water protons must be differ-
ent to the bulk water protons in which the lipo-
somes are suspended, and this task was 
successfully accomplished by encapsulating a 
paramagnetic shift reagent (SR) in the liposome 
cavity (Aime et al. 2005).

Paramagnetic lanthanide(III) complexes are 
recognized as the best class of shift reagents, 
especially those having a highly symmetric mac-
rocyclic structure, like [LnDOTMA], [LnDOTA], 
or [LnHPDO3A] (Fig. 13.30), where one fast- 
exchanging water molecule is axially coordinated 
to the metal center, thus maximizing the induced 
paramagnetic shift that is dominated by the dipo-
lar contribution.

a b c d

Fig. 13.31 (a) Spherical LipoCEST; (b) not-spherical 
LipoCEST; (c) not-spherical LipoCEST with amphy-
philic shift reagent in the membrane; (d) not-spherical 

LipoCEST with amphyphilic shift reagent in the mem-
brane and trinuclear shift reagent in the acquous phase

Fig. 13.30 Macrocyclic Ln(III)-based complexes typically used as shift reagents for liposome-based CEST agents

Tm(III) and Dy(III) are the most used Ln(III) 
ions in virtue of their high values (of opposite 
sign) of the dipolar constant, CD, that directly 
affects the dipolar contribution.. The liposome 
encapsulation of high amount (ca. 200 mM) of 
the SRs induces paramagnetic shift offset of 
about ± 4 ppm. The sensitivity of these nano-
systems, dubbed LipoCEST, is very high: 
 sub- nanomolar amounts of vesicles are sufficient 
to generate a ST of ca. 10 % in vitro. Next, it was 
recognized that the development of LipoCEST 
agents with highly shifted intraliposomal water 

protons could be very beneficial for improving 
the potential of such systems.

Two approaches have been adopted to achieve 
this task: (i) to exploit the contribution to the 
chemical shift of the intraliposomal water arising 
from bulk magnetic susceptibility (BMS) effects 
and/or (ii) to increase the concentration of para-
magnetic centers encapsulated in the liposome 
cavity. The former route requires the compart-
mentalization of the paramagnetic agent in not 
spherical vesicles, whereas traditional liposomes 
adopt a spherical shape (Fig. 13.31a).

13 MRI



276 A. Schroeter et al.

Liposomes are flexible objects and, due to the 
water permeability of their membrane, they are 
sensitive to osmotic forces. When suspended in a 
hyperosmotic medium, liposomes react by 
shrinking themselves, leaking water, and chang-
ing shape. Hence, a liposome encapsulating an 
ipotonic solution of a SR (better a neutral one as 
[LnHPDO3A]) is dialyzed against an isotonic 
buffer (step necessary for the separation of the 
not encapsulated SR) to yield a system that will 
no longer be spherical (Fig. 13.31b). As a conse-
quence, the BMS contribution will be operative 
and the Δintralipo value will increase. In addition, 
the osmotic shrinkage concentrates the SR in the 
liposome aqueous core, thus enhancing the extent 
of the dipolar contribution either. A nice demon-
stration of this effect was obtained by 
 encapsulating a Gd(III) complex ([GdHPDO3A]), 
for which the dipolar contribution is null (CD for 
Gd is zero). The observation of the signal of the 
intraliposomal water protons at ca. 7 ppm from 
the bulk and the detection of a CEST effect upon 
saturation highlighted the validity of this 
approach (Aime et al. 2007). When the BMS 
contribution is added to the dipolar one (for 
instance, encapsulating [TmHPDO3A]), a fur-
ther increase in the Δintralipo values can be obtained 
(Terreno et al. 2007b).

A significant increase in the shift of the intrali-
posomal water resonance has been achieved by 
incorporating molecules in the amphiphilic para-
magnetic complexes to the liposome’s membrane. 
The incorporation of an amphiphilic SR in a nons-
pherical LipoCEST (Fig. 13.31c) has two main 
advantages: (i) it increases the overall amount of 
paramagnetic centers in the liposome cavity (at 
least for the portion pointing inward) with the con-
sequent increase of both dipolar and BMS contri-
butions, and (ii) it strongly affects the magnetic 
anisotropy of the liposome membrane, thus allow-
ing the switch from the parallel to the perpendicu-
lar alignment of the vesicles within the static 
magnetic field of the NMR/MRI spectrometer. 
Since the orientation of the vesicles can modulate 
the sign and the magnitude of the paramagnetic 
shift, the Δintralipo values for these systems are 

strongly dependent on the magnetic properties of 
the incorporated SR (Delli Castelli et al. 2008).

The amount of paramagnetic centers encapsu-
lated in the aqueous core of a liposome can be 
further increased by using neutral polynuclear 
hydrophilic SRs (Fig. 13.31d) (Terreno et al. 
2008b) In fact, as the maximum concentration 
allowed is limited by osmotic rules, neutral mul-
timers should increase the overall payload of 
paramagnets inside the vesicle.

By using all the above strategies, it is now pos-
sible to prepare liposome-based CEST agents with 
Δintralipo values in the interval ± 60 ppm. This result 
is relevant for the sensitivity issue, even if for 
osmotically shrunken liposomes the advantage of 
saturating far from the bulk water resonance is 
partly counterbalanced by the decreased number 
of intraliposomal water protons that can be satu-
rated due to the osmotic shrinkage. However, 
the current range of available Δintralipo values 
makes these nanosystems promising candidates 
for the multiple detection of CEST agents, as it 
has been already reported as proof of concept on 
an ex vivo model (Terreno et al. 2008c).

13.2.4.4  ErythroCEST
Red blood cells are known to be naturally oriented 
in the presence of an external magnetic field owing 
to their biconcave shape. Ferrauto et al. show that, 
analogously to shrunken LipoCEST, the water 
molecules in the cytoplasm of red blood cells can 
be exploited as source of exchangeable protons 
provided that their chemical shift is properly shifted 
by the intracellular entrapment of a paramagnetic 
shift reagent. The sensitivity of this system is the 
highest displayed so far among CEST agents (less 
than 1 pM of cells), and the natural origin of this 
system makes it suitable for in vivo applications 
(Ferrauto et al. 2014).

13.2.5  Hyperpolarized Molecules

Since the early days of NMR, hyperpolarization 
is considered the most appropriate way to tackle 
the sensitivity issue.
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The energy difference between the nuclear 
spin states involved in the NMR transitions is 
very low, and therefore these states are almost 
identically populated. The NMR signal intensity 
is proportional to polarization (P), which depends 
upon the difference in the spin level population 
according to Eq. 13.55:
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where N+ and N− represent the numbers of spins 
in the two different orientations with respect to 
the applied magnetic field B0, γ is the gyromag-
netic ratio of the nucleus, kB is the Boltzmann 
constant, and T the absolute temperature. Thus 
NMR and MRI result to be rather insensitive 
techniques in respect with other analytical and 
imaging methodologies. However, it has been 
shown that a nonequilibrium state, characterized 
by a larger difference in the spin levels popula-
tions (hyperpolarized state), can be achieved, 
thus providing a route of raising the sensitivity 
of the NMR experiment. Hyperpolarized mole-
cules yield very strong signal enhancements and 
make possible the observation of low γ hetero-
nuclei, which usually are not detectable due to 
their low natural abundance and gyromagnetic 
ratios. Since they do not show any background 
signal in the corresponding images, it is possible 
to obtain very clear images where only the 
regions reached by the agent are visible on a 
black background. This has been exploited in 
many MRI experiments, ranging from vascular 
to perfusion studies, up to new and promising 
applications in molecular and metabolic 
imaging.

Hyperpolarized agents generate the contrast 
in a different way with respect to standard MRI 
contrast agents. In fact, while the latter act on 
the relaxation of water protons causing a posi-
tive (T1-CA) or a negative (T2-CA) effect on the 
water signal intensity, hyperpolarized mole-
cules are themselves source of the NMR signal. 
In this case signal intensity and SNR linearly 
depend upon their concentration and polariza-
tion level.

The main drawback of hyperpolarization is its 
short lifetime. In fact, relaxation processes re- 
equilibrate the spin populations on the T1 time-
frame, destroying hyperpolarization. As a 
consequence, the type of molecules that can be 
used as hyperpolarized probes is limited to small 
molecules containing at least one long-relaxing 
nucleus (usually 13C) possibly isolated from dipo-
larly coupled proton nuclei. Furthermore, images 
of hyperpolarized substances must be acquired 
very quickly after administration, by using either 
single-shot experiments or pulse sequences con-
sisting of small flip angles, in order to preserve 
magnetization. A number of fast imaging pulse 
sequences have been implemented (mainly echo 
planar imaging (EPI), echo planar spectroscopic 
imaging (EPSI), and spiral CSI), allowing to 
obtain high-resolution images in times as low as 
1 s: this allows to detect the formation of meta-
bolic products in real time after administration of 
the hyperpolarized compound. Further points to 
keep in mind when dealing with hyperpolarized 
contrast agents are the need for wider gradient 
amplitudes (due to the lower gyromagnetic ratio 
of 13C with respect to 1H) and for wider spectral 
widths (due to the larger 13C chemical shift dis-
persion). Details about pulse sequences for meta-
bolic imaging have been recently reviewed 
(Brindle et al. 2011). Further optimizations of 
sequences are still being carried out by several 
groups in order to achieve even higher resolution 
in the short times dictated by hyperpolarization 
(Lau et al. 2011; Reed et al. 2012).

13.2.5.1  Hyperpolarization 
Techniques

According to Eq. 13.51, hyperpolarization can be 
obtained by simply maintaining the sample at 
very high magnetic field and ultralow tempera-
ture for a time sufficient to force the system into a 
nonequilibrium state in which the spin popula-
tions are consistently altered (Fig. 13.32). This 
has been sometimes called the “brute force” 
approach. Due to very long relaxation times in the 
ultralow temperature range, “relaxation switches” 
are necessary to decrease the polarization time.
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In spite of the potential general applicability of 
the method, this approach is not easily applicable 
due to difficulties in reaching very high magnetic 
field strengths and very low temperature condi-
tions. Furthermore, the relaxation switches, if not 
completely removed or inactivated after the com-
pletion of the polarization process, may cause 
relaxation and polarization loss.

For these reasons, other hyperpolarization 
techniques have been developed, namely, spin- 
exchange optical pumping (SEOP) of noble gases, 
para-hydrogen-induced polarization (PHIP), and 
dynamic nuclear polarization (DNP).

Hyperpolarization of He-3 and Xe-129 by 
Optical Pumping and Spin Exchange (SEOP)
When a noble gas (He-3 or Xe-129) is mixed with 
a vapor of an alkali metal or of metastable atoms 
(usually 3He atoms) and the mixture is irradiated 
with circularly polarized light from lasers at suit-
able frequency, the angular momentum of the 
laser light is adsorbed by the alkali or metastable 
atoms, which result to be polarized. Then, inter-
atomic collisions allow polarization to be trans-
ferred to the noble gas atoms via a “spin- exchange” 
process (Fig. 13.33) (Albert et al. 1994; Moller 
et al. 2002; Altes and Salerno 2004).
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Hyperpolarized noble gases have found appli-
cations in MRI of the lungs and in a limited num-
ber of perfusion studies (Liu et al. 2014). Xe-129 
solubility and lipophilic properties have been 
exploited for functional MRI, and its binding to 
hemoglobin has been used to measure blood oxy-
genation (Swanson et al. 1997; Wolber et al. 
2000).

Some methods for intravenous injection of 
both Xe and He have been developed: Xe can be 
dissolved in some biocompatible carriers 
(Wolber et al. 1999), while 3He has been loaded 
in microbubbles suitably functionalized with 
peptides (Callot et al. 2001). Nevertheless, appli-
cations of dissolved noble gases are rare mainly 
due to difficulties in the dissolution process, and 
research in this field is still ongoing (Acosta 
et al. 2012).

Finally, HP-xenon-based biosensors which 
trap Xe atoms in molecular cages functional-
ized with suitable vectors have been proposed 
in order to target specific biomolecules. In one 
of the first developed systems, Xe has been 
encapsulated in a cryptophane cage, bound to a 
biotin unit for protein recognition (Spence et al. 
2001). As the cage-encapsulated Xe is in 
exchange with free Xe and the two correspond-
ing NMR signals are well shifted, an interesting 
development has been introduced to enhance 
the sensitivity of the  sensor. In fact, by irradiat-
ing the Xe resonance in the targeted cage, satu-
rated magnetization is transferred to the signal 
of free Xe which is exchanging with it, in a way 
similar to what occurs for CEST agents. 
Therefore this class of agents has been named 
Hyper-CEST (Schroder et al. 2006). A number 
of different Xe biosensors have been designed 
in the past years: among these, a particularly 
interesting one is a sensor composed of many 
cryptophane-A molecular cages assembled on 
an M13 bacteriophage, which can be detected at 
a concentration as low as 230 fm, representing 
the current lowest limit for NMR/MRI- based 
contrast agents (Stevens et al. 2013). Biosensors 

that produce measurable changes in Xe-129 
chemical shift based upon the activity of oligo-
nucleotides, proteins, enzymes, or cells have 
also been reported (Taratula and Dmochowski 
2010; Boutin et al. 2011).

Dynamic Nuclear Polarization (DNP)
Dynamic nuclear polarization (DNP) is a method 
which consists in irradiating electrons to promote 
the transfer of thermal polarization (which is 
much higher for electrons due to their high g 
value) to nuclei in solids via “flip-flop” transi-
tions (Comment et al. 2007a). Nuclei are polar-
ized by two different mechanisms, which can 
operate separately or in parallel depending on the 
conditions: (i) the solid effect causes nuclei to be 
polarized in a single step by means of a two- 
quantum transition and (ii) thermal mixing, on 
the contrary, is a two-step process where the first 
step is a single-quantum transition. Thermal mix-
ing is generally the experimentally dominant 
mechanism when the width of the ESR line is 
comparable to or larger than the NMR frequency 
and the concentration of electron spins is high 
(Comment et al. 2007a).

In practice, the material to be polarized is dis-
solved in a glass-forming solvent, doped with a 
stable radical species, and placed into the mag-
netic field. The solution is frozen and irradiated. 
At the end of the polarization process, the sample 
is raised above the liquid helium level and is rap-
idly dissolved in hot water, still inside the mag-
netic field. It is then quickly transferred for the 
MRI acquisition. It has been demonstrated that 
by using this dissolution method, a good level of 
polarization is maintained for the time necessary 
for the acquisition of the MR image (Ardenkjaer- 
Larsen et al. 2003b).

In principle every nucleus in every molecule 
can be hyperpolarized by DNP. Examples 
include DNP hyperpolarization of 15N in urea 
(Ardenkjaer-Larsen et al. 2003b), carbazole 
(Hu et al. 2000), amino acids (Hall et al. 1997), 
and choline (Gabellieri et al. 2008) and of 89Y 
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in Y(III) chelates (Merritt et al. 2007a). Among 
these, choline appears very promising since its 
15N nucleus is characterized by a particularly 
long T1 (285 s at 11.7 T and 298 K), and this 
allowed to follow its fate in vitro in the pres-
ence of purified human choline kinase, which 
promotes its conversion to phosphocholine, 
opening the way to metabolic imaging of 
15N-choline (Gabellieri et al. 2008). 
Nevertheless, no in vivo applications have been 
reported up to now. In fact, at the moment only 
13C has been used for in vivo MRI experiments. 
This is due to the higher gyromagnetic ratio of 
13C with respect to other low-relaxing nuclei 
such as 15N, which increases its sensitivity, and 
to the availability of dedicated RF coils tuned at 
the 13C frequency.

Many examples of 13C-containing substrates 
hyperpolarized by DNP have been reported. The 
most challenging application of these hyperpo-
larized 13C tracers is their use in molecular/meta-
bolic imaging, which exploits the high signal 
intensity for visualizing the products of metabo-
lism few seconds after administration of the 
agent.

The first studies of metabolic pathways by 
13C-hyperpolarized substances have been per-
formed by using hyperpolarized [1-13C]pyru-
vate. Pyruvate is a key molecule in major 
metabolic and catabolic pathways in the mam-
malian cells, as it is converted to alanine, lac-
tate, or carbonate to a different extent depending 
on the status of the cells. The first reported 
application of hyperpolarized [1-13C]pyruvate 
is the visualization in vivo of a rat sarcoma 
(Golman et al. 2006a): the maps of distribution 

of pyruvate, alanine, and lactate after pyruvate 
injection showed that the tumor can be local-
ized by the highest NMR 13C signal from lac-
tate produced few seconds after injection. The 
various tumor histologic grades could also be 
differentiated on the basis of lactate levels 
(Albers et al. 2008). 13C-hyperpolarized pyru-
vate CSI has been first applied to the study of 
transgenic adenocarcinoma of mouse prostate 
(TRAMP), which is a model of prostate cancer 
that well mimics the human tumor with regard 
to both histopathology and disease progression 
(Chen et al. 2007a; Lupo et al. 2010). A number 
of studies have also shown that the method can 
be applied to monitor the tumor response to 
treatment, as the lactate/pyruvate ratio 
decreases upon both radiotherapy and chemo-
therapeutic treatments, in both prostate and 
other organ cancers (Day et al. 2007a; Witney 
et al. 2009; Senadheera et al. 2010; Park et al. 
2011; Day et al. 2011; Lodi et al. 2013). 
In dogs, whose prostate size and anatomy are 
 similar to those of human prostate, the lactate/
pyruvate ratio (even if lower than what is found 
in murine models) has been shown to be high 
enough to allow the spatial location of the 
tumor, giving confidence that the protocol may 
actually be extended to clinical applications 
upon optimizing the coil geometry and data 
acquisition parameters (Nelson et al. 2008). In 
fact, the clinical phase of trial is currently 
ongoing in order to develop a method for moni-
toring the therapeutic treatment of prostate can-
cer and possibly for choosing the best therapy 
for each single subject (Nelson et al. 2013a) 
(Fig. 13.34).
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The methodology has also been successfully 
applied to other types of tumors, such as lym-
phomas, breast cancer (Harris et al. 2009), renal 
metastatic cells (Keshari et al. 2013), and liver 
and brain tumors, toward the translation to the 
clinics. Among these, brain and liver tumors are 
the most difficult to be characterized by the clas-
sical MRI methods and/or other imaging tech-
niques. In brain, the PET determination of 
fluorodeoxyglucose (FDG) is not useful for the 
diagnosis of brain tumors due to the high FDG 
uptake levels of normal gray matter. Liver 
tumors are also difficult to be characterized by 
the classical MRI imaging modalities due to 
their intrinsic heterogeneous structure. 
Therefore, there is great interest in finding use-
ful biomarkers which can be followed by a high-
resolution technique.

A study carried out on rats with human glio-
blastoma xenografts (U-87 and U-251, which dif-
fer for main histopathologic features) showed 
that both pyruvate and lactate signals are higher 
in the tumor tissues than in normal brain and 
other tissues for both the tumor types, allowing 

for diagnosis and localization of the tumoral 
masses, and a strong correlation has been found 
between the lactate level and the tumor- 
proliferating activity. These findings clearly sup-
port the view of using hyperpolarized [1-13C]
pyruvate for the characterization of tumor tissues 
in the brain (Park et al. 2010).

The Morris hepatoma 7777, a fast growing 
hepatocellular carcinoma model, has been 
recently studied by hyperpolarized [1-13C]pyru-
vate MRI. This tumor is characterized by higher 
alanine transaminase (ALT) levels rather than 
by higher LDH levels as usually found in other 
types of tumor. CSI showed in this case that 
tumors present a net increase in the alanine/
total carbon ratio with respect to normal livers, 
while the increase in the lactate/pyruvate ratio 
is not so different with respect to normal tissues 
(Yen et al. 2010; Darpolora et al. 2011). Higher 
alanine levels after injection of hyperpolarized 
1-13C-pyruvate have also been found in a trans-
genic liver cancer model of both human hepato-
cellular and hepatoblastoma tumors. Very 
interestingly, in this case alanine production 
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Fig. 13.34 A rat with 
intracranial 
implantation of human 
glioblastoma cells 
treated with 
temozolomide. D0, 
pretreatment; D1, 1 day 
after the initiation of 
treatment; D2, scan. 
The lactate peak 
decreased shortly after 
the treatment, resulting 
in a drastic drop in Lac/
Pyr (Reprinted from 
Ref. (Park et al. 2011) 
with permission from 
John Wiley & Sons Inc)
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through ALT enzyme was much increased in 
pre- tumor tissues, being the regions with the 
highest levels those areas where tumor nodules 
would eventually develop, but not in estab-
lished tumor tissues, where on the contrary the 
flux to lactate, mediated by LDH, was predomi-
nant. This suggests that alanine may be used as 
an early biomarker for liver tumor diagnosis 
(Hu et al. 2011a).

Besides hyperpolarized pyruvate, other DNP 
hyperpolarized molecules have been tested for 
molecular/metabolic imaging: examples include 
[1-13C]lactate for a complementary investigation of 
LDH activity (Chen et al. 2008a; Mayer et al. 
2012a; Vengatesh et al. 2012; Kennedy et al. 2012), 
13C-aminoacids for visualizing amino acid meta-
bolic pathways (Gallagher et al. 2008a; Gallagher 
et al. 2011b; Chen et al. 2011; Hu et al. 2011b), 
[1,4-13C2]fumarate for detection of necrotic regions 
(Zandt et al. 2009, Witney et al. 2010; Clatworthy 
et al. 2012; Bohndiek et al. 2012), 13C-bicarbonate 
for tissue pH evaluation (Gallagher et al. 2008b; 
Gallagher et al. 2011a), [2-13C]pyruvate for visual-
ization of the Krebs cycle (Schroeder et al. 2009a, 
b; Marjanska et al. 2010; Schroeder et al. 2012; Hu 
et al. 2012), [1,2-13C2]-pyruvate for simultaneous 
investigation of cardiac pyruvate dehydrogenase 
flux, Krebs cycle metabolism and pH (Chen et al. 
2012a), ethyl-[1-13C]-pyruvate for imaging brain 
metabolism (Hurd et al. 2010), 
[1-13C]-ketoisocaproate for imaging of branched- 
chain amino acid metabolism in tumors (Karlsson 
et al. 2010), mixtures of labeled substrates for 
simultaneous assessment of multiple enzymatic 
activities (Wilson et al. 2010; von Morze et al. 
2012b), 13C ascorbic and dehydroascorbic acid for 
visualizing the redox status (Keshari et al. 2011a; 
Bohndiek et al. 2011), 13C-urea for perfusion stud-
ies (von Morze et al. 2011, 2012a), and 13C6-
glucose to be visualized by MRI as an alternative 
to FDG-PET (Allouche-Arnon et al. 2013).

Hyperpolarized molecules are currently being 
investigated not only for the diagnosis and moni-
toring of tumors but also for the study of different 
pathologies in organs such as the heart, liver, and 
kidneys.

Cardiac metabolism, both in isolated rat hearts 
and in vivo, has been assessed by hyperpolarized 
MRI after injection of [1-13C]-pyruvate. For 
example, it has been demonstrated that it can 
show the glycolytic switch characteristic of myo-
cardial ischemia by the increase in the lactate 
level. Still more informative, the pyruvate trans-
formation into bicarbonate promoted by pyruvate 
dehydrogenase (PDH) can be monitored: the 
bicarbonate level in the myocardium is lower or 
absent in the ischemic or postischemic area due 
to a diminished activity of PDH. Metabolic alter-
ation is also evident by following the flux of 
[2-13C]-pyruvate to [1-13C]citrate and [5-13C]glu-
tamate. Information derived from hyperpolarized 
MRI of the heart may be of paramount impor-
tance in monitoring cardiomyopathies and myo-
cardial activity restoration after an ischemic 
damage, a heart failure, and/or an intervention 
(Schroeder et al. 2011; Malloy et al. 2011).

Liver metabolism after ethanol assumption 
has also been investigated by the use of hyperpo-
larized [1-13C]pyruvate, showing increased lac-
tate production due to increased NADH from 
ethanol metabolism (Josan et al. 2012).

Hyperpolarized MRI of [1-13C]pyruvate has 
been shown to be applicable to the diagnosis of 
diabetic renal damages, as an appreciable 
increase in the lactate/pyruvate ratio measured in 
diabetic rats’ kidneys compared with the control 
ones, whereas the bicarbonate/pyruvate ratio was 
unchanged (Laustsen et al. 2013). Conversely, 
pyruvate metabolism has been found to be not 
informative about renal acute pathologies such as 
tubular necrosis (ATN) and glomerulonephritis 
(GN). In these cases, MRSI of hyperpolarized 
[1,4-13C2]fumarate has allowed the detection of 
early tubular necrosis and its distinction from 
glomerular inflammation in murine models, 
thanks to the increased production of [1,4-13C2]
malate (mediated by the fumarase enzyme) 
observed in the former case and not in the latter. 
The malate/fumarate ratio has been found to cor-
relate with the histologic grade of necrosis in the 
first hours after induction (Clatworthy et al. 2012) 
(Fig. 13.35).
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Para-Hydrogen-Induced Polarization 
(PHIP)
The hydrogen molecule entered in the field of 
hyperpolarization because the change in the 
relative populations of its nuclear spin states is 

easy to fulfill, without the need for complex 
hyperpolarization devices. In fact, nuclear 
spins in the H2 molecule can be either aligned 
or opposed: three degenerate levels correspond 
to the nuclear isomer named ortho-hydrogen 

Fumarate
100

80

60

40

F
um

ar
at

e 
si

gn
al

 (
%

 o
f m

ax
im

um
 fu

m
ar

at
e)

20

0

M
al

at
e 

si
gn

al
 (

%
 o

f m
ax

im
um

 fu
m

ar
at

e)

Malate

NZM

FA 0 h

FA 10 h

FA 18 h

FA 24 h

FA 48 h

10

8

6

4

2

0

Fig. 13.35 Distribution 
of normalized [1,4-13C2]
fumarate and [1,4-13C2]
malate signals following 
fumarate injection in an 
NZM2410 mouse and at 
0, 10, 18, 24, and 48 h 
after induction of ATN in 
mice. Each chemical shift 
image has been 
normalized separately to 
its maximum signal 
intensity (Reprinted from 
Ref. (Clatworthy et al. 
2012), with permission 
from the National 
Academy of Science 
USA)
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(oH2, S = 1, 75 %  natural abundance), while 
only one nuclear state corresponds to the 
nuclear isomer named para- hydrogen (pH2, 
S = 0, 25 % abundance). The para- hydrogen 
state has lower energy, and it is therefore pos-
sible to enrich hydrogen in the para form by 
maintaining the H2 gas at low temperature. A 
paramagnetic catalyst is required for the enrich-
ment because the ortho–para transition is other-
wise forbidden by symmetry rules. The 
hydrogen hyperpolarization process thus sim-
ply consists in maintaining the hydrogen gas at 
low temperature in the presence of charcoal or 
iron oxide or other paramagnetic substances, 
and the pH2 enrichment degree depends on the 
temperature, being about 50 % at 73 K and 
almost 100 % at 4 K.

The spin order of the para-hydrogen mole-
cule can be transferred to other molecules by 
chemical reaction. In hydrogenation reactions 
carried out with H2 enriched in the para form, 
the product molecules present NMR spectra 
which are characterized by strongly enhanced 
absorption/emission signals which, in theory, 
may be up to 105 times higher than those 
observed when normal hydrogen is used. This 
phenomenon has been called para-hydrogen-
induced polarization (PHIP) (Bargon and 
Natterer 1997; Duckett and Wood 2008). Such 
polarization can then be transferred from H 
atoms to neighboring heteronuclei in the hydro-
genated products via scalar couplings or nuclear 
Overhauser effect (nOe) (Barkemeyer et al. 
1995; Aime et al. 2003a, b).

For MRI applications two operations must be 
carried out after the para-hydrogenation has 
taken place: (1) the antiphase pattern of the het-
eronucleus signal obtained after polarization 

transfer must be converted into an in-phase sig-
nal in order to allow the image acquisition (this 
can be achieved by a field cycling procedure 
(Johannesson et al. 2004a) or the application of 
a suitable pulse sequence (Goldman et al. 
2005a)); (2) the catalyst used for para-hydroge-
nation and (if present) the organic solvent must 
be removed before injection. The catalyst (usu-
ally cationic Rh(I) complexes) may be removed 
by cation exchange and the solvent by spray dis-
tillation. The fulfillment of these operations 
requires time that is at the expenses of the attain-
able signal intensity, as polarization decay 
occurs on the T1 timescale. An alternative 
method for the attainment of pure aqueous solu-
tions of hyperpolarized molecules consists of 
carrying out the para- hydrogenation reaction in 
an organic solvent not miscible with water and 
then quickly extracting the hyperpolarized 
water-soluble molecule by phase transfer (Aime 
et al. 2008).

The first examples of MRI of PHIP hyperpo-
larized 13C agents dealt with molecules of limited 
biocompatibility (Golman et al. 2001a, 2005a, b; 
Ishii et al. 2007; Johansson et al. 2004a; 
Magnusson et al. 2007).

Only more recently, it has been shown that 
hyperpolarized succinate can be obtained by 
para-hydrogenation of fumarate (Chekmenev 
et al. 2008a), and it has been used to perform 
in vivo CSI (Bhattacharya et al. 2009). This is the 
first example of a biocompatible agent hyperpo-
larized by PHIP.

Then, hyperpolarized [1,4-13C2]diethylsucci-
nate (obtained by para-hydrogenation of [1,4- 
13C2]diethylfumarate) has been reported to 
visualize the TCA cycle metabolism in vivo 
(Zacharias et al. 2012a) (Fig. 13.36).
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Another interesting study deals with the use 
of 2,2,3,3-tetrafluoropropyl-13C-propionate-d2,3,3 
(TFPP), hyperpolarized by para-hydrogenation 
of its unsaturated precursor 2,2,3,3- tetrafluor
opropyl- 13C-acrilate-d2,3,3 for the detection of 
 atheromatous plaques in vivo, by exploiting the 
ability of TFPP to bind to lipid bilayers. When 
TFPP was hyperpolarized and administered 
in vivo to atheromatous mice in a pilot study, 
increased binding was observed on the endocar-
dial surface of the intact heart in fat mice com-
pared with normally fed controls (Bhattacharya 
et al. 2011a).

Finally, hyperpolarized [1-13C]phospholactate 
(obtained by para-hydrogenation of [1-13C]phos-
phoenolpyruvate) has been suggested as a poten-
tial contrast agent as after injection it undergoes 
dephosphorylation by phosphorylase enzyme, 
thus yielding hyperpolarized [1-13C]lactate 
(Shchepin et al. 2014a, b).

As it is based on the addition of a para- 
hydrogen molecule to an unsaturated substrate, 
the PHIP method appears to be strongly limited 
in terms of the number of candidate molecules. 
Nevertheless, it has been recently shown that a 
good signal enhancement can be detected for the 
15N resonances of N-containing substrates revers-
ibly coordinated to an Ir complex that has been 
added of a para-hydrogen molecule (Adams et al. 
2009a; Gloggler et al. 2011). The observed 
behavior opens interesting perspectives to polar-
ization via para-H2, as it shows that enhanced 
NMR signals can be obtained without hydroge-
nation of the substrate as previously assumed.

As it is based on the addition of a para- 
hydrogen molecule to an unsaturated substrate, 
the PHIP method appears to be strongly limited 
in terms of the number of candidate molecules. 
Nevertheless, it has been recently shown that a 
good signal enhancement can be detected for the 
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Fig. 13.36 13C imaging 
in vivo of a rat after injection 
of hyperpolarized [1,4-13C2]
diethylsuccinate. Images 
A–D are overlays of 13C FISP 
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injections of hyperpolarized 
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15N resonances of N-containing substrates revers-
ibly coordinated to an Ir complex that has been 
added of a para-hydrogen molecule (Adams et al. 
2009a). The observed behavior opens interesting 
perspectives to polarization via para- H2, as it 
shows that enhanced NMR signals can be 
obtained without hydrogenation of the substrate 
as previously assumed.

13.2.6  Conclusions

The field of MRI-CA is still continuing to grow and 
new ideas further widen their range of applications. 
The limited sensitivity of MRI probes is the major 
limitation for a widespread diffusion of MRI in 
molecular imaging studies. Therefore much work is 
currently focused on the task of accumulating a suf-
ficient number of contrast units at the targeting sites. 
This task is pursued mainly through (i) exploitation 
of cellular uptake pathways that use the cell itself as 
a container for the accumulation of the imaging pay-
load or (ii) the setup of nano (or even micro)-sized 
particles containing a huge amount of the imaging 
reporting units. The latter approach has opened new 
horizons that conjugate imaging science and nano-
technology. An important feedback from this merg-
ing is, for instance, the development of new protocols 
of imaging-guided therapy that may find great inter-
est in the domain of personalized medicine.

13.3  In Vivo Magnetic Resonance 
Imaging and Spectroscopy 
with Hyperpolarized Agents

Jan-Bernd Hövener, Jessica A.M. Bastiaansen, 
Arnaud Comment, Stephan Düwel, 
Jan H. Ardenkjaer- Larsen

13.3.1  Introduction

Magnetic resonance (MR) is a powerful, nonin-
vasive tool that provides anatomical, functional, 
and chemical information of biological systems. 
MR is the basis of nuclear MR spectroscopy 
(NMR), in vivo spectroscopy (MRS), in vivo 
imaging (MRI), and in vivo spectroscopic imag-
ing (MRSI). Anatomical and functional MRI has 
already been widely implemented for human and 
preclinical applications. MRS, on the other hand, 
is hardly used for routine in vivo examinations. At 
the same time, the information provided by MRS 
is unique and allows for early diagnosis or moni-
toring the response of pathologies to therapy. The 
routine application of MRS has been severely 
hampered by the overall low sensitivity of MR.

All atoms that possess a nuclear magnetic 
moment, such as hydrogen (1H), phosphorus 
(31P), and carbon (13C), are detectable in MR 
experiments. The nuclear magnetic moment of 
a given nuclear species is characterized by its 
nuclear spin that has a restricted number of 
energy eigenstates in an external magnetic 
field, two for a spin-½ particle like 1H or 13C 
(denoted + and −). The general state of spins is 
described by a superposition of these eigen-
states. At thermal equilibrium, the population 
of the associated energy levels, n(+) and n(−), 
follows the Boltzmann distribution and is 
referred to as thermal polarization Ptherm. Ptherm 
depends on the thermal energy Et = kBT, where 
kB is the Boltzmann constant and T the temper-
ature, as well as the magnetic energy Em = ± 
ћγB0/2, where γ is the gyromagnetic ratio of the 
nuclei, ћ is Planck’s constant, and B0 is the 
magnetic field. Considering a spin−½ nucleus, 
Ptherm can be described by
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At room temperature and in a magnetic field 
of several Tesla (T), the magnetic energy of the 
nuclear spins is ≈ 10−26 J and thus much smaller 
than the thermal energy of ≈ 10−21 J. Consequently, 

both energy states are nearly equally populated 
(Fig. 13.37), resulting in a weak net alignment of 
the magnetic moments with respect to the mag-
netic field. Only this fraction Ptherm is detected in 
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MR experiments. For 1H, for example, Ptherm is no 
more than 0.2 ppb in the Earth’s magnetic field 
and 10 ppm at 3 T, illustrating MR’s low sensitivity. 
Yet the high concentration of water in vivo 
(~40 M) provides sufficient signal to enable high- 
resolution MRI. The concentration of most rele-
vant metabolites is typically much lower, in the 
μM to mM range. As a result, conventional MRS 
in humans requires relatively large detection vol-
umes of the order of cubic centimeters, and long 
scan times in the order of minutes to obtain a 
sufficient signal-to-noise ratio (SNR). Clinical 
and preclinical applications of MRS include the 
detection of brain metabolites (Xu et al. 2008; 
Bachert et al. 1992; Pfeuffer et al. 1999) or the 
measurement of energetically relevant metabo-
lites, pH, and reaction fluxes (Bachert et al. 1992; 
McRobbie et al. 2006; Schlemmer et al. 2005) 
like phosphoryl exchange kinetics in skeletal 
muscle (Nabuurs et al. 2010) with 31P-MRS. 13C- 
MRS allows to investigate in vivo enzymatic 
fluxes (Duarte and Gruetter 2013), but requires 

isotopic enrichment because the natural abun-
dance of 13C is low (1.1 %).

13.3.2  Hyperpolarization

Despite these limitations, the preclinical applica-
tion of MRS to study molecular and metabolic 
processes is an active field and gaining interest. It 
is currently the only technique that allows to 
study separate biochemical processes simultane-
ously in vivo (Bastiaansen et al. 2016).

To exploit the potential of MRS further, how-
ever, a substantial SNR gain is necessary. The 
hyperpolarization (HP) of nuclear spins has suc-
cessfully demonstrated a signal enhancement of 
several orders of magnitude (Bowers and 
Weitekamp 1987; Ardenkjaer-Larsen et al. 2003a, 
b, c; Shchepin et al. 2014c) and enabled novel 
research avenues, such as the real-time measure-
ment of metabolic processes with unprecedented 
resolution (Golman et al. 2006b).

Fig. 13.37 Schematic view of a thermally polarized 
(left) and hyperpolarized (right) ensemble of nuclear 
spin−½ particles like 13C in a magnetic field, where the 
energy levels are populated following the Boltzmann dis-

tribution (Eq. 13.56). Only the population difference 
between both levels is effectively detected by MR (indi-
cated in red)

The goal of HP is to create a nuclear spin polar-
ization which is significantly greater than Ptherm 
(Fig. 13.37). This goal is achieved by using one of 
the following methods: brute force, using a very 
low temperature and a strong magnetic field 
(Johnson et al. 1973; Hirsch et al. 2015), spin-
exchange optical pumping for noble gases (Happer 
1972), para- hydrogen (pH2) (Bowers and 
Weitekamp 1986; Chekmenev et al. 2008b; 
Goldman and Johannesson 2005b), or dynamic 
nuclear polarization (DNP) (Abragam and 
Goldman 1978) followed by dissolution 
(Ardenkjaer- Larsen et al. 2003c; Comment 2013).

Although it provides strong signal enhance-
ment, one must bear in mind that HP is inherently 
transient because it represents a state that is 
strongly out of equilibrium. The hyperpolarized 
agent is prepared externally in a polarizer and 
must be rapidly injected before the nuclear polar-
ization relaxes to thermal equilibrium.

Despite these challenges, hyperpolarized 
MRS and MRI have provided novel insights into 
biochemical processes. Clinical trials investigat-
ing (cancer and cardiac) metabolism have 
already been completed (Kurhanewicz et al. 
2011; Nelson et al. 2013a; Cunningham et al. 
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2016). As HP techniques continue to draw atten-
tion from the research community, this chapter 
intends to provide an overview as well as a prac-
tical guide for the HP experiment, from HP gen-
eration to application, detection, and interpretation 
(Fig. 13.38). For more details, the reader is 

referred to several review articles and other book 
chapters (Witte and Schröder 2013; Comment 
and Merritt 2014; Keshari and Wilson 2014; 
Ardenkjaer-Larsen et al. 2010, 2011a, b; Hurd 
et al. 2012; Bowers 2007; Sriram et al. 2007; 
Canet et al. 2006; Duckett and Mewis 2012).

Fig. 13.38 Experimental setting for an in vivo HP exper-
iment using dissolution DNP: an agent is hyperpolarized 
in a polarizer and rapidly transferred to an injection pump 
located inside the MRI scanner. The injection pump is 

triggered after the end of the hyperpolarized agent trans-
fer. The agent is then automatically administered to the 
animal via a catheter

13.3.3  Hyperpolarization 
Methodologies

In general, biomedical HP experiments require a 
suitable agent and a polarizer. In addition, a MRI 
system in close proximity is mandatory, because, 
once generated, HP decays exponentially as 
defined by the longitudinal relaxation time T1 that 
is typically of the order of a few tens of seconds. 
Thus, the agents have to be hyperpolarized on-site 
for immediate use. The concept of pH2-based HP 
and dissolution DNP is presented in the following.

13.3.3.1  Hyperpolarization Using 
Para-Hydrogen

Para-hydrogen (pH2) was discovered in the early 
days of quantum mechanics, where it served as a 
model system to demonstrate newly discovered 
quantum effects (Farkas 1930; Hund 1927; 
Bonhoeffer and Harteck 1929). It is a spin isomer 
of dihydrogen gas (H2), which consists of two 
hydrogen atoms, each with a nuclear spin of ½. 
There are four configurations of the spins with 

respect to a magnetic field, one that is antisym-
metric with respect to interchanging both spins, 
pH2, and three configurations that are symmetric, 
ortho-hydrogen (oH2) (Fig. 13.39). All four states 
are approximately equally populated at room 
temperature, 25 % pH2 and 3 ∙ 25 % oH2. At low 
temperatures, the equilibrium is shifted toward 
pH2, but the conversion from oH2 to pH2 is rela-
tively slow and can exceed days. The conversion 
rate is highly accelerated by exposing the cold 
gas to a catalyst, namely a paramagnetic collison 
partner, such as ferric hydroxide oxide (Fe(OH)
O). Highly enriched pH2 is being produced in 
large quantities by a continuous flow of H2 
through a catalyst bed at ≈ 25 K (Tam and Fajardo 
1999; Feng et al. 2012a; Hövener et al. 2013a; 
Gamliel et al. 2010). When stored in an appropri-
ate vessel in the absence of the catalyst, the con-
version back to thermal equilibrium is sufficiently 
slow to maintain enriched pH2 at room tempera-
ture for several days (Hövener et al. 2013a; 
Wagner 2014), producing a “spin order reservoir” 
readily available for the HP of other molecules.
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a b c d

Fig. 13.40 Schematic view of HP by catalytic addition 
(a–c) and reversible exchange (d) of pH2. After the addi-
tion of pH2 to an unsaturated precursor (a), a pulse 
sequence in conjunction with the J-couplings (b) is used 
to create hyperpolarized 13C. In SABRE (d), HP is trans-

ferred from pH2 to an agent in a low magnetic field via a 
temporary J-coupling network formed by a catalyst. Note 
that after the exchange, H2 may carry observable polariza-
tion as well

Fig. 13.39 Schematic view of four spin configurations of dihydrogen gas. Note that a normalization factor (2-½) was 
omitted for the combined spin states (Figure reproduced with permission from NMR in Biomedicine)

pH2 alone has a combined spin 0 and does not 
yield MR signal. It is, however, a pure spin state 
that can be modified to enhance MR signal. The 
effect of pH2 on MR signal was first described in 
the 1980s, where pH2 was added to a precursor 
molecule by catalytic addition to an unsaturated 
bond (Fig. 13.40a), known as pH2 and synthesis 
allows dramatically enhanced nuclear alignment 
(PASADENA) (Bowers and Weitekamp 1986,  
1987), adiabatic longitudinal transport after dis-
sociation engenders net alignment (ALTADENA) 
(Pravica and Weitekamp 1988), or pH2-induced 
polarization (PHIP) (Eisenschmid et al. 1987; 
Hommeltoft et al. 1986). In the following decade, 

the phenomenon was applied in NMR and 
 chemistry mostly to enhance 1H-signal that has a 
relatively short T1 of a few seconds (Bowers 
2007; Canet et al. 2006; Duckett and Mewis 
2012; Natterer and Bargon 1997; Duckett 1999). 
The efficient transfer of HP to longer-lived 
13C-nuclei by applying a specific pulse sequence 
(Goldman and Johannesson 2005b; Haake et al. 
1996; Goldman et al. 2006; Kadlecek et al. 2010; 
Cai et al. 2013; Bär et al. 2012) or field cycling 
(Johannesson et al. 2004b) was key to enable first 
in vivo applications (Golman et al. 2001a, b; 
Goldman et al. 2005b; Hövener et al. 2009b; 
Olsson et al. 2006).

A method for HP without covalent addition of 
pH2 to a precursor was described in 2008 (Adams 
et al. 2009b, c) (Fig. 13.40d). Signal amplifica-
tion by reversible exchange (SABRE) is a 
promising technique in particular with respect to 
high X-nuclei HP that was reported recently 
(Barskiy et al. 2016; Theis et al. 2014, 2015). Its 
in vivo application, however, has yet to be 
explored. An interesting feature of SABRE is 
that it allows the continuous renewal of the 
hyperpolarized state in solution (Hövener et al. 
2013b, 2014a; Rovedo et al. 2016).

Currently, several pH2-generators, pH2- 
polarizers, as well as biologically relevant agents 
have been described that were polarized to more 
than 10 % in some cases (e.g., Refs. Shchepin et al. 
2014c; Chekmenev et al. 2008b; Goldman and 
Johannesson 2005b; Hövener et al. 2009a; Tam 
and Fajardo 1999; Feng et al. 2012a; Hövener et al. 
2013a; Gamliel et al. 2010; Hövener et al. 2009a, 
b; Waddell et al. 2011; Kadlecek et al. 2011; 
Invento; Lickert et al. 2013; Mewis et al. 2014; 
Borowiak et al. 2013; Hövener et al. 2014b; 
Shchepin et al. 2014c; Chekmenev et al. 2008b; 
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Hövener et al. 2013b, 2014b; Chekmenev et al. 
2008c; Bhattacharya et al. 2011b; Lego et al. 2014; 
Roth et al. 2010; Reineri et al. 2008, 2010; Shchepin 
et al. 2012; Golman et al. 2003a; Trantzschel et al. 
2012; Zacharias et al. 2012b; Reineri et al. 2015). 
This section focuses on the 13C-HP of biomolecules 
in aqueous solution using PHIP.

The pH2-HP Experiment
The essential requirements for the pH2-HP experi-
ment are pH2, a hydrogenation catalyst with a 
suitable precursor, and a polarizer, i.e. a setup to 
carry out the hydrogenation and spin order trans-
fer (Table 13.2, Fig. 13.41):

 (a) Ultrapure H2 gas is commercially available or 
may be produced on demand by chemical 
reaction (Gamliel et al. 2010) or hydrolysis. 
The simplest way to enrich pH2 is a flow of H2 
gas through a copper tube immersed in liquid 
nitrogen, filled with a conversion catalyst, 
such as Fe(OH)O, yielding a para-enrichment 
of ≈ 50 %. Alternatively, a cryostat may be 
used to produce close to 100 % pH2 (Tam and 
Fajardo 1999; Feng et al. 2012a; Hövener 
et al. 2013a). Typically, pH2 is stored in alumi-
num cylinders that provide a lifetime exceed-
ing days (Hövener et al. 2013a; Wagner 2014).

As H2 forms an explosive mix with air at a 
concentration of 4–74 vol.% (Beeson and 
Woods 2003), it poses a safety hazard that 
must be carefully addressed in accordance 
with applicable regulations. To this end, a 
dedicated setup for clinical use was proposed 
(Fig. 13.41, left) (Hövener et al. 2013a). 
Further risk reduction can be achieved by on- 
demand production of H2 by hydrolysis or 
chemical reaction (Gamliel et al. 2010).

 (b) The hydrogenation catalyst is prepared fresh 
in aqueous solution from 1,4-bis[(phenyl- 3- 
propanesulfonate) phosphine] butane diso-
dium salt (e.g., Sigma-Aldrich 717347, MDL 
MFCD15144866) and  bis(norbornadiene)
rhodium (I) tetrafluoroborate (CAS 36620- 11- 
8, e.g., STREM, USA) to yield 2 mM concen-
tration as described in Hövener et al. (2009b).

The SABRE catalyst and the preparation of 
an aqueous solution were described in Truong 
et al. (2014) and Cowley et al. (2011). As the 

biological effect of either catalyst is not yet fully 
investigated (Freundlich et al. 2006), catalyst 
and agent should be separated before injection. 
Heterogeneous catalysts that are solid supported 
or allow removal by filtration were investigated 
but have not yet let to sufficient polarization lev-
els for in vivo application (Koptyug et al. 2007, 
2010; Kovtunov et al. 2008, 2009; Shi et al. 
2014; Glöggler et al. 2015). Extracting the agent 
by phase separation is also feasible (Reineri 
et al. 2011).

Several 13C- and deuterium-labeled pre-
cursors are commercially available, such as 
[1-13C, 2,3-2H2] fumarate (CAS 1018681-
16-7, MDL MFCD28137808, e.g., Sigma-
Aldrich, USA, or Cambridge Isotopes 
Laboratories, USA), and the synthesis of 
others was described (Shchepin et al. 2014c; 
Reineri et al. 2008, 2010; Shchepin et al. 
2012; Reineri et al. 2015; Roth et al. 2010).

 (c) While a standardized pH2-polarizer does not 
exist, the basic features and experimental 
steps are similar for all described implemen-
tations (Coffey et al. 2016; Hövener et al. 
2009a, b; Waddell et al. 2011; Kadlecek et al. 
2011; Invento) (Table 13.2, Fig. 13.41, right). 
After the preparation of pH2 and the catalyst 
solution, the HP is a two-step process that 
takes a few seconds:
 1. Addition of pH2 to the unsaturated precur-

sor by means of hydrogenation
 2. Spin order transfer with a radio-frequency 

(RF) pulse sequence or field cycling
To yield a high polarization, pH2 must be  
rapidly added to the precursor to preserve the 
spin order. This homogeneous catalytic hydro-
genation is carried out in a reactor at an elevated 
temperature, e.g., 60° C, and pressure, e.g., ten 
bar, located inside a low-field NMR unit 
(Hövener et al. 2009a, b; Borowiak et al. 2013; 
Agraz et al. 2013) that is capable of 
1H-decoupling and spin order transfer. Several 
spin order transfer pulse sequences were 
described and compared (Goldman and 
Johannesson 2005b; Kadlecek et al. 2010; Cai 
et al. 2013; Bär et al. 2012; Norton 2010), as 
well as routines and equipment assuring a high 
polarization gain (Hövener et al. 2009a; 
Borowiak et al. 2013; Agraz et al. 2013).
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• Flush lines with N2, H2, start cool down (≈3-4 h)
• At 22K: purge receiver bottle, fill with pH2 (<1h)
• Perform QA: quantify enrichment e.g. by NMR

Generate pH2

When: e.g. > 5 h b.d.
Duration: 4 hrs 

• Prepare hydrogenation catalyst (20 min)
• Adjust pH
• Add precursor

Prepare Chemistry

When: 2 h b.d.
Duration: 30 min

• Warm up low-field NMR (2 h)
• System adjustments: Low-field 1H-NMR to adjust
 frequency, flip angle

Start Polarizer

When: 2 h b.d.
Duration: 30 min

• Warm precursor solution (min)
• Mix pH2 and precursor in reactor (s)
• Hyperpolarization by SOT sequence (<1 s)
• Eject agent (no s) and transfer to MRI

Automated HP

When: Minutes b.d.
Duration: Minutes

Table 13.2 Workflow example of a pH2-HP experiment

b.d Before detection of hyperpolarized agent QA quality assurance, SOT spin order transfer

Fig. 13.41 Schematic view of a pH2-generator (left) and 
pH2-polarizer (right). The H2-containing components of 
the generator are mounted on the outside wall of a building 
(Hövener et al. 2013a). The polarizer contains a reaction 
chamber for the catalytic addition of pH2 to an unsaturated 

precursor within a low-field NMR unit (Hövener et al. 
2009b) (Parts of this figure reproduced with permission 
from NMR in Biomedicine). Abbreviations: numbers and 
V valves, R regulator, NV needle valve, PG pressure gauge, 
T temperature, FM flow meter, He Helium
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13.3.3.2  Dissolution DNP
HP by DNP relies on the magnetic moment of the 
unpaired electron spin as a source of spin order to 
polarize atomic nuclei. In contrast to nuclear 
spins, the magnetic moment of electron spins is 
much stronger and yields a high thermal polariza-
tion already at, e.g., 2 K and 3 T. DNP describes a 
process where thermal polarization is transferred 
from electrons to nuclei at cryogenic tempera-
tures in a strong magnetic field using microwave 
irradiation (Abragam and Goldman 1978). Once 

the nuclei are polarized, the sample is dissolved 
rapidly (during the dissolution process), using a 
heated, pressurized solvent such as water.

Based on the original dissolution DNP appara-
tus proposed by Ardenkjær-Larsen et al. 
(Ardenkjær-Larsen et al. 2003a, b, c), two types of 
commercially available polarizers were designed, 
the “HyperSense” for preclinical use and the 
“SpinLab” for sterile use (Oxford Instruments and 
General Electric). Some practical considerations 
for operating these setups are given below.

• mix radical and agent

Agent Preparation

When:      3h - several months b.d.
Duration:  1-4 hours

• start cooldown of polarizer
• load sample into polarizer

Polarizer Preparation

When:      45min - 2h b.d.
Duration:  5 min

• adjust microwave frequency
• start microwave irradiation
• monitor polarization level

Solid-state Polarization

When:      40min - 2h b.d.
Duration:  30min - 2h 

• insert dissolution agent into polarizer
• pressurize and heat dissolution agent

Dissolution Preparation

When:      5 min b.d.
Duration:  5 min

• perform dissolution (and filter radical)
• transfer agent into desired collection flask
• draw substance from collection flask and inject

Dissolution and Injection

Duration: 2-10 s

• rinse dissolution path several times with
 water/ethanol/acetone/helium gas/air

Polarizer Cleaning

When:      5 min a.d.
Duration:  5 min

Table 13.3 Exemplary workflow of the DNP-HP experiment

b.d. before detection of hyperpolarized agent, a.d. after detection

The DNP-HP Experiment

HyperSense General Considerations on Setup 
and Components
The HyperSense (HS) DNP polarizer is com-
posed of a 3.35 T NMR, which allows to irradi-
ate a frozen sample between 1.2 and 1.5 K with 
microwave irradiation of ca 94 GHz and up to 
100mW power. It consumes liquid helium and 
liquid nitrogen for cooling as well as gaseous 
helium or air for the dissolution procedure. 
Helium and nitrogen have to be refilled regu-
larly, according to usage. The required lab 
space amounts to 1.0 m × 1.7 m at a height of 

less than 3 m. The vacuum pumps need an addi-
tional space of approximately 40 cm × 80 cm, 
preferably as close as possible to the polarizer, 
in a separate room to reduce noise and heat 
load. For operation, single- and triple-phase 
power is needed.

Operating Steps
The HS-DNP process may be summarized in seven 
basic operating steps. As an example, the values for 
13C pyruvate HP are given in parentheses.

 1. Hardware preparation: Turn on HS spectrom-
eter electronics, and initiate the cooldown of 
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the variable temperature insert which will 
receive the sample.

 2. Sample preparation: Mix the HP agent with a 
glassing and a relaxation moiety, and insert 
into the sample cup (30 μL of 14 M 13C- pyruvic 
acid, doped with 1 mM Dotarem (Guerbet, 
Villepinte, France) and 15 mM trityl radical 
OX063 (Oxford Instruments, Abingdon, UK). 
As pyruvate acts as a glassing moiety, no extra 
substance is required).

 3. Sample insertion: The cup holding the sample 
is inserted into the polarizer.

 4. Microwave frequency calibration: The fre-
quency is gradually increased over a user- 
defined range to identify the frequency which 
results in the highest polarization.

 5. Sample polarization: Start radiating the micro-
wave into the sample at the calibrated fre-
quency (≈45 min). If desired, monitor 
polarization level at predefined regular time 
intervals using low-flip angle excitations.

 6. Dissolution: The dissolution agent is heated 
up and flushed into the sample cup under high 
pressure, transporting the dissolution to be 
collected in a container near the MR scanner 
or NMR spectrometer (5 mL of 80 mM TRIS 
buffer and 80 mM NaOH).

 7. Cleaning and hardware shutdown: Flush tubes 
several times with water and ethanol/acetone. 
Set HS to idle.

The sample preparation and microwave fre-
quency calibration can be performed before-
hand to save time. Sample solutions such as 
pyruvate can be prepared in larger quantities 
and frozen at −20°C for several months. Unless 
the HS hardware or polarizing agent or radical 
in the sample preparation is modified, the micro-
wave frequency for a specific sample should 
remain constant.

Optimization Parameters
• Sample cup size: small (up to 100 μL) and big 

(up to 600 μL) of concentrated sample.
• Buildup rate, maximum polarization level, 

and T1 depend on several parameters includ-
ing the concentrations of the HP agent, the 
glassing agent, the radical and the relaxation 

agent and have to be optimized for each HP 
agent individually.

SpinLab
The SpinLab (Fig. 13.42) (Ardenkjaer-Larsen 
et al. 2011c) was developed to achieve high 
polarization of multiple samples without con-
sumption of liquid cryogens. The system uses a 
superconducting magnet at 5 T in a cryostat with 
a sorption (charcoal) pump to maintain a tem-
perature below 0.9 K in the sample space. The 
sorption pump needs to be regenerated overnight 
and runs on a 12/12 h cycle. The polarizer has a 
cryocooler and a compressor to provide the pri-
mary cooling.

The sample and dissolution medium is con-
tained in a sealed fluid path (Fig. 13.42). This 
allows assembly in a clean room without expo-
sure of the sample to the uncontrolled environ-
ment of the polarizer lab space. For animal and 
phantom experiments, the fluid path is prepared 
in the polarizer lab space. The sample is loaded 
into the sample vial that contains a maximum of 
2 mL. The sample vial is glued with a UV curing 
glue to the outer tubing. The outer tubing is a 
thin-walled tube with another tube running 
inside. The inner tube connects to a syringe 
through a valve. A maximum of 60 mL of disso-
lution medium is contained in the syringe that is 
heated to 130 °C and ejected by a 250 psi (17 bar) 
pressure when dissolution is commanded. The 
syringe can be filled with less dissolution medium 
to dissolve the sample in a minimum of about 
5 mL. The dissolution medium is directed to the 
vial through the inner tube and returns through 
the lumen between the inner and outer tube.

The sample is introduced into the cryostat 
through an airlock insertion system that isolates 
the internal cryogenic environment from the 
atmosphere. The insertion system controls the 
position of the sample inside the cryostat via 
motorized rollers that grip and drive the outer 
tube of the fluid path through the dynamic seal. 
The polarizer is designed to simultaneously han-
dle up to four fluid paths by having four air locks 
and heater modules. After positioning the 
sample(s) in the cryostat at the polarization posi-
tion, the sample is irradiated with microwaves 
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(MW) at ca 140 GHz. The output of the MW 
source is ca 60 mW, but only a few mW reaches 
the sample, which is adequate to obtain maximum 
polarization and polarization buildup rate. All 
samples are positioned within the same NMR coil 
in the polarization chamber. The polarization of 
each sample is therefore determined by lifting one 
sample at a time out of the NMR coil before mea-
surement and then subtracting measurements to 

derive individual signals. Once the sample is 
polarized, a dissolution process is initiated to 
transfer the sample from the cryo vial to the 
receiver. Dissolution typically takes 5–10 s 
depending on solvent volume. The polarizer is 
controlled by a graphical user interface and touch 
screen that guides the operator through the steps 
of loading samples, starting polarization, and dis-
solving the sample.

Fig. 13.42 SpinLab polarizer (left) and fluid path (right). 
The polarizer consists of a 5 T superconducting magnet 
and cryostat. The cryostat has a sorption pump that can 
drive the temperature of a helium bath to <0.9 K. The 
sample is irradiated with microwaves at 140 GHz. The 
polarizer has four channels that allow individual loading 
of the fluid path to the right. The fluid path consists of a 

sample vial that can accommodate up to 2 mL of sample, 
glued to the long tubing. A dynamic seal allows the tubing 
to be pushed into the cryostat. The dissolution syringe 
contains the solvent for dissolution and is heated to 
130 °C. The transfer tube allows the user to collect the 
hyperpolarized solution in a container of choice

Other DNP Implementations
The operation scheme of the other types of polar-
izer that have been implemented is similar to the 
one described above. Details specific to these 
alternative systems are described below:

• Most alternative designs are based on the 
use of a room temperature bore supercon-
ducting magnet (Comment et al. 2008; Batel 
et al. 2012; Lumata et al. 2014). This feature 

simplifies the implementation and the main-
tenance of the apparatus since the variable 
temperature insert is replaced by a cryostat 
that runs independently from the helium 
bath used to cool the superconducting 
magnet.

• The system developed by Comment et al. fea-
tures a microwave insert with circular geome-
try (Comment et al. 2007b): this simplification 
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in the microwave design adds an additional 
step to the dissolution process (step #6 above 
consists in two substeps, 6a and 6b) since it 
requires the removal of the waveguide (6a) 
prior to the insertion of the dissolution insert 
(6b).

• Similar to the SpinLab design, other systems 
have been designed with multi-sample capa-
bility for rapid consecutive in vivo hyperpo-
larized MR experiments (Batel et al. 2012; Hu 
et al. 2013).

• In order to obtain even larger polarization lev-
els, several implementations increase the 
static magnetic field from 3T (HyperSense) 
over 5 T (Ardenkjaer-Larsen et al. 2011b; 
Jannin et al. 2008; Jóhannesson et al. 2009) to 
7 T (Cheng et al. 2013a) and/or lower the 
 sample temperature from 1.2−1.4 K to 1 K 
(Cheng et al. 2013a) or below (Ardenkjaer-
Larsen et al. 2011b).

13.3.4  Hyperpolarization Agents

Once the desired polarization level is reached, 
the hyperpolarized state starts decaying with T1 
toward its thermal equilibrium. To minimize 
polarization losses, a rapid transfer of the hyper-
polarized agent from the polarizer to the target 
is required. In current DNP-HP animal systems, 
the time between the start of the dissolution 
process and the beginning of the in vivo injec-
tion can be as short as 2 s, incurring negligible 
polarization losses. However, in clinical set-
tings the solution requires filtration and safety 
checks before injection, with considerable sig-
nal loss.

Several approaches exist to increase the T1 of 
the hyperpolarized nucleus. These include exploit-
ing long-lived states (Pileio and Levitt 2009; 
Emondts et al. 2014; Feng et al. 2012b; Vasos 
et al. 2009), the use of nuclei with inherently long 
T1 such as lithium (Van Heeswijk et al. 2009) and 
silicon (Cassidy et al. 2013; Kinrade and Swaddle 
1986; Dementyev et al. 2008), or continuous HP 
(Hövener et al. 2013b, 2014a). To date, the by far 

most frequently used method is 13C-labeling of a 
carbonyl position and deuteration of adjacent 
hydrogen sites (Hövener 2008; Allouche-Arnon 
et al. 2011; Rodrigues et al. 2014).

The group of 13C-positions with long T1 in 
metabolically interesting agents has a chemical 
shift typically larger than 150 ppm. In contrast, 
nuclei used for thermally polarized 13C MRS 
require a shorter relaxation time to allow for 
signal recovery after excitation for repetitive 
acquisitions. These groups have a typical chem-
ical shift of 15–100 ppm and contain carbons 
close to hydroxyl groups, such as glucose (60–
100 ppm) as well as CH, CH2, and CH3 groups 
(45–60 ppm, 25–45 ppm, and <25 ppm, 
respectively).

Today, a multitude of HP agents is available 
(Keshari and Wilson 2014; Bär et al. 2012). In 
order to provide a concise overview, we attempt 
to classify the agents according to their function 
as metabolic, functional, and inert.

13.3.4.1  Metabolic Agents
Hyperpolarized MR allows the study of real-
time metabolism in vivo, by detecting the 
hyperpolarized label flow along a cascade of 
enzymatic reactions in a metabolic pathway.

Compared to thermally polarized 13C MRS, the 
enhanced SNR provided by HP enables a dramati-
cally improved time resolution on the order of 1 s. 
The most revealing HP agents are among the 
major fuel sources for tissues and organs, includ-
ing the carbohydrates pyruvate (Golman et al. 
2006b, c; Kohler et al. 2007), lactate (Bastiaansen 
et al. 2014; Chen et al. 2008b; Mayer et al. 2012b), 
and glucose (Rodrigues et al. 2014), as well as 
fatty acids like acetate (Jensen et al. 2009; 
Bastiaansen et al. 2013), butyrate (Bastiaansen 
et al. 2015; Ball et al. 2014), and octanoate 
(Yoshihara et al. 2015). Each agent probes differ-
ent metabolic pathways (Fig. 13.43) and pool 
sizes and may exhibit different cellular uptake. 
Other entry points to the tricarboxylic acid (TCA) 
cycle include (diethyl) succinate (Chekmenev 
et al. 2008b; Zacharias et al. 2012b) or fumarate 
(Gallagher et al. 2009).
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13.3.4.2  Inert Agents
Inert agents describe molecules which do not 
interact specifically with a target structure. Such 
agents include iodine-rich molecules for x-ray 
angiography as well as gadolinium complex 
agents for MRI. One of the first in vivo examples of 
13C HP was angiography (Golman et al. 2001a, b). 
Later, hyperpolarized 13C agents were used for 
perfusion imaging with urea (Golman et al. 
2003b), tert butanol (Grant et al. 2011), and oth-
ers (Johansson et al. 2004b), as well as hyperpo-
larized water (Lingwood et al. 2012; McCarney 
et al. 2007). Hyperpolarized lithium, also inert, 
was evaluated as a sensor of the presence of con-
trast agents at nanomolar concentrations (Van 
Heeswijk et al. 2009).

13.3.4.3  Functional Agents
Functional or targeted agents describe molecules 
that bind to a specific target, e.g., a pathology. 
Typically, these agents consist of a functional 
part for targeting and a hyperpolarized part that 
provides the signal. Similar concepts have been 
applied in molecular imaging, e.g., using anti-
bodies and optical detection methods. However, 
the time required for targeting is typically much 
longer than the duration of the hyperpolarized 
signal. Consequently, the application of hyperpo-
larized functional agents is focused on fast- 
binding targets (e.g., vascular applications, 
plaque) (Bhattacharya et al. 2011b) and long- 
lived HP agents like Si-nanoparticles (Cassidy 
et al. 2013) or specifically constructed agents 
(Nonaka et al. 2013). An interesting approach is 
to separate the binding from HP like in Hyper-
CEST (Schröder et al. 2006).

13.3.4.4  Physiological Agents
Physiological agents have been used to monitor 
parameters such as pH or redox state. It was dem-
onstrated that 13C HP enables to measure the tis-
sue pH in vivo, derived from the ratio of the 
formed carbon dioxide 13CO2 to the infused 
hyperpolarized bicarbonate H13CO3

− (Gallagher 
et al. 2008c; Scholz et al. 2015). This relationship 

is governed by the Henderson–Hasselbalch equa-
tion (Eq. 13.57),

pH pK
HCO

COa= +
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−

log10

3

2  

(13.57)

where the acid dissociation constant of CO2, pKa, 
was assumed to be 6.15 for in vivo cardiac pH mea-
surements (Schroeder et al. 2009b). By using this 
relationship one has to assume that both com-
pounds are in similar compartments and in vivo 
relaxation times have to be taken into account. 
Other sensitive probes to measure in vivo pH are 
hyperpolarized 89Y complexes. The 89Y nucleus 
has an extremely long T1 and displays chemical 
shift dependence on pH (Jindal et al. 2010).

Hyperpolarized 13C-dehydroascorbate was 
used as a sensor for endogenous redox state, 
using its conversion into [1-13C] ascorbic acid 
(Keshari et al. 2011b).

13.3.5  The In Vivo Experiment

Prior to the application of the HP in vivo, the 
polarizer, animal, and MRI systems have to be 
prepared (Tables 13.3 and 13.4). The formulation 
of the HP agent should not affect the physiology 
of the animal, especially when metabolic pro-
cesses are investigated:

• The pH should be in the physiological range, 
e.g., from 6.5 to 8.2, by use of a buffer solution.

• The temperature should be between room 
temperature and 37 °C.

• The solution should be close to isotonic, which 
can be achieved by the addition of salts for 
dilute samples or dilution of the agent until the 
maximum tolerated injection volume is reached.

In many preclinical studies in rodents with pyru-
vate, the concentration of pyruvate is 80 mM, and 
sodium chloride is added to isotonicity. A much 
higher concentration can be generated for large 
sample volumes. In clinical or large animal studies, 
the formulation is diluted to be slightly hypertonic.
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13.3.5.1  Animal Handling
Animal models used for HP MR experiments 
are typically mice and rats, less frequent pigs or 
larger animals. In vivo animal handling must 
conform to governmental and institutional 
guidelines and typically involves similar animal 
preparations as in, for example, conventional 
13C MRS experiments in vivo, where 13C-labeled 
agents are infused for prolonged times. To 
ensure the well- being of the animal and to 
obtain representative and reliable data, main-
taining a healthy physiology is necessary. On 
the animal preparation side, this includes the 
capability to monitor and follow- up on several 
physiological parameters throughout the experi-
ments, plus the ability to inject agents and take 
blood samples, and, if desired, the means to 
extract tissue samples (for ex vivo tissue analy-
sis of endogenous metabolite pool sizes and 
labeling patterns).

Physiological parameters to be monitored are 
the respiration rate, heart rate, and the 
 temperature. Monitoring the heart rate is accom-
plished using ECG pads or the insertion of a 
blood pressure sensor via a catheter placed in one 
of the arteries. Respiration rates are typically 
measured using airpads and pressure sensors, 
while the temperature is measured by a rectal 
sensor.

Blood samples can be taken via an arterial 
catheter, and the same line can be used to mea-
sure the blood pressure to monitor the heart rate. 
Blood samples are needed to measure the plasma 
levels of lactate and glucose, which are helpful 
physiological indicators, and samples can be 
transferred to blood gas analyzers to measure the 
pH and oxygenation levels. Plasma samples can 
also be stored to quantify the final 13C enrich-
ments of the metabolites.

13.3.5.2  Preparation of MRI System
In addition to a standard human or small-bore 
MRI system, appropriate channels for 13C or 2H 
decoupling as well as dedicated RF coils are 
needed for HP experiments. The preparation of the 
MRI system for these experiments includes the 
standard adjustments for routine 1H imaging as 
well as the adjustment of the 13C (or other) 
 channel, like shimming and calibration of trans-
mitter and receiver gains. A narrow spectral line 
width, which depends on the homogeneity of the 
magnetic field, is essential for spectroscopic 
experiments. A small line width improves the 
SNR and detection limit but also the separation 
of multiple metabolite resonances. The 13C reso-
nances of most metabolically relevant compounds 
are clustered in the spectral region between 170 
and 180 ppm. To ensure a narrow line width, 

• method specific, see Tables 13.1 and 13.2Polarizer Preparation

• anesthesia
• catheter surgery

Animal Preparation 

When: 1 h b.i.
Duration: 30 min

• animal placement
• scanner adjustments
• anatomy reference scans 

MRI Preparation

When: 30 min b.i.
Duration: 30 min

• retrieve and transfer hyperpolarized sample
• inject sample (order may vary)
• start imaging (order may vary)

HP Experiment

Table 13.4 Workflow example of an in vivo HP experiment

b.i. before injection

13 MRI
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 several shimming methods are available, including 
manual shimming according to the line shape, 
automated, and iterative variation of the shim cur-
rents, and more complex methods such as 
FASTESTMAP (Gruetter and Tkáč 2000). It is 
crucial to verify the field homogeneity prior to each 
HP experiment by acquiring a 1H spectrum of the 
region of interest before starting the experiment.

The 13C and 1H channels can be adjusted by 
permanently placing a spherical glass bubble 
filled with a 13C-labeled reference solution, such 
as uniformly labeled 13C-formic acid or glucose, 
on the RF coil. Note that the resonances of the 
reference should not overlap with the hyperpolar-
ized resonances.

Dual 1H and 13C probes enable the acquisition 
of standard 1H MR images for anatomical refer-
ence and correct animal positioning, as well as 1H 
decoupling during 13C acquisition (Adriany and 
Gruetter 1997; Evelhoch et al. 1984). Surface 
coils placed adjacent to the region of interest help 
to improve the sensitivity. Experiments involving 
deuterated agents may require an additional coil 
for 2H decoupling, although the 13C-2H splittings 
are reduced by the ratio of the gyromagnetic ratios 
of 2H/1H. Adiabatic RF pulses help to improve the 
inhomogeneous excitation profile of surface coils.

13.3.5.3  Hyperpolarized Agent 
Administration

Typically, the hyperpolarized sample is either 
transferred manually from the polarizer to the 
infusion line or automatically through tubing 
(Cheng et al. 2013b). An infusion pump located 
next to the animal inside the imaging magnet 
may be used to inject the solution. This pump can 

also be designed to act as a phase separator to 
remove the gases and enables a clean agent injec-
tion within 2 s of dissolution (for dissolution 
DNP) (Cheng et al. 2013a).

It was observed that strong polarization losses 
occur during the transfer of succinate depending on 
pH (Hövener 2008), as well as in glutamine and 
urea (Chiavazza et al. 2013). This effect is  alleviated 
by exposing the sample to a low magnetic field dur-
ing the transfer or by buffering the solution at high 
field (Shchepin et al. 2014c; Coffey et al. 2014) and 
shortening the transfer time.

Once the sample has undergone quality checks 
or adjustments when necessary, it can be infused 
into the animal via a catheter, typically inserted 
in the jugular, femoral, or tail vein. The tail vein 
is commonly used for longitudinal studies, for 
example, in studies of disease progression, where 
the subject needs to recover after the HP experi-
ment. However, the maximum infusion rate in the 
tail vein is less than that in the jugular or femoral 
vein.

A Good Practice Guide to the administration 
of substances was published by Diehl et al. (2001) 
(Table 13.5). Injection rates should be evaluated 
on the basis of cardiac output and injection vol-
ume compared to total blood volume. For a refer-
ence on physiological values for different species, 
see (Davies and Morris 1993). The combination 
of the volume and rate should be inversely corre-
lated so that larger volumes are given at lower 
injection rates. When administering multiple 
doses to an animal, consider the total dose volume 
administered and refer to values given for repeated 
intravenous infusion in the paper by Diehl et al. 
(2001).

Table 13.5 Maximum volumes and rates for injection of a bolus in animal models

Mouse rapid bolus i.v. Rat rapid bolus i.v. Dog rapid bolus i.v.

Max vol.
(mL/kg)

Max rate
(mL/s)

Max vol.
(mL/kg)

Max rate
(mL/s)

Max vol.
(mL/kg) Max. rate

5 0.05 5 0.05 2.5 Dose given over 1 min

Adapted from Diehl et al. (2001)
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The physiological effect of a rapid bolus on the 
heart and lung is buffered when it is  administered 
in a peripheral vein or artery. Thereby the bolus is 
mixed with and diluted in blood, and the peak con-
centration reaching these key organs is reduced. 
For central venous administrations, it is recom-
mended to confirm the tolerance of the procedure 
by control administrations of saline/osmotic solu-
tions before administering the hyperpolarized for-
mulation. Conducting pilot studies is recommended 
when applying a new technique. Consider experi-
ments with saline volume controls when changing 
anesthetic regime, species, injection site, or rate. 
Also consider including osmotic/pH control in 
animals when changing the formulation.

If injection rates and/or volumes in excess of 
the recommended are desired, refer to institu-
tional guidelines and discuss with the veterinar-
ian. This is sometimes the situation for HP 
agents due to the fast signal decay. The following 
tables can be considered as maximum doses and 
injection rates in well-monitored healthy ani-
mals under stable anesthesia for pyruvate 
(Table 13.6). For other circumstances, e.g., in 
animals with compromised health (e.g., stroke 
and infarction models), it is strongly recom-
mended to refer to the Good Practice Guide and 
use careful dose escalation if higher doses and/or 
injection rates are required to ensure adequate 
imaging data.

Table 13.6 Recommended maximum injection doses and rates for dogs, rats, and mice based on literature of well- 
established protocols

Dog:
Pyruvate conc. Osmolarity 

(mOsm/kg)
pH Dose vol.  

(mL/kg)
Injection rate 
(mL/s)

Injection site

500 mM ~1000 6–8 2.9 5 Cephalic vein
500 mM ~1000 6–8 2.9 5 Jugular vein
500 mM ~1000 6–8 2.0 5 Left atrium
250 mM ~500 6.5–8 5.7 5 Cephalic vein
150 mM ~300 7–7.4 7.0 7 Cephalic vein
Rat:
Pyruvate conc. Osmolarity 

(mOsm/kg)
pH Dose vol.  

(mL/kg)
Injection rate 
(mL/s)

Injection site

80 mM ~250 8.1 ± 0.1 10 0.17 Tail vein
Mouse:
Pyruvate conc. Osmolarity 

(mOsm/kg)
pH Dose vol.  

(mL/kg)
Injection rate 
(mL/s)

Injection site

80 mM ~250 ~0.3 mL/animal 0.025 Jugular vein

13.3.6  Data Acquisition

The information gained from metabolic studies 
using a hyperpolarized agent is reflected in its 
spatial localization, its resonance frequency, and 
its time course. The metabolism changes the 
structure of the hyperpolarized agent and thus its 
resonance frequency or chemical shift (CS), typi-
cally by a few ppm. Dedicated detection schemes 
follow the fate of these nuclei along their meta-
bolic pathway.

The hyperpolarized MR signal exhibits some 
peculiarities, which are absent in thermal MR 

measurements. Despite an initially strong HP, the 
overall signal of the injected agent and its meta-
bolic products in vivo is weak because of dilution 
and small metabolite pool sizes. Furthermore, the 
signal intensity changes over time because of T1 
relaxation.

These properties require fast, CS-resolved 
detection schemes, which make efficient use of 
the limited hyperpolarized signal. Typically, a 
trade-off between either temporal, molecular 
(CS), or spatial (imaging) resolution has to be 
made, depending on the signal available and 
the goal of the study. Given sufficient signal, 
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the data can be displayed as metabolic maps 
(spectroscopic imaging, MRSI).

Some of these effects are mitigated by using 
echoes or spectrally selective pulses which excite 
the injected agent less than the metabolic products 
(Scholz et al. 2015; Larson et al. 2008b; Koellisch 
et al. 2015). The highest spectroscopic sensitivity 
is typically obtained by unlocalized or slice-selec-
tive (adiabatic) excitations with an RF coil adja-
cent to the region of interest. Provided that 
sufficient signal is available, spatial encoding 
allows to obtain images of metabolic or enzyme 
activity, e.g., FID CSI (Golman et al. 2006b), EPSI 

(Cunningham et al. 2007; Chen et al. 2007b), spi-
ral CSI (Mayer et al. 2006), IDEAL spiral CSI 
(Wiesinger et al. 2012), spin echo (Cunningham 
et al. 2007; Josan et al. 2011), and multi-echo 
SSFP (Leupold et al. 2009). This approach was 
used, e.g., to identify tumor regions of increased 
pyruvate to lactate turnover in rats (Golman et al. 
2006c) and men (Nelson et al. 2013a).

Whereas MR sequences for HP are a lively 
field of research (Durst et al. 2015; Nelson et al. 
2013c), thus far, only relatively simple spectros-
copy sequences like CSI (Fig. 13.43) are avail-
able as a product.

Fig. 13.43 Example of metabolic imaging with hyperpo-
larized 13C-pyruvate of a tumor-bearing rat. The location 
of the image slab in the rat and the corresponding trans-
versal 1H-MRI is illustrated. The 13C-NMR signal distri-
bution obtained simultaneously from pyruvate, lactate, 
and alanine was calculated, and the color images repre-

senting the intensity of each metabolite are projected on 
the anatomical 1H image. Alanine is most prominent in the 
skeletal muscle around the spinal cord, while the P22 
tumor tissue is indicated by the highest signal for lactate. 
Note the different scales (Figure reproduced with permis-
sion from Cancer Research (Golman et al. 2006c))

13.3.7  Data Analysis 
and Interpretation

Spectra obtained during HP experiments are ana-
lyzed by determining the area of each resonance. 
The most commonly used software is the 
Bayesian analysis (Bretthorst 1990) and jMRUI 
(Naressi et al. 2001). Commonly used methods to 
analyze data are to determine relative metabolite 
ratios and to apply metabolic models to obtain 
kinetic information about the reaction pathways 
measured (Fig. 13.44).

For the estimation of kinetic rate constants, 
mathematical modeling is typically performed 

(Bastiaansen et al. 2013; Harrison et al. 2012; 
Zierhut et al. 2010; Day et al. 2007b; Witney 
et al. 2011). It is not always required, since it was 
shown that the ratio of observed metabolites 
scales linearly with the kinetic rate constants esti-
mated using mathematical modeling approaches 
(Bastiaansen et al. 2013). In specific cases, it is 
possible to derive a mathematical framework 
which calculates the kinetic rate constants 
directly based on the ratio of observed metabo-
lites, and their longitudinal relaxation time, oblit-
erating the need for using complex mathematical 
modeling (Khegai et al. 2014).
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Changes in pool size can influence observa-
tions of the kinetic rate constants (Bastiaansen 
et al. 2014; Day et al. 2007b; Merritt et al. 2007c). 
Therefore correct data interpretation regarding 
metabolic flux changes and information about the 
endogenous concentration of metabolites is nec-
essary. Pool size changes can be affected by a 

change in diet, or disease, and have been observed 
in several studies using hyperpolarized agents. 
Tissue metabolite extractions for the interpreta-
tion of metabolic fluxes are typically being 
employed in conventional 13C NMR and simi-
larly can be used with HP techniques to retrieve 
pool size information.

Fig. 13.44 Example of real-time measurement of 
enzymatic fluxes. Hyperpolarized agents are injected to 
target metabolism in specific tissue (a). In this example 
the intracellular metabolism of acetate was followed 
in vivo (b). Spectral data acquisition of hyperpolarized 
acetate metabolism reveals the formation of acetylcar-
nitine in real time (c). Data is analyzed by quantifying 

the spectral areas and using metabolic modeling (d). 
This results in the estimation of kinetic rate constants. 
Together with the information regarding acetate uptake 
and accumulation in the tissue, Michaelis–Menten 
parameters Vmax and Km could be determined (e) 
(Adapted from (Bastiaansen et al. 2013, 2015))
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13.4  MR Spectroscopy

Markus Becker

13.4.1  Introduction

Spectroscopy can be a very useful tool in a vari-
ety of purposes; unfortunately, we are still  waiting 
for the final breakthrough in clinical applications. 
Therefore, nuclear magnetic resonance spectros-
copy (NMRS) is mainly used in preclinical 
research facilities. This chapter tries to explain 
where spectroscopy is a helpful and strong tool 
and to give guidance for successful work.

13.4.1.1  The New Contrast
To get the best result out of a spectrum, NMRS 
should be considered as an additional contrast 
besides standard MR imaging examinations like 
T1, T2, and proton density (PD) measurements. 
For a successful recording and analysis of a 
spectrum, the imaging information is needed not 
only just for the placement of the voxel but also 
to get the best spectroscopy result, after collect-
ing and analyzing all anatomic information. For 
diagnostic purposes or for monitoring of treat-
ments, the only need is to define the area of inter-
est, for example, necrotic regions of a tumor.

13.4.2  Applications

For a beginner in the field of NMRS, it is difficult 
to choose the right examination protocol for a 
specific application or research project, because 
there are various methods and sequences avail-
able which have different pros and cons depend-
ing mainly on the tissue type. In general, the 
sequences can be separated in localized, nonlo-
calized, and imaging comparable techniques 
(spectroscopic imaging).

Localized:
• Point resolved spectroscopy (PRESS)
• Stimulated echo acquisition mode 

(STEAM)
• Image-selected in vivo spectroscopy (ISIS)

Nonlocalized:
• Free induction decay (FID)

Spectroscopic imaging (SI):
• Chemical shift imaging (CSI-FID)
• Hybrid chemical shift imaging (CSI- 

PRESS, CSI-STEAM)
• Echo planar spectroscopic imaging 

(EPSI)

Table 13.7 can be used as a starting point to 
assume quality and difficulty to achieve useful 
results.

Table 13.7 Selection of measurement methods; quality and difficulty

Tissue/body part

1H single voxel quality/
difficulty 1HS I quality/difficulty XN MR quality/difficulty

Brain PRESS good/easy PRESS CSI good/easy 31Pgood/easy
STEAM good/easy STEAMC SIf air/easy 13Cf air/difficult

EPSI good/difficult 23Naf air/difficult
Muscle PRESS good/easy PRESSC SIf air/easy 31Pgood/easy

STEAM good/easy STEAMC SIf air/easy 13Cf air/difficult
Liver PRESS good/easy 31P good/fair

STEAM good/easy
Tumor, subcutaneous PRESS good/difficult 31Pgood/easy

STEAM good/fair 13Cgood/easy
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13.4.2.1  What to Expect 
from Spectroscopy?

The examiner has to choose what kind of sub-
stance he wants to monitor. Is it a native signal or 
an exogenously applied chemical, like a drug or 
marker? What is the expected concentration and 
what is the chemical shift? For the different body 
parts, the following section will discuss few 

examples on how to set up an examination 
protocol.

13.4.2.2  Brain and Liver
The main examination pathway for brain and 
liver models is shown in Fig. 13.45. This dia-
gram leads to the preferred examination 
method.

Fig. 13.45 Pathway from animal model to preferred examination method for the brain and liver

Brain
Examination of the brain is the easiest task for 
spectroscopy. Since the overall magnetic field 

homogeneity is good, automatic shimming rou-
tines are available enabling proper shimming 
(Fig. 13.46).
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In a brain tumor model NMRS allows to 
monitor the membrane metabolism of the tumor 
cells by detection of the choline signal. The con-
centration of the choline is approximately 2 mM 
and the chemical shift is 3.24 ppm. Absolute 
quantification of the choline is possible, but 
complicated (Dong et al. 2006). For tumor stag-
ing and longitudinal studies, it is in most cases 
sufficient to quantify choline by calculating the 
quotient I(choline)/I(creatine). The creatine con-
centration is almost independent of the activity 

of the tumor cells with one exception: high 
tumor grades develop a necrosis where the dead 
cells accumulate lipids. These necrotic areas 
should be identified by imaging methods prior to 
the spectroscopic experiments. The other possi-
bility to identify the different active areas of the 
tumor is chemical shift imaging (CSI) with a 
metabolic map. However, CSI is very time-con-
suming and the spatial resolution is poor. As an 
example, a CSI from a mouse brain is shown in 
Fig. 13.47.

Fig. 13.46 Rat brain spectrum (PRESS) from a healthy tissue. Up left: full spectrum. Other quadrants: spectrum mag-
nified. Following signals can be identified: creatine and phosphocreatine (tCr), N-acetylaspartate (NAA), glutamine 
(Glu), glucose (Glc), myo-inositol (μI), choline (Cho), taurine (Tau)
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Liver
Liver spectroscopy has not been performed fre-
quently due to problems in reproducibility and 
quality of the spectra. A major problem is respi-
ration and, in some areas, heart motion. 
Additionally, the high quantity of iron in the liver 
makes shimming difficult and the resulting sig-
nals are broad. Respiratory gating combined with 
cardiac triggering is necessary to avoid motion 
artifacts.

The aim of a liver spectroscopy is to study 
metabolism such as glycogen storage diseases 

and drug metabolism (Bollard et al. 2000). 31P, 
13C, 1H, and 19F are therefore the most interesting 
nuclei where 31P is used to study the energy 
metabolism, 13C and 19F are assessed for monitor-
ing drug metabolism, and 1H for the development 
of metastasis (Fig. 13.48).

13.4.2.3  Muscle and Subcutaneous 
Tumor

The main examination pathway for muscle and 
subcutaneous tumors is shown in Fig. 13.49, 
leading to the preferred examination method.

Fig. 13.47 Mouse brain CSI-PRESS from a healthy ani-
mal with metabolic (lower left) and spectral map (upper 
right). The metabolic map is calculated from the fitted 

NAA signal (upper left). The map has a centric symmetry, 
because of the combination of the imperfect pulse shape 
and interpolation (zero filling)
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Muscle
Muscle spectroscopy is important for studies 
focusing on mitochondrial diseases, enzymatic 
deficiencies, and energy metabolism. 31P spec-
troscopy is the most useful nucleus for mus-
cle examinations, because it allows to measure 
α, β, γ − NTP (nucleoside-5′-triphosphate1), 
phosphocreatine creatine, and free phosphate. 
The  chemical shift of the phosphate provides 
the pH of the muscle, calculated with the fol-
lowing formula (Barker et al. 1999; Petroff 
et al. 1985):

Additionally, it is possible to calculate the man-
ganese (Mg2+) concentration by the shift from the 
NTP signals (Barker et al. 1999; Bottomley and 
Hardy 1989).

1 It is not possible to separate the signals of adenosine from 
all other nucleobases; therefore NTP is the general term.

With 1H spectroscopy, triglycerides can be 
identified and separated in the triglycerides in 
intra- and extramyocellular lipids (IMCL, 
EMCL) (Neumann-Haefelin et al. 2003). It has 
been suggested that IMCL plays an important 
role in the development of type 2 diabetes, while 
EMCL level is relatively constant (Pan et al. 
1997; Renema et al. 2003) (Fig. 13.50).

Subcutaneous Tumor
With an implanted tumor model, NMRS allows 
to study tumor growth and treatment effects. 
Subcutaneous tumors are easy to access and are 
therefore ideal for X-nuclei spectroscopy. The 
membrane and energy metabolism can be moni-
tored with 31P NMRS, 13C-labeled drugs, and 
even with spectroscopy, it is possible to examine 
treatment response (Fig. 13.51).

With 31P spectroscopy, it is possible to monitor 
the energy and membrane metabolism of the 
tumor simultaneously. A highly active tumor pro-
duces PE and PC to build up membranes. During 
successful treatment, the amount of metabolites of 
the membrane degradation increases (GPC, GPE) 
(Podo 1999). For quantification of the signals of a 
subcutaneous implanted tumor, an external refer-
ence can be attached easily. Nevertheless, abso-
lute quantification is difficult (Street et al. 1997).

13.4.3  MR Sequences and Spectrum 
Processing

The number of different sequences or methods is 

very large. The usage of the expressions “method” 
and “sequence” is vendor specific, but did not 
diverge in substance. A sequence is the chronology 
of radio-frequency (rf) pulses, gradients, and 
delays and receives events during the measure-
ment. The most important sequences are PRESS, 
STEAM, FID, CSI, EPSI, and ISIS. A complete 

Fig. 13.48 1H spectrum of a mouse liver (STEAM). 
Mainly signals of triglycerides are visible. The multiplet 
of glucose (Glc) cannot be resolved
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list can be found at de Graaf (1998), In Vivo 
NMR Spectroscopy.

13.4.3.1  PRESS
This single voxel sequence is based on three spa-
tially localized pulses, one 90° excitation and two 

180° refocusing pulses. PRESS is the technique 
with the highest S/N, but has some limitations. 
The minimum echo time is bigger than with 
STEAM; therefore the number of detectable 
metabolites is limited. The 180° pulse has a great 
demand on the power amplifier to minimize the 
chemical shift artifact which increases linearly 
with field strength. In general, when going to 
higher field strength, more amplifier power is 
needed. To optimize the shape of the voxel, it is 
necessary to use saturation regions, called outer 
volume suppression. This technique is available 
from all vendors, the measurement is easy, and 
the results are good in at least 70 % of the 
examinations.

13.4.3.2  STEAM
Three 90° spatially localized pulses are used to 
generate a stimulated echo. The advantages to 
PRESS are a smaller minimum echo time, less 
chemical shift artifacts, and unnecessary outer 
volume suppression. The main drawback is the 
reduced S/N which is only 50 % of the PRESS 
sequence. For a very precise definition of a voxel, 
the STEAM sequence is more appropriate; 

Fig. 13.49 Pathway leading to a preferred examination method for nuclear magnetic resonance spectroscopy of 
muscles and subcutaneous tumors

Fig. 13.50 1H spectrum of a rat thigh (PRESS). In this 
case only signals of the extramyocellular lipids are 
detected (EMCL). In 1H spectra, it is possible to separate 
creatine from phosphocreatine (3.85 and 3.9 ppm)
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 however, for a high S/N, the PRESS method is 
superior.

13.4.3.3  ISIS
A combination of eight experiments with three 
180° slice-selective pulses and one 90° pulse is 
leading to one localized spectra. This sequence is 
one of the oldest techniques to get localized spec-
tra (Ordidge et al. 1986). For proton spectros-
copy, ISIS is replaced by PRESS and STEAM, 
but for X-nuclei it is still useful and the first 
choice for localization. The 180° pulse has a great 
demand on the power amplifier, and the pulse is 
therefore very long, resulting in a small excitation 
bandwidth. Only a small part of the X-nucleus 
chemical shift scale can be measured localized.

13.4.3.4  CSI
CSI is a combination of spectroscopy and imag-
ing to achieve localized spectra in a whole slice. 
CSI can be used in two or three dimensions. It is 
possible to calculate images from various signals 
to get metabolic information of the examined tis-
sue. In proton CSI the sequence is a combination 
of a large voxel, prepared with PRESS or STEAM 
with phase-encoding gradients to divide this 
large volume into smaller voxels. In each voxel a 
full spectrum is measured. An advantage of this 
technique is that one gets a large number of local-
ized spectra obtained (in a short time). This is 

very helpful for comparisons between healthy 
and diseased regions within one subject. The dis-
advantage is that the voxels are not well defined, 
due to the point spread function. The point spread 
function describes how a strong signal in one 
voxel is also visible in the neighbored voxels (de 
Graaf 1998).

13.4.3.5  EPSI
EPSI is derived from an EPI sequence where the 
k-space is filled with an EPI readout. The advan-
tage of EPSI is the high S/N and the option to 
measure a small voxel size. The main drawback is 
the processing of the spectra. The vendors do not 
support the processing of the native EPSI data, so 
in most cases the user needs some special home-
built software to view and analyze the spectra.

13.4.3.6  FID
The FID or pulse-acquire sequence is mainly 
used for X-nucleus spectroscopy. For 1H spec-
troscopy, it is only used when the water concen-
tration is low, because of the insufficient water 
suppression in most of the applications. FID is 
the technique with the highest S/N, but with no 
localization. The localization of the signal can be 
done with the choice of the coil. A surface coil 
has a limited sensitive volume, which can be used 
to acquire spectra of a specific organ, e.g., liver, 
muscle, and subcutaneous tumor.

Fig. 13.51 31P NMR spectrum of a subcutaneous 
implanted human breast cancer (1H decoupled, FID). 
Signals are O-phosphoryl ethanolamine (PE), O-phosphoryl 
choline (PC), phosphate (Pi), 1-glyceryl phosphoryl etha-

nolamine (GPE), 1-glyceryl phosphoryl choline (GPC), 
phosphocreatine (PCr), nucleosid-5 -triphosphate (α-,β-,γ-
NTP), nicotinamide adenine dinucleotide phosphate 
(NADPH)
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13.4.4  Processing

The type of processing of the spectrum is not as 
important as one may think. However, the most 
important thing is that processing is always done 
in the same way, so that you can rely on it and 
compare data from different subjects of imaging 
sessions. The processing steps affect the signal 
intensities and the resulting area calculation.

The processing steps can be divided in two 
parts, the time and frequency domain.

13.4.4.1   Time Domain Processing
 (a) Deleting/adding of time domain points

Sometimes the first complex data points of 
the X-nucleus FID are corrupted from 
insufficient hardware, resulting in broad 
background signals and phase distortions.

Unfortunately, the first time domain point is 
responsible for the intensity of the whole spec-
trum, so by deleting points, the S/N is going 
down. To minimize this effect, linear predic-
tion can be used to restore the missing points.

 (b) Zero filling and linear prediction
Zero filling is just adding points with the 
intensity zero to the FID. After the Fourier 
transformation (FFT), the spectrum is higher 
resolved, similar to an interpolation in images. 
Because zero filling is not the real measured 
FID, the number of added zero points is lim-
ited. In practice, measured points can be dou-
bled or quadrupled the number of measured 
points, e.g., 1024 recorded complex data 
points can be filled up to 4096 points without 
affecting the spectrum too much.

However, a better way than zero filling is 
linear prediction. With linear prediction, 
points can be added to the FID, simulating 
measured data.

 (c) Filter functions
After zero filling an intensity jump is often 
observed between the measured FID and the 
added points. In the spectrum this appears as 
ringing artifacts at the foot of the signals, 
comparable to Gibbs ringing in imaging. To 
smooth these artifacts, the FID is multiplied 
with a filter function. The basic filter func-
tion is the exponential function; Gaussian 

and Hanning filters influence the resulting 
resolution and S/N more precisely.

 (d) Eddy current compensation
Localized spectra are often affected by eddy 
currents, because of the necessary gradients, 
especially at small voxel sizes. The water sig-
nal can be used to correct these distortions.

 (e) Frequency correction
The B0 field of the magnet is changing during 
time, resulting in a mild shift of the signals 
during the recording of the spectrum with 
more than one acquisition. The resulting 
spectrum has therefore broader signals than 
necessary. By correction of this magnet shift, 
the summarized spectrum has signals with a 
smaller half width. Again, different schemes 
to compensate this effect are implemented 
from the vendors (Fig. 13.52).

13.4.4.2  Frequency Domain 
Processing

 (a) Phase correction
After FFT one gains a complex spectrum with 
signals having a 90° phase shift between the 
real and imaginary part of the spectrum. By 
multiplying the spectrum with a constant 
complex phase factor, the phase of the signal 
is changed to display the peak in absorption 
mode. The absorption mode means that all 
signals are on one side of the baseline. If there 
is more than one signal, there is often a phase 

Fig. 13.52 Time domain processing. Free induction 
decay with filter function (blue) and zero filling

13 MRI
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difference between the signals which can be 
corrected by multiplying the spectrum with a 
linear complex phase factor. If it is not feasi-
ble to get all signals to the absorption mode, a 
quadratic phase correction can be applied.

 (b) Baseline correction
The baseline of the spectrum is in most cases 
not straight because of large signals in the 
neighborhood of the target signal, macromol-
ecules with broad resonances, signals from the 
housing of the coil, and the support material 
where the animal is placed on. A baseline cor-
rection is done by fitting a spline curve to the 
spectrum and subtracting the curve from it.

 (c) Curve fitting
To analyze the spectrum, it is necessary to cal-
culate the signal intensities and the area under 
the signal. The area under the signal reflects 
the number of NMR-detectable molecules in 
the measured volume. For calculation of the 
area, time, and frequency domain, fitting rou-
tines are available. Time domain algorithms 
are more precise and phase- and baseline cor-
rection independent. There are freeware fit-
ting processing software packages available.

Frequency domain fitting routines are not very 
reliable, but in most cases sufficient for a quick 
analysis of the spectrum, e.g., for tumor staging. 
The variations of the native signal intensities 
between individual animals are much greater 
than the fitting error. For detecting and quantify-
ing the signal of a drug, a time domain fit is rec-
ommended (Fig. 13.53).

13.4.5  MR Coils

13.4.5.1   Transmit Coil
In general, it is possible to use the same coils for 
1H spectroscopy as for imaging; however, it is 
recommended to use a coil with a homogeneous 
B1 field for transmit of the RF pulse. This leads to 
a more precise definition of the flip angles than 
with a surface transmit coil. The drawback is the 
higher power demand and the higher RF deposit 
in the animal so that the animal can heat up. This 
is especially important for X-nucleus application 
with 1H decoupling. Circular polarized coils are 
advantageous over linear polarized because of 
their lower power consumption and bigger homo-
geneous B1 volume.

13.4.5.2  Receive Coil
To receive the signal, it is important that the 
coil picks up the signal with minimum signal 
loss. A multichannel receive coil offers the 
highest possible S/N. The signal of each ele-
ment is combined to a summarized and phase-
corrected spectrum.

X-nucleus coils are usually not designed as 
multichannel coils, only as linear or circular 
polarized coils. They are mainly combined trans-
mit/receive coils. Again, circular polarized2 coils 
are preferred over linear coils due to higher S/N 
by factor of 1.41.

13.4.6  Examination

In vivo examinations start with high-resolution 
imaging to define the region for spectroscopy as 
good as possible. Therefore, it might be neces-
sary to measure images with T1, T2 contrast and 
contrast media.3 After defining the region of 
interest, the voxel or slice is placed in this area. 
The voxel definition is not very accurate 
because of the chemical shift artifact in single 

2 Circular polarized coils are often named as quadrature coils.
3 After all these steps it is possible to measure. The final 
processed spectrum is usable in most of the cases and 
gives the missing information about the tissue composi-
tion. Washout of contrast media in animals is much faster 
than in humans resulting in no interference with a follow-
ing spectroscopy exam.

Fig. 13.53 Frequency domain processing. Spectrum 
with phase and baseline correction (blue)
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voxel spectroscopy and the point spread func-
tion in CSI.

After placement of the voxel, the frequency 
and amplifier adjustment has to be performed, 
following by shimming and water suppres-

sion (only 1H). The adjustments are either 
 automatically done or require user interaction, 
depending on the system. It is often necessary to 
control the quality of the adjustments, especially 
the shim and the water suppression (Fig. 13.54).

Fig. 13.54 Flowchart of a spectroscopic examination. After imaging and placing the voxel or slice in the interesting 
area, frequent measurements with different parameters can be done
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14.1  Ultrasound Methods 
and Devices

Stuart Foster, Minalini Lakshman, and 
Andrew Needles

14.1.1  Introduction

Over the past several decades, mouse models 
have been used in cancer and cardiovascular 
research to aid in the investigation of the basic 
biological underpinnings of disease and as a tool 
for discovering new clinical agents and assays. 
Murine models are the most commonly used 
basic science and preclinical animal systems in 
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academic and pharmaceutical research. This is 
due to the significant similarities and the plethora 
of commonly shared inherited diseases between 
humans and mice. Some of these diseases include 
atherosclerosis, cancer, heart  disease, hyperten-
sion, obesity, bleeding disorders, asthma and 
neurological disorders. Notwithstanding, there 
are other mammals which also share this similar-
ity. However, one of the major advantages of the 
mouse model is the wealth of resources available 
on its genetics and molecular and cellular path-
ways. Furthermore, mice are ideal for research 
environments as they are small and easy to main-
tain and cost-effective and have short gestation 
periods (~19–20 days) and, finally, genetically 
uniform inbred strains are readily obtained.

Imaging has contributed substantially to small 
animal research by enabling quantitative visual-
ization of the living biology-associated develop-
ment, growth and progression of disease. As in 
clinical imaging, no single imaging modality suits 
all biological applications. In fact, each imaging 
modality has its own strengths and weaknesses 
with respect to its temporal and spatial resolution, 
accessibility, sensitivity, ease of use, cost, the spe-
cific regions of the body and biological processes 
that can be imaged. The availability of suitable 
contrast agents is also important for each modality. 
Often preclinical imaging is performed using a 
multimodality format to allow researchers a more 
complete understanding of disease processes and/
or the efficacy of a preclinical therapy.

Here, we will focus on micro-ultrasound as an 
imaging modality in preclinical research. Clinically, 
ultrasound is used in hospital departments for real-
time imaging and quantification of soft tissue dis-
ease, cardiac function, foetal development and 
diagnosis, emergency medicine, and screening and 
assessment of tumours and as a tool for guidance of 
invasive procedures. The traditional strengths of 
ultrasound are its speed in image formation, high 
resolution, portability and low cost compared to 
other modalities. In recent years, preclinical ultra-
sound systems (“micro- ultrasound”) have been 
developed that provide the functionality available 
clinically, yet allow for ultrahigh spatial resolution 
(30–150 mm) in order to view and quantify the 
detailed structures, flow dynamics and molecular 

biomarkers inherent in murine microimaging. In 
addition, these systems have been developed to 
minimize perturbation of the mouse, rat, or other 
small animal models while maximizing reproduc-
ibility of both the procedure and the data derived. 
Several hundred peer-reviewed papers using the 
single element scanned micro-ultrasound platform 
have now been published. In the area of cardiovas-
cular research, refer to, Liu et al. (2007), Lee et al. 
(2008), Trivedi et al. (2007), Ino et al. (1996), and 
Zhou et al. (2003, 2004), and in the area of cancer, 
see, for example, Goessling et al. (2007), Kiguchi 
et al. (2007), Olive and Tuveson (2006), Wirtzfeld 
et al. (2005, 2006), and Xuan et al. (2007).

In this chapter, the basic technology of micro- 
ultrasound will be reviewed. Scanning techniques, 
animal handling and applications will be described 
in the context of relevant biological problems.

14.1.2  Micro-ultrasound Imaging 
Technology

There is only one manufacturer of dedicated 
preclinical high-resolution micro-ultrasound 
systems (VisualSonics, Toronto, Canada). 
These systems operate at frequencies between 
15 and 70 MHz compared to frequencies of 
3–15 MHz for clinical systems. Both mechani-
cal and array technologies are currently avail-
able for ultrasound microimaging. A block 
diagram of the latest array system is illustrated 
in Fig. 14.1. It shows a 256-element transducer 
in combination with a 64-element beamformer. 
A high-speed bus transfers the multiplexed 
transducer aperture data to processing systems 
for calculation of B-mode and Doppler images. 
Figure 14.2 shows the consoles and scanheads 
for both the mechanical (Fig. 14.2a, b) and 
array (Fig. 14.2c, d) imaging systems. Each 
system is connected to a series of application-
specific scanheads, (Fig. 14.2b, d) which trans-
mit and receive high-frequency ultrasound 
signals that generate the real-time images. 
Operation of the scanner is illustrated in 
Fig. 14.3. As Fig. 14.3 shows, the scanhead is 
configured on an imaging platform called a rail 
system to allow for hands-free positioning and 
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capture of the images. The animal is anaesthe-
tized and maintained on a heated platform to 
ensure the comfort and maintain body tempera-
ture of the animal during imaging. Key physio-
logical parameters are captured from the 
platform including heart rate, temperature, res-
piration and ECG. These signals are gathered 
through paw and temperature probes and inte-
grated with the real-time micro-ultrasound 
images. An additional accessory to this imag-
ing station is an injection mount that allows for 
the guidance of precise injections or biopsies 
in vivo through the real- time imaging of the 
micro-ultrasound system. Figure 14.3b shows a 
typical abdominal cross section in a normal 
mouse. Visible structures include the right kid-
ney, adrenal gland, liver and a variety of vascu-
lar structures. Figure 14.4 shows a cross section 
through an orthotopic hepatocellular carcinoma 

pre- and postcontrast injection showing the 
increase in signal intensity caused by the con-
trast agent (discussed in the Chap. 16).

The analytic software is designed to allow for 
study-based aggregation of animal data for longi-
tudinal experiments with multiple animals, mul-
tiple time points and multiple therapeutic 
interventions. Over 500 disease-specific mea-
surements are implemented within the software 
to allow for quantification and analysis of the 
images. Two-dimensional images are gathered 
and viewable in real time without any reconstruc-
tion or delay, while 3D images are acquired rap-
idly and reconstruction into a 3D image is done 
in seconds by the software. Animal physiological 
data can be stored with the imaging data for 
 cardiotoxicity studies, for example. All images 
and measurements can easily be exported to 
 databases for further analysis or archiving. The 
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Fig. 14.1 Block diagram of the Vevo 2100 scanner archi-
tecture. The system consists of a 256-element transducer 
coupled to a 64-element beamformer. A high-speed data 

connection to the main processing computer enables 
B-mode and Doppler data to be computed in real time and 
displayed on the system monitor
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software is networked for high-throughput stud-
ies or for use in core imaging facilities where 
multiple researchers use the same instrument and 
can quickly image their animals and then review 
their data and perform measurements over the 
network.

High-frequency mechanical sector scanning 
for mice was originally developed by Foster 
et al. (2002). The mechanical scanhead shown in 
Fig. 14.2b has been optimized with sophisticated 
low inertia actuation and is capable of frame 
rates of over 100/s. The 15–55 MHz transducer 

a b

c

d

Fig. 14.2 Consoles for mechanical (a) and array-based (c) high-frequency ultrasound imagers. Corresponding probes 
for the two systems are given in (b) and (d), respectively

a b

Fig. 14.3 Linear array scanhead positioned on rail sys-
tem for imaging (a). The mouse is monitored for tempera-
ture, ECG and other physiologically relevant parameters, 

while the operator makes instrument adjustments during a 
scanning session. (b) A still frame from a typical abdomi-
nal cross section of a normal mouse
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executes a shallow sector scan over about a 
15-mm field of view in these devices. The sin-
gle-element transducers used in the mechanical 
probes are composed of PVDF copolymer 
devices configured as described by Sherar and 
Foster (1989) and Foster (2000) and optimized 
to achieve high sensitivity and bandwidth. Foster 
et al. introduced high- frequency linear arrays 
for mouse imaging in 2008 (Foster et al. 2009; 
Foster 2008). These scanheads (Fig. 14.2d) con-
tain no moving parts, but rather create the ultra-
sound image through careful orchestration 
transmit and receive beamforming that is well 
described in numerous publications (Cobbold 
2007). The choice of scanhead frequency for 
either the mechanical or array systems is driven 
by the required resolution and depth of penetra-
tion. Table 14.1 illustrates the expected resolu-
tion for various ultrasound frequencies. 
Resolution in the axial (depth) direction is 
approximately equal to the wavelength of ultra-
sound where as in the two lateral directions reso-
lution is about twice the wavelength. Resolution 
is typically between 30 and 150 mm depending 
on the choice of frequency. Total depth of pene-
tration is on the order of 30 mm at 20 MHz and 
is reduced to <10 mm at 50 MHz. A thorough 
description of resolution and depth of penetra-
tion for high-frequency imaging are given in 
(Foster et al. 2009).

14.1.3  Oncology Applications

For cancer research applications, micro- 
ultrasound is an imaging modality that, because 
of its high spatial resolution and real-time tempo-
ral resolution, can be used to visualize, character-
ize and quantify prepalpable orthotopic and 
subcutaneous tumours in a multitude of small 
animal models. Tumours can be monitored and 
quantified from tumorigenesis through their 
growth stages and through to metastases to sur-
rounding organs, lymph nodes and tissues. 
Cheung et al. (2005) describe the use of micro- 
ultrasound in the assessment of xenograft growth 
analysis. The current software allows real-time 
visualization and measurement of the tumours in 
two and three dimensions. Blood flow, blood 
architecture and assessment of feeder vessels can 
be quantified using power Doppler (for vessels 
larger than 30 mm) and using contrast agents for 
tumour perfusion and microcirculatory flow 
in vivo. Early applications of flow analysis and 
measurement in tumour growth are provided by 
Franco et al. (2006), Shaked et al. (2006) and 
Cheung et al. (2007). Xuan et al. (2007) described 
neoangiogenic development and tumour blood 
flow in prostate tumours including visualization 
of each of the early stages of such development 
that can be clearly visualized and quantified in 
longitudinal studies.

a b

Fig. 14.4 Images of a hepatocellular tumour (a) pre and (b) postcontrast injection
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14.1.4  Tumour Sizing 
and Quantification in Two 
and Three Dimensions

One of the most important measurements in 
oncology is quantifying the change in tumour 
size during disease progression and changes 
related to tumour response to anticancer therapy 
(Wirtzfeld et al. 2005; Feldmann et al. 2008; 
Wang et al. 2007). Because micro-ultrasound is 
noninvasive, tumour growth and changes can be 
monitored repeatedly and longitudinally in the 
same animal, which can serve as its own con-
trol, thereby increasing accuracy of the experi-
ment and reducing the number of cohort animals 
required. Micro-ultrasound is routinely used in 
serial 2D and 3D volumetric quantification of 
tumour sizing in vivo in a variety of murine and 
nonrodent cancer models (Goessling et al. 2007; 
DeRosier et al. 2007; Graham et al. 2005; 
Huizen et al. 2005; Kiguchi et al. 2005; Lyshchik 
et al. 2007a; Wu et al. 2005). For example, 
Wirtzfeld et al. (2005) were the first to publish 
on the use of micro-ultrasound to track 3D 
tumour volumes in progression in a transgenic 
prostate cancer mouse model. 3D micro- 
ultrasound images correlated closely to serial 
histology (a correlation coefficient of 0.998 
(p < 0.001)). Furthermore, 3D micro-ultrasound 
measurements accurately confirmed the size and 
shape of these tumour masses in vivo (Wirtzfeld 
et al. 2005). The technique is highly reproduc-
ible as tumour detection sensitivity and specific-
ity were both >90 % when diagnoses were based 
on repeated micro-ultrasound examinations per-
formed on separate days.

Further studies went on to show the utility of 
3D micro-ultrasound to not only noninvasively 
track the growth of liver metastases (tumour 

diameter, volume and growth curve) but also 
evaluate potential chemotherapeutics on these 
parameters in a longitudinal murine metastasis 
model (Graham et al. 2005). In this particular 
study, the authors showed high accuracy in detect-
ing tumour mass progression using four different 
cell lines: B16F1 (murine melanoma), PAP2 
(murine H-ras-transformed fibroblast), HT-29 
(human colon carcinoma) and MDA-MB-435/
HAL (human breast carcinoma) in a liver metas-
tasis model. Furthermore, the longitudinal imag-
ing of B16F1 liver metastases revealed distinct 
textural changes which had anechoic regions 
found to be areas of liquefactive necrosis. The 
tracking of tumour volume and textural changes 
can be a useful tool in tracking subtle responses to 
different antiangiogenic therapeutic treatments. 
More importantly, this study illustrated that longi-
tudinal micro-ultrasound imaging is a powerful 
tool in preclinical trials and drug development 
since liver metastases treated with doxorubicin, a 
cytotoxic chemotherapeutic agent, were found to 
have significant decreases in tumour volume at 
day 12 post cell injection. The authors concluded 
that micro- ultrasound improved the evaluation of 
therapeutic efficacy on sequential stages of 
tumour development (Graham et al. 2005).

14.1.5  Evaluation and Quantification 
of Blood Flow

A key component of studying cancer in animal 
models is understanding how specific drugs affect 
angiogenesis, tumour growth and metastases. As 
such, microimaging modalities that provide 
insight into how a drug influences tumour vascu-
lature and molecular expression of specific bio-
markers, such as those involved in angiogenesis, 

Table 14.1 Resolution and other relevant parameters vs. frequency for ultrasound imaging

Frequency (MHz) Wavelength (mm)
Axial resolution 
(mm)

Lateral resolution 
(mm)

Max imaging depth 
(mm)

1 1.5 1.5 3 150
5 0.3 0.3 0.6 90
10 0.15 0.15 0.3 45
20 0.075 0.075 0.15 22.5
50 0.03 0.03 0.06 9
100 0.015 0.015 0.03 4.5
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have become important life science research 
tools. Micro-ultrasound provides such utility, 
allowing for the mapping and visualization of 
tumour vasculature using the power Doppler 
which can detect blood flow ranging from 2 mm/s 
up to 4 m/s in tumours at multiple time points 
(Xuan et al. 2007; Goertz et al. 2002; Jugold et al. 
2008). Power Doppler can be used to detect subtle 
changes in tumour perfusion and blood vessel 
architecture in a noninvasive longitudinal manner 
(unpublished observation by Xuan et al. (2006), 
Robarts Research Institute, London, Canada). 
Studies by Goertz et al. (2002) reported the first 
use of high-frequency micro-ultrasound 2D power 
Doppler in studying the effects of an antivascular 
drug on blood flow in superficial human mela-
noma MeWo tumours. The authors reported a sig-
nificant reduction in blood flow 4 h after injection 
of the tumour vascular targeting agent ZD6126 
followed by a recovery of flow by 24 h after injec-
tion. They concluded that high- frequency power 
Doppler was a highly effective noninvasive quan-
titative tool for longitudinally following the 
effects of antivascular therapy on blood flow in 
superficial tumours (Goertz et al. 2002). Similarly, 
Xuan et al. (2007) recently reported the first appli-
cation of high-frequency 3D power Doppler 
micro-ultrasound imaging in a genetically engi-
neered mouse prostate cancer model. They 
showed that 3D power Doppler could sensitively, 
specifically and reproducibly depict functional 
neoangiogenic blood flow in prostate tumours 
when compared to normal prostate tissue which 
had little or no flow. These observations were con-
firmed using micro-CT and by correlation with 
microvessel distributions measured by immuno-
histochemistry and enhanced vascularity visual-
ized by confocal microscopy. Figure 14.5 shows 
examples of the correlation between micro-ultra-
sound and micro- CT from this study. A separate 
study from Jugold et al. (2008) investigated the 
effects of blocking VEGF-mediated pathways 
using a VEGFR2- blocking antibody treatment. 
This study, using power Doppler imaging, showed 
that after 6 days of treatment of subcutaneous 
tumour (spontaneously immortalized human skin 
keratinocytes) in nude mice, tumour vascularity 
significantly decreased. These findings were addi-
tionally confirmed with immunohistochemistry 

staining for vascular markers, CD31 and smooth 
muscle actin (Jugold et al. 2008).

Finally, the high-resolution imaging capabilities 
of micro-ultrasound allow cancer researchers to 
study not only the effect of a novel drug on angio-
genesis and tumour growth but also the influence of 
that drug on the surrounding tissues. This advan-
tage is highly beneficial when monitoring side 
effects and determining the toxicity of therapeutics 
during drug development (Refer to Table 14.2)

14.1.6  Targeting Injections 
and Biopsies

Because of its real-time nature, a unique utility to 
micro-ultrasound is its ability to guide targeted 
injections or biopsies without having to do surgical 
intervention. As such, intricate procedures such as 
the placement of probes or invasive monitors in 
animals, the targeted injection of stem cells into 
specific tumour or anatomical targets or even the 
specific placement of probes in vivo can be visual-
ized noninvasively using micro- ultrasound. As a 
result of this noninvasive guidance facilitated by 
micro-ultrasound, surgery and stress on the animal 
are minimized or eliminated, accuracy of the pro-
cedures and injections is increased significantly, 
and results are more quantitative and reproducible. 
This was illustrated by Goessling et al. (2007) who 
demonstrated image-guided tumour biopsy in adult 
zebrafish with hepatic tumours. A 23G needle was 
guided into the tumour and a sample was taken, 
and the sample was subsequently implanted in a 
separate recipient zebrafish (Goessling et al. 2007). 
The implanted tumour was still detected in vivo by 
micro-ultrasound 6 weeks later.

14.1.7  Contrast Agents 
for Performing Real-Time 
Tumour Perfusion 
and Targeted Molecular 
Imaging of Biomarkers

Microbubble contrast agents allow more sensi-
tive detection of microvascular flow down to the 
capillary level. By adding ligands to endothelial 
cell surface markers, it is also possible to evaluate 
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Fig. 14.5 Comparison of three-dimensional power 
Doppler (left) and three-dimensional micro-CT (right) for 
prostate tumours at early (top), middle (centre) and late 

(bottom) stages of development. Arrows point to common 
features in the vascular patterns. Bar = 1 mm (Image from 
Xuan et al. (2007) with permission)
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expression of important signalling, inflammation 
and adhesion molecules. In angiogenic studies, 
for example, the target-ready contrast agent 
(MicroMarker, VisualSonics) can be conjugated 
with an antibody against VEGFR2. The agent is 
then introduced into the animal through venous 
injection, and the animals are screened for rela-
tive expression of the tagged contrast agent. The 
animals can then be injected with an antiangio-
genic drug, and the effect of the therapeutic on 
the expression of the VEGFR2 receptor can be 
quantified. This whole procedure can be per-
formed in vivo in the same animals and at multi-
ple time points over a longitudinal time course. 
For micro-ultrasound, this procedure was first 
described by Rychak et al. (2007) and subse-
quently by Lyshchik et al. (2007a), concluding 
that targeted contrast-enhanced high-frequency 
micro-ultrasound allows in vivo molecular imag-
ing of VEGFR2 expression on the tumour vascu-
lar endothelium and may be used for noninvasive 
longitudinal evaluation of tumour angiogenesis 
in preclinical studies. More recently, Willmann 
et al. (2008a, b) showed high VEGFR2 expres-
sion in subcutaneous tumour (mouse angiosar-
coma SVR cells) grown in nude mice using 
targeted VEGFR2 contrast agent. VEGFR2 
expression was confirmed by immunohistochem-
istry. Furthermore, this contrast agent was mixed 
in in vitro cell culture to examine the binding 
affinity of the targeted contrast agent to angiosar-
coma SVR cells. These results showed an  average 

of two targeted VEGFR2 microbubbles binding 
to each angiosarcoma cell, suggesting very high 
binding affinity exists between targeted VEGFR2 
microbubbles and angiosarcoma cell (Willmann 
et al. 2008a, b). More recent reports using ultra-
sound-guided injections addressed the need for 
relevant models of tumours. For example, Jäger 
et al. (2013) reported guided inoculation of blad-
der tumour cells to generate an orthotopic model 
and test efficacy of gemcitabine/cisplatin treat-
ment, and this approach replaced complex lapa-
rotomy and decreased morbidity for mice.

14.1.8  Cardiovascular Applications

Another major application of micro-ultrasound is 
in the field of cardiovascular research (see, e.g., 
references Zhou et al. 2004; Franco et al. 2006; 
Kulandavelu et al. 2006). The principal advan-
tages of ultrasound in this regard are real-time 
frame rates to image the rapidly beating (6/s) 
heart rate, functional imaging of blood flow 
hemodynamics via pulsed Doppler and the ability 
to achieve phenomenal (<1 ms) temporal resolu-
tion using ECG-registered reconstruction (Cherin 
et al. 2006). Figure 14.6 shows an example of a 
day 13 mouse embryo in which both ventricles 
are visible and the total size of the heart is little 
more than 1 mm in diameter. Other structures 
 visible include neural tubes in the brain, the heart 
and the torso. Measurement of essential cardiac 
performance factors is possible using semiauto-
mated methods in which the cardiac chambers are 
outlined in various phases of the cardiac cycle as 
illustrated in Fig. 14.7. Quantitative analysis of 
stroke volume, ejection fraction, fractional short-
ening, area change, fractional area change, car-
diac output, LV mass and average wall thickness 
is possible. Pulsed Doppler is also important for 
the assessment of the hemodynamics of the heart. 
For example, peak velocity of zebrafish heart was 
assessed to report a molecular mechanism to 
 cardiac function by Mishra et al. (2013). Fig. 14.8 
shows the use of pulsed Doppler to measure flow 
velocity through the mitral valve. Visible are both 
the E and A waves critical for the assessment of 
diastolic function. Other features that are directly 
measureable include the isovolumic relaxation 
times.

Table 14.2 List of angiogensis drugs

Cancer drugs Reference

First-generation angiogenesis inhibitors
REGN910 Daly et al. (2013), Cancer 

Res

Aflibercept Eichten et al. (2013), 
Angiogenesis

ABDNAZ Ning et al. (2012), Cancer 
Res

Gemcitabine Francia et al. (2012), Mol 
Cancer Ther

Sunitinib Olson et al. (2011), PNAS

Paclitaxel Hwang et al. (2010a),  
J Ult Med

Vascular disrupting agents
STA-9584 Foley et al. (2012)
Vadimezan
DMXAA/ASA404

Seshadri et al. (2011)
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ECG-registered reconstruction enables useful 
studies of myocardial biomechanics in which 
quantitative measurements of displacement and 
strain are needed. Speckle tracking studies  
(Li et al. 2007, 2008) have shown that high- 
resolution ultrasound image tracking methods 
provide for the detection of cardiac dyssynchrony 
in the noninfarcted regions in the murine left ven-
tricles late after MI by identifying the temporal 
and spatial disparity of regional myocardial con-
traction. A recent publication on advanced speckle 
tracking has reported on restored synchrony in the 
adult heart with stem cell therapy (Yamada et al. 
2013). Myocardial strain values have been 
recently reported in paediatric heart to study 

 pathophysiology of paediatric cardiovascular dis-
eases (Andrews et al. 2013). Elastography based 
on full-radiofrequency reconstructions has dem-
onstrated capability of accurately characterizing 
normal myocardial function throughout an entire 
cardiac cycle, at high resolution, and detecting 
and localizing myocardial infarction in vivo (Luo 
et al. 2007; Luo and Konofagou 2008).

High-frequency ultrasound has also been used to 
assess right ventricular (RV) dysfunction and flow 
through the left (LCA), septal (SCA) and right 
(RCA) coronary arteries using colour and pulsed 
Doppler (Wu et al. 2013). Right ventricular dysfunc-
tion is prevalent in a variety of diseases/models 
including pulmonary insufficiency, pulmonary 
hypertension and COPD. Micro- ultrasound has 
been used to assess various RV parameters including 
cardiac output and stroke volume, RV wall thick-
ness, and RV diastolic dysfunction using pulsed 
Doppler through the tricuspid valve and tricuspid 
annular plane systolic excursion (TAPSE), a clinical 
standard for assessing RV systolic function.

14.1.9  Photoacoustic Imaging and Its 
Applications

Recent reviews have described about photo-
acoustic imaging and its applications to meet 
translational research priorities such as under-
standing disease mechanisms and developing 

Fig. 14.6 Forty megahertz micro-ultrasound image of a 
day 13 mouse embryo showing the ventricles of the heart, 
neural and body structures. The field of view is about 
12 × 10 mm

a b

Fig. 14.7 Long-axis imaging of the left ventricle at end 
systole (a) and end diastole. (b) Data from these views are 
combined with measurements of endo- and epicardium in 
the short-axis view to generate quantitative estimates of 
stroke volume, ejection fraction, fractional shortening, 

fractional area change, cardiac output, stroke volume, LV 
mass and average wall thickness. These measures are 
transferred directly to Excel-compatible data files for 
analysis
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innovative therapies (Luke et al. 2012; Mallidi 
et al. 2011). Herein, we summarize recent 
advances using photoacoustic imaging with high- 
frequency ultrasound. We will focus on the prin-
ciples of photoacoustic imaging and expand on 
its validation as it relates to key applications in 
in vivo imaging. Where applicable, photoacous-
tic data will be compared to existing imaging 
modalities to demonstrate multimodal imaging in 
key disease research areas.

14.1.9.1  Technology Overview
Photoacoustic imaging (also commonly opto-
acoustic imaging) has many parallels to ultra-
sound imaging; however, unlike ultrasound 
where the signal detection is based on acoustic 
backscatter, the underlying principle is due to 
the absorption of light in tissue. The optical 
absorption in tissue leads to a subsequent 
thermo-elastic expansion and vibration in the 
ultrasound frequency range. Relative to pure 
optical imaging techniques that have limited 
imaging depth (mm scale), photoacoustics offers 
the benefit of deep imaging (cm scale), but with 
sensitivity of optical imaging. Within the context 
of ultrasound imaging, photoacoustics offers the 

ability to add additional image contrast based on 
the optical absorption of tissues and other exog-
enous agents. Examples include the oxygen sat-
uration content of haemoglobin and other 
spectral properties of tissues, such as melanin 
and fat. A general review of the topic and the 
various implementations of the technology can 
be found in the book by Wang et al. (2012). A 
common implementation of the technology is 
ultrasound-based photoacoustics. Using this 
approach, laser light is exposed to the tissue and 
photoacoustic waves are detected with the linear 
array ultrasound transducer. The main benefit of 
this technique, over other detection geometries, 
is that since it is inherently registered with an 
ultrasound transducer, both standard B-mode 
ultrasound and PA images can be fused into a 
single multimodal imaging display. A descrip-
tion of a commercial high-frequency system 
from VisualSonics is described by Needles et al. 
(2013). The applications described below will be 
related to this ultrasound-based implementation 
of photoacoustics. Additional and complimen-
tary applications will be described in Sec. 
14.1.9.1, along with the other various implemen-
tations of the technology.

Fig. 14.8 Mitral valve flow waveforms such as that 
shown above can be obtained using the four-chamber 
view. The E (arrow) and A (double arrow) waveforms and 

isovolumic relaxation times (IVRT, IVCT) can be used for 
quantitative assessment of diastolic function
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14.1.9.2  Application of Photoacoustic 
Imaging

Photoacoustic imaging has emerged as a ground-
breaking hybrid imaging modality in key disease 
research areas (summarized in Table 14.4). Many 
of these research areas utilize the ability of pho-
toacoustics to evaluate oxygen content in blood. 
This is possible because the optical absorption of 
haemoglobin molecules, found in red blood cells, 
varies with the amount of bound oxygen and also 
as a function of optical wavelength. Thus, by 
imaging blood vessels at multiple wavelengths 
and knowing the absorption properties of haemo-
globin, the relative level of oxygen saturation can 
be deduced. A simple two-wavelength approach 
is the most practical, yet effective method, and is 
described by Wang et al. (2006). Measurement 
of oxygen saturation by photoacoustic imaging 
has been validated with existing and relevant 
imaging modalities – summarized in Table 14.5. 
Highlighted in these publications is the fidelity 
and quality of photoacoustic data and rapid in vivo 
acquisition of data comparable to either BOLD-
MRI or immunohistochemistry for hypoxia mark-
ers (Rich 2015; Qin et al. 2013)

In fact, in vivo imaging of oxygen saturation 
has shown tremendous growth in cancer therapy 
and regenerative medicine. Cancer therapy 
research has benefitted from the photoacoustic 
ability to detect hypoxic areas and response to 
therapy by restoration of oxygenation to these 
areas (Mallidi et al. 2015a, b). Tissue- engineered 
scaffolds using FDA-approved polymers were 
shown efficacious when oxygen saturation was 
restored to the underlying tissue (Talukdar et al. 
2014). Photoacoustic imaging of oxygen satura-
tion can benefit ischemic research in disease such 
as stroke and other neurological diseases, embry-
ology and diabetes research to advance under-
standing of the underlying mechanism of disease 
progression (Figley et al. 2013; Guevara et al. 
2013; Sethuraman et al, 2007).

Deep tissue imaging of cellular and molecular 
events is a tremendous benefit with photoacous-
tic imaging. This application demands localized 
imaging of the target organ in vivo and detec-
tion of discrete signals from one or more tagged 
 contrast agents. Contrast agents are designed to 

exhibit a unique optical absorption spectrum that 
is different from the surrounding tissues. Using 
multispectral imaging (also referred to as spectro-
scopic imaging), photoacoustic data is collected 
at multiple wavelengths (typically 5–10) and then 
analysed to unmix the relative contributions from 
contrast agent signal and background tissue and 
provide an estimate of concentration. An overview 
of the technique and methods for optimizing the 
signal processing are given by Luke et al. (2012).

Particular to this application is the ability 
to track different cell types and their homing 
abilities for a better understanding of either dis-
ease progression mechanism or innovation in 
the design of targeted therapy. In this respect, 
photoacoustic imaging of tagged nanoparticles 
has benefitted in tracking stem cells, immune 
cells and metastatic cells (Jokerst et al. 2012; 
Swierczewska et al. 2012; Mallidi et al. 2015; 
Grootendorst et al. 2011; Luke et al. 2013; Prasad 
et al. 2014). Photoacoustic properties of gold and 
carbon nanoparticles have rendered them suit-
able contrast agents for cell tracking. Likewise, 
these nanoparticles when coated for conjugation 
to molecular markers can be used for molecu-
lar imaging as summarized in Tables 14.3, 14.4 
and 14.5. More recently, photoacoustic imaging 
has made breakthroughs with the genesis of ther-
anostics in which therapy can be deployed against 
a cell type when a targeted molecular marker is 
detected. In fact, Hollander et al. (2014) reported 
on the development of a nanobody-functional-
ized gold nanostar for photothermal treatment of 
HER2-positive cancer. An illustration comparing 
an optical image of tagged optical contrast agent 
by photoacoustic is shown in Fig. 14.9.

14.1.10  Discussion and Conclusion

The mechanical and array ultrasound technolo-
gies reported here extend the bandwidth of high- 
performance ultrasound imaging from 15 to 
50 MHz enabling significant improvement in per-
formance for preclinical and potentially clinical 
applications. The established value of the mechan-
ical high-frequency imaging systems is now aug-
mented by new systems based on a 256-element 
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linear array configuration with a 64-channel beam-
former. Laser machining is used to define the array 
structure providing narrowly spaced elements with 
only 5–10 mm between elements. The architec-
ture of the transducer and beamformer enables 
beam profiles that approach the diffraction limit 
and ensure high image quality. One of the major 
advances associated with the development of the 
high-frequency array- based micro-ultrasound is 
the ability to perform real-time colour and power 
Doppler as demonstrated in Fig. 14.5. In the pre-
clinical arena, the new technology will find imme-
diate application in a wide range of small animal 
biomedical research and with over 1000+ publica-
tions. In addition to providing accurate measures of 

tumour burden in the parenchymal organs, micro- 
ultrasound and photoacoustic imaging enables 
real-time visualization of biological events at the 

Table 14.3 List of targeted contrast agents

Biomarker category Molecular target Cell types Contrast agent

Clinically translatable Human CD276 Ovarian cancer MicroMarker (Part # VS-11915)

Human BR55 (kinase 
domain)

Colon cancer MicroMarker (Part # VS-11915)

Matrix proteins Matrix metalloproteases 
(MMP)

Myocardial infarct
Metastasis marker

MicroMarker (Part # VS-11915)
Fluorescent activatable (Alexa 
Fluor)

Adhesion proteins Integrin Endothelial cells MicroMarker (Part # VS-11915)

Integrin Tumour cells IR800 CWa/SWCNTs (LICOR)/
De la Zerda A, et al. (2008)

VCAM Cell adhesion SWCNTs
Receptors EGFR Metastatic cells Gold Nanorods (Nanopartz Inc.)

VEGFR2 Endothelial cell in 
angiogenesis

MicroMarker (Part # VS-11915)

Immune proteins P-Selectin Endothelial cell in 
inflammation

MicroMarker (Part # VS-11915)

MAdCAM-1 Immune cell in 
inflammation

MicroMarker (Part # VS-11915)

CD44 Immune cell or tumour 
cell

SWCNTs

ahttp://www.licor.com/clinical_translation/irdye_800CW_background

Table 14.4 Summary of photoacoustic applications

Applications
Oxygen 
saturation

Multi-spectral 
imaging

Oncology √ √
Neurobiology √ √
Diabetes √
Embryology √
Atherosclerosis √
Regenerative medicine √ √
Cell tracking √
Molecular imaging √

Table 14.5 Multimodal imaging with photoacoustics 
complements data from existing imaging modalities

Existing imaging 
modalities

Photoacoustic imaging

Oxygen 
saturation

Molecular 
imaging

Optical imaging Mallidi et al. 
(2015a, b)
Florian et al. 
(2014)

Levi et al. (2013)
Lakshman et al. 
(2012)
De la Zerda et al. 
(2008)

MRI/PET/CT Rich (2015) Qin et al. (2013)
Kircher et al. 
(2012)
Swierczewska 
et al. (2012)

Contrast-enhanced 
ultrasound

Gerling et al. 
(2014),
Yin et al. 
(2013)

Histology Gerling et al. 
(2014)
Lakshman 
et al. (2013)
Yin et al. 
(2013)

Paproski et al. 
(2014)

Interstitial fibre 
optic probe

Campos et al. 
(2013)
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physiological and molecular level that can be fused 
onto real-time anatomical information and in three 
dimensions over time. All applications that benefit 
from this image fusion approach including cardio-
vascular disease, developmental biology, muscu-
loskeletal disease, inflammation, atherosclerosis, 
regenerative medicine using stem cells and engi-
neered tissues and a wide variety of other mouse 
models of human disease are developing rapidly. 
In addition to providing accurate measures of 
tumour burden in the parenchymal organs, micro-
ultrasound enables real-time visualization of flow 
in the tumour microcirculation. Other applications 
in cardiovascular disease, developmental biology, 

musculoskeletal disease, inflammation, athero-
sclerosis and a wide variety of other mouse models 
of human disease are developing rapidly.

14.2  Ultrasound Contrast Agents 
for Small Animal Imaging

François Tranquart, J.M. Hyvelin, and I. Tardy

14.2.1  Introduction

Focal imaging has been used for a while in the 
assessment of anatomic features both at clinical 
and preclinical levels. In vivo imaging of small 
laboratory animals is an outstanding component 
of new drug development, contributing to the 
validation of new animal models, the evaluation 
of drug effects together with a careful assess-
ment of the safety profile. The noninvasive 
nature of imaging when compared to histopa-
thology has reinforced the use of imaging for 
serial and longitudinal assays of rodent models 
of human diseases throughout the disease course.

Among the various imaging techniques avail-
able for small animals such as mice and rats, 
ultrasound imaging including B-mode, M-mode 
and Doppler mode is playing a major role. 
Ultrasound techniques have been well estab-
lished and extensively used for assessing cardiac 
function and blood flow changes in animal mod-
els of cardiovascular or oncology diseases 
(Hanton et al. 2008; Palmowski et al. 2008). 
However, the limited sensitivity of Doppler ultra-
sound for accurate blood flow assessment with 
devices operating between 3 and 40 MHz is a 
weakness for examination in small animals.

Contrast agents are now extensively used in 
medical imaging to enhance visualization of spe-
cific cavities or tissue perfusion (Claudon et al. 
2013). Even though computed tomography (CT), 
magnetic resonance imaging (MRI), single- photon 
emission computed tomography (SPECT) and 
positron emission tomography (PET) have made 
extensive use of contrast agents since their initial 
development, the use of ultrasound contrast agents 
(UCAs) is more recent and really emerged as a 

a

b

Fig. 14.9 What does the photoacoustic data of a taggable 
contrast agent look like? (a) shows a subcutaneous tumour 
positive for fluorescent signal from a nanoparticle, and (b) 
shows the complementary photoacoustic data within the 
microenvironment of the same tumour. The taggable 
nanoparticle is spectrally unmixed as green and is present 
in the axial and depth peripheries of the tumour. 
Endogenous blood is clearly unmixed and pseudo- 
coloured as red
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routine technique in the early 2000s. Besides gross 
anatomy, lesion extent and other morphological 
information provided by ultrasound (US) imaging, 
UCAs are able, after intravenous administration, 
to provide valuable functional information about 
perfusion (Correas et al. 2006; Frinking et al. 
2000), which often represents a key factor for a 
definitive diagnosis or for therapeutic guidance.

Since the first report made by Gramiak and Shah 
in 1968 (Gramiak et al. 1969), showing that air 
microbubbles could be used in vivo as strong ultra-
sound scatterers, many improvements have been 
made in bubble formulations (bubble stabilization 
methods based on various shell components or fluo-
rinated gas) and in ultrasound equipment, with the 
introduction of specific imaging sequences to 
exploit the acoustic properties of these agents in an 
optimal way. Nowadays, this new method, called 
“contrast-enhanced ultrasound” (CEUS), is becom-
ing more and more popular in almost all possible 
indications and organs, thanks to its performance, 
ease of use, real-time capabilities and low cost.

With the advent of targeted UCA, ultrasound 
imaging is gaining momentum in the field of 
molecular imaging due to practical advantages 
similar to those of CEUS and more particularly 
due to the simultaneous real-time anatomical and 
functional/molecular imaging capabilities 
(Deshpande et al. 2010; Hwang et al. 2010b; 
Kiessling et al. 2009; Inaba and Lindner 2012).

Despite the recognized added value of CEUS 
in clinical research, this imaging modality suffers 
from some limitations at preclinical level, mainly 
due to the lack of standardization. In preclinical 

imaging, minimizing variability in data acquisi-
tion is an important goal since scientists are eager 
to draw valid conclusions from their experiments 
for elucidating various pathophysiological mech-
anisms or for investigating new drug develop-
ments. As such, in-depth knowledge of interaction 
between ultrasound contrast agents and ultra-
sound waves together with animal physiology is 
required (Hyvelin et al. 2013). This will be the 
purpose of the present paper to present a state of 
the art on UCAs and related imaging technology 
for an appropriate use of CEUS imaging in small 
animals according to their specificities.

14.2.2  Specificities of Ultrasound 
Contrast Agents (UCAs)

Microbubble diameter sizes are in the micron 
range. After intravenous administration, micro-
bubbles larger than 6–8 μm in diameter cannot 
pass the capillaries at the pulmonary level and 
thus do not reach the left heart and general circu-
lation. Microbubble sizes should therefore pref-
erably be in the 2–5 μm range, i.e. close to or 
below the size of red blood cells. Microbubbles 
in this size range are able to move freely in the 
entire vasculature, including the smallest capil-
laries. They act as strong ultrasound scatterers 
due to the fortunate coincidence that their reso-
nance frequencies match well the range of ultra-
sound diagnostic frequencies (2–20 MHz).

Today, all commercially available ultrasound 
contrast agents (Fig. 14.10) for clinical use contain 

Fig. 14.10 Structure of 
microbubbles as 
ultrasound contrast 
agent. It is a bubble of 
gas from 0.5 to 10 μm in 
diameter, encapsulated 
by a lipid, protein or 
polymer-based 
biocompatible shell. The 
shell thickness can vary 
from 1 to 200 nm
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high concentrations of micron-sized gas microbub-
bles (108–1010 microbubbles per mL) stabilized by 
phospholipids (SonoVue®, Bracco Imaging, Italy; 
DEFINITY®, Lantheus Medical Imaging Inc., 
MA, USA; Sonazoid™, Nycomed Amersham 
Imaging, Oslo, Norway) or heat- denatured albu-
min (Optison™, GE Healthcare Inc., Princeton, 
NJ, USA) (Claudon et al. 2013; Correas et al. 
2006). The half-life of ultrasound contrast agents 
after intravenous administration is short, typically a 
few minutes. This duration is however in most 
cases sufficient for imaging purposes and has the 
added advantage that several consecutive injections 
can be performed during the same examination.

Only minute amounts of gas and stabilizing 
material are administered in an imaging dose, in 
the range of a few μL of gas and a few tens of 
micrograms of phospholipids per injection. These 
minute quantities reflect the remarkable potency 
of bubble-based ultrasound contrast agents com-
bined with the high sensitivity of the ultrasound 
contrast imaging mode, significantly higher than 
the sensitivity reported for X-ray and magnetic 
resonance methods.

These clinical UCAs are also commonly used 
in small animal preclinical studies, and their 
characteristics are provided in Table 14.6. Few 
other UCAs have been developed specifically for 

preclinical research, such as Non-Targeted 
MicroMarker™ (VisualSonics Inc., Toronto, 
Canada) and Targestar® (Targeson Inc., San 
Diego, USA) (Hyvelin et al. 2013).

Ultrasound molecular imaging (US-MI) requires 
the use of targeted UCAs, which differ from those 
initially developed for blood pool imaging by the 
presence of a targeting moiety able to link the bub-
ble to the selected cell biomarker (Kiessling et al. 
2012). Once attached, these microbubbles are able 
to generate  detectable echo signals similar to those 
obtained with blood pool agents, since the signal is 
generated by the bubble itself and not the ligand. It 
is important to highlight two characteristics:

• As the microbubbles remain strictly within the 
vascular compartment, targets of interest must 
be selected on the luminal side of the endothe-
lial cells (Moestue et al. 2012).

• The attachment of microbubbles to the surface 
of endothelial cells must be strong enough for 
vascular areas where shear stress is high due 
to high blood velocity and viscosity.

Among targeted microbubbles, commercial 
preparations have been designed specifically for 
small animal imaging based on streptavidin- 
functionalized microbubbles (Target-Ready 

contrast agent Manufacturer / 
Distributor Shell Gas microbubble 

number (mL-1)
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BR381 Bracco Suisse SA phospholipid 2 x 108 2

Non Targeted 
MicroMarkerTM VisualSonics Inc phospholipid 2 x 109 1.3

Targestar® P Targeson Inc phospholipid 1 x 109 2.2

TargetReady 
MicroMarkerTM

VisualSonics Inc phospholipid 2 x 109 1.3
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Targestar® SA Targeson Inc phospholipid 1 x 109 2.2

Visistar® 
VEGFR2/Integrin/VCAM-1

Targeson Inc phospholipid 1 x 109 2.2

BR552 Bracco Suisse SA phospholipid 2 x 109 1.5

C4F10/ N2

C4F10/ N2

C4F10/ N2

C4F10/ N2

C4F10

C4F10

C4F10

Table 14.6 Main characteristics of ultrasound contrast agents already commercialized for clinical and preclinical use

To be noted is the information provided for two agents non-commercially available but largely used at preclinical level
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MicroMarker™, VisualSonics Inc., Toronto, 
Canada; Targestar SA, Targeson Inc., San Diego, 
CA) (Hyvelin et al. 2013). The ligand can be a pro-
tein, an antibody or antibody fragment, an oligo-
peptide or even an organic small molecule, the only 
requirement being that a biotin residue be attached 
to the molecule selected. No separation stage is 
usually necessary since the amount of biotinylated 
ligand added can be adjusted in order to be cap-
tured entirely by the streptavidin microbubbles. 
This procedure is very flexible and convenient for 
small animal imaging, as it allows the preparation 
of microbubbles coated on their surface with a bio-
tinylated molecule selected by the investigator.

Another strategy is the direct conjugation of the 
ligand on the PEG spacer. For covalent protein cou-
pling, a maleimide reactive group on the shell is 
coupled to a thiol group on the ligand, forming a 
thio-ether bond (Unnikrishnan and Klibanov 2012). 
Taking advantage of these new approaches, targeted 
contrast agents, whose outer shell is functionalized 
with the direct incorporation of specific ligands, 
have been made available for preclinical research 
(Visistar® VEGFR2, Visistar® VCAM-1 and 
Visistar® Integrin, Targeson Inc., San Diego, USA).

Finally, small molecules such as peptides can 
be conjugated to the shell-forming material 
before UCA generation (Anderson et al. 2010). 
Targeted UCA BR55 (Bracco Suisse SA, Geneva, 
Switzerland), which has reached clinical trial 
stage, is using a pegylated lipopeptide construct 
that is inserted into the UCA shell. BR55’s capac-
ity to be used in many animal models and humans 
provides a major advantage when developing a 
new agent (Pillai et al. 2010; Pochon et al. 2010; 
Tardy et al. 2010).

14.2.3  Ultrasound Contrast Agent 
Preparation

Due to microbubble nature of UCAs, specific 
care must be taken when using these agents. 
Their use must strictly follow manufacturer’s 
instructions. Non-Targeted MicroMarker™ and 
Target-Ready MicroMarker™ (VisualSonics 
Inc., Toronto, Canada), SonoVue® (Bracco 
Imaging, Italy) are provided in sealed vials as a 
lyophilized cake in an atmosphere of gas making 

them stable for several months when stored 
according to the manufacturer’s instructions. 
These microbubbles are reconstituted by adding 
saline in the vials and shaking the vials for a few 
seconds until a milky suspension is obtained. 
Other UCAs, such as DEFINITY®, Optison™, 
Targestar® and Visistar® consist of a suspension 
of microbubbles within the vials. DEFINITY® 
requires vigorous mechanical shaking for 
 microbubble activation, whereas OptisonTM, 
SonazoidTM, Targestar® and Visistar® require 
gentle homogenization by a top-bottom move-
ment before use. Regarding the Target-Ready 
MicroMarker™ microbubbles, a biotinylated 
antibody in solution, usually 10–20 μg per vial, 
is added in saline at a low enough concentration 
to ensure no remaining free antibody after mix-
ing. During reconstitution, it is crucial to avoid 
excessive pressure in the sealed vial, as this will 
destroy the microbubbles. After reconstitution, 
UCAs are stable in the sealed vial for a few hours 
(up to 6 h depending on the contrast agent and 
the number of withdrawals). The use of micro-
bubbles after the recommended time post-disso-
lution could increase the variability related to a 
significantly lower number of microbubbles. 
Since the solution tends to become less homoge-
neous due to the natural buoyancy of microbub-
bles, it is mandatory to mix the vial contents 
before each retrieval by a top-bottom movement. 
UCAs can be further diluted with saline. Dilution 
should be performed into a clean Eppendorf 
Tube immediately prior to injection to prevent 
bubble  destabilization. Any remaining diluted 
contrast agent should be discarded.

14.2.4  Contrast-Specific Imaging 
Modes

UCAs cannot be detected with conventional 
B-mode imaging. Conventional Doppler modali-
ties, including colour, power and spectral Doppler 
imaging, are very sensitive to the presence of 
microbubbles in relation to the increased back-
scatter. However, this increased sensitivity is 
hampered by artefacts such as colour blooming 
and saturation requiring a decrease in the injected 
dose (bolus or infusion) or the machine gain.
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The interaction between microbubbles and US 
beam is complex and offers a unique opportunity to 
specifically tune the signal processing to improve 
microbubble detection in solid tissues (Klibanov 
et al. 2002). Specific US imaging sequences have 
been designed to take advantage of the highly spe-
cific microbubble resonant properties by varying 
acoustic parameters such as acoustic power, trans-
mit and receive frequencies, pulse frequency, pulse 
phase and amplitude (Fig. 14.11) (Frinking et al. 
2000; Rafter et al. 2004).

Perfluorocarbon microbubbles present a sig-
nificant resonance at low acoustic power (MI 
<0.3) related to the non-linear response to posi-
tive and negative pulse with a stronger expansion 
of the bubble with negative pulse than expected. 
This low acoustic pressure did not entail burst of 
the bubble maintaining the bubble almost intact 
and detected within the vessels, organs or lesions 
that can be studied in real time in many anatomi-
cal planes during a few minutes. This major 
development of using low MI techniques results 
in two improvements: (1) longer persistence and 
improved reliability of contrast enhancement 
and (2) scanning technique almost identical to 
that of non-contrast conventional US imaging.

When using high or very high acoustic pres-
sure (MI >0.5), we could also obtain non-linear 

signals from microbubbles, but the enhancement 
duration is shortened by the disruption of micro-
bubbles by excessive pressure. This did not allow 
real-time image. This method could be combined 
with low MI techniques to perform replenish-
ment image: for this, after some pulses with high 
MI to destroy all microbubbles within an area of 
interest, we switched to low MI technique to 
detect a new arrival of microbubbles within the 
same area. It has been shown that replenishment 
is proportional to the local blood flow. In particu-
lar, both blood flow velocity and blood flow vol-
ume may be calculated by this method.

Among the specific US imaging sequences 
developed by the manufacturers, pulse or phase 
inversion imaging (PII), cadence contrast pulse 
sequencing (CPS) and pulse inversion amplitude 
modulation (PIAM) technology are at present the 
most efficient in our experience.

Pulse or phase inversion imaging was first 
introduced by ATL, Philips and Siemens and is 
now available in most high-end US systems. It 
relies on the different microbubble behaviour 
when the UCA is exposed to consecutive pulses of 
inverted phase. The reflected signals which  contain 
reflection from background tissue and from micro-
bubbles are stored and summed in the digital 
beamformer. The sum of the two out-of- phase 

Fig. 14.11 Principle of amplitude modulation contrast 
imaging. A pulse amplitude P0 is sent on medium whose 
echo is recorded, followed by a second pulse amplitude 
P0/2. The tissue response to the pulse amplitude P0/2 
(amplitude P’1) is two times lower than that to the pulse 
amplitude P0 (amplitude P1), due to the linearity of the 
response of the tissues with pressure. On the other hand, 
the response of microbubbles will not show this relation-

ship of proportionality: the response to the pulse ampli-
tude P0 (amplitude P2) is not twice the response to the 
pulse amplitude P0/2 (amplitude P’2). Thus, subtracting 
twice the response of the environment to the pulse ampli-
tude response P0/2 from the response to the pulse ampli-
tude P0 will cancel the component corresponding to the 
tissues without losing the component corresponding to the 
contrast agent
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 signals obtained from the background tissues is 
close to zero, cancelling the fundamental signals. 
On the contrary, the sum of the two signals 
obtained from the microbubbles differs from zero. 
The detection of the microbubbles is strongly 
enhanced, particularly if the microbubbles exhibit 
strong non-linear response and tissue displace-
ment is negligible. This PI mode could be used 
with high and low MI according to the differences 
mentioned above.

Cadence CPS imaging, introduced by Acuson- 
Siemens, or PIAM combines amplitude and 
phase modulations in order to extract the non- 
linear fundamental signals. This technique should 
improve detection of microbubbles particularly 
in the deep field from which non-linear signals 
are extremely weak.

Real-time contrast imaging is now combined 
with simultaneous B-mode imaging by using a dual 
view with a split screen allowing us to see dynamic 
enhancement within a lesion on one side and the 
background tissue on the other one for anatomical 
support. This B-mode image is obtained with low 

acoustic pressure in order to preserve the microbub-
bles from disruption. This capability is mandatory 
to track the enhancement of small lesions that can-
not be seen before the arrival of contrast by the 
absence of signal. It could be superimposed to back-
ground fundamental B-mode image.

At baseline, when contrast-specific imaging 
modes are used, the residual signal in an area of 
interest (AOI) is usually minimal, provided that 
proper ultrasound platform settings and animal 
preparation are used. Following administration of 
UCA, a very substantial enhancement of the vascu-
lar compartment can be seen. The enhancement 
observed for non-targeted contrast agents follows a 
very simple pattern (Fig. 14.12). The initial part of 
the curve (wash-in and early wash- out) is related to 
the vascular distribution of the agent in the organ/
lesion of interest. The intensity of the detected sig-
nals is proportional to the local concentration of 
microbubbles interrogated by the acoustic beam. 
Since UCAs are pure blood pool agents, the wash-
in curve can be used to quantify vascular parame-
ters in that lesion, such as time for contrast arrival, 

Fig. 14.12 Example of wash-in/wash-out curve and the 
bolus two-phase model allowing to extract the relevant 
parameters (agent SonoVue, ROI at the level of the upper 
cortex of the kidney, volume of agent injected 50 μL). 
There is an initial phase where the signal increases until the 
Imax value; it is the phase of filling (wash-in). There is then 
a first phase of exponential decay which corresponds to the 
first passage of the agent in the bloodstream. Then comes a 

second phase of decay exponentially, longest, which corre-
sponds to the elimination of the agent by the animal (wash-
out). We observe that in the case of SonoVue, elimination is 
very fast. Top panel images are contrast images acquired 
before contrast filling (1), at the time when the intensity is 
maximum (2), in the middle of the second phase of decay 
(3) and at the end of the elimination (4)
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rise time, maximal peak enhancement and area 
under the wash-in curve. The second part of the 
curve (wash-out curve) which starts from the peak 
enhancement corresponds to the clearance of con-
trast agent from the vascular compartment in rela-
tion to reticulo- endothelial system capture, 
non-specific microbubble retention and bubble col-
lapse. The clearance time (usually several minutes) 
will depend on the dose of UCAs used as well as 
on the UCAs circulation characteristics.

Basically, the imaging modes used for imaging 
targeted microbubbles are rather similar to those 
used for non-targeted agents. However, the simul-
taneous presence of bound and circulating micro-
bubbles after injection has triggered the need to 
develop new imaging strategies for the specific 
detection of bound microbubbles, excluding those 
remaining in circulation. As a matter of fact, only 
a very small fraction of the injected site-specific 
microbubbles actually reach and stick to the endo-
thelial receptors. The large majority will transit 
freely throughout the microcirculation for min-
utes after injection before complete clearance 
from the bloodstream. Therefore, one strategy 
could be to wait for a complete disappearance of 
circulating microbubbles from the vascular com-
partment but this would be time consuming and 
could expose the investigator to the detection of 
less bound bubbles due to their natural collapse. 
Therefore, the use of an alternative imaging 
sequence based on the destruction-replenishment 
concept has been proposed. Since these UCAs are 
relatively fragile, they can be destroyed within the 
imaging field by applying ultrasound pulses at 
sufficiently high mechanical index (MI >0.8) over 
five or more frames. Following the destruction 
within the imaging frame of both attached and cir-
culating microbubbles, UCAs still in circulation 
will replenish the scan plane with an unbound 
bubble concentration close to the one immedi-
ately before destruction. Therefore, by subtract-
ing the signal measured after the destructive 
pulses from the signal measured before this 
destructive pulse, the relative amount of bound 
microbubbles within the area of interest can be 
estimated. The name “differential targeted 
enhancement” was coined at Bracco Suisse for 
this method, as used in the VevoCQTM software 
package (VisualSonics Inc., Toronto, Canada).

Other approaches to selectively visualize and 
quantify bound targeted microbubbles are under 
investigation such as image processing or the use 
of new acoustic methods like plane waves 
(Couture et al. 2012).

14.2.5  The Importance 
of Quantification

The quantification of perfusion has been pro-
posed as an adjunct to the visualization of charac-
teristic enhancement patterns to identify specific 
diseases, to differentiate benign from malignant 
focal lesions, to screen different molecules in an 
animal model or to characterize local response to 
specific treatments.

Following administration of blood pool 
agents, the measurement of the mean signal 
intensity in the AOI as a function of time pro-
vides information on the local concentration of 
microbubbles and hence – since UCAs are pure 
blood pool agents – on blood perfusion parame-
ters in the scanning plane. Typically quantifica-
tion tools operate as an off-line application after 
CEUS is performed (Pysz et al. 2012). These 
tools are using either raw data (obtained before 
signal processing) or linearized data from 
recorded DICOM clips before assessing 
 perfusion using patented curve fitting models. 
When applying data linearization, the compres-
sion law is system- and settings-dependent, 
meaning that the appropriate law has to be 
selected prior to linearization of the video signal 
(Rognin et al. 2010; Mule et al. 2007). The valid-
ity of this approach has been confirmed for all 
tested systems based on the strict proportionality 
between the local bubble concentration and the 
measured echo signal (Payen et al. 2013). Further 
to the curve fitting, several parameters can be 
derived from the time intensity curve such as 
time to peak, peak intensity, mean transit time, 
area under the curve, etc. (Kiessling et al. 2009; 
Tranquart et al. 2012).

This is also of utmost importance for US-MI 
since a relatively low number of microbubbles 
are expected to bind to cellular biomarkers, and 
so it is important to be able to detect these few 
microbubbles with high sensitivity. The situation 
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is more complex than for perfusion quantification 
in the sense that there is no strict proportionality 
between the detected signal and the absolute 
level of expression of a given marker. As such, it 
is recommended to rely more on relative mea-
surements than on absolute values, but, nowa-
days, no straightforward method is available for 
that purpose.

Nevertheless, some groups have already 
reported changes in the amount of microbubbles 
bound in a selected area which matched nicely 
the level of expression of a given receptor as 
assessed by immunohistochemistry. This means 
that US-MI might be used for treatment monitor-
ing in order to assess treatment efficacy or to 
identify possible mechanisms underlying thera-
peutic effects.

14.2.6  Recommendations

14.2.6.1  Animal Handling During CEUS 
Imaging Session

Special care should be taken regarding animal prep-
aration and handling during ultrasound imaging 
(Hyvelin et al. 2013). Skin hair must be completely 
removed, using depilatory cream, in order to avoid 
the lack of enhancement produced by hair particu-
larly when using high ultrasound frequency. Warm 
acoustic gel should be applied all over the area 
between the animal and the transducer avoiding air 
microbubbles that will produce strong attenuation.

Body temperature control is of utmost impor-
tance (Fig. 14.13). During anaesthesia, animals are 
preferably placed on a heating pad to prevent a drop 
in their body temperature which can impact nega-

a

Fig. 14.13 Effect of speed rate of injection on ultrasound- 
enhanced signal (from 11). (a) In a rat model of prostate 
tumour, three successive injections of BR55 microbubbles 
(80 μL/kg of body weight of BR55 completed up to 50 μL 
with saline, i.v. injection, tail vein) were performed. 
Injections were made at different rates, and injection order 
was randomized. Lowering the rate of injection signifi-
cantly decreased time to peak as well as maximal peak 
enhancement (Imax). Typical image of prostate tumour at 
Imax is shown on the right side. Red dotted line indicates 
the tumour. (b) Typical example demonstrating the added 
value of a semiautomated (controlled) system to inject 
UCA. In rats (n = 4), four successive injections (tail vein) 
of UCA were performed manually or using an automated 

pump to maintain a constant speed rate set at 4 mL/min. 
Using the controlled injection system, the wash-in and 
wash-out phase of the TIC were more reproducible. (c). 
Effect of body temperature on contrast-enhanced signal 
was assessed in both rat and mice bearing mammary 
tumours. Graphs showed Imax and 10 min late phase sig-
nal in response to BR55 (80 μL of BR55/kg of body 
weight) in rat (MatBIII cells implanted in the mammary 
fat pad, n = 6, left graph) and mouse (DA3 cells implanted 
in the mammary fat pad, n = 6, right graph). Body tem-
perature was either maintained using a heating pad plus 
heating lamp or a heating pad alone. In the latter case, 
both Imax and late phase signal, measured 10 min after 
microbubble injections, were lower
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b

c

Fig. 14.14 Effect of anaesthesia carrier gas on contrast- 
enhanced ultrasound signal (from 11). (a) In a rat model 
of prostate cancer, both peak enhancement and late phase 
10 min signal in response to two successive injections of 
BR55 (80 μL/kg of body weight) were performed. 
Between the two injections, the isoflurane anaesthetic gas 
was driven either by medical air (20 % oxygen) or oxygen- 
enriched air (>95 %). Under high oxygen concentration, 
both peak enhancement and late phase 10 min signal were 
decreased. Curves are the mean ± SD obtained from eight 
animals. (b) Similar experiments performed in a model of 
TNFα-induced mouse hindlimb inflammation. Twenty 

four hours after TNFα treatment, microbubbles specifi-
cally targeted to P-selectin were injected intravenously 
(50 μL Targeted MicroMarker™ specific for murine 
P-selectin). In mice anaesthetized with isoflurane/medical 
air, Imax and 10 min signal were higher compared to mice 
anaesthetized with isoflurane/oxygen-enriched air. (c) 
Effect of switching anaesthesia carrier gas during the 
wash-out phase of the time intensity curve in response to 
Non-Targeted MicroMarker in a large artery of mouse 
hindlimb. Experiment was performed on six mice, with 
randomized order of anaesthesia carrier gas. Bar graph 
shows mean slope decay for each condition

Fig. 14.13 (continued)

tively the enhancement. In this regard, previous 
study shown that hypothermia (32°C) significantly 
alters dorsal skin blood flow rate, as well as blood 
flow of subcutaneously implanted tumour. Alteration 
in blood flow will ultimately affect UCA distribution 
and might then impaired reproducibility of succes-
sive injection throughout an imaging session.

After anaesthesia induction in small animal 
when using isoflurane, it is recommended to per-
form ultrasound examinations under medical air 
to maintain a good lifetime of microbubbles and 
to improve reproducibility between experiments. 
Indeed it has been shown that the use of 100 % 
oxygen as carrier gas could significantly decrease 
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the enhancement duration by promoting a faster 
exchange of gas between the core of the micro-
bubbles and the vascular environment. Therefore, 
changing carrier gas from 100 % oxygen to medi-
cal air (20 % O2) will dramatically impact the 
half-life on the UCA and thus the final results 
(Mullin et al. 2011) (Fig. 14.14).

14.2.6.2  Ultrasound Platform Settings
All changes in ultrasound platform settings will 
modify the detected ultrasound signal (Hyvelin 
et al. 2013). The acoustic power, or mechanical 
index (MI), is one of the most important param-
eters to be considered. CEUS requires low MI in 
order to minimize microbubble destruction, this 
being crucial when performing molecular imag-
ing. Recommendations provided by ultrasound 
companies should be followed cautiously.

Continuous insonation at high frame rate of 
the organ/lesion of interest will increase micro-
bubble destruction and therefore decrease the late 
phase signal, more particularly in tissues with 
low blood flow, such as tumours. When assessing 
only the perfusion parameters, using a non- 
targeted contrast agent, a frame rate of 1–2 Hz is 
recommended for a low blood flow organ, but for 
higher blood flow, as found in the kidney and 
heart, a higher frame rate (5–10 Hz) is preferable. 
For targeted agents, a significantly lower frame 
rate below 0.1 Hz is enough for detecting prop-
erly microbubble binding.

Among the other parameters to be considered, 
gain, focus position and tissue gain compensation 
(TGC) will also affect signal intensity. It is 
important to refer to user manual of the equip-
ment as well as to keep constant these parameters 
when performing longitudinal follow-up studies. 
We recommend adjusting TGC settings in a fixed 
and reproducible pattern (preferably “flat” or lin-
ear). The use of automatic TGC is not recom-
mended since different values could be obtained 
from time to time (Gauthier et al. 2011).

14.2.6.3  Determination of the Optimal 
Concentration of UCAs

In the setting of a new ultrasound imaging  protocol, 
determination of the optimal dose of contrast agent 
is crucial, more particularly when quantitative 
 perfusion parameters are needed (Hyvelin et al. 
2013). It is essential to refer to companies recom-

mendations to avoid artefacts such as weak 
enhancement due to a too low amount of micro-
bubbles or shadowing due to an excessive amount 
of microbubbles in the organ of interest (Figs. 14.15 
and 14.16). The recommendations have been estab-
lished under strict conditions and as such must be 
followed in the absence of specific requirements. 
Typically the dose of UCAs should be adjusted for 
preclinical use since animal  physiology, and the 
use of high ultrasound frequencies and slighter 
higher mechanical index will modify the condi-
tions for an appropriate detection.

When it comes to the targeted contrast agent, 
the same recommendation applies. Furthermore, 
it is important to consider that targeted UCAs 
generally become detectable only after the large 
majority of unbound microbubbles cleared from 
the bloodstream. As a matter of fact, only a very 
small fraction of the injected targeted UCAs will 
actually reach and stick to the endothelial 
 receptors. It is important to adjust the dose of tar-
geted contrast agent to obtain a good signal from 
bound microbubbles after a rapid elimination of 
unbound microbubbles. A proper dose ideally 
allows measurement of targeted microbubbles 
5–10 min after injection of contrast agents.

14.2.6.4  Injection Procedure of UCA
UCAs are injected intravenously (i.v.) in small ani-
mals, as in man (Hyvelin et al. 2013). In preclinical 
studies, UCAs are administered either preferably 
as a bolus, followed or not by a flush of saline, or 
less frequently as an infusion. The injected volume 
should remain typically lower than 100 μL to avoid 
overload which can modify physiology conditions. 
It is essential to remind each user the pressure sen-
sitivity of UCAs leading to major caution during 
the injection. Indeed an overpressure could break a 
large part of the microbubbles within the syringe 
leading to the absence of contrast enhancement. 
Based on our experience, we are recommending a 
25G for rat tail vein and a 27G for mouse tail vein 
connected to a Hamilton syringe. We recommend a 
device constituted of a three-way valve, with one 
end connected to a pump, a second end connected 
to the butterfly needle and the third end connected 
to a Hamilton syringe. UCAs are then loaded into 
the system and injected into the tail by mean of a 
flush of saline controlled by the syringe pump. The 
use of a flush whose volume is higher than the 
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injected volume of microbubbles ensures a com-
plete injection of the dose, avoiding any loss of 
microbubbles trapped in the tubing and/or the 
access vein. Obviously it is important to standard-
ize the injection mode based on local expertize 
since this might be a large source of variability 
between injections. As such the speed of injection 
should be kept constant (Fig. 14.13).

14.2.7  Applications of Ultrasound 
Contrast Agents

14.2.7.1  Vascular Imaging
After intravenous injection, UCAs will enhance 
all blood-containing compartments. Contrast- 
enhanced ultrasound of vessels is superior to 
colour or power Doppler for the detection of 

Fig. 14.15 Quantification of contrast enhancement 
within a rat renal cortex after intravenous injection of Non-
Targeted MicroMarker. Two ROIs have been drawn, ROI 
1 in green as a superficial ROI and ROI 2 in yellow as a 
deep ROI. When plotting the peak intensity (Imax in arbi-
trary units) in these two ROIs according to an increased 

dose of agents, we observed that until 10 μL, the measured 
enhancement was the same in the two ROIs, while over 
this dose, the enhancement in the deep ROI (in blue) 
reached a plateau due to an attenuation effect related to the 
superficial enhancement (which is still increasing in red)
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microcirculation, due to a higher spatial and tem-
poral resolution. These include heart ventricles 
and large vessels as in clinic. Left ventricle opaci-
fication and endocardial border delineation might 
help in identifying more precisely the endocar-
dial border and therefore facilitates the detection 
of areas with abnormal ventricular contraction or 
the presence of abnormal structures. Similarly, in 
large vessels, the presence of contrast may help 
in determining precisely the size of the vessel, to 
evaluate the vessel wall thickness (intima-media 
thickness), to detect atherosclerotic plaque, ste-
nosis, occlusion and blood leakages.

14.2.7.2  Tissue Perfusion
The level of tissue perfusion is the most important 
indicator of blood, oxygen and nutrient supply to 
parenchymal cells. Thanks to the high signal-to-
noise ratio and to the exquisite sensitivity of con-
trast-specific imaging modes, it is now possible to 
detect microbubbles in small vessels, down to the 
capillary level. Real-time tissue perfusion assess-
ment has opened large opportunities in the field of 
small animals by giving access to tumour blood 
flow assessment and monitoring under specific 
treatments, detection of abnormal local perfusion 
due to various procedures or simple physiological 

Fig. 14.16 Contrast-
enhanced signal 
measured in normal 
organ/tissue in response 
to successive injection of 
UCA (from 11). 
(a) Typical example 
showing ultrasound 
contrast enhancement in 
a rat kidney in response 
to three successive 
injections of SonoVue® 
(0.03 mL/kg). Between 
each injection, 5 min 
latence period was 
observed. Graph on the 
right indicates the 
coefficient of variation 
(CoV) of Imax 
determined in three 
different rats. (b) Typical 
example TICs generated 
at the level of the renal 
artery in response to 
three successive 
injections of BR55 
(0.08 mL/kg). CoV of 
Imax was determined in 
six different rats

S. Foster et al.



351

response (Lucidarme et al. 2006; Thibault et al. 
2005). This is a strong advantage over other imag-
ing modalities which cannot provide such real-
time assessment or easy monitoring. Changes in 
blood flow and vascular volume could be mea-
sured quantitatively in tumour-bearing rats pro-
viding useful data for treatment monitoring. This 
rapid effect of test drugs might also become 
important for identifying the optimal time win-
dow and dosing of drugs (Guibal et al. 2010; 
Seiler et al. 2007; Zhou et al. 2011) (Fig. 14.17).

14.2.7.3  Targeted Agents
The main areas of use of these targeted UCA are 
for the detection of neoangiogenesis and inflam-
mation (Pysz and Willmann 2011; Pysz et al. 
2010) (Figs. 14.18, 14.19, and 14.20). A large 
number of preclinical studies have been per-
formed taking advantage of the commercially 
available biotinylated ligands and ready-to-use 
streptavidin microbubbles. In the course of the 
inflammatory process, various cell surface mark-
ers are expressed or upregulated on the luminal 
side of endothelium and therefore are accessible 
to targeted microbubbles. Several studies have 

demonstrated the feasibility of imaging inflam-
mation (targeting ICAM-1, P-selectin and 
VCAM-1) in various cardiovascular diseases, 
including heart transplant rejection, atherosclero-
sis (Kaufmann et al. 2007), kidney ischemia/
reperfusion (I/R) (Lindner et al. 2001) and cardiac 
I/R (Davidson et al. 2012, 2014; Hyvelin et al. 
2014; Villanueva et al. 2007), inflammatory bowel 
disease (Wang et al. 2013; Deshpande et al. 2012) 
and more recently in inflamed endothelium of 
obese macaques (Takalkar et al. 2004). Among 
these markers, P-selectin plays critical role in the 
first cellular event of inflammatory processes. In a 
rat model of transient ischemia, we showed that 
US-MI using a targeted UCA specific for selec-
tins based on rPSGL-Ig ligand (MB-selectin) 
allows the detection of a past myocardial I/R 
events (Hyvelin et al. 2014; Bettinger et al. 2012).

In addition to endothelial receptors, site tar-
geted microbubbles can also be used for the 
 visualization of thrombi associated with stroke. 
Immunobubbles bearing abciximab, a glycopro-
tein IIb/IIIa receptor inhibitor, were shown to 
improve visualization of human clots both in an 
in vitro and in an in vivo model of acute arterial 

Fig. 14.17 Typical contrast enhancement obtained in vari-
ous animal models in rats (Dunning, Mat B III, LNCaP) and 
mice (DA3, LNCap and HCT116). On top panel are pre-
sented B-mode images of each tumour in these animal mod-
els. On middle panel are presented images at baseline in 

contrast-enhanced ultrasound mode after injection of BR55 at 
a dose of 0.8 μL of gas/kg weight, while on the bottom panel 
are presented images obtained at peak enhancement after this 
injection. To be noted is the heterogeneity of enhancement in 
few models according to the degree of necrosis
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thrombotic occlusion (Della et al. 2008; Alonso 
et al. 2007).

The second important area, in which US-MI 
has clearly emerged, is tumour detection and 
more particularly tumoural neoangiogenesis, i.e. 
the formation of new blood vessels, which is a 
fundamental process occurring during tumour 
progression. Among the key molecular pathways 
that regulate angiogenesis, the VEGF-A and its 
receptor VEGFR2 are the most important 
(Lyshchik et al. 2007b; Bachawal et al. 2013). A 
biotinylated anti-mouse VEGFR2 antibody cou-
pled to streptavidin microbubbles showed signifi-
cantly higher signal intensity in two murine mod-
els of breast cancer compared to control 
microbubbles (Willmann et al. 2008; Bzyl et al. 
2013, 2011). In addition, the level of signal 
observed correlated well with the expression of 
VEGFR2 in these two tumour types. Similar 
results were reported in two murine models of 

angiosarcoma and malignant glioma (Forsberg 
et al. 2011). Many other biomarkers have been 
identified in this complex process such as neuro-
pilin 2, the αvβ3 integrin and endoglin (CD105) 
(Willmann et al. 2010; Ellegala et al. 2003).

More recently, BR55, a clinical-grade UCA 
targeted to VEGFR2 (Bracco Suisse SA, 
Geneva, Switzerland), has been evaluated in 
animal models and also in man for the assess-
ment of tumoural angiogenesis (Pochon et al. 
2010; Tardy et al. 2010).

Several receptors can also be imaged in the 
same animals during tumour growth. For instance, 
VEGFR2 and αvβ3 integrin or endoglin (CD105) 
can be monitored separately during treatment. As 
shown in these studies, targeted microbubbles can 
be used not only to detect the presence of different 
markers expressed on endothelial cells but also to 
monitor changes in  receptor levels longitudinally 
in response to therapy. Treatment with antiangio-

Fig. 14.18 Preclinical ultrasound molecular imaging of 
a Dunning prostate tumour with BR55 (ultrasound tar-
geted agent for VEGFR2). Top panel: Left, B-mode image 
of the rat prostate with the tumoural part in green and the 
healthy part in pink. Middle, 20 s after BR55 injection the 
enhancement was slightly higher on the tumour side, indi-

cating a higher vascularity. Right, 10 min after BR55 
injection, only the tumour remains strongly enhanced. 
Lower panel: Immunohistochemistry confirmed the 
strong expression of VEGFR2 in the tumour vessels (iden-
tified by CD31 staining) compared to the basal level of 
VEGFR2 in the healthy prostate

S. Foster et al.



353

Fig. 14.19 This example refers to the use of BR55 
microbubble in a mouse model of colon cancer tumour 
HCT116. On top left are presented image in B-mode with 
a clear delineation of the tumour and image at baseline 
before injection of BR55 (agent targeted for VEGFR2). 
Below is a presented image obtained at peak intensity 
demonstrating a strong and homogeneous enhancement 
(left) with a corresponding late phase enhancement 
obtained at 10 min after BR55 injection further to image 
processing and demonstrating an almost exclusive binding 
of BR55 in the area of the lesion. On top right is presented 

the acquisition mode with a time intensity curve which 
shows a progressive decrease in signal both in the lesion 
and surrounding tissue with a higher detected signal 
within the lesion. The specific binding is obtained after 
applying destructive pulses and replenishment to differen-
tiate specific from non-specific detected signal. On bottom 
right are reported immunohistochemistry results of the 
lesion for both CD31 and VEGFR2 receptor illustrating 
the high vascularity and overexpression of VEGFR2 in 
this lesion

14 Ultrasound



354

genic or cytotoxic therapy resulted in a reduction 
in binding of microbubbles targeted to these recep-
tors (Korpanty et al. 2007). This reduction corre-
lated with a reduction in tumour microvessel 
density. Changes in receptor levels might be very 
early signs of treatment efficacy, well before any 
morphological and/or functional change is 
detected and might therefore be used as surrogate 
markers and good predictors of response to antian-
giogenic or cytotoxic chemotherapy (Fig. 14.21).

14.2.8  Discussion and Conclusion

Ultrasound is a real-time imaging modality ideally 
suited for medical imaging, thanks to its very broad 
range of applications, its high spatial and temporal 
resolution and low cost. With the addition of a con-

trast agent, ultrasound imaging provides additional 
functional information on blood flow and tissue 
perfusion. The development of targeted UCAs has 
expanded the role of ultrasound and contrast-
enhanced ultrasound beyond perfusion measure-
ments into molecular imaging applications.

This exciting new area requires a multidisci-
plinary approach involving biologists,  physiologists, 
physicists, engineers and clinicians to value the use 
of these agents and to provide valuable insights for 
pathophysiology and drug treatment development.

The combination of anatomic, functional and 
molecular information/data provided by contrast- 
enhanced ultrasound is a powerful tool for patho-
physiological investigation as well as drug 
treatment development. This is paving the way 
for valuable use of these agents and these ultra-
sound techniques in several clinical domains.

a b c

d e

Fig. 14.20 Typical examples of US-MI of a transient 
ischemic event in rat subjected to 20 min LAD occlusion 
followed by 2 h reperfusion. (a), During LAD ligation, 
injection of BR38 allowed imaging of the ischemic terri-
tory within the anterolateral and free walls of the LV. (b), 
Late phase enhancement of BR38, 2 h after reperfusion, 
revealed uniform enhancement in the left myocardium, 
suggesting no binding of BR38. (c), Image obtained with 
a postprocessing US-MI method was overlaid on the cor-

responding B-mode (anatomical) image and revealed no 
bound BR38 MB. (d), The same rat, US-MI using 
MB-selectin, 2 h after reperfusion, revealed higher late 
phase enhancement whose location matched the ischemic 
area as determined with BR38 during LAD ligation. (e), 
Image obtained with a postprocessing US-MI method, 
identifying bound MB-selectin in the myocardium previ-
ously ischemic, was overlaid on the corresponding 
B-mode (anatomical) image (from 46)
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15.1  PET and SPECT: Methods 
and Devices

Sibylle I. Ziegler

15.1.1  PET and SPECT Principles

Both positron emission tomography (PET) and 
single-photon emission computed tomography 
(SPECT) use radioactively labeled molecules 
that interact with a specific cellular target after 
injection. Images are formed by the detection of 
gamma rays, X-rays, or annihilation quanta (in 
the case of positron imaging). If single-photon 
emitters are used, the direction of flight has to be 
determined by geometric collimation. In contrast, 
coincidence detection exploits the unique feature 
of positron annihilation which results in two 
high-energy photons simultaneously emitted 
back to back.

In most cases, PET or SPECT instrumentation 
for small animals consists of scintillation crystals 
to convert photon energy into visible light, suit-
able light sensors, readout electronics, and image 
processing units. Depending on the application, 
PET and SPECT have different advantages and 
disadvantages, so there is not one technology 
superior for all cases.
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15.1.1.1  Positron Emitters 
Versus Single- Photon 
Emitters

Depending on the process to be imaged, adequate 
substances and labeling radioisotopes need to be 
selected. While PET nuclides offer the opportu-
nity to label molecules without changing their 
biological behavior (e.g., 11C labeling), for some 
slow biological processes it is advantageous to 
use SPECT tracers labeled with longer-lived 
radioisotopes, such as 99mTc or 125I. This allows 
much longer scan sequences, following slow pro-
cesses, which would not be possible with the 
short-lived positron emitting isotopes. 
Furthermore, labeling chemistry may be very dif-
ferent for SPECT and PET isotopes. Typically, it 
is much simpler and less expensive for SPECT.

A unique feature of SPECT imaging is the pos-
sibility to acquire data in several energy windows 
at the same time, offering the opportunity to coin-
ject tracers with different radiolabels for simulta-
neous detection of different processes (Table 15.1).

The radiopharmaceuticals used in PET are 
labeled with beta emitters. The positron, depend-
ing on its initial energy, will travel a small dis-
tance in the surrounding material, losing energy 
until it annihilates with an electron resulting in 
the emission of two photons with 511 keV, each 
in the opposite direction. Imaging is based on the 
detection of the two annihilation photons by two 
opposing detectors with a short time window 
(ns) (Fig. 15.1). Every pair of opposing detectors 

defines a line of response along which the emis-
sion point of the two annihilation photons is 
located; this can be described as an electronic 
collimation in contrast to geometric collimation 
in SPECT. In case the positron and electron are 
not at rest during annihilation, the angle between 
the two annihilation quanta can deviate from 
180° by up to 0.25°. Positron range and nonco-
linearity of annihilation quanta are physical lim-
its of the spatial resolution in PET imaging. 
Obviously, these limits especially influence the 
quality of preclinical imaging.

There are no such limits for SPECT nuclides. 
The drawback in SPECT is found in the necessity 
of geometric collimation, which reduces detection 
sensitivity. Collimators are made of highly absorb-
ing material, such as lead or tungsten, and their 
exact geometry needs to be defined according to 
the energy of the radionuclide and the spatial reso-
lution. In clinical SPECT systems, collimators 
with parallel hole geometry are most widely used. 
For preclinical measurements, in which small 
structures are being measured, pinhole collimators 
offer excellent submillimeter spatial resolution 
(see Fig. 15.2). In general, caused by the geomet-
ric collimation, a strong dependence of spatial 
resolution vs. distance from the collimator is 
observed in SPECT. To improve sensitivity, there 
are systems available with many pinholes, measur-
ing overlapping or nonoverlapping projections. 
Advanced image reconstruction techniques have 
been developed for these geometries (Schramm 
et al. 2003; Beekman and van der Have 2007).

15.1.1.2  SPECT Imaging Devices
The main detector module of a SPECT imaging 
device is a gamma camera. A typical gamma cam-
era consists of a collimator, a scintillator crystal, a 
light guide, and a number of photomultiplier tubes 
(PMTs). The energy information is acquired by 
the sum of the PMT signals, and the position 
information of the gamma ray interaction within 
the crystal is determined using a centroid algo-
rithm (Anger 1958). A light guide is used in order 
to efficiently collect the scintillation light and dis-
tribute it among the PMTs. Segmented scintillator 
crystals and position- sensitive PMTs (PSPMTs) 
are also used in  current systems in order to 

Table 15.1 Characteristics of the most commonly used 
radionuclides in nuclear medicine

Radionuclide Decay
Photon energy 
(keV) Half-life

11C β
+ 511 20.3 min

13N β
+ 511 10.0 min

15O β
+ 511 2.07 min

18F β
+ 511 110 min

68Ga β
+ 511 68 min

82Rb β
+ 511 1.25 min

99mTc IT 140 6.03 h
111In EC 172,247 2.81 day
123I EC 159 13.0 h
125I EC 27–35 59.4 day
201Tc EC 68–80 3.05 day
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improve the spatial resolution for the preclinical 
application (Zeniya et al. 2006).

A typical SPECT device contains one, two, or 
more gamma cameras which rotate around the 
object. Stationary systems with several detector 
heads are currently available for small animals 
(Wirrwar et al. 2005; van der Have et al. 2009). 
Cost-effective approaches implemented station-
ary detectors in combination with the possibility 
of rotating the animal inside the field of view.

15.1.1.3  PET Imaging Devices
Block detectors are traditionally used in clinical 
PET, which consist of a number of individual crys-
tal elements read out by a small number of photo-
multiplier tubes (typically four). The sum of the 

four signals from the PMTs is used to determine the 
energy information, while the crystal where the 
interaction took place is determined by the four 
PMT signals using Anger logic (Casey and Nutt 
1986). Another option is the readout of a large num-
ber of crystals with a continuous light guide and an 
array of PMTs, similar to a gamma camera (Surti 
and Karp 2004). Both concepts have been translated 
into preclinical tomograph designs (Cherry et al. 
1997; Huisman et al. 2007), with the commercial 
version of the microPET concept currently being 
the most widely used principle (Kemp et al. 2009).

Alternative to the block detector concept is the 
individual crystal readout which can be achieved 
by using more compact photodetectors such as 
avalanche photodiodes (Lecomte et al. 1996; 

object containing
positron-emitting

radionuclide
annihilation event

Detector Detector

accepted by coincidence detection

rejected by coincidence detection

Fig. 15.1 Volume (shaded area) from which a pair of 
simultaneously emitted annihilation photons can be detected 
in coincidence by a pair of detectors. Not all decays in this 
volume will lead to recorded events, because it is necessary 

that both photons strike the detectors. Outside the shaded 
volume, it is impossible to detect annihilation photons in 
coincidence unless one or both undergo a Compton scatter 
in the tissue and change direction (After Cherry et al. 2003)

a b

Fig. 15.2 (a, b) Two types of collimators used to project “γ-ray images” onto the detector of a gamma camera. (After 
Cherry et al. 2003)
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Ziegler et al. 2001). The use of small-size crystals 
is advantageous in PET, since the crystal size will 
determine a lower limit in the achieved spatial 
resolution. However, the need of a large number 
of electronic channels to individually process the 
large number of detector signals significantly 
increases the cost of such a design. On the other 
hand, this concept was the base for developments 
toward integrated PET/MR imaging (e.g., 
(Judenhofer et al. 2007)).

The thickness of the crystal is critical for both 
PET and SPECT imaging. A thick crystal increases 
the gamma detection efficiency and hence the sen-
sitivity of the imaging device. However, in SPECT 
large thickness enhances the spread of the scintil-
lation light before reaching the PMT; therefore, a 
larger uncertainty in the localization of the photon 
interaction is introduced. In PET, and especially in 
small animal systems, making use of depth of 
interaction (DOI) information plays an important 
role in the improvement of the spatial resolution at 
the edges of the FOV when using long crystals. In 
order to minimize the crystal penetration effects 
and thus to determine the position along the crystal 
where the photon interaction took place, PET 
scanner geometries were suggested with two radial 
crystal layers of either the same or different mate-
rial instead of a single scintillation radial crystal 
layer (Schmand et al. 1998; Seidel et al. 2003; 
Chung et al. 2004). Advanced readout schemes of 
the scintillation light spread in a continuous crystal 
offer continuous depth measurement. DOI mea-
surement is not yet a standard feature of commer-
cial systems but will become more important as 
the ring diameter becomes smaller and the recon-
structed field of view covers a large fraction of the 
detector diameter.

15.1.2  Image Reconstruction: 
Quantification

15.1.2.1  Image Reconstruction 
Algorithms

Tomographic image reconstruction is based on 
measured estimation of the integral of radiotracer 
distribution as seen under different angles (pro-
jections). The reconstruction algorithms used for 

both SPECT and PET are the same, although, as 
previously described, the hardware and the prin-
ciple of operation are different for the two modal-
ities. These algorithms are used to produce a 
volume representation of the radiotracer distribu-
tion. The reconstruction algorithms can be 
divided into two groups: analytical and 
statistical.

For each projection, the acquired data are 
organized as number of counts along each line of 
response. In SPECT the lines are defined as the 
radial extensions of the collimator holes across 
the field of view, while in PET a line of response 
is the line connecting a detector pair. For the total 
number of projections, it is convenient to reorga-
nize the data into a 2-D matrix called sinogram, 
which contains the number of counts for every 
LOR at each angular view, namely, for every 
radial distance r and every angle θ. Sinograms are 
then used as input to the reconstruction algo-
rithms in order to generate the final image.

Analytical reconstruction algorithms model 
the measurement of radiotracer distribution in a 
simplified way so that an exact solution may be 
calculated analytically. However, these algo-
rithms ignore a number of physical effects during 
acquisition such as limited sampling, Poisson 
statistics in photon counting, attenuation, or 
radiotracer decay, resulting in reduced image 
accuracy. Filtered back projection (FBP) has long 
been the most widely used analytical reconstruc-
tion algorithm. Data in each LOR are homoge-
neously back projected and filtered. The filter 
introduces negative contributions which cancel 
out the positive counts in areas of zero activity. 
The choice of filter and cutoff frequency deter-
mines resolution and noise level in the recon-
structed image.

On the other hand, statistical, iterative recon-
struction algorithms compensate for the inaccu-
racies introduced to the image by including in the 
initial estimate of the image the abovementioned 
physical processes. Thus, the model becomes 
more complicated and an analytical solution is 
impossible to compute. An iterative calculation is 
thus needed which starts with an estimate of 
tracer distribution, computes the forward- 
projection, and compares calculated and 
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 measured projections. The image is updated 
according to the differences found between cal-
culated and measured projections until the esti-
mate agrees with the measured data. The model 
used in the algorithm can account for geometrical 
and detector effects, yielding improved image 
quality especially in the case of low counting sta-
tistics. Maximum likelihood expectation maxi-
mization (MLEM) is most commonly used. Since 
convergence is slow, accelerated algorithms have 
become most important in clinical routine, such 
as ordered subsets expectation maximization 
(OSEM) (Hudson and Larkin 1994).

15.1.2.2  Quantification
Quantification of activity concentration in the 
reconstructed images is most important, e.g., if 
changes of tracer accumulation are being mea-
sured during therapy. It is the basis for tracer 
kinetic modeling, which yields parameters char-
acterizing the biological process under investiga-
tion. Several factors affect quantification. While 
PET is widely accepted to be a quantitative imag-
ing method, this is not the case for SPECT, 
although reconstruction and correction tech-
niques have become available for quantitative 
SPECT. The main effects which determine quan-
tification are attenuation and scatter in the object 
of interest and spatial resolution of the imaging 
device.

Gamma rays traversing material undergo scat-
tering and photoabsorption effects; the magni-
tude of these effects depends on the energy of the 
gamma rays. In tissue, annihilation quanta mainly 
interact via Compton scattering, while lower- 
energy gamma rays, typical for SPECT, undergo 
photo absorption as well. In either case, gamma 
ray intensity along a certain line is attenuated and 
needs to be corrected. Compton scattering in the 
object causes gamma rays to deviate from their 
original line of flight and to lose some energy. 
Depending on the energy resolution of the detec-
tor system, they may still be detected and falsely 
attributed to a different line.

In contrast to the clinical case, it can be 
questioned whether attenuation and scatter 
need to be corrected for when imaging small 
animals, since the amount of tissue through 

which the gamma rays pass is much smaller. It 
should be kept in mind that these effects are 
much more pronounced when imaging a low-
energy nuclide such as I-125. For example, it 
has been shown for commercial small animal 
pinhole SPECT systems that for determination 
of activity within 5 %, appropriate correction 
methods need to be applied (Hwang et al. 2008; 
Chen et al. 2009).

Both, in PET and SPECT, attenuation and 
scatter correction algorithms rely on the avail-
ability of structural information, which can be 
gained from radionuclide transmission or CT 
scans. The latter is routinely used in dual- 
modality scanners (Chow et al. 2005; Hwang and 
Hasegawa 2005; Vanhove et al. 2009).

The distance-dependent spatial resolution of 
SPECT systems also needs to be taken into 
account if quantitative reconstruction is aimed 
for. Developments in SPECT reconstruction 
algorithms include descriptions of the resolution 
degradation, based on measurements, in order to 
minimize this effect (Liang et al. 1992).

In PET imaging, spatial resolution is nearly 
independent of the position along a line of 
response. For noncentral lines of response, the 
so-called parallax error introduces spatially vari-
able resolution. Oblique angles cause the volume 
of coincidence to be much wider, thus worsening 
the spatial resolution. Parallax error is more pro-
nounced for small detector ring diameters, as it is 
the case in devices for small animal imaging. 
Several schemes are being investigated for reduc-
ing the parallax effect in PET by exploiting DOI 
detection schemes.

The spatial resolution is also affecting quanti-
fication significantly due to the partial volume 
effect. The partial volume effect is the bias intro-
duced to the estimation of the radiotracer concen-
tration due to the limited spatial resolution of the 
imaging device and is dependent on both the size 
and shape of the object (Hoffman et al. 1979) and 
on the relative radiotracer concentration with 
respect to the surroundings. In general, the partial 
volume effect is minimized if the size of the 
object is relatively large in comparison to the sys-
tem’s spatial resolution. In order to acquire quan-
titative information about the radiotracer 
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distribution, compensation for partial  volume 
effects is a prerequisite (Chen et al. 1999). 
Advanced reconstruction algorithms include the 
detector blur in the system matrix description, 
thus offering reconstructed images with enhanced 
resolution (e.g., (Rafecas et al. 2004)).

There are other less important effects which 
influence image quality. In the case of PET, the 
detection of random coincidences may increase 
background in the reconstructed image. Owing to 
the finite time resolution of the detectors, a coin-
cidence event is the detection of two photons by 
two opposing detectors within a specific time 
window. This window is usually chosen to be 
twice the system’s time resolution. Since from 
theory, the random coincidence rate is propor-
tional to the width of the time coincidence win-
dow, the number of random events may be 
reduced by improving the system time resolution, 
namely, by choosing fast scintillators, photode-
tectors, and electronics. The detection and sub-
traction of random coincidences from measured 
data are performed by various methods which 
may be software or hardware based (Brasse et al. 
2005).

15.1.3  Future Developments

Obviously, spatial resolution is the primary 
requirement for animal imaging instruments. But 
sensitivity is as important since the amount of 
activity which can be injected may be limited by 
the specific activity (ratio of labeled tracer to 
nonlabeled substance) of the radiotracer.

Highest spatial resolution in preclinical 
SPECT in the range of a few hundred μm can be 
achieved with pinhole collimators, which, on the 
other hand, have a very low sensitivity (Meikle 
et al. 2005). In order to increase sensitivity, sev-
eral detectors are used. The spatial resolution of 
commercial PET devices for imaging small ani-
mals has reached the 1.0–1.5 mm region (Kemp 
et al. 2009), with sub-mm imaging possible 
(Schafers et al. 2005). Sensitivity of small animal 
PET scanners is increased by a long axial extent 
and 3D data acquisition.

Detector development will aim at cost- 
effective designs covering a large field of view. 

Parallel readout of many electronic channels with 
high count rate capability is a challenge. Both 
PET and SPECT reconstruction algorithms are 
continuously being refined, including models for 
improved system matrix generation, which will 
incorporate the specific detector configurations 
and characteristics.

15.2  PET and SPECT Tracers 
for Molecular Imaging

Uwe Haberkorn and Walter Mier 

15.2.1  Introduction

Molecular imaging combines noninvasive imag-
ing methods with tools of molecular and cellular 
biology. Traditional imaging approaches in 
nuclear medicine were solely based on the detec-
tion of anatomical and structural features. 
Complementary to these conventional methods, 
advances in biology made it possible to visualize 
cellular and biochemical processes. Until the 
event of PET imaging, the spectrum of nuclides 
used for tracers was largely restricted to iodine 
isotopes and 99 m-technetium (Dadparvar et al. 
1993; Eckelman et al. 2013). Today several PET 
nuclides have largely extended the possibilities 
of tracer design. The uptake of several archetypi-
cal diagnostic radiopharmaceuticals is illustrated 
in Figs. 15.3, 15.4, and 15.5. Yet, most of the 
commonly used tracers are derivatives of natural 
products. At present, the main effort in the field 
of radiotracer development is the identification of 
specific probes for targeting cellular structures, 
e.g., tumor-associated receptors. These new 
ligands can be used for diagnosis as well as for 
treatment, a concept known as theranostics. 
Further, noninvasive imaging paradigms studied 
in small animals are currently being translated 
into the clinics (Benešová et al. 2015; Wüstemann 
et al. 2016). In the future molecular imaging will 
provide new ways in diagnosis of cancer and 
monitoring treatment response in oncology. For 
instance, studies using PET-based imaging of 
reporter genes have already been described in 
gene therapy approaches (Sara et al. 2012; 
Yaghoubi et al. 2012).
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15.2.2  PET Tracers

15.2.2.1  18F-FDG 
([18F]-Fluoro-2- deoxy- 2-D-
glucose)

The glucose analog 18F-FDG is the most versatile 
PET radiopharmaceutical with major applications 
in oncology, neurology, and cardiology (Fletcher 
et al. 2008; Hellwig et al. 2015; Hutchings et al. 
2006). Most malignant tumors show an upregula-
tion of glycolysis, resulting in increased glucose 
consumption. FDG is taken up into cells by glu-
cose transporters and then phosphorylated to 
FDG-6- phosphate by the enzyme hexokinase, the 

first enzyme of  glycolysis. FDG-6-phosphate is 
not metabolized within the cells because it is a 
poor substrate for the further enzyme systems of 
glycolysis. Since the dephosphatase activity is 
downregulated in tumors, a dephosphorylation 
does not occur. As a consequence FDG-6- 
phosphate is trapped in the cells because the 
charge prevents the diffusion through the cellular 
membrane (Fig. 15.6).

Target
Glucose utilization, cellular uptake predominantly 
by glucose transporter 1 (GLUT-1) followed by 
phosphorylation by hexokinase II (HK-II)

Fig. 15.3 Receptor binding, metabolism, and mineraliza-
tion: 1 Receptor-mediated endocytosis of the antibody 
Zevalin allows the targeting of NHL. 2 Myocardial cells 

metabolize 11C-acetate in the tricarboxylic acid (TCA) 
cycle. 3 18F-fluoride ions substitute hydroxide ions in 
hydroxyapatite of the cancellous bone matrix

Fig. 15.4 Transport: 1 The amino acid 18F-O-(2- 
fluoroethyl)-tyrosine (FET) is taken up into the cells by 
the L-type amino acid transporter system. 2 Iodide is 
taken up by the human sodium iodide symporter (NIS) on 

thyroid cancer tissues. 3 18F-Fluorodeoxyglucose (FDG) 
is taken up into cells by glucose transporters. 4 123I-Meta- 
iodobenzylguanidine (MIBG) is transported by the nor-
epinephrine transporter (NET) into adrenergic neurons

15 PET and SPECT
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Applications
The clinical impact of 18F-FDG-PET has been 
reported for many different tumor types, such as lung 
tumors, colorectal carcinomas, breast carcinoma, and 
lymphomas (Rohren et al. 2004). Since PET allows 
quantitative values, the tracer has also been used for 
therapy monitoring by the assessment of changes in 
glucose metabolism (Huang et al. 1980). These 
changes usually occur very early during treatment 
thus allowing a rapid decision about the effectiveness 
of a specific treatment schedule. This may lead to 
early changes in therapy management. Furthermore, 
the values obtained with FDG-PET have been used 
as predictive markers in a couple of tumors including 
lymphomas and esophageal cancer. Non-oncological 
applications include the assessment of myocardial 
viability and inflammatory plaque detection in car-
diovascular diseases, the diagnosis of dementia, and 
the detection of inflammatory foci in patients with 
fever of unknown origin.

15.2.2.2  18F-FLT (3′-Deoxy-3′-[18 F]
fluorothymidine)

18F-FDG uptake is not tumor specific, and false-
positive findings can occur in inflammatory 

lesions. In contrast, nucleoside metabolism cor-
relates with the proliferative activity of malignant 
tumors. 18F-FLT is transported via nucleoside 
transporters and phosphorylated to 3′-fluorothy-
midine monophosphate by thymidine kinase 1 
and reflects thymidine kinase 1 activity. The 
phosphorylated tracer is trapped in the tumor 
cells (Fig. 15.7).

Target
Proliferation, nucleoside uptake and phosphory-
lation by thymidine kinase-1 (TK-1)

Applications
The tracer has been used as a proliferation marker 
in a variety of tumors (Chen et al. 2005).

Fig. 15.5 Hypoxia, enzyme activity, and morphology: 1 
18F-Fluoromisonidazole (FMISO) is reduced and cova-
lently bound within hypoxic cells. 2 The nucleoside 
18F-3′-deoxy-3′-fluorothymidine (FLT) is phosphorylated 

by thymidine kinase-1. 3 99mTc-labeled microspheres (i.e., 
macroaggregated human serum albumin) can be trapped 
in the sentinel lymph node

Fig. 15.6 Chemical structure of 18F-FDG 
([18F]-fluoro-2-deoxy-2-D-glucose)

Fig. 15.7 Chemical structure of 18F-FLT, 3′-Deoxy-3′-
[18F]fluorothymidine
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15.2.2.3  18F-FMISO ([18F]
Fluoromisonidazole)

Large tumors show areas with low blood perfu-
sion. The reduced oxygenation of these areas 
causes a reductive milieu. Tumor cells in hypoxic 
areas show reduced metabolism and sensitivity 
against radiation and chemotherapy (Moeller et 
al. 2007). The hydrophilic tracer 18F-FMISO dif-
fuses across cell membranes. It is subsequently 
reduced and  covalently attached to macromole-
cules within hypoxic cells (Fig. 15.8).

Target
Hypoxia; reductive potential in hypoxic tissues

Applications
Used for the detection of hypoxia in tumors, 
myocardial infarcts, or cerebral ischemia (Koh et 
al. 1992).

15.2.2.4  11C-MET (L-[methyl-11C]
Methionine)

The malignant transformation goes along with the 
overexpression of a variety of amino acid trans-
porters (Kobayashi et al. 2008). Consequently 
radiolabeled amino acids can be used as functional 
biomarkers to visualize amino acid transport and 
to some extent protein synthesis. 11C-Methionine, 
the most commonly used amino acid-based PET 
tracer, is considered be more tumor specific than 
FDG because its uptake in inflammatory cells is 
low (Kubota et al. 1995) (Fig. 15.9).

Target
Amino acid transport, by L-type amino acid 
transporters sodium-dependent transport systems 
as well as protein synthesis

Applications
11C-Methionine has been applied in brain tumors, 
head and neck tumors, and lung tumors, mainly 
for diagnosis but also in selected cases for ther-
apy monitoring (Kubota et al. 1992).

15.2.2.5  18F-Fluoride ([18F]Fluoride)
18F-Fluoride is a sensitive indicator of skeletal 
pathology. It is taken up by mineralizing bone in 
proportion to osteoblastic activity; normal bone 
structures demonstrate uniform uptake of 
18F-fluoride. The 18F-fluoride ion exchanges with 
hydroxyl groups on hydroxyapatite to form fluor-
apatite. 18F-fluoride is used as an alternative to 
the clinical bone scanning 99mTc- diphosphonate 
SPECT agents (Blake et al. 2001; Even-Sapir et 
al. 2004) (Fig. 15.10).

Target
Mineralization, malignant processes stimulate 
the osteoblastic activity; this causes increased 
fluoride incorporation.

Applications
Fluoride is increasingly used as an alternative to 
the classical bone scan for the detection bone 
metastases. The possibility to obtain quantita-
tive values should also offer new aspects such as 
the therapy monitoring of benign bone 
diseases.

Fig. 15.8 Chemical structure of [18F]fluoromisonidazole

Fig. 15.9 Chemical structure of 11C-MET, L-[methyl- 
11C]methionine

Fig. 15.10 Chemical structure of [18F]fluoride
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15.2.2.6  18F-FECH ([18F]
Fluoroethylcholine)

FECH is a specific substrate of choline kinase, an 
enzyme commonly overexpressed in malignant 
lesions. Phosphorylation with choline kinase results 
in intracellular trapping of FECH. Phosphorylated 
choline derivatives can be incorporated into phos-
pholipids. The major application of FECH is in 
prostate cancer as FDG-PET-CT is generally not 
suitable for  diagnosing prostate cancer showing low 
glycolysis rates (Hara et al. 2002) (Fig. 15.11).

Target
Choline metabolism, phosphorylation by choline 
kinase and subsequent incorporation into phos-
pholipids of cell membranes

Applications
Choline-based tracers are used for the diagno-
sis of primary and recurrent prostate carci-
noma, the planning of biopsy, and therapy 
monitoring.

15.2.2.7  13N-Ammonia ([13N]
Ammonia)

[13N]-Ammonia allows to measure regional myo-
cardial perfusion in normal and diseased states. 
The small molecule moves from the vascular space 
to the tissue both by active transport and by pas-
sive diffusion. Once in the myocardial cells, reten-
tion of 13N-ammonia involves predominantly the 
enzymatic conversion of 13N-ammonia and glu-
tamic acid to 13N-labeled. Because of the require-
ment for ATP for the metabolism, intracellular 
levels of 13N-ammonia reflect cellular processes 
dependent on viable myocardium (Fig. 15.12).

Target
Myocardial blood flow followed by metabolism 
by the glutamic acid-glutamine pathway

Applications
The tracer is used for the quantitative determination 
of myocardial blood flow (Schelbert et al. 1981).

15.2.2.8  68Ga-DOTATOC  ([68Ga] 
(1,4,7,10-Tetraaza-
cyclododecane 
-N,N′,N″,N‴-tetraacetic 
acid)-Tyr3-octreotide)

Due to its excellent performance, the peptide 
derivative DOTATOC is the gold standard of pep-
tide radiopharmaceuticals. A large number of car-
cinoid tumors have been shown to express 
receptors for somatostatin (Reubi, 2003). 
Somatostatin receptor-binding peptides contain-
ing chelators for various radiometals can be used 
for the diagnosis and therapy of somatostatin 
receptor-positive tumors. DOTATOC labeled with 
68Ga allows the diagnosis by PET; 90Y-labeled 
DOTATOC has been proven to be effective for 
endoradiotherapy (Fig. 15.13).

Target
Peptide receptor binding, the binding to the 
somatostatin receptor subtypes SSTR2 and 
SSTR5 induces receptor-mediated endocytosis of 
the tracer.

Applications
DOTATOC is used for the diagnosis and therapy 
monitoring of neuroendocrine tumors (Waldherr 
et al. 2002).

15.2.2.9  68Ga-DKFZ-PSMA-11 
(Glu-NH-CO-NH-Lys-(Ahx)-
[68Ga(HBED-CC)])

Glu-NH-CO-NH-Lys-(Ahx)-[68Ga(HBED-CC)] is 
used for the diagnosis and therapy monitoring of 
prostate tumors. The prostate-specific membrane 
antigen (PSMA), an enzyme highly overexpressed in 
prostate cancer, presents excellent properties as a tar-

Fig. 15.12 Chemical structure of [13N]ammonia

Fig. 15.11 Chemical structure of [18F]fluoroethylcholine
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get. A urea-based binding motif has been shown to 
bind with high affinity to PSMA (Hillier et al. 
2009). Conjugation to the chelator HBED-CC 
(N,N′-bis-[2-hydroxy-5-(carboxyethyl)benzyl]
ethylenediamine-N,N′-diacetic acid) allows for 
labeling with 68Ga and enhances the pharmacokinet-
ics of the molecule (Fig. 15.14).

Target
Prostate-specific membrane antigen, an epitope 
overexpressed on prostate tumors

Applications
The tracer is applied for the diagnostics of pros-
tate tumors (Afshar-Oromieh et al. 2015; Eder et 
al. 2014).

15.2.2.10  11C-Acetate ([11C]Acetate)
Fatty acids are the primary metabolic energy 
source for the myocardium. 11C-acetate, a read-
ily utilized myocardial substrate, is predomi-
nantly metabolized to carbon dioxide in the 
tricarboxylic acid cycle. Consequently, PET 
imaging of 11C-acetate allows the measurement 
of both myocardial flow and oxidative lipid 
metabolism. In contrast to the predominant oxi-
dative metabolism in myocardial cells, tumor 
cells involve the fatty acid synthesis pathway in 
11C-acetate metabolism. Consequently, 
11C-acetate can be used as a marker for the 
expression fatty acid synthetase, an enzyme 
overexpressed in prostate carcinomas and other 
cancers (Fig. 15.15).

Fig. 15.13 Chemical structure of [68Ga](1,4,7,10-tetraazacyclododecane-N,N′,N″,N‴-tetraacetic acid)-Tyr3-octreotide

Fig. 15.14 Chemical structure of Glu-NH-CO-NH-Lys-(Ahx)-[68Ga(HBED-CC)]
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Target
Oxidative metabolism, fatty acid metabolism, tri-
carboxylic acid (TCA) cycle in myocardial cells, 
and fatty acid synthetase (FAS) in tumor cells

Applications
PET tracer for myocardial oxidative metabolism 
and regional myocardial blood flow as well as 
renal, pancreatic, and prostate tumors (Armbrecht 
et al. 1990; Oyama et al. 2002).

15.2.3  SPECT Tracers

15.2.3.1  99mTc-Microspheres
Localization of the sentinel node can be achieved 
using a radiolabeled colloid such as 99mTc-HSA 
microspheres. The “sentinel” node is the very first 
lymph node(s) to receive drainage from a cancer-
containing area; it can be the only site of lymphatic 
metastasis. A negative result from the intraopera-
tive sentinel lymph node negates the possibility of 
more distant lymphatic metastatic spread. This 
process is part of “staging” the cancer. Once the 
labeled tracer has reached the nodes, the surgeon 
scans the area with a handheld gamma counter to 
detect the tracer. The sentinel node is removed and 
examined by a pathologist procedure. Thin intra-
operative procedure is used to decide whether fur-
ther dissection is required, most commonly for 
axillary lymph node dissection to avoid extensive 
removal of underarm nodes in case of breast can-
cer (Boni et al. 2000) (Fig. 15.16).

Target
Filtration of particles from the lymphatic ducts 
that drain from a tumor into the sentinel lymph 
node

Applications
Breast cancer, melanoma, colon cancer, and 
prostate cancer

15.2.3.2  123I-MIBG (Meta-[123I]
Iodobenzylguanidine)

Some tumors show a metabolic pathway, in 
which the hormones dopamine, adrenaline, and 
noradrenaline are synthesized from phenylala-
nine. The guanidine analog 123I-MIBG is chemi-
cally similar to these hormones. It enters a 
metabolic pathway of noradrenaline, a catechol-
amine that acts as an adrenergic transmitter and is 
synthesized and stored in the storage granules 
(synaptosomes) of the sympathomedullary cells. 
MIBG uptake is studied in nuclear cardiology to 
demonstrate myocardial sympathetic innervation 
to characterize acute and chronic alterations in 
sympathetic nerve function (Kasama et al. 2005) 
(Fig. 15.17).

Target
Transport by the norepinephrine transporter fol-
lowed by accumulation in neurosecretory storage 
granules of adrenergic tissue

Applications
Diagnosis of pheochromocytoma or paragangli-
oma, measurement of myocardial sympathetic 
innervation

Fig. 15.15 Chemical structure of [11C]acetate

Fig. 15.16 Structure of [99mTc]-microspheres

Fig. 15.17 Chemical structure of meta-[123I]
iodobenzylguanidine
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15.2.3.3  99mTc-Pertechnetate 
([99mTc]TcO4

−)
Due to its comparable charge/radius ratio, 
pertechnetate is incorporated into the thyroid 
gland similarly as iodide. This uptake is specific 
for tissues expressing the sodium iodide sym-
porter such as the thyroid, the stomach, etc. 
99mTc-pertechnetate has shown advantages over 
123I- and 131I-iodide with respect to image quality, 
procedure, and radiation dose for examinations 
of thyroid uptake and scintigraphy (Zuckier et al. 
2004). Consequently studies of the thyroid gland 
(morphology, vascularity, and function) are per-
formed primarily using pertechnetate. The 
pertechnetate ion is not incorporated into thyro-
globulin and therefore not stored in the thyroid 
gland. 99mTc-pertechnetate cannot pass the blood-
brain barrier; it accumulates primarily in the cho-
roid plexus. It is therefore used to study the blood 
perfusion, regional accumulation, and cerebral 
lesions in the brain. 99mTc pertechnetate can be 
used for the diagnosis of papillary and follicular 
thyroid carcinoma (Scott et al. 1995) (Fig. 15.18).

Target
Thyroid-specific uptake by the human sodium 
iodide symporter (hNIS)

Applications
Evaluation of thyroid diseases. Diagnosis of thy-
roid cancers and their metastases. Detection of 
ectopic gastric mucosa as a source of gastrointes-
tinal bleeding

15.2.3.4  99mTc-MIBI ([99mTc] Tc-2- 
Methoxyisobutylisonitrile)

The cationic, lipophilic complex 99mTc-MIBI 
enters the cell by passive diffusion across nega-
tively charged plasma and mitochondrial mem-
branes. It was originally developed for 
myocardial perfusion imaging, which is still its 
major application (Sun et al. 2003). However, it 
has been shown that 99mTc-MIBI can be used to 

evaluate oncological questions, i.e., overexpres-
sion of P-glycoprotein (Pgp), one of the primary 
mechanisms of multidrug resistance (MDR) in 
several diseases, including multiple myeloma  
(Fonti et al. 2004) (Fig. 15.19).

Target
Passive diffusion across negatively charged 
membranes. The retention is influenced by trans-
port proteins such as the P-glycoprotein pump 
and the multidrug resistance-associated protein 
pump.

Applications
Myocardial perfusion, detection of parathyroid 
adenoma, used to estimate drug efflux

15.2.3.5  111In Zevalin ([111-In] 
In-Ibritumomab Tiuxetan)

Due to its excellent performance, the protein 
derivative Zevalin is the gold standard of protein 
radiopharmaceuticals. Rituximab is a chimeric 
monoclonal antibody directed against the B-cell-
specific antigen CD20 expressed which is pri-
marily found on the surface of B cells. The high 
expression of CD20 on non-Hodgkin’s lympho-
mas (NHL) allows the treatment with this pro-
tein. Zevalin is a derivative of rituximab; it can 
be radiolabeled via the chelator 
MX-DTPA. Zevalin labeled with 111In allows the 
diagnosis by SPECT; 90Y-labeled Zevalin has 
been proven to be effective for endoradiotherapy 
of NHL (Wiseman and Witzig, 2005) 
(Fig. 15.20).

Target
Antigen binding to the B-cell-specific antigen 
CD20 allows the targeting of NHL.

Applications
Non-Hodgkin’s lymphomas (NHL)

15.2.3.6  99mTc-MAG3 ([99mTc] 
Tc-Mercaptoacetyl-
triglycine)

Radiotracers with low binding to plasma pro-
teins that are filtrated through the glomerular 

99m[TcO4]

Fig. 15.18 Chemical structure of [99mTc]pertechnetate
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capillary membranes and not secreted or 
absorbed by the renal tubules can be used to 
study renal function. 99mTc-MAG3 has a high 
extraction efficiency from functional kidneys, 
following active excretion by the tubular and 
glomerular system. It is used to determine the 

kidney function and kidney outflow rates 
(Shirasaki et al. 2004) (Fig. 15.21).

Target
Kidney perfusion due to a high glomerular filtra-
tion and low kidney retention

Fig. 15.19 Chemical structure of [99mTc] Tc-2-methoxyisobutylisonitrile

Fig. 15.20 Schematic structure of [111In] In-Zevalin
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Applications
Follow-up of kidney transplants. Kidney clear-
ance rate (combined perfusion and functional 
scintigraphy)

15.3  Radiotracer

Clemens Decristoforo and Roland Haubner

15.3.1  Development and  
Evaluation of Peptide-Based 
Radiopharmaceuticals

15.3.1.1  Introduction

Recently, radiolabeled receptor-binding peptides 
have emerged as an important class of radiopharma-
ceuticals for diagnosis and therapy. Major advan-
tages of peptides compared with antibodies are that 
they are not immunogenic, show fast diffusion 
and target localization, and can be modified 
 concerning metabolic stability and pharmacokinet-
ics. Advantages compared to small molecular 
weight compounds are that they are more tolerant 
concerning modification required for appropriate 
labeling (e.g., introduction of chelating systems for 
radio metalation) and strategies for optimizing 
pharmacokinetics. Most prominent members of this 
class of tracer are radiolabeled peptides for target-
ing somatostatin receptors. Some of them are 
already clinical routine for diagnosis as well as pep-
tide receptor radionuclide therapy of somatostatin-
receptor-expressing tumors. Currently a variety of 

other peptides such as bombesin derivatives, chole-
cystokinin/gastrin analogs, RGD-containing pep-
tides, and chemokine receptor CXCR4 targeting 
peptides are evaluated.

In this chapter we want to give some guidelines 
for the development and evaluation of radiolabeled 
peptides. This includes a summary of strategies for 
lead structure finding, approaches for optimization 
of binding affinity, metabolic stability and phar-
macokinetic behavior, possible labeling strategies, 
and discussion of techniques for in vitro and 
in vivo evaluation. Obviously, this chapter cannot 
cover all aspects of the different topics in detail. 
The first part is thought to give some brief insights 
in different strategies on how to find a new lead 
structure. The second part gives an overview of the 
different approaches to optimize tracer for the use 
in nuclear medicine and may help to choose appro-
priate strategies for the development of new pep-
tide-based radiopharmaceuticals. The third part 
deals with labeling strategies and covers the most 
suitable labeling techniques for the most important 
isotopes used for labeling of peptides and will try 
to give the reader some guidelines for choosing the 
appropriate labeling techniques. The last part 
includes theoretical and practical details for carry-
ing out corresponding in vitro and in vivo evalua-
tions of peptide-based tracer.

15.3.1.2  Tracer Development

Lead Structure Finding
Human disease is often caused and/or associated 
with alterations in protein expression. Peptide-
protein interactions play a central role in control-
ling and modulating cellular function, intracellular 
communication, immune response, and signal-
transduction pathways. With some exceptions, 
like calcitonin, insulin, and oxytocin, naturally 
occurring peptides are not directly used as drugs. 
Especially for radiolabeling modifications are 
required. The different strategies for the design of 
peptides as drugs, drug candidates, and biological 
tools include structural, conformational, dynamic, 
and topographical considerations.

In general the development of new drugs is a 
challenging task. Many are discovered by chance 
observations, by the scientific analysis of folk 

Fig. 15.21 Schematic structure of [99mTc] 
Tc-mercaptoacetyl-triglycine
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medicines, or by noting side effects of other 
drugs. More systematic methods include (a) the 
“classical” approach, where at least the structure 
of the ligand or the structure of the protein and 
the binding site is known; (b) approaches based 
on combinatorial chemistry, where synthetic 
libraries of peptides were produced and screened; 
and (c) approaches based on phage display librar-
ies, where the properties of bacteriophages are 
used to produce a great diversity of binding epit-
opes. The following part gives a brief overview of 
these major strategies in lead structure finding 
and is not thought as a comprehensive review of 
the state of the art. Nevertheless, it should pro-
vide some basic information for those who are 
not familiar with this topic.

Rational Drug Design
This approach uses information about the struc-
ture of a drug receptor or one of its natural ligands 
to identify or create candidate drugs (for more 
information, see (Leach and Harren 2007)). The 
three-dimensional structure of a protein can be 
determined using methods such as X-ray crystal-
lography or nuclear magnetic resonance spec-
troscopy. Based on this structural information, 
databases containing structures of many different 
chemical compounds can be searched. These 
approaches allow selection of those compounds 
that are most likely to interact with the receptor, 
which can subsequently be synthesized and 
tested in corresponding biological assays.

If the structure of the receptor’s binding pocket 
is not known, the development can start by using 
the structure of a known ligand or, at least, binding 
sequence of the ligand. Resulting from these infor-
mations, by using structure activity relationship 
(SAR) studies, molecules with high binding affin-
ity are synthesized. In this process searching of 
databases to identify compounds with similar 
properties can narrow down the search as much as 
possible to avoid large-scale screening.

For example, with the knowledge that the three-
amino-acid sequence Arg-Gly-Asp is essential for 
binding of a variety of extracellular matrix pro-
teins to the corresponding integrins, comprehen-
sive SAR studies resulted in the cyclic pentapeptide 
cyclo(-Arg-Gly-Asp-dPhe-Val-) (Haubner et al. 
1997), which was the lead structure for develop-

ment of a diversity of radiolabeled RGD-peptides 
for monitoring αvβ3 integrin expression.

Combinatorial Chemistry
About two decades ago, techniques became avail-
able to produce and screen a great variety of differ-
ent compounds in an acceptable time frame. In the 
beginning the emphasis of combinatorial chemistry 
was to prepare enormous collections of com-
pounds, but the kind of compounds resulting from 
this screening process did not have the kind of 
properties that drugs typically have. Even though 
large collections of compounds were being made, 
they were not much different from each other due 
to the limited variability of the synthetic routes 
used. Therefore, strategies changed and the empha-
sis now is on preparing smaller collections of com-
pounds – not millions, but dozens to hundreds of 
compounds which are more varied, are pure, and 
based on basic chemical principles that are consis-
tent with drugs. For example, Feher and Schmidt 
(Feher and Schmidt 2003) noted that combinatorial 
chemistry libraries suffer particularly from the lack 
of chirality, as well as structure rigidity, both of 
which are widely regarded as drug-like properties.

The concept of the high-throughput organic 
synthesis (HTOS) starts with preparing the core 
part of the molecules that constitutes the library 
by classical organic synthesis and then “decorat-
ing” this core by using databases which allow 
selection from a wide array of different variations 
(Chighine et al. 2007). Some key foci of HTOS 
are automation and development of standard pro-
cedures that are likely to work with a wide vari-
ety of different starting cores so that there is very 
minimal chemistry development time required 
for every new class of compounds.

Further improvements will lead more into 
automated multistep libraries. Currently a lot of 
effort is focused on libraries that involve only one 
chemical step. The automation in chemistry is 
now evolving to the point where multiple step 
synthesis on a single platform can be conducted.

Phage Display Libraries
The principle underlying all phage display systems 
is to physically link phenotypes of peptides to the 
corresponding genotypes (for overview see 
(Brissette and Goldstein 2007)). The single-stranded 
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DNA of the peptide to be expressed is packed inside 
bacteriophages. This allows expression of peptides 
as fusion proteins with the phage coat protein (e.g., 
pIII or pVIII) on the surface of the phage. Using this 
technique large phage display libraries containing up 
to 1010 individual members can be created from 
batch-cloned gene libraries. These phage libraries 
can be used for finding new peptide sequences that 
bind to a given target structure. The enrichment of 
phages presenting the binding peptide is achieved by 
affinity selection. For this “panning” process, the 
corresponding purified target receptor is immobi-
lized, and phages binding to the target are isolated 
and amplified by reinfection of E. coli cells. 
Typically the panning and amplification step is 
repeated several times before the isolated phages are 
analyzed for the peptide they present.

In addition, phage display libraries are used to 
identify new peptides targeting particular cells or 
even organs without knowledge of the target recep-
tor identity. Therefore cultured cells or biopsy 
specimens were used for in vitro panning. Even 
in vivo phage library selection was described. In 
this case, the intravenous administered phage dis-
play library is allowed to circulate for a certain 
period of time in the vascular system followed by 
perfusion and washing of the tissue to remove non-
specifically bound phage clones. Phages selectively 
homing to the vascular bed of the tissue of interest 
are recovered and amplified for subsequent rounds 
of selection. This approach has been used predomi-
nantly in murine models, where it mainly supplies 
information on changes in the expression patterns 
of the vasculature during tumor-induced angiogen-
esis or during the shift from benign to metastatic 
state. One limitation of this approach is that the 
screening is carried out in an animal model and 
data from such an experiment can normally not 
directly be transferred to the situation in humans. 
Thus, first attempts are made to use phage display 
systems in patients (Trepel et al. 2002). Anyway, 
this approach includes very strict regulatory and 
ethical requirements and has yet not been estab-
lished as a routine procedure.

Tracer Optimization
After the lead structure is identified, strategies to 
optimize the labeling precursor concerning binding 
affinity, metabolic stability, and pharmacokinetics 

have to be considered. In many cases binding affin-
ity of the lead structure is already sufficient for 
monitoring the corresponding target structure. 
Nevertheless, in some cases improvement of the 
binding affinity is of advantage. This may be 
achieved by modification of the peptide sequence 
or by the formation of multimeric compounds. For 
the improvement of pharmacokinetic properties, a 
variety of strategies are available. Additionally, 
especially peptide sequences derived from screen-
ing procedures may exhibit low stability toward 
metabolic degradation requiring modifications to 
stabilize the peptide. In the attempt to reach these 
goals, a major advantage of peptides as tracers is 
found in the greater tolerance concerning modifica-
tion without effecting binding properties compared 
with small molecular weight compounds.

Optimization of Binding Affinity: 
Multimerization
A variety of strategies can be used to optimize 
binding affinities of biological active lead struc-
tures. Most are focused on modifications of the 
first-generation compounds resulting from the 
abovementioned lead structure finding process. 
This can be a comprehensive iterative process 
involving replacements and modifications within 
the found amino acid sequence and is out of the 
scope of this chapter.

Another approach introduces multimeric 
compounds presenting more than one receptor-
binding sites in one molecule (Handl et al. 2004). 
This “multimerization” approach may result in 
an improved target affinity and prolonged target 
retention mainly due to an increased apparent 
ligand concentration and/or, especially by lager 
ligand molecules, due to strong cooperative 
binding (see Fig. 15.22). This strategy was suc-
cessfully used for the improvement of the bind-
ing affinity of RGD-containing peptides.

In almost all approaches, the biological 
active cyclic pentapeptide with the general 
sequence cyclo(-Arg-Gly-Asp-dPhe/dTyr-
Xxx-), where Xxx is either lysine or glutamic 
acid, was used and conjugated via different 
linker and/or spacer units. This includes lysine 
and glutamic acid as branching units and poly-
ethylene glycol as spacer/pharmacokinetic 
modifier. Initially derivatives presenting two to 
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eight binding epitopes per molecule have been 
studied. It was demonstrated in in vitro binding 
studies using immobilized integrin receptors 
that the affinity increased depending on the 
amount of cyclic RGD-peptides presented. 
Subsequent in vivo studies confirmed improved 

tracer accumulation and retention for some of 
the multimeric compounds.

For example, Janssen et al. (2002) synthesized 
a dimeric RGD-peptide by coupling two cyclo(-
RGDfK) via a glutamic acid linker. For radiolabel-
ing DOTA or HYNIC were conjugated to the free 
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Fig. 15.23 Structure of some peptide bond isosteres (b–
g) and comparison with a dipeptide fragment with classi-
cal peptide bond (a): thioamide ψ(CSNH) (b), 
methyleneamino ψ(CH2NH) (c), E-alkene ψ(CH = CH) 

(d), ketomethylen ψ(COCH2) (e), methylenoxy ψ(CH2O) 
(f), and carba ψ(CH2CH2) (g) bond (A1 and A2 indicate 
corresponding amino acid side chains)

a
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Radiolabel

Scaffold
Ligand

Target structure

Target cell

Fig. 15.22 Scheme showing the concept of multimeriza-
tion to improve tumor uptake and retention. This concept 
includes that in one compound, multiple ligands binding to 
the same target are combined. The binding epitopes are 
connected via corresponding scaffolds (e.g., lysine trees) 

which also carries the radiolabel. The increased binding can 
be due to a strong cooperative binding, which is only pos-
sible if the designed molecule is large enough to bind two 
receptors the same time (a). Or binding affinity is increased 
due to an increased apparent ligand concentration (b)
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amino function of the linker moiety. The dimeric 
99mTc-HYNIC-E-[c(RGDfK)]2 revealed a tenfold 
higher affinity for the αvβ3 integrin as the mono-
meric 99mTc-HYNIC-c(RGDfK). Moreover, also 
activity retention in the tumor was improved com-
pared with the monomeric compound. However, 
activity retention was also high in the kidneys.

A more systematic study on the influence of 
multimerization on receptor affinity and tumor 
uptake was carried out by the groups of Kessler 
and Wester (Poethko et al. 2004b). They synthe-
sized a series of monomeric, dimeric, tetrameric, 
and octameric RGD-peptides. These compounds 
contain different numbers of c(RGDfE) peptides 
which are connected via PEG linker and lysine 
moieties, which are used as branching units. 
Labeling was based on a chemoselective oxime 
formation between an amino-oxo function at the 
peptide site and an 18F-labeled aldehyde. They 
found an increasing binding affinity in the series 
monomer, dimer, tetramer, and octamers in 
in vitro binding assay. Initial PET images con-
firmed these findings. The images of mice with 
both a receptor-positive and a receptor-negative 
melanoma showed an increasing activity accu-
mulation only in the receptor-positive tumor in 
the series monomer, dimer, and tetramer.

Meanwhile a large set of different multimeric 
RGD-peptides have been introduced (Haubner 
et al. 2010). Maximum loading was achieved 
using a dentrimeric scaffold which results in 
compounds with up to 16 RGD units (Wangler 
et al. 2010). Again this study demonstrated 
increasing binding affinity in corresponding 
in vitro assays. Initial studies using multimeric 
RGD-peptides in lung cancer patients demon-
strated specific imaging of αvβ3 expression with 
good contrast (Wan et al. 2013). Comparable 
findings were reported for other peptides, e.g., 
for minigastrin (Sosabowski et al. 2009) deriva-
tives, where dimerization resulted in consider-
able improvement of binding affinity. However, 
this approach will mainly be helpful for radio-
pharmaceuticals targeting extracellular receptors, 
which only show limited internalization of their 
ligands. However, dimerization is not always 
accompanied by increase of binding affinity. Yu 
et al. (2013) studied dimeric bombesin deriva-
tives and found lower binding affinity for the 

dimer. Despite lower affinity in vitro internaliza-
tion of the compound was higher as found for the 
monomer. Anyway, tumor uptake in vivo could 
not be increased.

Optimization of Metabolic Stability
One major drawback when using peptide-based 
tracer is their low metabolic stability. A variety of 
peptidases specialized either to cleave N- or 
C-terminal amide bonds (exopeptidases) or 
amide bonds within the peptide sequence (endo-
peptidases) are found in the blood and other tis-
sue such as the liver and kidneys. There are 
several strategies to overcome this problem. The 
easiest way to protect from degradation by exo-
peptidases is formation of cyclic peptides where 
the N-terminal end is conjugated with the 
C-terminus. This was carried out during the 
development of αvβ3-selective RGD-peptides. 
Radiopharmaceuticals based on this lead struc-
ture demonstrated high metabolic stability (for 
review see (Haubner and Decristoforo 2009)). 
The problem of this approach is that the biologi-
cally active sequence will be fixed in a certain 
spatial conformation. This can lead to improved 
target selectivity, as found in the case of the 
RGD-peptides, but may also result in a complete 
loss of binding affinity and, thus, cannot be used 
as a general strategy to improve metabolic stabil-
ity. In some cases already modification of the C- 
or/and N-terminal amino acid via conjugation 
with corresponding chelating moieties required 
for labeling (e.g., DOTA) may improve stability 
toward degradation by exopeptidases.

Other approaches are focused on the replace-
ment of natural amino acids by their enantio-
meric d-analogs or by unnatural amino acids. For 
example, the sequence of octreotide includes 
dPhe at the N-terminus, dTrp at position 4, and 
threoninol (threonine where the carboxylate is 
reduced to an alcohol function) at the C-terminus 
(Heppeler et al. 2000). In other radiolabeled 
octreotide derivatives, dPhe1 is replaced by the 
unnatural d-naphthylalanine. Some endopepti-
dases have special cleavage sites. For example, 
trypsin is specific for Arg and Lys and chymo-
trypsin for Trp, Tyr, and Phe; thus, replacement 
of these amino acids, if found in the correspond-
ing sequence, will be of particular benefit. 
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Obviously, not all amino acids in a sequence can 
be replaced by either the corresponding d-amino 
acid or by an unnatural amino acid without influ-
encing the binding affinity. In some cases the 
essential amino acids are already known; if not, 
an “alanine scan” (for details see (Nicole et al. 
2000)) may supply this information.

Chemically much more challenging 
approaches deal with modifications of the amide 
bounds. A variety of peptide bond isosteres are 
possible (Vagner et al 2008). They range from 
replacement of the nitrogen by a methylene group 
via reduction of the carbonyl group to the replace-
ment/modification of both the carbonyl group 
and the nitrogen (see Fig. 15.23). These modifi-
cations result in ketomethylene analogs, in 
reduced amid bonds, and in carba or alkene ana-
logs, respectively. This approach has been suc-
cessfully applied to stabilize neurotensin analogs 
to be used as tracers (Garcia-Garayoa et al 2009). 
Anyway, all of these modifications have drastic 
effects on the properties of the peptide. Depending 
on the modification carried out, this includes 
higher flexibility of the modified amide bond and 
changes in electron densities and, thus, changes 
in the hydrogen bridge donor-acceptor character. 
In many cases these modifications result in 
changes of the peptide structure and will influ-
ence the binding affinities of the peptides. 
Moreover, most of the modifications cannot be 
carried out on the final peptide, meaning that via 
complex synthesis routes the corresponding 
pseudo dipeptide including the peptide bond iso-
stere has to be synthesized, which is in a second 
step included into the peptide sequence. The 
complexity of such synthetic routes strongly 
depends on the amino acids involved. Pseudo 
dipeptides including complex amino acids with 
additional side-chain functionalities are in gen-
eral more difficult to produce than pseudo dipep-
tides including “simple” amino acids like Gly or 
Phe. In any case, determination of the binding 
affinity of the peptide after modification is a 
prerequisite.

A completely different approach to increase 
the in vivo stability of peptides is to block pepti-
dases rather than stabilizing the peptide itself. 
Recently, it has been shown (Nock et al. 2014) 

that by coadministration of a peptidase inhibitor, 
the in vivo stability of otherwise highly metaboli-
cally labile radiolabeled peptides could be con-
siderably enhanced resulting in significantly 
higher tumor uptake. This strategy holds the 
advantage of avoiding tedious synthetic stabiliza-
tion strategies but requires further evaluation and 
standardization.

Optimization of Pharmacokinetics
Depending on their amino acid sequence, pep-
tides can greatly differ in pharmacokinetic prop-
erties. In some cases, they already meet the needs 
of radiopharmaceuticals for molecular imaging 
and PRRT. In most cases, improvement of these 
properties (e.g., blood clearance, renal elimina-
tion, protein binding) is necessary. Here it is of 
advantage that normally not all amino acids of 
the sequence are required for high affinity bind-
ing. Usually there are parts of the peptide where 
modifications are tolerated. The strategies are 
manifold and include conjugation of carbohy-
drates, polyethylene glycol (PEG) moieties, or 
hydrophilic amino acids.

The conjugation of carbohydrates (glycosyl-
ation approach) was introduced to, e.g., optimize 
pharmacokinetics of RGD-peptides (Haubner 
et al. 2001b) and octreotide derivatives 
(Schottelius et al. 2005). For example, sugar 
amino acids (SAA) were conjugated via the 
ε-amino function of the lysine in the sequence 
cyclo(-Arg-Gly-Asp-dPhe-Lys-). In a murine 
tumor model, the resulting [*I]Gluco-RGD 
(Haubner et al. 2001a) and [18F]Galacto-RGD 
(Haubner et al. 2001b) showed an initially 
increased activity concentration in the blood, 
very similar kinetics in the kidneys, a clearly 
reduced activity concentration in the liver, and an 
increased activity uptake and retention in the 
tumor compared to the first-generation, unmodi-
fied peptides.

In another approach hydrophilic d-amino 
acids were introduced to improve pharmacoki-
netics. Therefore, peptides containing three 
d-serine or d-aspartic acids and a γ-amino butyric 
acid for 18F-labeling via prosthetic groups were 
coupled with the corresponding cyclic RGD-
peptide. d-amino acids were used to improve the 



381

metabolic stability of the compounds. The pep-
tides showed high αvβ3 selectivity in vitro and 
receptor-specific accumulation in vivo. The 
tumor uptake in a murine melanoma model was 
lower as found with the glycosylated RGD-
peptides. However, due to the rapid predomi-
nantly renal elimination of [18F]dAsp3-RGD, 
tumor/background ratios calculated from small 
animal PET images were comparable with [18F]
Galacto-RGD.

PEGylation is known to improve many prop-
erties of peptides and proteins including plasma 
stability, immunogenicity, and pharmacokinetics 
(Harris and Chess 2003). In many cases it is used 
to prolong median circulation times and half-
lives of proteins and polypeptides by shifting the 
elimination pathway from renal to hepatobiliary 
excretion. Since renal filtration is dependent on 
both molecular mass and volume occupied, this 
effect strongly depends on the molecular weight 
of the PEG moiety.

For example, Chen et al. (2004b) attached a 
2 kDa PEG moiety to the ε-amino function of 
cyclo(-Arg-Gly-Asp-dTyr-Lys-) and compared 
the 125I-labeled PEGylated derivative (125I-RGD-
PEG) with the radioiodinated cyclo(-Arg-Gly-
Asp-dTyr-Lys-) (125I-RGD). 125I-RGD-PEG 
showed a more rapid blood clearance, a 
decreased activity concentration in the kidneys, 
and a slightly increased activity retention in the 
tumor. However, tumor uptake for 125I-RGD was 
higher as found for 125I-RGD-PEG for all time 
points. Moreover, increased activity retention in 
the liver and intestine was found. In another 
study [18F]FB-RGD, a [18F]fluorobenzoyl-
labeled RGD-peptide, and the PEGylated ana-
log [18F]FB-PEG-RGD (PEG, MW = 3.4 kDa) 
have been compared (Chen et al. 2004a). Again 
activity retention of the PEGylated peptide in 
the tumor was improved compared with the lead 
structure. However, initial elimination from the 
blood was slower and activity concentration in 
the liver and kidneys was higher as for [18F]
FB-RGD.

Altogether, these studies revealed very differ-
ent effects of PEGylation on the pharmacokinet-
ics and tumor uptake of RGD-peptides which 
seems to strongly depend on the nature of the 

lead structure, indicating that the effects are not 
completely predictable. Anyway, in general phar-
macokinetic modifiers are helpful tools to adjust 
lipophilicity and charge toward the desired phar-
macokinetic properties.

In some cases, however, radiolabeling strate-
gies themselves can serve to modulate pharmaco-
kinetics. The best example for this is the 
development of radiolabeled somatostatin ana-
logs. Initially 123I-labeled Tyr3-octreotide was 
used to image neuroendocrine tumors in patients. 
This compound, although only showing very lim-
ited modification from the lead structure octreo-
tide, showed considerable hepatobiliary 
excretion. By introducing DTPA as chelator for 
111In labeling, pharmacokinetics were switched to 
a predominant renal excretion pathway, which 
was a major breakthrough for imaging applica-
tions (Bakker et al. 1991). Also other chelator 
systems have shown to act as pharmacokinetic 
modifiers for octreotide derivatives. Especially 
HYNIC derivatization for radiolabeling with 
99mTc allows using coligands, which can serve as 
pharmacokinetic modifiers (Decristoforo et al. 
2006). Also hydrophilic chelating systems like 
DOTA for labeling with, e.g., 90Y, 177Lu, and 111In 
have shown to serve this purpose.

In most cases the goal is to increase hydrophi-
licity of the peptide-based radiotracer to improve 
elimination from the body. Most recently a 
68Ga-labeled PSMA derivative was introduced 
(Eder et al. 2012). In this case higher tumor uptake 
was found using more lipophilic substituents. 
This was achieved by conjugating HBED-CC 
(N,N′-bis[2-hydroxy-5-(carboxyethyl)benzyl]
ethylenediamine-N,N′-diacetic acid) to the target 
structure. This chelator allows straightforward 
labeling with 68Ga, and the resulting 68Ga-HBED-
CC-PSMA showed excellent properties for imag-
ing prostate cancer.

15.3.1.3  Labeling Strategies
Labeling strategies for peptides can be divided 
into two major groups. One includes halogens 
like 18F-fluorine and iodine radioisotopes. The 
other includes radiometals like 99mTc-technetium, 
111In-indium, 68Ga-gallium, 64Cu-copper, 
89Zr-zirconium, 90Y-yttrium, and 177Lu-lutetium 
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(for some physical characteristics of the different 
nuclides, see Table 15.2). Due to the different 
properties of halogens and metal isotopes, label-
ing of the first focuses on direct labeling (iodine) 
or labeling via prosthetic groups (18F and iodine), 
whereas labeling of the latter is carried out via 
chelating systems conjugated to the peptides. 
Anyway, most recently also strategies to use 
18F-fluorine with chelating systems have been 
introduced. Here we want to summarize some 
standard labeling protocols for radioiodination, 
describe the most common prosthetic groups as 
well as new alternative labeling strategies for 
18F-labeling, and discuss major aspects of label-
ing with radiometals.

Halogens

Radioiodine
One of the easiest ways to label peptides is by 
direct labeling using radioiodine isotopes. For 
this approach at least one tyrosine in the amino 
acid sequence is necessary. Labeling is carried 
out via electrophilic substitution at the activated 
position 3/5 of the aromatic ring of the tyrosine 
(Fig. 15.24). Oxidation of the commercially 
available radioiodide can be carried out by differ-
ent strategies (overview in Ref. (Coenen et al. 
2006)). Standard procedures use chloramine-T or 
better chloramine-T on a polymeric support 
(Iodobeads(R)) or Iodogen(R) for oxidizing *I− to 

Table 15.2 Overview of the most frequently used isotopes for peptide labeling and some physical characteristics

Nuclide Half-life [h]a Decay mode
Max. β-energy 
[MeV]b γ-energy [MeV]b Production route

SPECT
99mTc 6.01 100 % ITc – 0.140 Generator
111In 2.8 days 100 % ECd – 0.171

0.245
Cyclotron

123I 13.2 100 % EC – 0.159 Cyclotron
125Ie 59.4 days 100 % EC – 0.035 Reactor
PET
18F 1.83 97 % β+

3 % EC
0.63 – Cyclotron

68Ga 1.13 89 % β+

11 % EC
2.92
0.82

1.077 Generator

64Cu 12.7 17 % β+

44 % EC
39 % β−

1.67
0.58

1.345 Cyclotron

89Zr 78.4 22.3 % β+

76.6 % EC
0.90 0.91 Cyclotron

124I 4.2 days 23 % β+

77 % EC
1.53
2.14

0.603
1.691

Cyclotron

Therapy
90Y 64.1 100 % β− 2.3 – Generator
177Lu 6.7 days 100 % β− 0.50

0.38
0.18

0.208
0.113

Reactor

131I 8.0 days 100 % β− 0.61
0,33

0.636
0.364
0.284

Reactor

aAs indicated for some nuclides, half-life is given in days
bIf more only the most prominent decay energies are listed
cIT: internal transfer
dEC: electron capture
eMost commonly 125I-iodine is used for biodistribution experiments, but small animal imaging using 125I and SPECT is 
also possible
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*I+. Advantage of Iodobeads(R) and Iodogen(R) is 
that under standard conditions (labeling in puffer 
systems), these reagents are not soluble and can 
easily be separated from the solution containing 
the radiopharmaceutical after labeling. Of disad-
vantage, especially for chloramine-T, is that they 
can oxidize sensitive amino acids (e.g., methio-
nine) in the peptide sequence, which may lead to 
changes in affinity. A gentler oxidation can be 
carried out via enzymatic systems (e.g., peroxi-
dases) and hydrogen peroxide.

For labeling of peptides which do not include 
tyrosine and are sensitive toward oxidation or if 
direct labeling has negative effects on binding 
affinity, the Bolton-Hunter reagent, N-succinimidyl-
3-(4-hydroxyphenyl) propionate, can be used. 
Labeling is a two-step reaction. In the first step, the 
Bolton-Hunter reagent is radioiodinated using, 
e.g., Iodobeads(R). In the second step, the radioio-
dinated reagent is conjugated to an amine function 
of the peptide sequence (e.g., α-amino function of 
the N-terminal amino acid or ε-amino function of 
lysine).

In many cases for the first evaluation of a new 
class of peptides, 125I-iodine is used. The advan-
tages are a comparable low radiation exposure 
due to the low energy and long half-life allowing 
experiments over a long period. Due to the avail-
ability of a great variety of iodine isotopes, 
depending on the isotope used, peptides can be 
utilized for SPECT (123I), PET (124I), and thera-

peutic approaches (131I). However, in any case it 
has to be taken into account that the iodine-car-
bon bond can easily be cleaved by corresponding 
enzymes. Thus, radioiodinated peptides may 
show low metabolic stability reducing the appli-
cability of this class of tracer. In some cases proof 
of principle is carried out with iodinated deriva-
tives followed by modifications allowing labeling 
with 18F or radiometals.

18F-Fluorine
Direct labeling of peptides using 18F-fluorine is in 
most cases not appropriate (harsh reaction condi-
tions, formation of [18F]HF in the presence of 
acidic protons). Thus, most approaches use pros-
thetic group labeling for introducing 18F into pep-
tides and proteins. Therefore, the nature of 
peptides, which include amino acids with multi-
ple side-chain functionalities like amino, thiol, 
and alcohol groups, is exploited. Thus, standard 
labeling strategies are based on 
18F-fluoroalkylation, 18F-fluoroacylation, and 
18F-fluoroamidation (Okarvi 2001; Wester and 
Schottelius 2007) (see also Fig. 15.25).

Most prosthetic groups for labeling of 
 peptides focus on acylation of an amino func-
tion via an activated ester. One of the most prom-
inent members is succinimidyl-4-[18F]
fluorobenzoate ([18F]SFB) (Fig. 15.25). This 
prosthetic group can be produced via a three-
step synthesis starting with the 18F-labeling of 
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 4-N,N,N-trimethylammonium ethyl benzoate 
followed by the hydrolysis of the ethyl ester and 
subsequent activation using O-(N-succinimidyl)-
N,N,N′,N′-tetramethyluronium tetrafluorobo-
rate (TSTU). Another aliphatic prosthetic 
group is 4-nitrophenyl-2-[18F]fluoropropionate 
(Fig. 15.25). Again synthesis includes 
18F-labeling of the corresponding precursor, 
hydrolysis of the ester, and subsequent activa-
tion. In many cases, at least, before conjugation 
with the peptide, a HPLC-separation is carried 
out making these labeling strategies very com-
plex and time consuming. Anyway, for most of 
the yet described 18F-labeled peptides, acylation 
is used for conjugation of the prosthetic group.

In the last decade, alternative strategies 
designed to optimize 18F-labeling of peptides 
have been discussed. This includes oxime and 
hydrazone formation, conjugation via “click 
chemistry,” or by using thiol-reactive groups. It 
has been demonstrated that amino-oxy func-
tionalized peptides allow regioselective label-

ing using aldehydes and ketones. For example, 
it has been shown that multimeric RGD-
peptides modified with amino-oxo acetic acid 
could be labeled successfully by using [18F]flu-
orobenzaldehyde (Poethko et al. 2004a). Based 
on similar chemistry, HYNIC-modified pep-
tides can be labeled with [18F]fluorobenzalde-
hyde (Bruus-Jensen et al. 2006). Another 
concept, based on isotopic exchange reactions, 
uses p-(ditert butylfluorosilyl) benzaldehyde as 
labeling precursor (Schirrmacher et al. 2007). 
This compound allows isotopic exchange in 
almost quantitative yields leading to unex-
pected high specific activity. Similarly to the 
other aldehydes, the resulting prosthetic group 
is conjugated with the peptide via oxime 
formation.

Click chemistry, the 1,3-dipolar cycloaddition 
of an azide and an alkyne at room temperature 
using a Cu catalyst, was first introduced in radio-
chemistry to produce 99mTc(CO)3-labeled com-
pounds (Mindt et al. 2006). Meanwhile this 
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group which is selective for thiol-containing peptides. 
Many of them combine an aromatic system for labeling 
via a linker system with the maleimido group which 
allows selective addition of HS groups to the double bond
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approach is also used for 18F-labeling. For exam-
ple, using the corresponding tosylate, ω-[18F]flu-
oroalkynes were produced by nucleophilic 
fluorination and conjugated via cycloaddition to 
peptides functionalized with 3-azidopropionic 
acid. Other routes use propargylglycine for intro-
ducing an alkyne function into the peptide and 
[18F]fluoroethylazide, again produced via the 
tosylate, as prosthetic group (Thonon et al. 2009) 
(Fig. 15.26a). Most recent approaches are focused 
on the introduction of copper-free, strain-pro-
moted [3 + 2] azide-alkyne cycloaddition. The 
advantage is that this reaction can be carried out 
under mild conditions without the use of cyto-
toxic copper. Initial studies introduced [18F]
FB-DBCO which is synthesized by conjugating 
N-(3-aminopropionyl)-5,6-dihydro-11,12-
didehydro-dibenzo-[b,f]azocine with [18F]SFB 

(Bouvet et al. 2011) and chosen because of the 
availability of the aza-dibenzocyclooctyne deriv-
ative and the easy access to [18F]SFB. Anyway, of 
disadvantage is the slow reaction rate resulting in 
long reaction times compared with the half-life 
of 18F and the lipophilic character which might 
negatively influence the pharmacokinetic of cor-
responding labeled peptides. Thus, further stud-
ies have to demonstrate the potential of this 
approach. It has been found that glycosylation 
can improve pharmacokinetics of peptide-based 
tracer (for details see above). An elegant approach 
would combine introduction of the label and the 
sugar moiety in one step. Most elegant would be 
to use [18F]FDG, which is available in almost all 
PET centers, as the prosthetic group. Because 
fluorodeoxyglucose exists in small amounts in 
the “aldehyde form,” the chemoselective labeling 
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strategy via oxime formation with amino-oxy 
functionalized peptides can be used. Recently, by 
using this approach, Wester and coworkers pro-
duced an 18F-labeled glycosylated RGD-peptide 
(Hultsch et al. 2009). Of importance for the pro-
duction of larger activities is that n.c.a. [18F]FDG 
is used, which means that after [18F]FDG produc-
tion, a separation of the radiolabeled sugar from 
excess glucose via HPLC is necessary. Other 
approaches modify [18F]FDG before conjugation 
with the corresponding peptide (for review see 
(Haubner et al. 2014)). This can be carried out by 
producing thiosulfonate derivatives of the fluoro-
deoxyglucose which can form disulfide bridges 
with thiol-containing peptides, by synthesizing a 
thiol-reactive prosthetic group via oxime forma-
tion of the corresponding maleimide derivative 
and [18F]FDG (Prante et al. 2007), or by using an 
“[18F]FDG-azide” which is conjugated to a 
propargylglycine-containing peptide via click 
chemistry (Maschauer and Prante 2009). 
However, all these strategies have to be evaluated 
in more detail before it will become clear which 
will be the most useful labeling procedure.

Despite recent developments reduced the com-
plexity of 18F-labeling of peptides using prosthetic 
groups (see above), none of the prosthetic group 
approaches can compete with the simple and 
rapid labeling strategies based on 68Ga. Thus, 
there is a keen interest in alternative 18F-labeling 
strategies. This led to the development of new 
approaches based on 18F-aluminum fluoride deriv-
atives (“AlF”) together with complexing agents 
(McBride et al. 2009) or an isotopic exchange 
reaction (Liu et al. 2013). The first technique 
transforms the halogen into a “pseudo” metal by 
utilizing the high affinity of fluorine to aluminum 
which allows straightforward production of the 
(Al18F)2+ species (Fig. 15.26b). The advantage is 
that this species forms stable complexes with 
NOTA-conjugated peptides in a one-step synthe-
sis without HPLC purification comparable to 
radiometal labeling (see, e.g., McBride et al. 
(2010)). The second approach uses aryl trifluo-
roborate-containing peptides which were directly 
labeled using 18F. Isotopic exchange rate is high 
resulting in high specific activity (Fig. 15.26c). 
However, initial in vivo experiments with an 

RGD-peptide showed only low uptake in the 
tumor. Thus, again further developments are 
needed to optimize this strategy. Anyway, the ini-
tial studies demonstrate that labeling can be car-
ried out in a kit-like procedure within 1 h.

Metals
Today a number of radiometals are available for 
radiolabeling including labeling of peptides. 
Many radiometal-labeled peptides have proven to 
have a high stability in biological systems and 
residualizing properties in cells, once taken up.

In contrast to radiohalogens, metals have to be 
introduced via formation of a strong complex 
with the peptide structure. While direct labeling 
approaches of peptides have been described, it is 
today recognized that a specific metal chelator 
has to be introduced to achieve suitable targeting 
properties of the radiolabeled peptide in vivo in 
the great majority of cases. This is achieved by 
the so-called post labeling bifunctional chelate 
approach. Therefore, a metal chelating moiety is 
introduced into the peptide by chemical synthe-
sis, either using peptide chemistry approaches 
using specific, chemically protected chelating 
moieties or alternatively by attaching the chelator 
using, e.g., activated ester functions after synthe-
sis of the peptide. It is well recognized that an 
introduction of the chelating moiety will have 
considerable influence on specific interaction 
between the peptide sequence and the receptor, 
dependent on the individual targeting sequence. 
Information on the site of chelator attachment 
without impairing receptor-binding ability can be 
derived from basic research on the peptides them-
selves and their respective receptors.

Such derivatized peptides can be radiolabeled 
by incubating the radiometal with an excess of 
peptide-chelate conjugate directly, typically 
achieving almost quantitative labeling yields. In 
contrast to radiohalogenation, the radiolabeled 
peptide is usually not separated from excess of 
the labeling precursor (here peptide-chelate). As 
peptides bind to so-called low capacity targets, 
usually receptors, with high affinity, the total 
peptide amount has to be limited to avoid satura-
tion of the target. Therefore, radiolabeling reac-
tions have to be performed at very high specific 
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activities, meaning with very low amounts of 
peptide conjugate and radiometal. This limits the 
choice of both the radiometal and the chelator. 
Additionally, the chelator has to ensure a high 
in vivo stability, especially avoiding the release 
of the radiometal and should not deteriorate phar-
macokinetic behavior or ideally even act as phar-
macokinetic modifier (see section “Optimization 
of Pharmacokinetics”).

Besides high specific activity, the radiometal 
should have a high chemical purity, mainly being 
free from other metallic impurities, and be easily 
available at reasonable costs.

The most frequently used radiometals applied 
in peptide labeling for imaging purposes are, on 
the one hand, 99mTc and 111In for SPECT and, on 
the other hand, 68Ga, 64Cu, and recently 89Zr for 
PET. 99mTc and 68Ga show advantages in terms of 
availability, as they are generator products provid-
ing high flexibility and low cost in use. Whereas 
99mTc requires the use of dedicated chelators and 
will be described separately in the following 
chapter, the other radiometals have some common 
properties in their coordination chemistry allow-
ing the use of similar labeling strategies.

Technetium
Different chelating systems have been employed 
in an attempt to develop 99mTc-labeled peptides 
for targeting peptide receptors.

Early attempts for radiolabeling peptides 
using bifunctional chelators were based on pro-
pylenediamine-dioxime (PnAO) or so-called 
N3S-ligands such as mercaptoacetyltriglycine 
(MAG3). The relatively high lipophilicity of these 
chelating systems resulted in relatively low tumor 
and a high liver uptake with predominant excre-
tion via the hepatobiliary system (Decristoforo 
and Mather 1999b). Only introduction of phar-
macokinetic modifiers could improve properties 
to achieve suitable imaging properties, such as 
99mTc-depreotide based on a N3S monothiol-
bisamide-monoamine ligand and multiple lysine 
residues to increase hydrophilicity (Vallabhajosula 
et al. 1996).

A very frequently used labeling moiety is 
2-hydrazinonicotinic acid (HYNIC). It can be 
attached via the carboxylic function to a free 

amine group of the peptide either by using car-
boxylic group activation via succinimidyl-ester 
(succinimidyl-6-hydrazinopyridine-3-carboxylic 
acid) or by using, e.g., the hydrazine-BOC pro-
tected building block (6-BOC-hydrazinopyridine-
3-carboxylic acid) during peptide synthesis 
(Fig. 15.27). In both cases the required HYNIC 
derivative is easily accessible via chemical syn-
thesis or is commercially available.

In the radiolabeling process with HYNIC-
derivatized peptides, a coligand is required that 
has shown to be of major importance for in vivo 
properties (Decristoforo and Mather 1999a). 
Coligands that allow radiolabeling at very high 
specific activities are usually aminocarboxylates 
such as tricine and ethylenediamine-N,N′diacetic 
acid (EDDA) or even ternary complexes with tri-
cine and a monodentate ligand such a phoshines or 
N-heterocycles, imidazoles, or pyridines. Ternary 
complexes and EDDA have shown a higher stabil-
ity especially resulting in a reduced plasma protein 
binding. Radiolabeling is achieved by reacting the 
HYNIC peptide with 99mTc-pertechnetate in the 
presence of stannous chloride; the choice of coli-
gand may also be a matter of peptide stability as 
some coligands require heating.

Tetraamine (N4)-based chelators are also suit-
able to prepare 99mTc-labeled peptides. Such a 
tetraamine chelator can be labeled at high spe-
cific activities under relatively mild alkaline con-
ditions at room temperature and is hydrophilic, 
due to the formation of a positively charged 
Tc-dioxo unit. This 99mTc-labeling approach has 
shown to result in very suitable in vivo properties 
when attached, e.g., to octreotide derivatives 
(Maina et al. 2002). The N4 chelator has to be 
introduced as protected building block during 
peptide synthesis, which is not commercially 
available.

A very versatile 99mTc-labeling approach is 
based on the so-called carbonyl core (Fig. 15.27). 
Therefore, 99mTc-pertechnetate is first reacted to 
the Tc-tricarbonyl-triaqua-ion ([99mTc(CO)3 
(H2O)3]+), where positively charged 99mTc in oxi-
dation state (I) is bound very stable to three CO 
and weakly to three water molecules. This can be 
achieved by a commercially available kit (Isolink 
Covidien, NL) in a straightforward procedure. 

15 PET and SPECT
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[99mTc(CO)3(H2O)3]+ is then reacted with a che-
lating system replacing the weakly bound water 
molecules by more stable bound chelator. It has 
been shown that some amino acids form very 
stable complexes with the 99mTc-(CO)3 core with 
very high specific activities (Egli et al. 1999). 
Especially using histidine but also cysteine pro-
vides a tridentate ligand system. However, if 
these amino acids are incorporated into a peptide 
chain, one coordination site is lost and then these 
amino acids only act as bidentate chelators, 
resulting in a much lower in vivo stability. While 
complexes with tridentate coordinated ligand 
systems generally showed a fast and complete 
clearance from all organs and tissues, those com-
plexes with only bidentate coordinated ligands 
showed a significantly higher retention of activity 
in the liver, the kidneys, and the blood pool 

(Schibli et al. 2000). The likely explanation for 
this behavior is that the coordination site which is 
unoccupied by these ligands become filled by 
donor atoms from circulating plasma proteins 
resulting in a high degree of protein binding and 
a radically altered pattern of biodistribution.

Therefore, specific building blocks for intro-
duction into peptide chains for 99mTc-tricarbonyl 
labeling have been described, based on inverse 
histidine derivatives or by introducing chelators 
using click chemistry approaches resulting in tri-
azole derivatives providing corresponding coor-
dination sites for the 99mTc-tricarbonyl core 
(Mindt et al. 2006) (see also Fig. 15.27). To date, 
however, none of these chelator systems for 
99mTc-tricarbonyl cores are commercially avail-
able and has to be synthesized individually. 
Whether the tricarbonyl approach offers advan-
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tages in terms of biological properties as, e.g., 
compared to HYNIC derivatization remains to be 
shown.

Other Radiometals
Labeling of other metals (e.g., 64Cu, 68Ga, 89Zr, 
and 111In) can be carried out by a class of very 
similar chelating systems. Basically they can be 
distinguished between open chain analogs and 
macrocyclic ligands.

The main open chain ligands used are based 
on diethylenetriamine-tetraacetic acid (DTPA) 
(Fig. 15.28), an octadentate ligand for many met-
als. DTPA anhydride can directly be coupled to 
free amino groups in the peptide chain. This, 
however, is not site specific and results in loss of 
one carboxylic group required for high stability 
coordination of many radiometals. To overcome 
this limitation, DTPA derivatives have been 

described, e.g., based on S-2(4-aminobenzyl)-
diethylenetriamine pentaacetic acid. They are 
commercially available and can be used to intro-
duce DTPA as a peptide building block or via 
active esters. It has to be considered that espe-
cially introduction of aromatic linking moieties 
will increase lipophilicity and may hamper phar-
macokinetic properties.

A major advantage of DTPA derivatization of 
peptides is that it allows radiolabeling at room tem-
peratures, thereby avoiding destruction of chemi-
cally sensitive moieties in the peptide. However, 
stability in vivo remains a challenge, especially in 
case of 68Ga, 64Cu, and 89Zr derivatives.

In case of 68/67Ga, also deferoxamine (DFO) 
(Fig. 15.29a) as linear chelator has been used for 
radiolabeling through the included three hydrox-
amate groups. So far this approach was mainly 
used for proteins such as antibodies. However, 
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DFO-octreotide has been attempted to be used 
for tumor imaging labeled with 67Ga (Smith-
Jones et al. 1994) but was achieving only poor 
clinical results.

In contrast DFO is, at the moment, the most 
prominent chelating system for 89Zr (van de 
Watering et al. 2014). In this case Zr4+ is coordi-
nated by the six oxygen atoms of the hydroxa-
mate groups of the DFO which is conjugated via 
an “amine tail” to peptides and proteins. Despite 
it demonstrates good stability ex vivo in serum 
(Holland et al. 2010; Meijs et al. 1992), in vitro 
some release and subsequent incorporation in 
bone is observed (Deri et al. 2013). Thus, there 
are attempts to find alternative chelating systems 
improving the binding of Zr4+. Eventually, this 
can be achieved by introducing ligands with an 
oxygen-rich, octadentate chelation sphere.

The most frequently used chelating system for 
radiometal labeling of peptides is the cyclic chela-
tor 1,4,7,10-tetraazacyclododecane-N,N′,N″,N‴-
tetraacetic acid (DOTA) (Fig. 15.28). It contains 
four amino groups and four carboxylic groups 
for coordination of metals; the carboxylic group 
can be utilized for attachment to amino groups of 
peptides. This can be achieved either by specifi-
cally protected building blocks during the pep-
tide synthesis or again via activated esters after 
the peptide has been prepared. Examples of com-
mercially available building blocks are shown in 
Fig. 15.27.

Radiolabeling of DOTA-derivatized peptides 
is achieved under acidic conditions and requires 
elevated temperatures (Breeman et al. 2003). 
Temperature and pH vary dependent on the 
radionuclide being used. The ideal pH is a com-
promise between the tendency of the radiometal 
to form colloids at elevated pH and the reduced 
speed of complex formation at lower 
pH. Whereas for 111In-labeling optimal pH is in 
the range between 4.5 and 5 usually achieved 
with acetate or ascorbate buffers, lower pH val-
ues are required for 68Ga-labeling whereby 
HEPES or acetate buffers are frequently used to 
provide high radiolabeling yields (Velikyan 
et al. 2004). The prototype of a DOTA-
derivatized peptide is DOTA-Tyr3-octreotide 
(DOTATOC) and related derivatives that have 

been labeled with 111In and 68Ga for diagnostics 
but also with 90Y and 177Lu for therapeutic appli-
cations. However, coordination chemistry of 
DOTA may vary dependent on the radiometal. 
Whereas 111In result in an octacoordinated com-
plex, 68Ga is hexacoordinated resulting in a free 
carboxylic group. This may result in different 
biological behavior of the radiolabeled peptides. 
In the case of DOTATOC, 68Ga labeling resulted 
in higher tumor uptake and more rapid clear-
ance (Froidevaux et al. 2002). In contrast a 
DOTA-RGD derivative showed higher blood 
levels and impaired tumor/background ratios 
when labeled with 68Ga compared to the corre-
sponding 111In-labeled compound (Decristoforo 
et al. 2008).

Ga3+ is a relatively small cation and therefore 
cyclic chelators with smaller ring size may be 
more suitable for derivatization of peptides for 
radiolabeling. One alternative chelating system 
for radiolabeling with 68/67Ga is 1,4,7-triazacyclo-
nonane-1,4,7-triacetic acid (NOTA). In contrast 
to DOTA, all three carboxylic functions are 
involved in the stable hexacoordinated gallium 
complex. Therefore, specific derivatives of 
NOTA are required providing a coupling site 
with the peptide chain, an example hereof is 
NODAGA (1,4,7-triazacyclononane-1-glutaric 
acid-4,7-diacetic acid) (Eisenwiener et al. 2002) 
(Fig. 15.28); overall aliphatic substitutions 
should be preferred over aromatic linker due to 
comparably reduced lipophilicity values. An 
increasing number of NOTA building blocks are 
becoming commercially available allowing 
straightforward derivatization of peptides. A 
major advantage of NOTA derivatives is the pos-
sibility of radiolabeling at room temperature, 
therefore being suitable for sensitive peptide 
structures.

Recently, other alternatives have been intro-
duced including 1,4,7-triazacyclononane-1,4,7-
tris[(2-carboxyethyl)methylenephosphinic acid] 
(TRAP) (Fig. 15.29b) and 1,4,7-triazacyclonon-
ane-1,4-bis[methylene(hydroxymethyl)-phos-
phinic acid]-7-[methylene(2-carboxyethyl)
phosphinic acid] (NOPO) as well as 1,2-[{6-(car-
boxylato-)pyridin-2-yl}methylamino]ethane 
(H2dedpa) derivatives (Fig. 15.29b) (for review 
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see: (Haubner et al. 2014)). The first two chelat-
ing systems are based on the nine-membered ring 
system also found in NOTA derivatives but 
include phosphinic acid moieties instead of car-
boxylate groups. The advantage of the modifica-
tion is found in the very high Ga3+ binding affinity 
of this class of chelators allowing labeling using 
very low peptide amounts resulting in very high 
specific activity. The major difference between 
TRAP (Notni et al. 2013) and NOPO (Simecek 
et al. 2014) is that the first allows conjugation of 
up to three ligands per chelating system, whereas 
for the latter only one phosphinic acid is func-
tionalized allowing conjugation of corresponding 
ligands. The H2dedpa system allows synthesis of 
monomeric or dimeric tracer (Boros et al. 2012). 
Performance was studied using RGD-peptides as 
model compounds. In vitro data (e.g., stability, 
affinity) was promising but in vivo studies dem-
onstrated high activity concentration in blood 
even 2 h p.i. indicating inferior imaging proper-
ties compared with other RGD-peptides. This 

might be due to the estimated more lipophilic 
character of the chelating system which includes 
two pyridine moieties. Anyway, the applicability 
of the system for other target systems has to be 
verified in further studies.

DOTA has been used as chelator for 
64Cu-labeling of RGD-peptides (Chen et al. 
2004c). Tumor/blood and tumor/muscle ratios 
of approximately 7 and 8, respectively, allowed 
acquisition of clear tumor/background contrast 
images 1 h p.i. using a small animal scanner. 
However, highest activity concentration was 
found in the liver, intestine, and bladder indicat-
ing that further optimization of the tracer is 
needed. Therefore alternative chelating systems 
have been described including 1,4,8,11-tet-
raazacyclotetradecane-1,4,8,11-tetraacetic acid 
(TETA) and 4-[(1,4,8,11-tetraazacyclotetradec-
1-yl)methyl]benzoic acid (CPTA). Recently, 
cross-bridged tetraamine chelators such as 
4,11-bis(carboxymethyl)-1,4,8,11-tetraazabicy-
clo[6.6.2]hexadecane (TE2A) (Fig. 15.28b) and 
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Fig. 15.29 (a) Structure of desferrioxamine (DFO) con-
jugated via an amino function with the biomolecule.  
(b, left) Structure of the phosphinic acid containing TRAP, 
which allows conjugation of up to three biomolecules.  

(b, right) Structure of a 1,2-[{6-(carboxylato-)pyridin-
2-yl}methylamino]ethane (H2dedpa) derivative. (c) 
Structure of the 3,6,10,13,16,19-hexaazabicyclo[6.6.]
icocsan derivative AmBaSar
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3,6,10,13,16,19-hexaazabicyclo[6.6.]icocsan 
derivatives like AmBaSar (Fig. 15.29c) have 
been proposed that show improved in vivo sta-
bility of radiolabeled peptides compared with 
their DOTA analogs (Garrison et al. 2007; 
Hausner et al. 2009). These chelators have been 
demonstrated to form extremely inert Cu2+-
complexes which results in increased in vivo 
stability compared to monocyclic chelator sys-
tems. However, there are also some drawbacks 
including very slow complexation kinetics and 
low electrochemical stability (Anderson et al. 
2008). Thus, also NOTA derivatives have been 
tested as chelating systems for 64Cu (Dumont 
et al. 2011). Using RGD-peptides as model 
structure, it has been demonstrated that the cor-
responding NODAGA-RGD possess superior 
properties as DOTA-RGD and similar proper-
ties as found for the CB-TE2A-RGD indicating 
that the NOTA system is an alternative in com-
plexing 64Cu. Recent approaches suggested pic-
olinate modified cyclam derivatives as chelators 
for Cu2+ (Frindel et al. 2014). By conjugation of 
the picolinate to one of the nitrogen atoms in the 
ring, the complexation properties could be 
improved resulting in, e.g., rapid complexation 
time, high stability, and low transchelation rate. 
Anyway, initial activity concentrations of [64Cu]
TE1PA in kidneys and liver are high compared 
with [64Cu]DOTA, but due to elimination after 
24 h, values are comparable. For all other 
organs, activity concentration of [64Cu]TE1PA 
is lower as found for [64Cu]DOTA. Further stud-
ies of peptide-conjugated compounds have to 
demonstrate the potential of this new chelating 
system.

Overall if peptides are to be labeled with dif-
ferent radiometals for SPECT and PET applica-
tions, DOTA may be the chelator of initial choice 
allowing radiolabeling with 111In, 68/67Ga, and 
64Cu and additionally with 177Lu and 90Y if thera-
peutic applications are to be considered.

15.3.1.4  Tracer Evaluation
For the evaluation of the radiolabeled peptides, 
adequate in vitro and in vivo studies have to be 
carried out. A comprehensive evaluation has to 
include studies determining affinity, selectivity, 

stability, and pharmacokinetic properties of the 
tracer. The most relevant assays to generate 
these data are discussed below. Besides the 
described studies, noninvasive imaging data 
resulting from studies using dedicated small 
animal scanner belong to the main criteria to 
determine the imaging properties of a new 
tracer. However, discussion of corresponding 
scanner, imaging techniques, and protocols are 
not included and described in detail in other 
chapters.

In Vitro Evaluation

Target (Receptor) Binding Assays
Binding affinity can be determined using a vari-
ety of radioligand binding assays, whereby 
description of all details is out of scope of this 
chapter. Theoretical and practical descriptions 
can be found in standard textbooks.

To determine the receptor binding, first a 
source for the receptors has to be found. This can 
either be:

• A cell line naturally expressing the receptor
• A cell line (stably) transfected with the recep-

tor, such as CHO (Chinese hamster ovarian 
cancer) cells

• Fresh tissue or frozen tissue homogenates 
from animals

• Tissue sections from human or animal tissue 
(normal organs, tumors)

• Isolated receptors, ideally commercially 
available

Dependent on the source of the receptor, dif-
ferent experimental techniques have to be 
applied. However, receptor-binding assays 
always will include:

• A radioligand: This can either be the radiola-
beled peptide itself or a known radiolabeled 
ligand for the respective receptor (e.g., com-
mercially available as 125I- or 14C-labeled com-
pound). A major requirement is that the 
concentration of the radioligand has to be very 
low to avoid saturation of the receptor system. 
A rule of thumb is that the radioligand should 
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be used in a concentration below the (expected 
or known) Kd value of the radioligand to the 
receptor. Therefore, radioligands of high spe-
cific activity are required still to provide suf-
ficient count statistics in the assay.

• A suitable buffer system: This depends on the 
receptor system studied and specific additives 
such as metal ions, protease inhibitors, or 
additives to reduce nonspecific binding (e.g., 
albumin) that may have to be added.

• A competitor of the radioligand: This is a non-
radioactive compound known to bind to the 
receptor and may serve in the simplest case to 
determine nonspecific binding; in this case, 
typically 1-10 μM of the competitor is used. In 
more complicated assays, different dilutions 
of the competitor are used.

• A washing buffer: Typically this is refriger-
ated before use to remove nonspecific binding 
but reduces the probability of loss of specific 
binding.

• A separation mechanism between bound and 
free radioligand: This may be in the simplest 
system pipetting of a supernatant, e.g., when 
tissue sections, coated receptors plates, or 
sticking cells are used. It may be achieved by 
centrifugation or more often by filtration, typi-
cally using glass fiber filters.

Some different assays can be designed that 
also require different values of complexity:

 1. Simple binding assays, where a radioligand is 
incubated with receptors with and without 
competitor. This assay will provide answer 
whether a compound specifically binds to a 
receptor only in qualitative terms.

 2. Competition assays: Here a radioligand is 
incubated with increasing concentration of a 
nonradioactive ligand. The results can be fit-
ted in dedicated computer programs (such as 
ORIGIN or SIGMA-Plot) and are expressed 
as IC50 values in a concentration unit (typi-
cally nM). The IC50 value is a parameter for 
the binding affinity of the competitor (not the 
radioligand!).

 3. Saturation assays: Here increasing concentra-
tions of the radioligand are used and results 

are again fitted in a computer program. This 
assay results in Kd values, giving the binding 
affinity of the radioligand.

 4. Internalization assays: Here the radioligand is 
incubated with intact cells, and after certain 
time points, cells are washed from unbound 
radioligand, followed by a washing step with 
an acidic buffer (typically acetate or glycine 
buffers) that removes cell surface receptor 
bound activity and at the end cells are col-
lected and counted. In this assays information 
is gained on active cell uptake via receptor 
internalization, and results are expressed as 
internalized activity related to the total activ-
ity added or related to surface bound activity. 
Nonspecific cell uptake can be determined 
either by co-incubation with excess of cold 
receptor ligand or at 4 °C inhibiting energy-
dependent internalization.

 5. Washout assays: This assay may be performed 
if information is required whether an internal-
izing radioligand is released after intracellular 
metabolism or via active excretion mecha-
nisms. To achieve this first a radioligand is 
incubated with the respective cells and then 
extracellular radioactivity is washed off. The 
cells are incubated again and samples of the 
supernatant are collected over time. The result 
may be expressed as % washout of total activ-
ity in the cell.

It must be stressed that for assays giving infor-
mation on internalization and externalization, 
intact cells have to be used, whereas for determi-
nation of binding affinities, membranes or iso-
lated receptor assays may be preferred as 
equilibrium required for exact determination of, 
e.g., a Kd value cannot be reached when the sys-
tem is “open,” e.g., by allowing internalization of 
ligands. In any case the nonspecific binding has 
to be determined, usually by co-incubation with 
an excess of a ligand blocking the target; without 
this no information on target binding whatsoever 
can be gained.

Special assays may also require additional 
techniques, such as when tissue sections are used. 
In this case determination of radioligand binding 
must be performed by autoradiography either 
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electronically or by means of classical film 
autoradiography.

Recently, also the receptor signaling has 
become of interest in receptor characterization of 
radiotracers based on peptides. Most peptides 
used traditionally were agonists, i.e., exhibiting 
the pharmacological action of the natural ligand 
when binding to the receptor including internal-
ization. However, antagonists have shown to 
potentially have advantages in targeting with 
higher target/nontarget ratios. Radiolabeled soma-
tostatin receptor antagonists are preferable to ago-
nists for in vivo peptide receptor targeting of 
tumors (Ginj et al. 2006) and exhibiting no phar-
macological effect, which can be challenging due 
to high potency of some agonistic peptides, such 
as bombesin derivatives. To characterize agonistic 
vs. antagonistic properties, several investigations 
can be made dependent on the target system, 
including internalization assays, Ca2+-flux assays, 
or immunofluorescence assays combining peptide 
with antigen binding visualized by optical meth-
ods (Abiraj et al. 2011).

Partition Coefficient
One parameter, which is easy to determine and 
allows some prediction of the pharmacokinetics 
in vivo, is the partition coefficient (log P). It is a 
major parameter for the hydrophilicity and 
describes the distribution of the radiolabeled pep-
tide between an octanol and a buffer phase. 
Especially for the partition of peptides, a defined 
pH value is of great importance (the protonation 
stage has influence on the hydrophilicity). Mostly 
phosphate-buffered saline pH 7.4 (PBS) is used 
as buffer system. The more hydrophilic the radio-
labeled peptide is, the higher is the activity found 
in the buffer phase. It is difficult to define an opti-
mal range for this parameter as it strongly 
depends on the particular nature and application 
of the radiolabeled peptide. In most cases radio-
labeled peptides are developed to target receptors 
which are upregulated in tumor tissue. Thus, pep-
tides that are rapidly accumulated in the tumor 
and eliminated from the body are searched for. It 
has been shown that peptides with very low logP 
values (typically below −3) are preferable in this 
case (see also section “Tracer Optimization”). 

Anyway, fast elimination from the blood is 
accompanied by a short time for tumor uptake. 
Thus, a balance between elimination and accu-
mulation has to be found, which is best reflected 
in the tumor-to-background ratio (see later).

For the determination of the log P value, it is 
suggested to add approx. 500,000 cpm of the radio-
labeled peptide in <50 μl aqueous solution to an 
Eppendorf cap containing 500 μl octanol and 500 μl 
PBS. After rigorous shaking for 10 min, samples of 
100 μl from each phase are collected and counted. 
As peptides usually are very hydrophilic, most of 
the activity is found in the aqueous phase, and great 
care has to be taken during sample drawing to avoid 
cross contamination of the organic layer.

Protein Binding
A second important predictor of pharmacokinetics 
is the amount of radioligand bound to plasma pro-
teins. High values of plasma protein binding will 
lead to prolonged blood circulation and reduced 
target to nontarget ratios. Plasma protein binding 
increases with increased lipophilicity, which is a 
known phenomenon for drugs. In the case of 
radiometal-labeled peptides, protein binding may 
also reflect reduced complex stability resulting in 
increased binding of the radiometal to proteins.

The protein-bound fraction is determined by 
incubation of the radiolabeled peptide in low 
concentration (<1 μM) at 37 °C in human or, if 
not available, rat plasma or serum for varying 
time points. Care has to be taken that the radioli-
gand solution does not contain organic solvents 
or may contain buffers influencing the pH. The 
protein-bound fraction is determined by separa-
tion of the radiolabeled peptide from plasma pro-
teins. This may be achieved by size exclusion, 
precipitation, or ultrafiltration. The latter two 
may overestimate the protein-bound fraction due 
to unspecific effects. A straightforward approach 
is to use miniaturized Sephadex-based size exclu-
sion columns (Microspin). These can be loaded 
with the sample and centrifuged under controlled 
conditions, thereby only releasing the protein-
bound fraction. Eluate and column are counted in 
a gamma counter and the protein-bound fraction 
is calculated as % protein bound of total activity. 
The assay should always be performed using a 
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negative control (i.e., incubation in buffer). 
Increase of protein binding over time may be an 
indicator of a limited complex stability (release 
of radiolabel over time). It should be stated that 
the method only is applicable if the molecular 
weight of the peptide is comparably low (i.e., < 
5000). Low protein binding is usually of advan-
tage; absolute values are difficult to give; how-
ever, e.g., for RGD-peptides low protein binding 
was considered to be clearly below 10 %.

Stability Assays
Stability assays should be performed for different 
reasons. First, they can give an indication of the 
stability of the radiolabel, especially when radio-
metal-based labels are used. On the other hand, 
they can provide information on the stability of 
the peptide itself. In general these assays are per-
formed by incubation of the radiolabeled peptide 
in a certain medium, followed by analysis of the 
incubation solution at different time points, usu-
ally by radio-HPLC analysis; in certain cases 
TLC or SPE may be applied; however, it will 
only provide limited information (especially no 
information of the stability of the peptide is 
included).

Assays to determine the stability of the radio-
label, specifically when radiometals are used, 
should include incubation in different media. 
First stability in solution and in buffers at neutral 
pH (e.g., PBS) should be included. Additionally, 
so-called challenging assays should be per-
formed. In this case an excess of a ligand with 
good chelating properties for the radiometal 
should be co-incubated. This can be DTPA in the 
case of 111In, 67/68Ga, or 64Cu. In the case of 99mTc, 
the challenging agent should be adapted to 
the radiolabeling approach used. In the case 
of 99mTc(V) ligands (e.g., N3S and N4 ligands), 
cysteine can be used as naturally occurring com-
peting ligands. In case of 99mTc-tricarbonyl com-
pounds, histidine may be a better choice.

Such assays can be designed in different ways. 
One possibility is co-incubation with a great 
excess of the competing ligand (e.g., 1000-fold 
molar excess of ligand over radiolabeled peptide) 
and determination of the stability at different 
time points (up to 24 h). Another possibility is to 

use one time point (e.g., 4 h) and different molar 
ratios of competing ligand and peptide. The 
amount of released radionuclide is usually deter-
mined by means of radio-HPLC but may be sim-
plified by using, e.g., TLC methods. However, it 
should be validated whether the separation of 
radiolabeled peptide and released radiometal can 
be determined in this way.

Stability of the peptide itself is usually deter-
mined by incubation of the radiolabeled peptide 
in serum at 37 °C, followed by radio-HPLC anal-
ysis at different time points, expressing the result 
as half-lives of the radiolabeled peptide. To allow 
this analysis, first serum proteins have to be sepa-
rated by means of precipitation (e.g., by pipetting 
the same volume ethanol or acetonitrile to the 
serum sample, followed by centrifugation). An 
alternative approach uses fixation of the peptide 
on a C-18 cartridge. In both cases the protein-
bound fraction should be determined in parallel 
by one of the methods described above to avoid 
artifacts due to protein-bound material. 
Additionally to incubation in serum, other incu-
bation media may be chosen such as tissue 
homogenates (e.g., from rat), as it is known that 
among other organs, the kidneys and liver are 
responsible for peptide degradation. It also may 
be of interest to determine stability in tumor cells 
expressing the respective target in a similar way. 
With such assays information on the metabolic 
stability can be gained. However, interpretation 
should be made very carefully, as stability can be 
very variable dependent on assay conditions (vol-
ume, age of serum, concentration). It therefore 
should be rather considered as an intra-laboratory 
standard rather than a comparison with published 
data or results from other laboratories.

In Vivo Evaluation

Normal Distribution/Metabolic Stability
First in vivo studies with a new tracer can be car-
ried out using normal mice. This study will sup-
ply information about the overall biodistribution 
of the radiolabeled peptide. For example, it will 
show if tracer elimination is predominantly hepa-
tobiliary or renal, if blood pool clearance is fast 
or slow, and if blood-brain barrier is penetrated. 
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For this study the tracer is injected into the tail 
vein of the mouse. At different time points 
(depending on the isotope used), the animals are 
sacrificed and dissected, and tissue of interest is 
weighed and activity is measured using a 
γ-counter. Activity concentration in the different 
organs will be expressed as percent injected dose 
per organ (%ID) and/or per gram tissue (%ID/g).

Further important data in tracer evaluation 
results from studies of the metabolic stability. A 
first indicator of tracer performance results 
already from determination of this parameter in 
serum/plasma. However, studying of the meta-
bolic stability in whole body may supply a deeper 
insight in tracer properties. A standard protocol 
may include investigation of the metabolic stabil-
ity of the tracer in the blood, tumor, kidney, and 
liver. Therefore, the tracer is injected i.v. and 
blood and organs are sampled at corresponding 
time points. Subsequently organs are homoge-
nized (e.g., organs were frozen with liquid nitro-
gen and homogenized using a 
Mikro-Dismembrator) and suspended in buffer, 
and organ homogenates and blood are centri-
fuged. Workup of the supernatant follows the 
same protocols as described above (in vitro sta-
bility assays).

Murine Tumor Models
Most approaches using radiolabeled peptides 
are focused on targeting receptors involved in 
tumor biology. Most important in the develop-
ment of these tracers is to choose the appropri-
ate tumor model. One very important factor is 
that it is proven that the target molecule is 
expressed on the used tumor cell line as well as, 
and even more important, on the tumor grown 
in the corresponding animal. The latter can be 
carried out by dissecting the tumor and immu-
nohistochemical staining of the tumor tissue 
sections using corresponding antibodies. If this 
is not possible, at least in Western blotting, 
determining that the mRNA is produced should 
be carried out.

In cases where a set of subtypes belongs to a 
receptor family (e.g., somatostatin receptors, 
integrins) and the development is focused on a 
subset or even on one special subtype out of the 

receptor family, it has to be guaranteed that only 
the target receptor is expressed. This can be 
achieved by using genetically modified cell lines 
where the target receptor is inserted into the host 
cell genome or by selecting cell lines which have 
already the desired expression pattern, e.g., by 
FACS.

Standard procedures to demonstrate selective 
receptor-mediated tracer accumulation are using 
blocking experiments (see below). However, 
these include in general that high peptide amounts 
have to be injected which may induce some 
downstream signals and/or influence the pharma-
cokinetics of the tracer. Thus, preferable assays 
will include negative control cell lines which are 
selected or modified not to express the target 
receptor. Such approaches will allow to grow 
receptor-positive as well as receptor-negative 
tumors; within the same animal, eliminating 
effects may be occurring due to injection of 
“cold” peptide or due to the fact that experiments 
are carried out in different sets of animals.

In most cases for the first in vivo evaluation, 
the animal models of choice are based on mice or 
in some cases rats, which are injected subcutane-
ously with the corresponding tumor cell line. One 
advantage is that adequate animal housing and 
handling is relatively easy. Moreover, a variety of 
immunodeficient nude mice strains, required for 
the use of human cell lines, are available.

In some cases transgenic mice may be included 
in the evaluation. Transgenic mice are very useful 
systems for studying mammalian gene function 
and regulation. Moreover, transgenic mice can be 
used to model human diseases that involve the 
over- or miss-expression of a particular protein. 
For example, the RIP-TAG model is a transgenic 
mouse model of carcinogenesis and angiogenesis 
where the oncogene SV40 T antigen is expressed 
under the control of the rat insulin promoter. The 
advantage of such a model is that the tumor arises 
from normal cells in its natural tissue environment 
and progresses through multiple stages as human 
cancer do. In the RIP-TAG model within 12–14 
weeks, insulin-producing beta cells develop to 
islet cell hyperplasia, adenomas, and finally carci-
nomas. Anyway, production and handling of 
transgenic mice are not trivial and are not a 
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 prerequisite in the evaluation of new radiolabeled 
peptide but can add additional information to get 
a deeper insight into the molecular mechanism of 
tracer accumulation.

Tumor Accumulation/Blocking Experiments
Information on the distribution of the tracer in nor-
mal tissue and the metabolic stability in vivo are 
important factors. But finally adequate and specific 
accumulation of the tracer at the target structure is 
the most important prerequisite of a radiopharma-
ceutical. Thus, a major step in radiotracer develop-
ment is the evaluation of the radiolabeled peptide 
using corresponding disease models. As already 
mentioned most radiolabeled peptides yet are 
developed to target receptors which are overex-
pressed in tumor tissue. Thus, tumor xenografts 
grown in mice (or nude mice; depending on the 
origin of the tumor cells) are used in most cases. 
These were generated by either injection of tumor 
cells subcutaneously into the mouse or by directly 
transplanting tumor tissue from one animal to the 
next (which will not be discussed in detail here). 
For biodistribution studies, injection site is not 
important. Preferably the tumor cells (approx. five 
Mio but it strongly depends on the in vivo growth 
rate of the cell line) are injected subcutaneously at 
the musculus femoris. Mice are ready for biodistri-
bution studies when the tumors reached a weight of 
approx. 100–200 mg. There is a great variation in 
the growth period, which strongly depends on the 
tumor cell type used. Many cell lines can be 
injected in buffer systems (e.g., PBS). For some 
cell lines, injection in Matrigel is recommended. 
Therefore, it is mixed with immortalized human 
cancer cells and the mixture is injected subcutane-
ously in immunodeficient mice. A human tumor 
usually forms in 2–4 weeks. Major components of 
Matrigel are structural proteins such as laminin and 
collagen. Additionally, it contains growth factors 
that promote differentiation and proliferation of 
many cell types as well as numerous proteins in 
small amounts. Anyway, its exact composition is 
unknown.

After the tumor reached desired size, distribu-
tion of the tracer will be studied following the 
same protocols as described above. An important 
parameter to draw conclusions regarding tracer 

performance is the tumor-to-background ratio, 
which can be extracted from this experiment.

Not only the absolute amount of tracer accu-
mulation in tumor tissue is important but also it 
is even more important to show that accumula-
tion is tumor or better receptor specific. As 
mentioned this can be confirmed by either 
using negative control tumors or, if not avail-
able, by carrying out blocking or competition 
experiments. Therefore, prior (approx. 10 min) 
or together with the radiolabeled peptide, a 
great excess of unlabeled peptide, which is 
known to bind with high affinity to the target 
structure, is injected. This has to lead to a sig-
nificant reduction in tumor uptake. Sometimes 
not only tracer accumulation in the tumor but 
also in other organs decreases. This can be due 
to expression of the target structure on organs 
other than the tumor. Anyway, this has to be 
considered carefully, because the high amount 
of peptide can influence elimination, which 
also may result in changes of the distribution 
pattern.
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16.1  Fluorescence Imaging

Ingrid Hilger

This chapter sets out to (a) describe the main 
techniques employed in current preclinical and 
clinical applications of fluorescence imaging, (b) 
define important aspects of using fluorescence 
reporters, and (c) describe current applications to 
diseases with high socioeconomic relevance.

16.1.1  Introduction

Fluorescence is the phenomenon by which cer-
tain molecules under illumination absorb light of 
a specific wavelength and normally react by 
emitting light of a comparatively longer 
wavelength.

This phenomenon relies on the production of 
excited single states. An electron in the excited 
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orbital is paired with a second electron (of oppo-
site spin) in the ground-state orbital (Lakowicz 
1999). A photon is emitted as a result, causing a 
rapid return to the ground state. Compared to 
phosphorescence (i.e., the emission of light from 
triplet excited states), fluorescence emission rates 
are very high, with fluorescence lifetimes in the 
10 ns range.

Fluorescence occurs quite frequently in 
nature, in minerals such as benitoite, gypsum, 
and scapolite, for example. They emit visible 
light upon being illuminated by invisible ultra-
violet light, X-rays, or electron beams. A num-
ber of marine animals – for example, lancelets, 
corals, jellyfish, and marine fish (Sparks et al. 
2014) – are also capable of fluorescing, as are 
some land animals, namely, butterflies, par-
rots, etc.

Humans have exploited fluorescence by con-
structing chemical sensors, biological detectors, 
and cosmic ray detectors as well as by designing 
fluorescent lamps, etc. Fluorescence has also 
entered the field of life sciences and medicine, par-
ticularly for imaging purposes, as in microscopy. 
Initially, during the early twentieth century, this 
technique was primarily used to analyze selected 
tissue and cell samples with  corresponding 
 fixation. About 20 years later, a fluorescent  contrast 
agent, fluorescein, was developed for use in neuro-
surgery applications (Moore et al. 1948) to 
improve the detection of brain tumors in patients. 
Expanding beyond microscopy, fluorescence 
 featured prominently in the development of 
sophisticated mesoscopic and macroscopic optical 
imaging systems. This classification of optical 
imaging modalities from microscopy to macros-
copy was originally proposed by (Ntziachristos et 
al. 2010) and was based on the tissue depth at 
which they operate (see below).

The success of fluorescence optical imaging 
methodology is in large part attributable to its (1) 
ease of use, (2) low cost, and (3) high sensitivity 
(up to the fmol range of detected dye molecule, 
depending on the method used) without requiring 
the use of radioactive tracers.

Nevertheless, even with all the technical 
developments of the last years, researchers and 
users still face the basic challenge that all tissues 

scatter light, which also leads to reduced resolu-
tion and difficulties in image formation (Yodh 
and Chance 1995). In particular, when exciting a 
specific optical probe localized within tissue, the 
signal intensity emerging from it will be affected 
by absorption and scattering (Arridge 1999; 
Schotland and Leigh 1992). To be exact, this 
means that the fate of excitation and emission 
photons depends on the tissue’s scatter, anisot-
ropy, and refractive indexes (Alfano et al. 1997). 
Therefore, the detection limits of fluoro-optical 
technologies within tissues are determined by a 
photon’s main free path and the average angles at 
which photons scatter during each scattering 
event as stated by Ntziachristos et al. (2011).

Wavelengths are known to determine the 
degree of absorption and scattering in tissue and 
therefore the penetration depth in tissues. Using 
near-infrared light permits detecting tissue 
structures deeper under the surface than using 
visible light. In particular, near-infrared photons 
(wavelengths between 650 and 900 nm) were 
observed to travel more efficiently through tis-
sues than ones in the visible light spectrum 
(Jobsis 1977). When wavelengths increase (i.e., 
red or infrared region of the optical spectrum), 
absorption and scattering of light in tissue are 
known to diminish. The longer the wavelength 
is, the lower is the delivered energy of the pho-
tons. Absorption is at its lowest between 500 
and 800 nm (Osterman and Schutz-Geschwender 
2007). By contrast, when increasing wavelength 
above 900 nm, increasing absorption by water 
results in markedly reduced transmission of 
light.

In normal tissue, the principal absorbers are 
water, oxyhemoglobin, deoxyhemoglobin, and 
lipids. The extent of absorption depends on the 
molar concentration of each constituent. For 
example, in a tissue with 8 % blood volume and 
29 % lipid content, the dominant absorber will be 
hemoglobin, accounting for 39–64 % of total 
absorption at NIR wavelengths (Lim et al. 2003).

In addition to photon absorption and scatter-
ing in living tissues, tissue autofluorescence can 
also noticeably limit contrast in fluorescence 
optical imaging. The absorption of a photon is 
obtained by summing up all absorbing constitu-
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ents present in tissue. Under visible light, fluores-
cence of intrinsic fluorophores such as NADPH, 
collagen, elastin, and flavin, etc., may occur 
(Frangioni 2003; Kovar et al. 2007), potentially 
interfering with that of xenogen reporters in the 
visible range of the light spectrum. NIR light 
solves this problem by reducing the autofluores-
cence background of intrinsic fluorophores.

With respect to NIR regions, tissue depths of 
several centimeters can be achieved, depending 
on the type of tissue, e.g., 10 cm in the human 
breast (Buehler et al. 2010a).

Most applications in recent years focused on 
preclinical whole-body imaging using near- 
infrared light. In this context, strategies employ-
ing NIR light typically included labeling specific 
high-affinity ligands with NIR fluorochromes, 
nanoparticles, and the like. Depending on the 
macroscopic imaging method used, less than 100 
fmol of an NIR dye can be detected (Ntziachristos 
2011). At present, a growing number of papers 
describe the introduction to the clinical field of 
fluorescence imaging, particularly for intraopera-
tive (van Dam et al. 2011), endoscopic, and lapa-
roscopic imaging applications (van der Poel et al. 
2011) and intra-arterial imaging (Yoo et al. 2011).

16.1.2  In Vivo Fluorescence 
Imaging Systems

In this section, the focus will be on macroscopic 
fluorescence imaging that allows probing tissues 
to depths greater than 1 cm. Macroscopic imag-
ing lets researchers probe organs, tissues, or 
entire small animals. For these applications, mac-
roscopic fluorescence imaging systems have been 
used primarily as stand-alone devices for preclin-
ical imaging. Recently, combining them with 
other imaging methods, such as MRI and CT, has 
also been suggested as a means for correlating 
the fluorescence signals with anatomical infor-
mation. A comprehensive review of the advan-
tages and current limitations of macroscopic 
imaging is found in (Ntziachristos 2010, 2011). 
The main imaging strategies are fluorescence 
reflectance imaging and fluorescence-mediated 
tomography, both of which will be discussed in 
greater detail below.

16.1.2.1  Epi-illumination or 
Reflectance Imaging

Preclinical fluorescence imaging devices include, 
among others, quite basic epi-illumination (pho-
tographic) systems. The typical epi-illumination 
system consists of a sensitive charge-coupled 
device (CCD) camera, a filter system operating at 
defined wavelengths, illumination systems for 
fluorophore excitation, macro lens systems, a 
lighttight imaging chamber, and the software 
needed to control the device. Among CCD cam-
eras, silicon CCD cameras offer the best cost/
performance ratio, but their sensitivity is rather 
poor above 800 nm. Increased sensitivity up to 
900 nm can be achieved with more expensive 
arsenide CCD cameras. Also available are gal-
lium arsenide cameras, but their sensitivity below 
1,000 nm is poor (Frangioni 2003).

Typically, spectral bandwidths – resulting 
from filtering white light or use of a laser source 
or laser diode – are used to excite the fluorescing 
probes. The light source can also be used to pro-
duce an illumination image of an animal. The 
light falling on the surface of the tissue or animal 
will propagate into it for several millimeters (i.e., 
in the NIR) and excite the fluorophores. Similarly, 
the produced fluorescence signals will propagate 
to the surface. Epi-illumination systems can be 
used for both fluorescence and bioluminescence 
imaging.

Characteristic of epi-illumination systems is 
that the components used to illuminate and detect 
emitted fluorescence are lined up on the same side 
of the object of interest. The technique is mainly 
useful in detecting superficial tumors (e.g., tumor 
xenografts) in laboratory animals for preclinical 
research, since, depending on the type of tissue, 
probing is limited to depths of 3–7 mm from the 
tissue surface. In clinical practice, these systems 
are appropriate for open surgery and endoscopic 
procedures. The particular advantages are that 
the systems are simple to implement and oper-
ate. However, the fluorescence images will not 
exactly reflect probe localization since, as men-
tioned earlier, their fluorescence emission will 
be closely affected by absorption and scattering. 
Absorption and scattering will also impair full 
quantification of fluorescence signals (Boot et al. 
2008). Therefore,  semiquantitative analysis of 
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the fluorescence intensities is often performed to 
obtain rough approximations, particularly when 
taking repeated images from the same animal 
during the course of the disease (Haedicke et al. 
2013; Kossatz et al. 2013). With this, the relative 
changes in probe accumulation can be deduced. 
Nevertheless, it must be taken into account that 
areas of high vascularization in tumors will cer-
tainly favor unspecific probe accumulation but 
will also absorb fluorescence emission due to the 
presence of blood (Huisken et al. 2004). The res-
olution of epi-illumination technique is approxi-
mately 2–3 mm with sensitivity in the nM to μM 
range.

16.1.2.2  Fluorescence-Mediated 
Tomography

Another type of fluorescence imaging methods 
utilizes fluorescence-mediated molecular tomog-
raphy (FMT). In this method, the tissue of inter-
est is illuminated from multiple angles, then 
the emitted fluorescence and excitation photons 
that have propagated through the tissue are col-
lected and registered in different spectral bands. 
Using appropriate mathematical processing 
tools on the raw data, this method permits 
 creating  three- dimensional quantitative images 
of  fluorescent probe localizations in the area of 
interest (Ntziachristos 2010). A comparatively 
high resolution can be achieved by illuminating 
the tissue surface with point light sources and by 
applying theoretical models and assumptions of 
photon propagation. In general, the sensitivity is 
in the nM-range, with an in vivo detection limit of 
1 picomol fluorochrome (10 nM) (Ntziachristos 
et al. 2002). The resolution is at least 500 μm, 
and, despite some improvements, photon scat-
tering remains a challenge. Consequently, to 
correlate the fluoro-optical signals with anatomi-
cal localization, the use of hybrid systems has 
been suggested. Feasible combinations include 
FMT with CT or MRI. These combinations can  
also be used to further improve image reconstruc-
tion and visualization (Ale et al. 2013; Gremse 
et al. 2014).

16.1.2.3  Multispectral Imaging
A particular advantage of fluorescence optical 
imaging is its ability to generate multiple images 

using different spectral regions or, alternatively, by 
applying methods for resolving different spectra 
(multispectral imaging). Different multispectral 
decomposition methods suggested can be applied 
either to the excitation light or to the fluorescing 
light. Corrections for absorption characteristics of 
various tissues, scattering variations, and depths 
are feasible. These methods have been summa-
rized in a review (Ntziachristos 2010). The method 
has been applied to detect more than one molecu-
lar marker in cancer (Kossatz et al. 2013), cancer 
therapeutic efficiency (Haedicke et al. 2013) or for 
in vivo imaging of FRET (Busch et al. 2012) in 
edemas, etc. (Fig. 16.1).

16.1.2.4  Other Fluorescence Imaging 
Methods

Optoacoustic imaging is not based directly on 
fluorescence emissions by fluorophores but 
instead involves the detection of signals via opto-
acoustic impulses (for more details, see Sect. 
16.5). The method allows the identification of 
intrinsic chromophores in tissue, such as oxyhe-
moglobin and deoxyhemoglobin (Allen and 
Beard 2006a; Eghtedari et al. 2007; Kolkman 
et al. 2004; Zemp et al. 2007). Optoacoustic 
imaging can also detect fluorochromes and 
 fluorescent nanoparticles familiar from epi- 
illumination techniques (Razansky et al. 2007). 
Sensitivity is in the nM to μM-range, resolution 
is above 20 nm, the latter being limited by the 
attenuation of acoustic frequencies in the tissue 
(Ntziachristos 2010).

Further details on other fluorescence imaging 
methods such as bioluminescence imaging, opti-
cal coherence tomography, intravital microscopy 
can be seen in the following chapters of these 
book Sects. 16.2, 16.3, 16.4, 16.5, and 16.6.

16.1.3  Contrast Agents 
for Fluorescence Imaging

16.1.3.1  General Features
In addition to the fluorescence imaging devices 
themselves, appropriate contrast agents are an 
important complementary tool needed for prob-
ing organs, tissues, and whole animals. Most of 
the fluorescing contrast agents are aromatic 
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organic molecules (Fig. 16.2). Ideal fluorescence 
reporters should emit fluorescence in the near- 
infrared spectral range, as already noted. The 
fluorescent dyes most in use for in vivo imaging 
range between 550 and 900 nm in the diagnostic 
window. Typical examples are cyanines and their 
derivatives (i.e., Cy5.5 with an emission wave-
length of 695 nm (Kovar et al. 2007)), hemicya-
nine dyes (Busch et al. 2012), and others. 
Increasingly popular are also Alexa Fluor 680, 
IRDye 680, and IRDye 700DX as well as the red 
chromophores Alexa 750 and IRDye 800CW 
(Kovar et al. 2007; Panchuk-Voloshina et al. 
1999). Other fluorescent dyes are derivatives of 

squaraines, phthalocyanines, porphyrin, and 
borondipyrromethene analogues (BODIPY) 
(Ulrich et al. 2008). In recent years, much atten-
tion has been paid to the advent of quantum dots 
(QDs), nanoparticles constituted of heavy metals 
such as cadmium and selenite (see below).

A shared characteristic of fluorescent dyes is 
their high applicability potential, since (1) 
 large- scale chemical synthesis is fundamentally 
feasible and (2) they are suited for rapid and 
efficient conjugation with specific molecules, 
such as DNA primers, nucleotides, proteins, 
small molecules, amino acids, etc. Most recently, 
modifications of their basic chemical structure 
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Fig. 16.1 Multispectral fluorescence imaging of apop-
totic cells in tumors via photodynamic therapy. (a) 
Representative composite images of tumor-bearing mice 
injected with a fluorescent annexin V probe at 2 days (left 
column) or 2 weeks (right column) after therapy. (b) 
Semiquantitative analysis of fluorescence signals in tumors 
in treated or non-treated mice up to 48 h postinjection, 2 d, 
2 days, or 2 w, 2 weeks (*p < 0.05). (c) Biodistribution of 
the fluorescent annexin V 5 days after therapy and 3 days 
post probe injection in PDT-treated (black) and non-treated 

(white) mice, ex vivo organ fluorescence, *p < 0.05. (d) 
Biodistribution of the annexin V probe at 3 weeks after 
therapy and 17 days (black bars) and 8 days (dark gray 
bars) after probe injection in treated mice or 17 days (white 
bars) and 8 days (light gray bars) after probe injection in 
non-treated mice, fluorescence signals of the organs, 
*p < 0.05. (e) Cell nuclei of the cryo- frozen tumor slices 5 
days (upper images) and 3 weeks (lower images). Arrow: 
condensed chromatin (Hoechst stain) (From Haedicke 
et al. (2013) with permission from Elsevier)
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have produced improved chemical stability and 
photostability, long fluorescence life, and 
increased solubility with less aggregation pro-
pensity in biological systems (see below). Of par-
ticular significance is their adequate separation 
between excitation and emission wavelengths 
(Stokes shift), permitting effective filtering of 
emitted fluorescence from excitation light.

To be detected properly, fluorescence dyes 
should exhibit high quantum yields. The fluores-
cence quantum yield is defined as the efficiency 
of the fluorescence process. Mathematically, it is 
the ratio of the number of photons emitted to the 
number of absorbed photons. The ideal quantum 
yield is 1.0, indicating that every absorbed pho-
ton leads to a photon emission. In general, one 
can assume that all dyes between the values of 
0.1 and 1 are fluorescent. Accordingly, this holds 
true for most of the NIRF dyes applied for in vivo 
imaging purposes, with values between 0.13 and 
0.27 (Ohnishi et al. 2005). The highest quantum 
yields are achieved with QDs (around 0.50) 
(Frangioni 2003). All compounds below a value 
of 0.1 lack a detectable fluorescence emission. 
The values cited here should be regarded as rough 
estimates of fluorescence detection intensity, 
since the determination of quantum yield is 

highly susceptible to the features of the surround-
ing medium and lack of standardization.

Solubility of fluorescent probes is an impor-
tant characteristic, as it assures an adequate dis-
persion in the body after intravenous application. 
Because of their basic molecular structure, hemi-
cyanine and cyanine dyes lack solubilization. In 
order to boost it, attempts have been made to 
couple polar groups, such as sulfonates and oth-
ers, with the basic configuration. Lack of solubil-
ity can lead to aggregation and agglomeration of 
the dye molecules, resulting in a reduction of the 
quantum yield (see below). As a result, the quan-
tum dots produced initially were fairly insoluble, 
having been constructed with inorganic shells. 
New formulations use polar organic layers to 
make them water soluble. Due to their heavy 
metal constituents leading to low biocompatibil-
ity and degradability, QDs are restricted to pre-
clinical applications.

Photobleaching is another phenomenon that 
needs to be considered in relation to the use of 
fluorescent probes. It is known to be associated 
with the reduction of fluorescence due to the mol-
ecule’s destruction in the presence of light required 
to induce emission of fluorescence. Photobleaching 
is closely linked to the compound’s stability. Most 
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of the known fluorophores are susceptible to it, 
although the light emitted by most fluorophores is 
adequate for successful optical imaging applica-
tions. QDs are more resistant to photobleaching 
than ICG and hemicyanine dyes.

Nonspecific binding is another important 
aspect, particularly in connection with detecting 
target-affine fluorescent probes. Nonspecific 
binding can occur as a result of interaction with 
cellular membranes as well as with extracellular 
matrix materials, etc. Nonspecific binding gener-
ally lowers the signal-to-noise ratio. Depending 
on their molecular configuration, most of the cya-
nines and hemicyanines have a tendency to bind 
proteins. For example, four members of the 
DY-67x cyanine family, composed of the same 
main chromophore but substituted with a 
sequentially increasing number of sulfonate 
groups (n 5 1–4; DY-675, DY-676, DY-677, 
DY-678, respectively), were shown to exhibit dif-
ferent bovine serum albumin binding constants: 
that of the most hydrophobic dye, DY-675, was 
18 times higher than that of DY-678, the most 
hydrophilic fluorophore. In vivo biodistribution 

analysis revealed a considerable influence of dye 
hydrophilicity on biodistribution and excretion 
pathways. In this connection, the more hydro-
phobic dyes, DY-675 and DY-676, accumulate 
preferentially in the liver, followed by strong flu-
orescence signals in the bile and gut owing to 
accumulation in feces, while comparatively 
hydrophilic DY-678-COOH accumulates in the 
bladder (Hamann et al. 2011) (Fig. 16.3). QDs 
with a high number of charged surface groups 
exhibit pronounced nonspecific binding behavior 
(Bentzen et al. 2005). In contrast, hydroxyl- 
coated QDs were shown to be involved in a dis-
tinct reduction of nonspecific binding compared 
to carboxylated QDs (Kairdolf et al. 2008).

In order to achieve good signal-to-background 
ratios, fluoro-optical contrast agents should 
basically possess high-target affinity, good 
accessibility to the target molecule, and rapid 
clearance, since any uncleared molecule will 
contribute to the background signal. The com-
monly used dyes ICG, Cy5.5, and Cy7, IRdye800 
CW, etc., are cleared very rapidly from the blood 
(Frangioni 2003). Polar hemicyanine dyes are 
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cleared by renal filtration, nonpolar ones, such 
as ICG and nonpolar hemicyanines via the bile 
(Hamann et al. 2011; Recknagel et al. 2012). QDs 
with diameters over 3.5 nm cannot be cleared by 
renal filtration, which means that they circulate 
longer (Frangioni 2003).

Most fluorescent dyes have been shown to have 
low toxicity. However, so far, ICG is the only fluo-
rescent dye approved by the FDA (Benya et al. 
1989). The toxicity of hemicyanine dyes and ICG 
derivatives, such as Cy5.5, has not been fully eval-
uated. In some studies, the cytotoxicity and toxic-
ity of Cy5.5 and the hemicyanine dyes were found 
to be lower than with ICG (Pauli et al. 2009a). 
QDs might be potentially dangerous because of 
the presence of cadmium and selenium (Hardman 
2006). The features of the fluorescent dyes and 
QDs have been nicely summarized by te Velde 
et al. (2010). For more details, see Sect. 16.6.

16.1.3.2 The Most Popular Fluorescent 
Probes: Cyanine Dyes, Their 
Derivatives, and QDs

Cyanine dyes are synthetic dyes belonging to the 
group of polymethines. Other than cyanines with 
open chains, most of the cyanine molecules for 
biomedical applications are characterized by the 
presence of two aromatic heterocycles (symmet-
ric cyanines), each of them containing a nitrogen 
molecule. Both nitrogen molecules can be part of 
a heteroaromatic moiety (e.g., pyrrole, pyridine, 
etc.). The heterocycles are linked by a polyme-
thine bridge. The extension of the molecule by a 
vinylene moiety leads to a shift of absorption/
emission to a longer wavelength (bathochromic 
shift) of about 100 nm (Mishra et al. 2000). In 
this context, mono- and trimethine cyanines 
absorb and emit in the visible region of the light 
spectrum and pentamethines in the near-infrared 
region.

In general, cyanine dyes and their derivatives 
are associated with a small Stokes shift and some 
aggregation in aqueous media (Landsman et al. 
1976), which leads to rapid elimination from the 
blood through the liver. Despite being approved, 
ICG has in fact recently been reported as induc-
ing transient cytotoxic effects (Ho et al. 2003; 
Ikagawa et al. 2005; Skrivanova et al. 2006). The 

introduction of carboxylic and sulfonic acid 
groups to the basic cyanine structure to address 
its low solubility in water led to a distinct 
improvement (Peng et al. 2005; Zhou et al. 2007). 
Interestingly, the heptamethine cyanine BHmC 
that is made up of two cyanine subunits exhibits 
a distinct increase in fluorescence after protein 
binding in contrast to solubilization in water 
(Kim et al. 2005).

Among currently available cyanines, indocya-
nine green (ICG, Cardiogreen) was already 
approved in 1958 for use in patients. The small 
molecule (775 Da) exhibits a short plasma half- 
life (1–2 min). It is heavily protein bound, has a 
low quantum yield in plasma, and diffuses  readily 
from the vessels into the interstitium. It has been 
used for routine tests in retinal angiography 
(Chang et al. 1995) among others. It is also used 
in liver function testing (Cherrick et al. 1960; 
Weissleder and Ntziachristos 2003), for the iden-
tification of small and macroscopically invisible 
liver cancers in real time (Gotoh et al. 2009; 
Ishizawa et al. 2009), and in rheumatoid arthritis 
(Schafer et al. 2013). Typically, intravenous dos-
ages of 25–50 mg ICG in saline are used. ICG 
has also been used to image the cerebrospinal 
fluid (Sakatani et al. 1997).

Hemicyanines are made up of at least one het-
erocycle instead of the two that are normally 
present in cyanine molecules (asymmetric cya-
nines). The fluorescence quantums of these dyes 
in aqueous solution depend on the substitution 
pattern of the benzopyrylium-type end group, 
which also significantly determines the aggrega-
tion tendency. Sterically demanding substituents 
and negatively charged sulfonate groups reduce 
the aggregation tendency (Pauli et al. 2011).

Squaraines are made up of an oxocyclobu-
tenolate core and aromatic heterocyclic compo-
nents at the two ends of the molecule (Volkova 
et al. 2007). These molecules present a high 
molar extinction coefficient and good photocon-
ductivity (Dilek and Akkaya 2000; Oswald et al. 
2000). However, water solubility is very poor 
due to their planar and hydrophobic molecular 
structure. Recently, stable and non-cytotoxic 
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supramolecular adducts of squaraines and the 
natural carrier protein, i.e., serum albumin, have 
been suggested for tumor-targeted imaging and 
photothermal therapy in vivo (Gao et al. 2014).

Phthalocyanines are porphyrin derivatives 
made up of four pyrrole moieties that were linked 
together through nitrogen atoms. These mole-
cules are thermally and chemically very stable. 
Due to the feasibility of replacing the two central 
hydrogen atoms with metal atoms, plus the added 
possibility of incorporating substituents at the 
periphery and axial positions of the molecules, 
these molecules have been also used in 
 optoelectronics and biomedicine applications 
(Cammidge and Gopee 2002). Of particular 
interest are applications as photosensitizers. 
When illuminated, they produce toxic singlet 
oxygen capable of killing target (tumor) cells 
(Haedicke et al. 2013). Several porphyrin deriva-
tives such as porfimer sodium (Photofrin®), 
5-aminolevulinic acid or ALA (Levulan®), and 
methyl aminolevulinate (Metvix®), chlorin 
(Foscan®), temoporfin, etc., are FDA-approved 
photosensitizers for photodynamic therapy. 
Photofrin is used intravenously for internal can-
cers, while Levulan® and Metvix® are applied in 
skin therapy (MedicineNet).

BODIPY (borondipyrromethene) dyes exhibit 
high quantum yield and excellent thermal and pho-
tochemical stability. However, most BODIPY dyes 
emit from yellow to deep-red emission with low 
extinction coefficients. Recent years have seen sev-
eral attempts to shift the absorption spectrum to the 
NIR region of the spectrum (Rickert et al. 2010).

Quantum dots (QDs) Compared to organic dyes, 
QDs possess a series of interesting features such as 
high-absorption cross section, broadband absorp-
tion, narrow and symmetric luminescence band, 
simultaneous excitation with different emission 
wavelengths using a single excitation wavelength, 
etc. (Bruchez et al. 1998; Chan et al. 2002; Wu 
et al. 2003). Interestingly, by modulating the size of 
QDs made of a given material, different colors can 
be achieved. Doing so might make multiplexed 
imaging with differently sized QDs with the same 
excitation wavelength a versatile tool in preclinical 

imaging approaches. These nanoparticles are made 
up of heavy metal ingredients such as cadmium 
and selenite. To increase suspension in aqueous 
solution, nanoparticles are increasingly being 
coated with an organic material. They exhibit a 
high extinction coefficient combined with a quan-
tum yield comparable to fluorescent dyes. They are 
highly stable (low photobleaching effects). In par-
ticular, QDs are 20 times brighter and 100 times 
more stable than traditional fluorescent reporters 
(Walling et al. 2009). However, their cytotoxicity in 
biological systems remains to be fully clarified. 
Additionally, they are quite expensive to prepare; 
moreover, difficulties in reproducibility and quanti-
fication have also been reported (e.g., (Nikoobakht 
and El-Sayed 2003; Tsung et al. 2006)).

16.1.4  Prospects of Macroscopic 
Fluorescence Imaging

Since it is a macroscopic imaging modality, fluo-
rescence imaging is expected to be limited to the 
noninvasive detection in vivo of fluorescence sig-
nals in preclinical application to whole animals. 
In clinical settings, it has potential for use in 
imaging not only parts of the body with good 
accessibility to light, such as arthritic joints in 
hands, but also abnormalities in the gastrointesti-
nal tract, gynecological cancers, cardiovascular 
diseases using specialized catheters, imaging of 
the eye, and intrasurgical imaging. In addition, it 
may serve as a valuable tool in the following 
applications: drug testing, understanding disease 
mechanisms in basic research, supporting trans-
lation of imaging approaches to clinical practice, 
pre-screening at key points in time during the 
course of diseases, etc.

16.1.4.1  Oncological Imaging
Most of the original preclinical oncological fluo-
rescence imaging approaches aimed at demon-
strating the feasibility of detecting vascular 
permeability and diffusion via nontargeted 
probes by exploiting the enhanced permeability 
and retention effect (EPR) (e.g., Duncan et al. 
2006; Maeda et al. 2009) of tumor microvascula-
ture and also at demonstrating the reliability of 
detecting molecular markers using targeted opti-
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cal probes in whole animals. Active targeting has 
been achieved by conjugating fluorescent dyes 
(mostly cyanines or hemicyanines) with specific 
ligands made up of peptides, proteins, synthetic 
molecules, antibodies, aptamers, and others. 
Higher signal-to-background ratios were 
achieved with this approach when compared to 
nontargeted probes. Disadvantages of using 
target- affine probes in oncological imaging 
include bioconjugation that can affect the fluores-
cence of several dye molecules, impairment of 
ligand specificity because of the presence of 
comparatively large dye molecules when com-
pared to radioactive tracers, and pharmacokinet-
ics of conjugated ligands that may differ from 
those with free molecules. When using nanopar-
ticles instead of small molecules, accessibility to 
the tumor interstitium may be impaired due to 
their comparatively large size (several nm). 
Particularly when imaging structures of the tumor 
interstitium, using small molecules is advanta-
geous because of their high tissue penetrating 
behavior and rapid clearance of non-bound mol-
ecules from the tumor. Typical examples for 

active targeting in oncological fluorescence 
imaging address the tumor cell compartment per 
se, the tumor environment, extracellular compart-
ment, and neovascularization, such as the detec-
tion of PSMA (Liu et al. 2010), folate (Tung et al. 
2002), EGFR (Becker et al. 2000), CEA (Hilger 
et al. 2004), Her-1 and Her-2 (Ogawa et al. 2009), 
CCK2 receptor and Gut-1-receptor (Kossatz 
et al. 2013), apoptotic cells (Haedicke et al. 
2013), uMUC-1 antigen (Pham et al. 2005), 
αvβ3-integrin (Wang et al. 2007a), etc. (Fig. 16.4).

Additional strategies for oncological imaging 
include the utilization of activatable probes that 
fluoresce upon activation or the incorporation 
of fluorescent dyes into (polymeric) nanopar-
ticles with or without targeting moiety. Here, 
the encapsulation of dye molecules in nanopar-
ticles offers the advantage of having a protective 
matrix cover the dyes and the ability to amplify 
the fluorescence signal. Moreover, encapsula-
tion could help improve the stability of the dyes. 
Nevertheless, nanoparticles have a limited poten-
tial for extravasation into the tumor interstitium 
and might be of particular interest when address-
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Fig. 16.4 Fluorescence imaging of the cholecystokinin-2 
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images for each experimental group at indicated time 
points after probe injection. TBR tumor-to-background 
ratios (From Kossatz et al. (2013) with permission from 
Elsevier)
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ing intravascular targets in the tumor. Numerous 
recent investigations focus on providing nanopar-
ticles with multimodal capabilities for imaging 
and therapy, given that nanoparticles provide a 
good platform for multifunctional approaches. 
Nevertheless, uptake by the mononuclear phago-
cyte system limits specificity in several organs 
(liver, spleen, etc.), and reproducibility and the 
large-scale preparation of such formulations are 
challenging. For these reasons, application has 
been limited to the preclinical stage. Typically, 
silica nanoparticles conjugated with cyanines 
(He et al. 2007; Haedicke et al. 2015), liposo-
mal nanoparticles for tumor imaging via the EPR 
effect in combination with photodynamic therapy 
(e.g., (Bendsoe et al. 2007), chitosan polymers 
(Backer et al. 2005), etc., have been proposed.

The tumor environment specifically has been 
addressed with so-called fluorescent activatable 
probes. The approach exploits the fact that tumor 
cells exhibit a different pH and different enzyme 
activity than normal cells. The corresponding 
probe does not fluoresce unless activated at the 
target site, which emits fluorescence from 
dequenching of the probe’s dye molecules. Probes 
that are pH sensitive are based on the high sensi-
tivity exhibited by chromophores to protonation 
and deprotonation (Wang et al. 2010a). Enzyme-
activatable probes contain at least two chromo-
phores in proximity to each other and connected 
by a specific peptide linker that serves as enzyme 
substrate. Due to the quenching (identical chro-
mophores) or resonance energy transfer (differing 
chromophores) effects, no or very little fluores-
cence emission takes place in the non- activated 
stage. Sample applications include the detection 
of proteases in tumors such as matrix metallopro-
teinases, caspases, cathepsins, etc. (Bremer et al. 
2001a; Messerli et al. 2004; Tung 2004).

16.1.4.2  Imaging of Infections
Infections represent a profound medical challenge 
worldwide, particularly when local infections turn 
into systemic ones. Here (fluorescence) optical 
imaging could help obtain new insights into the 
mechanisms of disease and prevention. For exam-
ple, by utilizing bioluminescence sourced from the 
luc operon (e.g., from the firefly Photinus pyralis 
or the sea pansy Renilla reniformis) or lux operons 

(Photorhabdus luminescens, Xenorhabdus lumine-
scens) on the bacterial strains of interest, their fate 
in the body and the disease mechanisms can be 
tracked via imaging. These operons express the 
luciferase enzyme which is not naturally present in 
mammalian cells. To produce light, the enzyme 
substrate luciferin is applied to the animals. In this 
context, several researchers found that biolumines-
cent bacteria could be tracked in vivo in murine 
models and that the bioluminescence intensity was 
closely related to the number of viable bacteria 
(Contag and Bachmann 2002). More recently, 
in vivo infection with Pseudomonas aeruginosa in 
an acute murine airway infection model was effi-
ciently tracked with bioluminescence imaging 
(Munder et al. 2014). To study the liver stage devel-
opment of malaria in humans and rodents, modi-
fied luciferase containing malaria parasites was 
used to analyze both hepatocytes in culture and in 
the livers of living mice (Ploemen et al. 2009).

In contrast to the analysis via utilization of 
genetic reporters, a more straightforward strategy 
designed for clinical applications is imaging with 
exogenous synthetic probes that target bacteria 
selectively. This methodology has a compara-
tively high potential for clinical translation at least 
for organs with good accessibility to light. In this 
connection, a deep-red fluorescent squaraine 
rotaxane scaffold with two appended (bis(zinc(II)-
dicolylamine) (bis(Zn-DPA)) targeting ligands 
were used to track Gram-positive Staphylococcus 
aureus and Gram-negative Salmonella enterica 
serovar typhimurium in mice. The bis(Zn-DPA) 
ligands of the probe had high affinity for the 
anionic phospholipids and related biomolecules 
that reside within the bacterial envelope, and they 
are known to selectively target bacterial cells over 
the nearly uncharged membrane surfaces of 
healthy mammalian cells. Imaging of localized 
infections was possible, and the signal was inde-
pendent of mouse humoral immune status. The 
probes did not respond to nonbacterial infections 
(White et al. 2010). Similarly, optical nanoprobes 
were designed that were composed of concana-
valin A (Con A) as a bacterial targeting ligand, a 
nanoparticle carrier, and a near-infrared fluores-
cent dye. Using a murine wound and catheter 
infection model, nanoprobes could rapidly detect 
and quantify the extent of bacterial colonization 
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on wounds and catheters in real time (Tang et al. 
2014). Additionally, detection of Staphylococcus 
aureus infection (5×107 cells) in a mouse is pos-
sible using a cationic antimicrobial peptide conju-
gated to a near-infrared dye ICG that targets the 
anionic surfaces of bacteria. This probe selec-
tively accumulates in bacteria (Liu and Gu 2013).

Similarly, it was found that uptake and hepato-
biliary excretion ICG and the hemicyanine dye 
DY635 are altered during sepsis, namely, by con-
sidering different variables including hepatic per-
fusion, hepatocellular energy state, and functional 
integrity of transporter proteins. In particular, with 
respect to hepatocellular transport of both dyes, 

excretion into bile was significantly delayed for 
both dyes and resulted in net accumulation of 
potentially cytotoxic xenobiotics in the liver paren-
chyma. Transcutaneous assessment of ICG fluo-
rescence by whole-body NIRF imaging revealed a 
significant increase starting from the 30th minute 
of ICG fluorescence in the bowel region of the 
abdomen in sham but not in septic animals, con-
firming a sepsis-associated failure of canalicular 
excretion. These results have potential implica-
tions for monitoring liver function, critical care 
pharmacology, and the understanding of drug-
induced liver injury in the critically ill (Recknagel 
et al. 2012; Gonnert et al. 2013) (Fig. 16.5).
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Fig. 16.5 Imaging of sepsis-induced excretory dysfunc-
tion, as visualized by accumulation of the xenobiotic 
indocyanine green and bilirubin. (a) NIRF imaging of 
ICG at 15 h after sepsis induction: ICG is eliminated via 
hepatobiliary excretion into the duodenum in sham ani-
mals, whereas the dye accumulates in the livers of septic 
animals, with an almost absence of fluorescence signal in 
the gut (the dotted line divides upper and lower abdominal 
quadrants for orientation). (b) Subsequent epifluores-
cence microscopic examination of liver surfaces after ICG 
administration in sham and septic animals. Stars: central 
veins (pseudo-colored). (c) ICG fluorescence intensities 

around central veins were significantly higher in septic 
compared to sham-operated animals (*p = 0.031 com-
pared to sham). (d) Micro-Raman images of tissue sec-
tions from liver sections obtained from sham-operated 
and septic rats. In the livers of the septic rats, elevated 
relative intensities of the bilirubin component were found 
in the perivenous region (stars), but only minor local spots 
of bilirubin were observed of control animals. Scale bars: 
50 mm. (e) Raman spectrum of the bilirubin component 
(red trace) with crystalline bilirubin for comparison 
(black trace) (From Recknagel et al. (2012) (open-access 
article))
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16.1.4.3  Preclinical Attempts 
at Alzheimer Imaging

Diagnosis of many neurodegenerative diseases 
continues to pose challenges. For example, a reli-
able discrimination of Morbus Alzheimer from 
other neurodegenerative diseases can only be 
accomplished post-mortem. For this purpose, the 
presence of amyloid plaques and tau fibrils in 
brains of AD patients is assessed. In living 
patients, the utilization of Florbetaben®, an 
18 F-labeled amyloid ligand for image-based 
detection via PET, is currently in a phase III clini-
cal trial (Barthel et al. 2011). The use of optical 
methods would bypass the use of radioactive 
tracers in AD image-based detection, which pres-
ent a challenge given that they require a local 
cyclotron for production of positron-emitting 
radionuclides and a synthesis unit to produce 
radiolabeled agents.

Interestingly, tau and amyloid have been 
detected not only in the brain (e.g., cortex) but 
also in the retina (Koronyo-Hamaoui et al. 2011). 
In contrast to the brain, the eye is easily accessi-
ble to light thanks to its natural functions. 
Therefore, fluorescing small molecules with high 
affinity for aggregated proteins might be used to 
report protein aggregation in the retina. In this 
context, after intravenous injection of a fluores-
cent probe targeting amyloid plaques and/or tau 
fibrils, the subsequent illumination of the eye 
with light of defined wavelengths would presum-
ably reveal the presence of molecular alteration 
in AD. Nevertheless, there are still several chal-
lenges to be overcome with regard to (1) passage 
of the fluorescence reporter to the brain barrier, 
(2) clearance of non-bound reporter molecules 
from the tissue, and (3) demonstrating a verified 
correlation of pathological changes in the brain 
and (cognitive) symptoms with pathological 
abnormalities in the retina. Of interest in this 
connection are several novel probes based on the 
bis(arylvinyl)pyrazine, bis(arylvinyl)pyrimidine, 
and the asymmetric hemicyanine family molecu-
lar structure. Among these, bis(arylvinyl)pyr-
azines represented the most promising UV–vis 
probes in terms of biocompatibility. Regarding 
their affinity to Aβ and tau, defined bis(arylvinyl)
pyrimidines are the best ligands, endowed with 

good prospects for AD detection. Additionally, 
asymmetric hemicyanine exhibited good selec-
tivity for amyloid plaques and tau fibrils at a level 
similar to that of bis(arylvinyl)pyrazines as well 
as low cytotoxic effects on human cell lines 
within the investigated NIR dyes. The data pro-
vides a solid base for further investigations of 
their applicability to image-based detection of 
AD in vivo (Bolander et al. 2012). Moreover, a 
series of rhodanine-3-acetic acids was synthe-
sized and shown to bind to neurofibrillary tangles 
with a comparably high binding affinity (e.g., 
IC50 = 19 nM) (Anumala et al. 2013). Lastly, tri-
methine cyanine dyes bind to tau fibrils (Gu et al. 
2013).

In other studies, oxazine dyes (Hintersteiner 
et al. 2005) have been used to track Aß in AAP23 
transgenic mice, as have thiobarbitals (Okamura 
et al. 2011). The dimethylamine structural signa-
ture seems to favor binding affinity of compounds 
to Aß, and it is likely that this functionality is 
important for Aβ interaction. Dimethylamines 
can be found in chalcones, benzothiazoles, or 
imidazopyridines among others (Eckroat et al. 
2013). In addition, other small-molecule fluores-
cent probes as reporters of amyloid formation, 
including single-molecule determinations such 
as JC-1, DCVJ, ANS derivatives, and lumines-
cent conjugated polymers as well as site-specific 
probes such as pyrenes, have been suggested 
(Bertoncini and Celej 2011).

16.1.4.4  Imaging of Inflammation
Inflammation is basically associated with the 
release of exogenous and endogenous chemical 
mediators after tissue injury. Exogenous media-
tors (e.g., microbial peptides) act as chemoat-
tractants which in turn recruit neutrophils to the 
target site. Typically, their aim is to phagocytize 
invading microorganisms and cellular debris. 
These response functions protect the host and 
normally they are self-limiting. Once the xeno-
gen material has been removed, the inflamma-
tory reaction will be resolved. In this context, 
leukocytes and debris from inflamed sites are 
removed in order to return to homeostasis. This 
tightly regulated biochemical and metabolic 
process can become chronic if the resolution of 
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the inflammation process is altered (Serhan 
et al. 2008).

Inflammation in the body can also be triggered 
by diverse intrinsic pathophysiological alterations 
leading to tissue lesions. A typical example is 
atherogenesis in blood vessels. In such a case, the 
inflammation process is triggered by infiltration 
of atherogenic lipoproteins into endothelial cells. 
This process ultimately leads to the formation of 
plaques. Acute thrombotic closures of coronary 
arteries can occur as a result of ruptures of the 
fibrous cap and exposure of the thrombogenic 
core to the blood (Jackson 2011).

For this reason, special attention was devoted 
to the examination of inflammatory plaques via 
imaging, since early detection and therapy can 
help reduce cardiovascular mortality and morbid-
ity. To this end, fluorescence imaging was related 
to the development of fluorescence cardiovascu-
lar catheters for clinical application and/or to 
unveil important mechanisms of plaque forma-
tion in preclinical research activities designed to 
provide new insights into prevention and therapy. 
Specific fiber systems have been proposed; ini-
tially, they were based on one-dimensional sys-
tems and more recently on rotational ones. These 
developments have been summarized in several 
technical reviews (Jaffer et al. 2007; Lipinski 
et al. 2006; Nahrendorf et al. 2007). From the 
pathobiological point of view, the activity of 
matrix metalloproteinases and cathepsins, which 
are known to play an important role in rupture of 
vulnerable plaques, has been assessed (Chen 
et al. 2002). Subsequently, MMP-2, MMP-9, and 
cathepsin K und S were also efficiently imaged in 
atherosclerotic apoE mice (Jaffer et al. 2007; 
Deguchi et al. 2006; Galande et al. 2006) in pre-
clinical research approaches using FMT, which 
provided deeper tissue penetration capabilities 
compared to epi-illumination techniques. 
Additionally, intensive research on the mecha-
nisms of atherosclerosis and thrombosis forma-
tion is being performed at the high-resolution and 
high-speed intravital microscopic level, as 
reviewed by (Taqueti and Jaffer 2013).

Rheumatoid arthritis, a serious disease which 
can lead to pronounced activity limitation, disabil-
ity, and reduced quality of life, is also known to be 

associated with inflammation. Diagnosis and indi-
vidualized therapies are important factors in the 
fight against this disease. Primarily it is the wrists, 
hands, elbows, shoulder, knees, and ankles that are 
affected. Even with different imaging technologies 
in radiologic routines in use for detecting inflam-
matory arthritis and osteoarthritis, fluorescence 
imaging holds great promise since affected joints 
are located near the body surface and thus are 
mostly well accessible to light. It is expected that 
(fluorescence) optical imaging can contribute to 
detection and quantification of pathomorphologies 
and pathophysiologies in inflammatory rheumatic 
diseases such as angiogenesis, hypervasculariza-
tion, hypoxia, and hypermetabolism – not only in 
the preclinical but also in the clinical stage. To this 
end, different optical modalities, such as spectro-
scopic methods, transillumination imaging, dif-
fuse optical imaging, fluorescence and 
bioluminescence imaging, photoacoustic imaging, 
etc., have been analyzed. These research activities 
have been reviewed by Chamberland 2010. With 
regard to fluorescence optical imaging, the follow-
ing have been studied: folate receptors (Chen et al. 
2005), the F4/80 antigen present on the surface of 
macrophages (Hansch et al. 2004), cathepsin B 
(Lai et al. 2004), fluorescent-labeled leukocytes 
(Simon et al. 2006), perfusion in arthritic joints 
depending on the molecular weight of the probes 
(Dietzel et al. 2013), targeting glycosaminogly-
cans in cartilage degeneration via dipicolylamine 
(DPA) probes (Hu et al. 2014), and E-selectin 
(Jamar et al. 2002; Marshall and Haskard 2002). 
Image-based detection of rheumatoid arthritis in 
patients by using ICG as contrast agent is being 
analyzed in several clinical studies (Schafer et al. 
2013).

In other studies, the mechanisms of inflamma-
tion have been investigated in different animal 
models. These encompassed granuloma forma-
tion using fluorescence-labeled macrophages 
(Eisenblatter et al. 2009), presence of CysLT1 in 
edema models (Busch et al. 2011), selective visual-
ization of liposomal uptake by macrophages upon 
dequenching in endolysosomes (Tansi et al. 2013), 
the occurrence of FRET upon uptake of two exog-
enous probes in endolysosomes of phagocytes 
(Busch et al. 2012), and others (Fig. 16.6).
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16.1.5  Conclusion

Fluorescence imaging is an active and promising 
area of research and application in the preclinical 
and clinical field. NIRF imaging is especially 
promising thanks to greater tissue penetration 
depths of light and low interference by tissue 
autofluorescence. A wide spectrum of NIR fluo-
rophores is now available. When utilizing con-
trast agents in vivo, several parameters influencing 
signal-to-background ratio are important for 
effective imaging applications. These include 
selection of excitation and emission wavelengths, 
solubility, photobleaching, target affinity, and 
pharmacokinetics, to name a few. Although sev-

eral clinical studies with ICG are under way with 
a focus on detection of rheumatoid arthritis and 
certain tumors, the approval of other fluorescent 
probes, particularly for target-affine reporters, is 
a large undertaking. In this regard, probes with 
applicability in several disease frameworks (e.g., 
vascular targets in inflammation and cancer) will 
be of higher interest to pharmaceutical compa-
nies. With respect to hardware, epi-illumination 
techniques are widely used in preclinical 
research, although substantial advances have 
been made in producing tomographic systems, as 
well as other sophisticated systems (e.g., opto-
acoustic imaging). In the long term, clinical 
research, applications, and discrete fiber and 
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Fig. 16.6 Selective detection of liposomal uptake by 
macrophages upon dequenching endolysosomes. (a) 
Representative in vivo NIR fluorescence imaging of 
edema using quenched liposomes (Lip-Q) or the hemicya-
nine dye DY-676-COOH (concentration equivalent to 
Lip-Q content) or PBS, pH 7.2. (b) Semiquantitative 

 analysis of fluorescence intensities of edema. (c) Bio-
optical ex vivo images of organs from mice 6 h post probe 
application. (d) Semiquantitative analysis of fluorescence 
intensities of organs after ex vivo NIR imaging (from 
Tansi et al. (2013) with permission from Wiley and Sons)
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intraoperative systems will markedly improve the 
accuracy of interventional procedures.

16.2  Bioluminescence Imaging

Frauke Alves and Julia Bode

16.2.1  General Introduction

Optical imaging offers many unique opportuni-
ties in order to study biological processes in 
intact organisms. One option for the measure-
ment of in vivo optical signals is biolumines-
cence. There has been a rapid growth of 
bioluminescence imaging applications in small 
animal models propelled by the approaches in 
technology during the last years.

In general, bioluminescence refers to the pro-
cess of visible light emission in living organisms. 
Light as a form of energy consists of photons 
with different wavelengths. Light is not only the 
visible light that can be seen by the human eye 
with wavelength ranges from around 380 nm 
(violet) to about 740 nm (red), it also means that 
visible light is only a small part of the total elec-
tromagnetic light. This extends from gamma rays 
(10−12 m) through X-rays, ultraviolet, visible, and 
infrared or near-infrared light up to microwaves 
and radio waves (103 m) (Sadikot et al. 2005).

There are two major groups where the emis-
sion of light can be classified in; one is thermal or 
heat radiation, whereas the other class consists of 
nonthermal radiation (Moreno et al. 2014).

16.2.2  Production of Light by Living 
Organisms

A variety of different bioluminescent systems 
have been identified in nature, every single one 
requires a specific enzyme and substrate. Living 
organisms produce light via luminescence. These 
luminescent species can be found across almost 
all major taxonomic groups ranging from bacte-
ria via hydrozoa, fungi, or insects up to higher 
organisms such as fishes. Only few groups exist 

with no known luminescent forms such as spi-
ders, birds, mammals, or flowering plants (Contag 
et al. 1998; Haddock et al. 2005, 2010).

The majority of luminescent organisms is of 
marine origin and indwells the ocean. They can 
be found all over the ocean depth, but the major-
ity lives in the disphotic zone from 200 to 1000 m 
where only a small part of the sunlight from the 
surface reaches this area. The seawater above 
absorbs most wavelengths of light in the range of 
red, orange, and yellow. Only the light with a 
range of blue or blue-green light with a short 
wavelength of about 475 nm and more energy 
reaches the deeper area of the ocean, an almost 
completely dark place. That is why many of the 
organisms adapted to life there and have the abil-
ity to produce there own light now (Warrant and 
Locket 2004). Forms of luminescent terrestrial 
life can be found all over the world where they 
indwell different habitats and where they use 
light for diverse reasons. For example, swarms of 
glowworms or fireflies dance in the dark in order 
to impress the sexual partner with the blinking 
light (Li et al. 2013a; Close et al. 2011).

Armillaria species are other examples for ter-
restrial luminescence that is the most common 
source of foxfire. Out of about 40 known 
Armillaria species, five have been described as 
luminescent. The mycelium of one single 
Armillaria is able to reach tremendous dimen-
sions with cases describing covering an area as 
large as 9 km2 (Zhao et al. 2008; Mendes et al. 
2008; Desjardin et al. 2008; Miller et al. 2005).

16.2.3  Production of Light 
and Mechanisms

In 1885, a French scientist, Raphael Dubois, veri-
fied the idea of bioluminescence being a result of 
a chemical process. He made a paste of the lumi-
nescent material from the clam Pholas and sus-
pended it in cold water leading to the production 
of a glowing solution. Additionally, Dubois was 
able to show that this reaction was repeatable 
with extracts of the click beetle (Pyrophorus). 
Out of his studies, Dubois concluded that biolu-
minescence was chemical in nature and that there 
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is an organic molecule involved. He named this 
molecule luciferin and the responsible enzyme 
luciferase (Poisson 2010; de Wet et al. 1985).

Decades later the biochemical reaction of bio-
luminescence, when energy is converted into light, 
was solved. The substrate luciferin is oxidized by 
molecular oxygen, whereas the enzyme luciferase 
catalyzes the reaction towards a nonreactive prod-
uct and the release of photons. Figure 16.7 shows 
a simplified scheme of the biochemical reaction.

In detail, luciferin is oxidized to oxyluciferin 
by luciferase – oxygen and ATP are needed for 
the reaction as well.

The most commonly used bioluminescent 
reporter for research purposes is luciferase from 
the North American firefly (Photinus pyralis). 
Other useful luciferases have also been cloned 
from jellyfish (Aequorea), sea pansy (Renilla), 
corals (Tenilla), click beetle (Pyrophorus pla-
giophthalamus), and several bacterial species 
(Vibrio fischeri, V. harveyi) (Hastings 1996).

In comparison to firefly and click beetle lucif-
erase, Gaussia luciferase and Renilla luciferase 
use coelenterazine and oxygen. Here ATP is not 
needed since coelenterazine alone is a high- 
energy molecule that offers the energy for the 
reaction (Soling et al. 2004). All reactions have in 
common that they need oxygen.

During the reaction, a peroxyluciferin is built as 
an intermediate that provides energy for excitation. 
The peroxyluciferin holds the energy coming from 
the reaction only for nanoseconds, and afterwards 
the energy is released in the form of a photon.

With awareness of this phenomenon, different 
luciferases were generated by inducing mutations at 
important amino acids close to the enzymatic gap in 
order to emit light with different wavelengths. The 
energy conversion efficiency is with more than 
80 % of energy transformed into light that produces 
close to one photon per oxidized luciferin.

Since the differences in luciferin substrate 
utilization result in no crossover reactions, both 
techniques, the D-luciferin system and the coelen-
terazine system, can be used in parallel, for exam-
ple, in the same animal. Each luciferase has its own 
substrate specificity, characteristic wavelength of 
light emission, and its optimal parameters.

Firefly luciferase was cloned in 1985 for the 
first time. Only 3 years later, an assay was 
invented that made it possible to detect luciferase 
activity in mammalian cell lysates. The develop-
ment of this assay became a useful tool in order 
to set up in vivo studies of gene regulation with 
luciferase activity.

One of the many advantages of luciferase is 
that it is a perfect marker for gene expression 
because there is no posttranslational modifica-
tion. Additionally, the halftime of luciferase 
in vivo is approximately 2 h (Ignowski and 
Schaffer 2004). The light emission from this fire-
fly catalyzed luciferin reaction is broad band 
from 530 nm to 640 nm and peaks at 562 nm. The 
spectrum of this emission allows, together with 
the properties of biological tissues, the light to 
penetrate through several centimeters of tissue. 
This is true especially for light with spectral con-
tent of above 600 nm. This special feature can be 
used to detect light that is emitted from internal 
organs in mice expressing luciferase as a reporter.

There are several factors involved affecting 
the sensitivity of detecting internal light sources. 
One major factor is the level of luciferase expres-
sion of cells. Another one is the depth of cells 
expressing luciferase within the body because it 
influences the distance of photons that have to 
travel through the animal tissue. Last is the 
 sensitivity of the detection system used for col-
lecting the light signal.

Another big advantage of this method is 
the commercial availability of luciferin or 
D-luciferin. Several biochemical companies all 

ATP (energy)

luciferase

+ O2 + light

oxyluciferinluciferin

Fig. 16.7 Oxidation of luciferin and catalyzation of the 
reaction through luciferase. The side product light can be 
detected
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over the world sell it for research reasons (e.g., 
Life Technologies, Sigma-Aldrich, PerkinElmer, 
and many more).

For experimental handling, the first step in 
order to start a bioluminescence measurement is 
to place the animals in a dark chamber. To detect 
the light, emitted from the animal, photons are 
collected by a charge-coupled device (CCD) 
camera in combination with a computer for 
image acquisition and analysis of data. These 
CCD cameras first gather and then convert pho-
tons into electrons after striking silicon wafers. 
The intensity of incident photons is encoded into 
electrical charge patterns to generate an image.

During the last years, great advances have 
been made in order to improve detector technol-
ogy to get better sensitivity and image quality. 
The background noise of the bioluminescence 
imaging machine is reduced by supercooling of 
the system and mounting the CCD camera in this 
light-tight dark box as mentioned before.

For the bioluminescence experiment itself, it 
is important that acquisition and analysis param-
eters remain constant when relative photons or 
counts are acquired. This includes, for example, 
the animal position relative to the CCD camera, 
the region of interest, and f-stop (the ration of 
lens focal length to the diameter of the entrance 
pupil). The absolute unit of radiance is photon/s/
cm2/steradian, and it refers to the photons per 
second of light that radiate from the mouse in a 
unit area (1 cm2) and unit angle (1 steradian). 
This unit is more quantitative but enables an eas-
ier comparison of data in an experiment when 
image acquisition parameters are greatly 
different.

The concentration of administered luciferin 
also needs to be kept stable during experiments. 
Using the most commonly used concentration of 
150 mg/kg per body weight for an animal, the 
experiment is cheap (with costs of around 300 
Euro per 1 g D-luciferin), nontoxic for the labo-
ratory animal, and easy to order. The D-luciferin 
solved in PBS can be stored in−20 °C for several 
months up to 1 year.

However, one problem for bioluminescence 
imaging is caused by D-luciferin itself. Since it is 
not produced by rodents, it needs to be injected 

systemically in order to travel through the blood-
stream and needs to pass different membranes or 
barriers before it can reach the point or cells of 
interest. Different types of injections are dis-
cussed in the next chapter in more detail.

In addition, another disadvantage that 
D-luciferin causes itself is that it was first 
believed that for the rapidness of the enzyme 
luciferase, there is no restriction for the used 
D-luciferin. But it was reported that the detected 
in vivo signals correlate with the injected sub-
strate dose, especially if there is a high number of 
cells expressing luciferase in vivo. This phenom-
enon shows that the higher the administered dose 
of D-luciferin in the animal is, the better the 
enzyme luciferase works close to its maximum 
velocity.

Because of the similarity of luciferin to albu-
min, it does not cause an immune response. Even 
though luciferin is able to freely cross the blood 
barrier and the placental barrier, toxicity appears 
low (Tiffen et al. 2010).

16.2.4  Luciferase as a Reporter 
Gene for in vivo imaging

The luciferase substrates need to be injected in 
rodents in order to be provided for the biolumi-
nescence reaction in vivo as mentioned. There are 
different choices of injections that the experi-
menter can choose: intravenously and intraperi-
toneally are the most commonly used. 
Additionally, there are subcutaneous injections 
or less frequently used intratumoral injections or 
oral applications (Hiler et al. 2006; Inoue et al. 
2009; Keyaerts et al. 2008, 2012; Wang and 
El-Deiry 2003). One advantage of intraperitone-
ally injections is the straightforwardness because 
the animal does not need to be anesthetized and 
the procedure itself is fast and easy. For injec-
tions in the tumor region, depending on the tissue 
or organ, or intravenously, the animal needs to be 
anesthetized. Before starting an experiment, sev-
eral factors need to be considered. First, the 
injection site of the substrate needs to be dis-
cussed. This depends, for example, on the health 
situation of the animal and the question whether 
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there is an incubation time needed before starting 
a bioluminescence measurement. It takes several 
minutes for the substrate to reach the region of 
interest (ROI); therefore, the time of incubation 
need to be validated for every experimental 
approach. The time that is needed for the lucif-
erin to reach the ROI may differ from tissue to 
tissue and in every experimental setup. For exam-
ple, the incubation time of the substrate can differ 
depending on the organ or tissue where cells 
expressing luciferase are placed: the abdomen, 
neck, or brain of the animal.

One excellent example for the use of biolumi-
nescence imaging in preclinical research is the 
detection of brain tumors in small rodents. 
D-luciferin readily crosses the blood–brain bar-
rier and allows early examination of tumor 
growth in the brain tissue. Depending on the cell 
line and the strength of luciferase expression in 
the brain, tumor cells can be determined only 
hours after cell injection.

In addition to the time that is needed for the 
luciferin to cross the total body of the animal, the 
start point for the bioluminescence measurement 
needs to be determined because the biolumines-
cent signal proceeds over time. Imaging of the 
whole animal can be conducted 5–15 min after 
an intraperitoneally application of D-luciferin, 
with a relatively stable light emission level for 
30–60 min, depending on the experimental con-
ditions. Afterward the bioluminescence signal 
decrease and disappear after a maximum dura-
tion of three hours.

The reaction in the animal emerges in no 
background signal for the D-luciferin reaction in 
the absence of the enzyme. For example, for the 
coelenterazine reactions, an auto-oxidation of 
this high-energy molecule occurs at a low veloc-
ity. This results in a low background signal even 
if there is no luciferase present. For in vitro lucif-
erase assays, it is described that with boundless-
ness of ATP, oxygen, and D-luciferin, the 
correlation between enzyme concentration and 
signal intensity is excellent.

In contradistinction to advantages by using 
bioluminescence imaging, the interpretation of 
data obtained from in vivo bioluminescence is 
not always straightforward.

For example, a mouse bearing a massive subcu-
taneous tumor expressing luciferase leads to a bio-
luminescence signal after injection of luciferin. 
This signal can be misinterpreted. Cells in the core 
of the tumor can be apoptotic or parts of the tumor 
necrotic. Necrotic tissue is not able to express 
luciferase or to provide oxygen or ATP. This leads 
to a reduction of the total bioluminescence signal, 
and the signal is not correlated to the real size of 
the tumor. In addition, parts of the tumor region 
that grow deeper in the tissue can lose maximal 
values of counts because of the depth. The emitted 
counts do not display a correlation of tumor cells, 
and therefore it can result in an imbalance between 
signals and real tumor volume. Furthermore, the 
density of vessel density or the leakiness of vessels 
that means reachability of luciferin for the lucifer-
ase expressing cells needs to be kept in mind 
because it can influence the bioluminescence sig-
nal as well. This has to be considered for the mea-
surement of growth rates of brain tumors, for 
example. Questions that can arise while working 
with brain tumors are if the luciferin is crossing the 
blood–brain barrier up to 100 % or if the tumor 
region in the brain is reachable via newly devel-
oped vessels. In general, a highly vascularized 
tumor, independent from the tissue, might even 
give a much higher bioluminescence signal than a 
tumor of the same size with less vessel density.

A major point that is important for the experi-
mental setup and the interpretation of data is the 
approximately ten-fold loss of photon intensity 
for each centimeter of tissue depth. Furthermore, 
images are surface weighted meaning that light 
sources closer to the surface of the animal appear 
brighter compared with deeper sources. In addi-
tion, changes in geometry can occur and can 
influence, for example, the growing tumor or scar 
tissue, or the optical properties of tissues can 
affect light scatter or absorption and therefore the 
detected bioluminescent signal.

In literature, there is one commonly used 
D-luciferin concentration described, 150 mg/kg, 
that is nontoxic for the animal and used by many 
researchers. For coelenterazine, a much lower 
concentration of 0.5–4 mg/kg is usually injected 
because of a limitation of solubility of the sub-
strate in aqueous solution.
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There are several parameters that can influ-
ence the sensitivity of bioluminescence imaging. 
Newly developed instruments, for example, with 
a new camera system are more sensitive in detec-
tion of small signals.

As mentioned before, the signal can be weak-
ened by the depth of the tissue. Additionally, the 
hair of the rodent can disturb or weaken the 
signals.

Parameters for imaging, like acquisition time, 
binning, and the positioning of the animal, need 
to be optimized for every experimental approach. 
Also of high importance for the bioluminescence 
experiment is the level of promoter activity con-
trolling the expression of luciferase. In addition, 
the amount of luciferin injected in the animals 
and the diet are sensitive parameters as the gut 
phosphorescence leads to an increase in the back-
ground signal in animals.

But in contrast to other in vivo preclinical 
imaging techniques, bioluminescence imaging is 
a versatile and cost-effective technique with high 
sensitivity. Three to five animals can be measured 
in parallel at the same time during one experi-
ment, and the acquisition of data takes a few sec-
onds up to some minutes. By reducing the amount 
of animals that can be investigated in parallel 
during one measurement and by lowering the dis-
tance to the CCD camera, the sensitivity can be 
increased. Optimizing settings and conditions 
leads to light detection only from areas that con-
tain luciferase, and there is no or minimal back-
ground noise visible.

One critical point in BLI is the half-life time 
of luciferase. The half-life of luciferase activity 
in live cells was measured in real time and was 2 
h (Ignowski and Schaffer 2004).

The enzyme has to be produced continuously 
for the detection of signals. When cells, that 
express the luciferase, die or when the promoter 
elements turn the luciferase “off” or inactivate 
the gene signals from the luciferase, activity 
disappears.

In comparison to other in vivo imaging tech-
niques, the measurement time for biolumines-
cence is significantly less (Zinn et al. 2008). Data 
acquisition with PET, SPECT, or MRI takes 
30–60 min, and only one rodent can be measured 

during that time. Therefore, there is a limitation 
of animals that can be monitored at one single 
day during one experiment. In comparison, five 
mice can be measured in parallel in a biolumines-
cence experiment, and the whole measurement 
takes only some minutes.

This fact increases the amount of animals that 
can be measured at one single day. Additionally 
in compared to PET, SPECT, or MRI, data analy-
sis takes less time for BLI. In PET and SPECT, 
contrast agents are needed, and radiolabeled 
probes have to be prepared prior to the experi-
ment. PET or SPECT result in background sig-
nals that reduce the sensitivity or signals in all 
locations, including those compounds that are 
metabolized or excreted by normal routes. 
Bioluminescence imaging can provide 2D and 
3D images. But one major disadvantage of this 
method is the lack of translation to the applica-
tion in humans because of the requirement for 
genetically encoded luciferase and the depen-
dence of light signal on tissue depth.

16.2.5  Functions 
of Bioluminescence

The research that can be performed with biolumi-
nescence imaging can be divided into two major 
parts. One includes routine investigations, in 
which a control element (promoter) for the lucif-
erase that is always active in transfected cells is 
used. It is “on” under all conditions and in all tis-
sue types. A highly active promoter that is often 
used and expressed in all tissue types is the cyto-
megalovirus (CMV) immediate-early promoter. 
Purposes for routine applications in vivo are 
detection of tumors or monitoring of their growth 
in cancer research. Gene therapy studies in com-
bination with targeting of vectors or investigation 
of migration of adoptively transferred cells in cell 
therapy studies are also commonly performed.

For tumor imaging, plasmid or viral tech-
niques are effective for the stable transfection of 
cancer cells with the luciferase reporter construct. 
This constitutive expression of luciferase is one 
strategy to use bioluminescence as a tool. These 
cells that constitutively express luciferase are 
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implanted in syngeneic animals, but in the case of 
human cancer cell lines, immunodeficient mice 
or rats are required and can be monitored over a 
specific time.

Studies in combination with bioluminescence 
imaging have been reported for human cancer 
cell lines of meningioma, bladder cancer, pros-
tate adenocarcinoma, neuroblastoma, hepatocel-
lular carcinoma, breast cancer, hematologic 
malignancy, lung cancer, melanoma, and glioma 
models and moreover encompass humanized as 
well as metastatic models (Maes et al. 2009).

For example, bioluminescence showed an 
excellent correlation between tumor size and 
light emission when human breast cancer cells, a 
subclone of MDA-MB-231, that stably express 
the luciferase gene under control of the CMV 
promoter, were implanted in the mammary fat 
pad of a mouse model. By bioluminescence 
imaging, the cells were detected in the mammary 
fat pads of nude mice, and later, tumor growth 
rates could be determined. This method has been 
described for the preclinical assessment of the 
effectiveness of novel therapies for ovarian can-
cer and for animal models of prostate cancer 
(Brakenhielm et al. 2007; Kanerva et al. 2003). 
Differences in obtained bioluminescence signals 
correlate with a reduction in tumor size after 
treatment.

One study showed a tumor determination in 
the mammary fat pad of a mouse 19 days after 
injection, but with bioluminescence imaging, 
tumor cells (1 × 106) could be detected 
 immediately after implantation. 15 min after 
intraperitoneal D-luciferin administration, the 
bioluminescent signal could be measured. The 
same study defined the minimum amount that 
could be detected subcutaneously by BLI with 
only 5 × 103 cells (Zinn et al. 2008). This exam-
ple shows the sensitivity of this detection method, 
and one advantage is the following: luciferase 
expressing tumor cells can be detected immedi-
ately after implantation in the animal model even 
weeks before the tumor can be detected by man-
ual testing.

In comparison to monitoring a subcutaneous 
tumor that is visible or can be detected with manual 
testing, detection of metastasis of cancer cells 

within the whole body in rodents is not trivial. For 
this approach, bioluminescence imaging is particu-
larly sensitive. Cowey et al. could show that imme-
diately after injection of MDA-MB-435 breast 
cancer cells in the left ventricle of mouse hearts, the 
cells were detected in the blood pool with an over-
all body scan with BLI (Cowey et al. 2007). Forty-
two days after injection of cells, bioluminescence 
imaging allowed the detection of metastases in the 
spine, joints, and head (mandibles).

For the detection of brain tumor growth 
in vivo, one of the best options besides MRI is 
bioluminescence imaging. The luciferin is able to 
cross the blood–brain barrier, and even days after 
tumor cell injection in the brain, signals can be 
measured. There are reports available that 
describe a detection of tumor cells even 7 days 
after injection in the brain.

In order to monitor the increasing luciferase 
expression and therefore increasing proliferation 
of human glioblastoma cells in a mouse model 
in vivo over time, 75,000 U87 MG cells, lentivi-
rally transfected with luciferase, were injected in 
the right hemisphere of mouse brains according to 
Sabag, Bode, and Fink et al. (Sabag et al. 2012). 
The first bioluminescence signal was measured 
12 days post injection. Figure 16.8 shows a repre-
sentative image of a measurement of mice each 
bearing a glioblastoma multiforme. The expres-
sion of luciferase in the brain was detected after 
an incubation time of ten minutes after intraperi-
toneal injection of D-luciferin (150 mg/kg KG), 
exposure time of seven minutes, and binning of 
four. No expression of luciferase was detected ini-
tially after injection of PBS in a tumor-bearing 
mouse (Figure 16.8) (negative control, right 
mouse).

Intraperiotenal injection of D-luciferin 
resulted in bioluminescence signals in the here 
shown two mice (Figure 16.8). Both mice 
received with the same amount of tumor cells at 
the same day.

The obtained bioluminescence signals demon-
strate the heterogeneity of glioblastoma growth 
in vivo. Mice were then chosen for MRI studies 
using a newly developed contrast agent for the 
detection of brain tumors in mouse models 
in vivo. The goal was to investigate the enrichment 
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of contrast agent in brain tumors with different 
sizes in order to optimize the resolution of MRI 
and to find a correlation with obtained biolumi-
nescence signals.

One disadvantage that we observed during 
this study was the deviation from the location of 
the tumor in the brain and the obtained biolumi-
nescence signal. A tumor grown deeper in the 
brain tissue led to a smaller bioluminescence 
imaging signal compared to a tumor, smaller in 
size, that grew in a more cranial direction. The 
method is not suitable for monitoring treatment 
effects of brain tumor growth in vivo. The reason 
is the event of default of missing the right time of, 

for example, injection of a drug. The brain tumor 
is only detectable with bioluminescence imaging 
when (i) the size is big enough and (ii) the loca-
tion is not too deep in the tissue.

One advantage of this technique is the fast and 
easy way of monitoring the proliferation of cells 
over time in vivo depending on the location of 
tumor cells in the tissue. It is a technique that 
allows to investigate tumor growth of a cancer 
type that cannot determined easily in vivo.

Noninvasive bioluminescence imaging was 
also applied to monitor preclinically pancreatic 
tumors, a tumor also not visible from the out-
side. Therefore, 1×106 luciferase-transfected 
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Fig. 16.8 Bioluminescence imaging of nude mice 12 
days after injection of 75,000 luciferase-positive U87 MG 
glioblastoma multiforme cells into the right hemisphere. 
(Left, middle) Luciferin 150 mg/kg bw was given intra-
peritoneally; imaging times of 7 min and a binning of 4 

were kept constantly A brain tumor-bearing mouse as con-
trol after injection of PBS shows no BLI signal (right). 
The pseudo-color scale bar represents the intensity of 
light emission with different colors (Unpublished data: 
T. Krüwel and J. Bode)
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human pancreatic adenocarcinoma PancTu-I cells 
(PancTu-I-luc) were orthotopically injected into 
the head of the pancreas of nude mice. Whole- 
body scans 23 days after cell implantation using 
the IVIS Spectrum in vivo imaging system 
(Fig. 16.9) and 13 min after the intraperiotenal 
injection of 150 mg/kg D-luciferin show biolumi-
nescence signals over the tumor areas correspond-
ing to a distinct tumor growth and expansion in 
each mouse.

Another example for an application of biolu-
minescence imaging is the detection of bacteria 
(Burns-Guydish et al. 2005; Siragusa et al. 1999), 
for example, the colonization of Citrobacter 
rodentium in wild-type C57BL/6 mice. It was 

shown that the bacterial colonization of the ani-
mal after inoculation could be monitored over a 
time of over 15 days. The technique demon-
strated that the pathogens are cleared from the 
body at day 9 or 10 post transfection that was 
complete by days 15 to 17. By applying a biolu-
minescent strain of C. rodentium, it was shown 
that after the removal of the abdominal wall and 
bacterial exposure of the cecum and colon, the 
Citrobacter preferentially colonized the cecal 
lymphoid patch and the mid and distal colon. The 
mice were kept in a chamber in a biosafety cabi-
net. The chamber was sealed to avoid bacterial 
exposure of other animals; therefore, biolumines-
cence signals and the position of bacteria in the 
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Fig. 16.9 Representative in vivo 2D bioluminescent 
images of three pancreatic tumor-bearing nude mice, 23 
days after orthotopic implantation of 1 × 106 luciferase- 
transfected PancTu-I cells into the head of the pancreas. 

Bioluminescence signal was measured 13 min after i.p. 
injection of D-luciferin 150 mg/kg (Unpublished data: 
M. Saccomano)
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animal were sensitively detected (Wiles et al. 
2004, 2006).

There are specialized research applications for 
reporter constructs which are only active under 
defined conditions. For example, detection of 
apoptosis with bioluminescence signals can be 
realized to evaluate newly developed cancer ther-
apies. In order to unravel gene regulation or to 
study other biological processes, one approach 
using bioluminescence imaging is to generate 
transgenic mice, expressing luciferase during 
developmental processes.

In another transgenic mouse model, fire-
fly luciferase was expressed under the control 
of the VEGFR2 promoter in order to noninva-
sively elucidate the temporal profile of VEGFR2 
expression after stroke as a biomarker for VEGF/
VEGFR2 signaling (Adamczak et al. 2014). In 
their study they described that VEGFR2-related 
signaling is active at least up to 2 weeks after the 
infarct and results in increased vascular volume. 
Furthermore, this study presented a novel strategy 
for the noninvasive evaluation of angiogenesis- 
based therapies.

Bioluminescence imaging detects the expres-
sion of the luciferase as a genetic reporter. There 
are several opportunities to control the expres-
sion based on the activity of the promoter ele-
ment, for example, monitoring the expression of 
luciferase in the liver under specific tissue condi-
tions. The CMV promoter is only “on” or active 
when it is integrated in hepatocytes. A different 
promoter like cyclooxygenase 2 L (cox-2 L) is 
not active under normal conditions in the liver, 
but it is active or “on” in the presence of inflam-
mation (Ishikawa et al. 2006). It was shown that 
the technique is sensitive enough to detect the 
inflammation caused after lipopolysaccharide 
(LPS) injection. After LPS injection, expression 
of luciferase was induced and could be measured. 
No expression in liver tissue was detected ini-
tially (Iyer et al. 2005, 2006).

Another well-characterized application of bio-
luminescence imaging is the investigation of 
tumor hypoxia.

Tumor hypoxia plays an important role in pro-
moting malignant progression and affecting ther-

apeutic response negatively. There is little 
knowledge about in situ, in vivo, tumor hypoxia 
during intracranial development of malignant 
brain tumors because of lack of efficient means to 
monitor it in these deep-seated orthotopic tumors. 
Bioluminescence imaging with a reporter gene 
system under the control of a promoter sequence 
can be used to monitor hypoxic stress in a nonin-
vasive way. Under hypoxic stress, signaling 
responses are mediated mainly via the hypoxia- 
inducible factor-1α (HIF-1α) to drive transcrip-
tion of various genes. For example, Saha et al. 
used a HIF-1α reporter construct, 5HRE-ODD- 
luc, stably transfected into human breast cancer 
MDA-MB231 cells (MDA-MB231/5HRE-ODD- 
luc) to study tumor hypoxia. In vitro, a HIF-1α 
bioluminescence assay was performed by incu-
bating the transfected cells in a hypoxic chamber 
(0.1 % O2) for 24 h before the bioluminescence 
signal measurement, while the cells in normoxia 
(21 % O2) served as a control. Significantly higher 
photon flux observed for the cells under hypoxia 
suggests an increased HIF-1α binding to its pro-
moter (HRE elements), as compared to those in 
normoxia. Cells were injected directly into the 
mouse brain to mimic a breast cancer brain 
metastasis model. In this model, in vivo biolumi-
nescence imaging of tumor hypoxia dynamics is 
initiated 2 weeks after implantation and repeated 
once a week. Bioluminescence reveals increasing 
light signals from the brain as the tumor pro-
gresses, indicating a rise in intracranial tumor 
hypoxia (Saha et al. 2011).

In order to control luciferase expression with 
the help of promoter elements, one approach is to 
synthesize an inactive luciferase enzyme by link-
ing a cleavable protein subunit to luciferase. For 
example, specific sequences within the subunit 
are activated by caspase 3. The caspase activates 
the luciferase, and this is one way to monitor 
apoptosis in vivo (Laxman et al. 2002). The 
application of this reporter in combination with 
bioluminescence imaging was used as an early 
detector of apoptosis (Rehemtulla et al. 2004), 
for example, in response to therapy.

A recently published paper by Cruz- 
Monserrate et al. showed that bioluminescence 
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imaging can be applied knowing that tumor cells 
and the surrounding tissue have different pH val-
ues. They utilized ph-sensitive probes determin-
ing primary tumors and metastasis of human 
pancreatic cancer xenografts (Cruz-Monserrate 
et al. 2014). They applied bioluminescence in 
order to validate signals from fluorescence- 
labeled insertion peptides they used for the local-
ization of primary tumor and metastases in this 
particular mouse model.

Paulmurugan et al. described an inactive lucif-
erase enzyme that responded to a drug to form 
an active luciferase under conditions of specific 
protein–protein interactions. This approach can 
be used to track interactions between proteins 
in living animals or cells (Paulmurugan et al. 
2002).

The generation of transgenic mice, for exam-
ple, can be established as a tool to track naïve 
T-cell populations in real time (Chewning et al. 
2009). This is only one of the examples of trans-
genic mice with luciferase constructs that are 
available in academic research.

In this approach, the firefly luciferase gene 
was cloned into human cd2 genes, limiting the 
constitutive expression to all T-cells. Sorted cell 
populations clearly gave evidence for the T-cell- 
specific expression in CD4+ and CD8+ T-cells. 
In vivo this approach was deployed to image 
intact delineation of primary and secondary lym-
phoid organs.

16.2.6  Conclusions

There are several parameters that influence the 
sensitivity of bioluminescence imaging.

The most important determinants are:

• Instrumentation
• Hair
• Depth in tissue
• Imaging parameters (acquisition time, bin-

ning, animal position)
• Level of promoter activity controlling the 

luciferase expression

• Amount of luciferase substrate injection
• Diet

It is essential to optimize these parameters 
for each experiment. Of primary importance 
are especially the CCD camera and a position 
of the animal close to the camera. Together 
with longer acquisition times and higher bin-
ning, the sensitivity of the measurement can be 
increased.

Bioluminescence imaging is in summary a 
versatile and cost-effective technology that has 
high sensitivity and efficiency. Up to five mice 
can be imaged at the same time with acquisition 
times ranging from some seconds to some min-
utes. That means it is possible to image up to 150 
mice in a single day if needed. By decreasing the 
number of mice in one measurement, the sensi-
tivity can be increased. A simple ROI analyses 
can easily reduce the data.

Using optimal conditions for an experiment, 
light is only detected from areas that contain 
luciferase, and there is minimal or no background 
noise.

Since luciferase has a short biological half- 
life, it must be continuously produced for the 
measurement of signals. In the case of death of 
cells, the signal is lost. In a similar way, changes 
in luciferase levels can be discovered when pro-
moter elements driving luciferase are turned off 
or on.

The majority of bioluminescence experiments 
take advantage of the well-characterized firefly 
luciferase or Renilla luciferase proteins, and 
when used in conjunction with alternate imaging 
technologies, they can provide extremely thor-
ough and sophisticated datasets.

In comparison to other imaging systems such 
as SPECT, PET, or MRI, the cost of biolumines-
cence imaging systems is significantly less.

In future, an advancement of this method can 
lead to a higher sensitivity of tumor cell detection 
in animal models. Further developments could 
help to detect small metastasis and cell clusters in 
order to start treatments of diseases as soon as 
possible.
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16.3  Optical Coherence 
Tomography (OCT)

Peter Cimalla, Martin Hofmann, Volker Jaedicke,  
and Edmund Koch

16.3.1  Tissue Properties 
and Ballistic Photons

Optical imaging of biological tissue suffers from 
the strong attenuation of light in the tissue. 
Therefore, standard optical imaging is limited to 
the tissue surface or to transparent tissue, for 
example, the eye. However, under certain cir-
cumstances, the attenuation is mostly not due to 
absorption but due to scattering of light. This 
enables advanced optical imaging technologies 
like optical coherence tomography which allows 
looking into biomedical tissue.

In more detail, the absorption coefficient and 
the scattering coefficient of tissue are shown as a 
function of wavelength in Fig. 16.10 (Roggan 
et al. 1999). The absorption coefficient drops 
from 300 nm to a minimum at 1100 nm and then 
rises again. The scattering coefficient exhibits a 
weaker wavelength dependence and slightly 
decreases from 300 nm to 2100 nm. But obvi-
ously, the scattering coefficient in the wavelength 
regime between 600 and 1300 nm is about two 
orders of magnitude higher than the absorption 

coefficient. Accordingly, light attenuation in tis-
sue in this wavelength range is mostly due to 
scattering, and absorption plays a minor role. 
That is why this spectral range is also called 
“optical window.”

As a consequence of these optical tissue prop-
erties, approaches for optical imaging in tissue 
have to operate in this optical window and have 
to make use of concepts to suppress or circum-
vent scattering.

To motivate the strategy used in OCT, we now 
look schematically at the scattering processes. 
This is shown schematically in Fig. 16.11.

All inhomogeneities inside the tissue repre-
sent potential scattering centers as indicated by 
the black dots in the schematic picture in 
Fig. 16.11. When photons of light enter the tis-
sue, there is a small but finite probability that 
they propagate through the tissue without any 
scattering event. Of course, this probability drops 
strongly with increasing tissue thickness and 
with increasing density of scatterers. For practi-
cal biomedical tissue, the maximum path length 
or the penetration depth for these unscattered so- 
called ballistic photons (Yoo and Alfano 1990) is 
below 1 mm. More probably, the incoming pho-
tons will be multiply scattered before they leave 
the tissue. In between these extremes, there are 
also a few photons which are only weakly scat-
tered. These are sometimes called “snakelike 
photons”(Yoo and Alfano 1990).
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Fig. 16.10 Absorption coefficient and scattering coefficient of biomedical tissue as a function of wavelength (Roggan 
et al. 1999)
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If one aims to recover an image of the tissue 
from the transmitted photons, it is clear that the bal-
listic photons would contain the full image infor-
mation. In contrast, the scattered photons would 
carry no image information anymore because of 
their arbitrary statistically distributed propagation 
paths. The snakelike photons may in some cases 
still contain some smeared-out image information.

Unfortunately, due to the high scattering coef-
ficient, the transmitted light will mainly contain 
scattered photons. Any image information 
encoded in the ballistic photons is thus invisible 
by eye or with a standard camera because it is 
superimposed by a more or less unstructured 
background of scattered photons.

Accordingly, image concepts should be devel-
oped that separate the ballistic photons from the 
scattered ones or even suppress the scattered 
photons. Conceptually, one option is based on 
the fact that ballistic photons have a consider-
ably shorter propagation path from the light 
source through the tissue to the detector than the 
multiply scattered photons. Accordingly, the 
ballistic photons have a much faster propagation 
time. If a pulsed light source is used, the ballistic 
photons might be filtered out with a fast enough 
camera that switches off after the arrival of the 
ballistic photons (Hee et al. 1993; Wang et al. 
1991). But in practice, this approach suffers 
from enormous difficulties. For a clear separa-
tion of the ballistic photons, the light source 
should provide pulses considerably shorter than 
a picosecond (10−12s), and the camera should 

detect only in a sub- picosecond time window. 
Though nonlinear optical schemes have been 
demonstrated to enable detection on such short-
time scales (Wang et al. 1991), one fundamental 
problem cannot be overcome: the ultrashort 
pulses are substantially broadened in the tissue 
due to dispersion (i.e., wavelength dependence 
of the refractive index). Thus, the required tem-
poral separation of the ballistic photons would 
not operate sufficiently in real biomedical tissue. 
Therefore, other separation schemes have to be 
implemented. In OCT, the coherence properties 
are used for separation of the ballistic photons 
(Huang et al. 1991). Before introducing the con-
cept used in OCT, we first discuss the coherence 
of light sources.

16.3.2  Coherence, Interferometry, 
and Diffraction

Light is an electromagnetic wave. If its wave-
length is exactly defined, the extension of this 
wave is infinite as indicated in Fig. 16.12a. In this 
case, the light is perfectly coherent that means all 
parts of the infinitely extended plane wave have 
well-defined phase relations to each other. Light 
from practical sources includes statistically dis-
tributed phase jumps as indicated in Fig. 16.12b.

In this case, the perfect phase relation of dif-
ferent parts of the wave is only maintained for the 
intervals in between two phase jumps. 
Accordingly, the perfect coherence is lost. To 

Fig. 16.11 Light scattering in tissue
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quantify the coherence, one defines the coher-
ence length lc of a light source as the average path 
length in between two phase jumps (Wolf 2007). 
Since light propagates with the speed of light c, 
the coherence length lc is equivalent to a coher-
ence time tc given by tc = lc/c.

The coherence length of a light source is 
directly linked to its spectral distribution. As 
mentioned above, an ideal, perfectly coherent 
light source (lc = ¥ ) consists of only one wave-
length. For realistic light sources, the coherence 
length is finite and inversely proportional to the 

spectral width following lc = 0 44 0
2

.
l
lD

 (Wolf 

2007) for a Gaussian-shaped spectrum with cen-
ter wavelength λ0 and spectral width Δλ.

Coherence is usually measured by autocorre-
lating the light source with itself in an interfer-
ometer arrangement, for example, a Michelson 
interferometer (Michelson 1881).

In a Michelson interferometer, a light beam is 
split into two parts with a beam splitter. The two 
parts propagate toward a mirror or retroreflector 
and are backreflected, recombined, and superim-
posed on a detector. The detector measures the 
time-integrated intensity of the superimposed 
light fields. One of the two interferometer arms 
can be changed in length, e.g., with a moveable 
mechanical stage. That means, the path length 
difference Δz or the time delay t  of the two arms 
can be varied. An interferogram corresponds to 
the signal I(t) detected by the detector as a func-
tion of the delay time  t .  When I1 and I2 are the 
intensities in the two arms, I(t) is given by

I z I I I I z
z∆ ∆ ∆( ) = + + ( )1 2 1 22

2g p
l

cos ,
 

γ(Δz) being the coherence degree as a function of 
path delay (Hering and Martin 2006).

While I1 and I2 are independent of Δz, the 
third term that depends on Δz is called the inter-
ference term. Interference occurs when the two 
superimposed fields have a defined phase rela-
tion. If there is no phase relation, the time- 
integrated superposition averages out to zero, and 
the interference term disappears. In other words, 
an interference term is only detected if the path 
length difference between the two interferometer 
arms is shorter than the coherence length lc. Thus, 
by measuring the interference signal as a func-
tion of Δz, one can determine the coherence 
length which is half the full width at half maxi-
mum of the coherence degree γ(Δz).

So far, we have discussed the coherence of a 
light source in the propagation direction. This is 
usually called “temporal coherence” (Hecht 
2005). In contrast, “spatial coherence” refers to 
the coherence in lateral direction (Hecht 2005). A 
light source with perfect spatial coherence exhib-
its no phase jumps along the lateral direction, i.e., 
perpendicular to the propagation direction. 
Spatially incoherent light sources are typically 
extended emitters, for example, standard light- 
emitting diodes with weak correlations between 
adjacent emission areas.

The important consequence for OCT is that 
the interference properties of the light source 
may be used to filter out the ballistic photons 

Fig. 16.12 E(t) in a light 
wave with high (top) and 
low (bottom) temporal 
coherence
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 carrying the image information. In particular, 
using light with a short coherence time or coher-
ence length is advantageous (Huang et al. 1991). 
Let us consider to replace the short pulse light 
source in Fig. 16.11 by a light source with a short 
coherence length and to position the sample into 
one arm of an interferometer. Still, the ballistic 
photons have the shortest propagation path, and 
the multiply scattered photons have much longer 
propagation paths and require more time through 
the tissue. If the time difference between ballistic 
photons and scattered photons is larger than the 
coherence time, the interferometer can be moved 
to a position at which the ballistic photons 
 contribute to the interference signal, while the 
scattered photons do not. This concept referred to 
as coherence filtering is the fundamental idea of 
optical coherence tomography (Huang et al. 
1991). Its practical implementation will be dis-
cussed in the following section.

Before, let us briefly discuss what determines 
the spatial resolution in OCT. The coherence fil-
tering implies that the resolution in propagation 
direction is determined by the coherence length 
of the light source. In a transmission geometry, 
the resolution would directly be given by the 
coherence length, while in the conventionally 
used reflection geometry, the resolution Δz in 
propagation direction or axial direction is given 
by Δz = lc/2. In OCT, the resolution in axial direc-
tion is decoupled from the resolution Δxy in lat-
eral direction. Like in conventional optical 
imaging systems, the resolution Δxy in lateral 
direction, i.e., the minimum distance at which 
two objects can be separated, is given by Abbe’s 

diffraction limit ∆xv n
= =l

a
l

2 2sin NA
, λ being 

the wavelength of illumination, n the refractive 
index, α half the aperture angle of the optics, and NA 
the numerical aperture of the optics (Abbe 1873).

In practice, standard OCT systems provide 
axial resolutions in the range of a few μm, and 
their design usually provides similar values for 
the lateral resolution (Schmitt 1999) (Fig. 16.13).

In comparison to established nonoptical bio-
medical tomographic imaging concepts, OCT 
thus provides a uniquely high spatial resolution, 
while the penetration depth is significantly lower 
than for ultrasound imaging, magnetic resonance 

tomographic imaging (MRT), or computer 
tomography (CT) based on X-ray imaging.

16.3.3  Fundamental Principles 
of Optical Coherence 
Tomography

Practical OCT systems are based on interferome-
ters, typically on Michelson interferometers 
(Huang et al. 1991), but interferometers with dif-
ferent beam splitters for dividing and combining 
the beams allow higher flexibility and may use both 
rays from the second beam splitter, for instance, for 
differential detection. The various OCT concepts 
usually differ in the way the interferograms are 
recorded. The two main categories are time domain 
OCT (TD-OCT) (Huang et al. 1991) and frequency 
domain OCT (FD-OCT) sometimes called Fourier 
domain OCT (Leitgeb et al. 2003a). Both are sche-
matically shown in Fig. 16.14

16.3.3.1  Time Domain OCT
A TD-OCT system consists of 3 main compo-
nents: a broadband light source, the interferome-
ter with sample arm and moveable reference arm, 
and the detector. As the broadband light source, 
one may use femtosecond laser systems (Morgner 
et al. 2000), white light continuum sources (Hartl 
et al. 2001), or superluminescent light-emitting 
diodes (LEDs) (Bayleyegn et al. 2012). 
Femtosecond lasers and white light continuum 
sources offer extremely broad spectra in excess 
of a few hundred nanometers (nm) and thus 

Fig. 16.13 Resolution versus penetration depth for OCT 
in comparison to ultrasound imaging, MRT imaging, and 
CT imaging
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enable axial resolutions down to the very few 
micrometer (μm) range (Bouma and Tearney 
2002). But these systems are expensive and com-
plex. In contrast, superluminescent LEDs pro-
vide spectral bandwidths of several tens of nm up 
to about 100 nm (Bayleyegn et al. 2012) and are 
much more compact and cost-effective than the 
other sources. Thus, most standard OCT systems 
use superluminescent LEDs as light sources.

The output beam of the broadband light source 
is coupled into the interferometer where a beam 
splitter divides it into two parts. One part propa-
gates to the sample under investigation where it is 
backreflected and then it propagates back and is 
directed onto the detector. The other part of the 
beam propagates into the reference arm which 
contains a mirror or retroreflector on a moveable 
delay stage. After reflection, it propagates back 
via the beam splitter and is also directed to the 
detector where it interferes with the beam from 
the sample arm (Huang et al. 1991).

The detector is a standard photodetector in the 
easiest realization. Alternatively, photomultipli-
ers or avalanche photodiodes may be used to 
increase sensitivity.

An interferogram is generated when the inter-
ference signal is measured as a function of the 
time delay Δt between reference arm and sample 

arm. When we consider that the sample is 
partially transparent and contains multiple 
reflecting interfaces inside, then the reflections of 
interfaces at different depths will appear at differ-
ent times. Only when the propagation time to the 
corresponding interface and back corresponds 
within the coherence time of the light source to 
the propagation time through the reference arm, 
the backreflection from that interface will con-
tribute to the interference signal. In other words, 
when the length of the reference arm is changed, 
only light reflected back from the sample that had 
the same propagation path length as that through 
the reference arm contributes to the interfero-
gram. Accordingly, the position of the reference 
arm addresses a certain depth in the sample, and 
the strength of the interferogram at this position 
is a measure of the backreflection at that certain 
depth. In particular, interfaces between different 
substances in the sample will create stronger 
backreflections, so-called echoes of light (Drexler 
and Fujimoto 2008). Recording the strength of 
these echoes, i.e., the amplitude of the interfer-
ence signal as a function of delay time or path 
length difference in the interferometer, provides a 
one-dimensional depth scan into the sample or a 
so-called A-scan (Drexler and Fujimoto 2008). In 
practical systems, the scanning of the reference 

Fig. 16.14 TD-OCT (left) and FD-OCT (right). BS: beam splitter
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arm induces a Doppler shift in frequency which 
is used in the signal detection scheme (Drexler 
and Fujimoto 2008).

For a two-dimensional (so-called B-scan) or 
three-dimensional image, mechanical scanning in 
the two directions perpendicular to the axial direc-
tion is required. This might be done with mechani-
cal delay stages or, more practically, with 
galvanometer scanners (Duma et al. 2011) and 
microelectromechanical systems (Sun et al. 2010).

A disadvantage of TD-OCT systems is the 
limited speed, specifying the number of A-scans 
per second. The speed is mostly limited by the 
mechanical scanning of the delay line (Kim and 
Kim 2010). Many efforts have been made by 
using multiple reflections, piezoelectric-driven 
fiber-optic delay lines, and more. The fastest sys-
tems achieve A-scan rates of a few kHz with 
rapid scanning optical delay lines (RSOD) using 
resonantly driven mirror systems (Gao 2007).

16.3.3.2  Frequency Domain OCT
The interference signal represents a correlation 
of the fields from the reference and from the sam-
ple arm. According to the Wiener–Khintchine 
theorem, the Fourier transform of this correlation 
provides the spectral power density (Goodman 
1985). In other words, the interferogram and, 
correspondingly, an A-scan can also be obtained 
when the spectrum of the interference signal is 
recorded and then Fourier transformed. This is 
the principle of Frequency domain or Fourier 
domain OCT which is also referred to as spectral 
radar (Bail et al. 1996). Another explanation is 
that for each wavelength, interference occurs 
independent of the path difference, and the phase 
of the interference depends on the product of path 
difference and wave number (reciprocal value of 
the wavelength) of the light. One advantage of 
FD-OCT over TD-OCT is that no movement of a 
mirror in the interferometer arm is required. On 
the other hand, FD-OCT requires spectrally 
resolved detection. This can either be done with a 
spectrally resolving detector or with a spectrally 
scanning source (so-called swept source OCT) 
(Chinn et al. 1997).

In the first case, the spectrometer is mostly 
realized by a grating for dispersion and a line 

array detector for simultaneous detection of the 
different spectral components (Bail et al. 1996). 
These systems are often called spectral domain 
OCT (SD-OCT). For systems operating in the 
near-infrared range below 1 μm wavelength, this 
concept is well established because cost-effective 
line array detectors based on silicon technology 
are available. For wavelengths considerably 
above 1 μm, the silicon detector arrays have to be 
replaced by InGaAs detectors which are much 
more expensive.

Costly InGaAs line detectors can be avoided 
in the second case. In a swept source OCT sys-
tem, also called optical frequency domain imag-
ing (OFDI), one or two (in the case of differential 
detection) integrating detectors are used, and the 
source wavelength varies over time (Chinn et al. 
1997). So the different wavelengths are detected 
sequentially, and no spectral resolution of the 
detector is required. Recently, extremely fast tun-
able swept sources have been demonstrated 
allowing up to 20 million A-scans per second 
enabling real-time 3D OCT imaging also called 
4D imaging (Gora et al. 2009; Kottig et al. 2012; 
Wieser et al. 2010). Today’s typical FD-OCT sys-
tems using commercially available swept sources 
or fast line scan cameras achieve A-scan rates in 
the range of 100 kHz.

While TD-OCT and FD-OCT systems gener-
ally provide similar physical information about 
the sample, FD-OCT systems have been shown 
to be more sensitive by a factor that scales with 
the square root of the number of spectral points 
(Choma et al. 2003; de Boer et al. 2003; Leitgeb 
et al. 2003a). To enable a fast processing of the 
data, the Fourier transformation is generally 
implemented as a FFT. Because neither the grat-
ing spectrometer nor the tunable source usually 
provides data linear in wave number, lineariza-
tion of the data, often combined with oversam-
pling, is applied before the FFT (Vergnole et al. 
2010). For spectrometer-based systems of 
medium bandwidth, a combination of grating and 
prism can be used for linearization of the spec-
trum instead (Hu and Rollins 2007; Traub 1990). 
A further step in processing FD-OCT data is 
called spectral shaping. As the spectrum of the 
light source in combination with the sensitivity of 
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the detector and the spectral transmission of the 
interferometer is neither flat nor Gaussian, spec-
tral shaping is used to produce a spectral form of 
the interference that leads to moderate artifacts 
after the FFT. Typical window functions used are 
Hanning and truncated Gaussian (Eigenwillig 
et al. 2009).

While TD-OCT detects only the interference 
between light from the reference arm and the 
sample, FD-OCT also detects the interference 
between different reflections within the sample 
arm or other unintended reflections in the optical 
setup. This can lead to ghost images, often caused 
by the strong Fresnel reflex of the first sample 
surface, and fixed pattern structures. Such arti-
facts can be suppressed by implementing enough 
dispersion between reference and sample arm 
(Kottig et al. 2012). While dispersion between 
both interferometer arms, broadening the inter-
ference signal and by this decreasing the axial 
resolution, can be numerically compensated in 
FD-OCT, this is more complicated in TD-OCT 
(Wojtkowski et al. 2004).

For systems with high lateral resolution, 
TD-OCT offers the advantage that the focus posi-
tion can be shifted synchronously to the length of 
the reference arm allowing high lateral resolution 
over a large depth range (Schmitt et al. 1997).

TD-OCT and FD-OCT can be parallelized in 
one or two dimensions by using additional detec-
tor dimensions. Especially in TD-OCT, using 
camera-based systems allows sampling of com-
plete frames which is then called full-field OCT 
(FF-OCT) providing en face images sequentially 
(Dubois et al. 2002). The disadvantage in 
FD-OCT is that due to the longer measurement 
time for the extra dimensions(s), the image will 
be more compromised by movement artifacts 
(Yun et al. 2004). Moreover, all parallel systems 
are more sensitive to artifacts due to multiple 
scattering because of the loss of the confocal 
advantage (Garini et al. 2006).

Besides central wavelength, resolution, speed, 
and measurement range, two more parameters 
are used to characterize OCT systems. The first is 
the sensitivity specifying the minimal reflectivity 
of a plain surface that results in a signal equiva-
lent to the noise level. Because of the interference 

principle, very low levels can be detected and 
typical values of the minimal reflectivity are in 
the range of 10−10 corresponding to a sensitivity 
of 100 dB. Sometimes this parameter is called the 
signal-to-noise ratio (SNR) of the system as well. 
A second parameter is the dynamic range of the 
system which is the largest signal that does not 
saturate the detector or the electronics. Especially 
in FD-OCT, clipping of the signal, often caused 
by Fresnel reflexes, leads to strong artifacts and 
should be avoided. Due to the large dynamic 
range of OCT signals, mostly the logarithmic 
intensity data are visualized on a gray or false 
color map.

While in spectrometer-based FD-OCT sys-
tems, the limited resolution of spectrometers 
leads to a sensitivity roll off at the end of the mea-
surement range of 10–20 dB (Bajraszewski et al. 
2008), a similar degradation in swept source 
OCT systems is often caused by the limited fre-
quency range of the detector and the coherence 
length of the sweeping light source. Additionally, 
the confocal principle leads to a signal drop 
 outside of the focus that depends strongly on the 
used numerical aperture of the probe beam. 
Typical numerical apertures used in FD-OCT are 
therefore in the range of 0.05, yielding transver-
sal resolutions of typically 10 wavelengths.

While alterations by transversal motion in 
images from SD-OCT and OFDI systems are 
similar, both are affected quite differently by 
axial sample motion (Yun et al. 2004). Axial 
motion will lead to fringe washout in the case of 
SD-OCT, while it leads to false positions in the 
case of OFDI. Oblique motion can in general not 
be treated as the sum of both effects (Walther 
et al. 2008).

16.3.4  Extended Functionalities

16.3.4.1  Spectroscopic OCT
Spectroscopic OCT (S-OCT) is an extension of 
the intensity-based backscattering images in 
standard OCT. Since OCT images are recorded 
with broadband light, the spectral distribution of 
the light will be affected by absorption and scat-
tering in the tissue. In other words, if characteristic 
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absorbers or scatterers are present in the tissue, 
they will imprint characteristic features into the 
spectra of the backscattered light. These charac-
teristic features may be analyzed to add spectro-
scopic information to the OCT images by an 
additional color map. This may enable a kind of 
“optical histology” including digital staining 
based on absorbing chromophores or characteris-
tic sizes of scatterers (Kartakoullis et al. 2010; 
Robles and Wax 2010; Xu et al. 2005) inside the 
tissue. For example, in the near infrared, hemo-
globin is a relevant substance for functional 
imaging with OCT (Faber et al. 2005; Faber and 
van Leeuwen 2009; Lu et al. 2008; Robles and 
Wax 2010) because its state of oxygenation influ-
ences its spectral properties. Other chromophores 
in the tissue with less pronounced spectral fea-
tures in the optical window include melanin, bili-
rubin, and water (Anderson and Parrish 1981). 
The spectra are also sensitive to scatterers which 
are in the same order as the wavelength of the 
light. This may be used to analyze tissue struc-
tures below the resolution of the OCT system 
(Robles and Wax 2010; Yi et al. 2013). In addi-
tion to the existing tissue ingredients, contrast 
agents for S-OCT, for example, dyes (Xu et al. 
2004) or nanoparticles (Lee et al. 2003; Oldenburg 
et al. 2009), may be used.

In principle, there are hardware-based and 
software-based S-OCT concepts. The hardware- 
based concepts use multi-band systems to obtain 
spectrally resolved OCT images in a differential 
manner (Cimalla et al. 2009; Storen et al. 2006). 
Software-based approaches use time-frequency 
distributions that extract the spectroscopic infor-
mation from the raw OCT data, which can be 
recorded with standard OCT systems. In a first 
attempt, Morgner et al. performed spectroscopic 
analysis using a software-based approach on the 
basis of TD-OCT data (Morgner et al. 2000), while 
Leitgeb et al. used a FD-OCT system (Leitgeb 
et al. 2000). In practice, S-OCT still faces seri-
ous challenges. First, spectral features are often 
weak and superimposed by noise-like speckle 
and wavelength-dependent optical aberrations 
of the OCT system (Faber et al. 2005; Kasseck 
et al. 2010). Moreover, using time- frequency 
distributions, there is a tradeoff between spectral 

resolution and spatial resolution that has to be 
considered (Robles et al. 2009). But in spite of 
these difficulties, recent work has demonstrated 
that spectroscopic analysis may add significant 
contrast to the OCT images (Fleming et al. 2013; 
Jaedicke et al. 2013; Robles et al. 2011; Yi et al. 
2014).

16.3.4.2  Polarization-Resolved OCT
In order to get more information or another con-
trast in OCT images, polarization-sensitive OCT 
(PS OCT) was introduced. Aligned structures 
like muscles or fibers show birefringence and 
thereby influence the polarization of the beam 
allowing depth-resolved measurement of the dis-
tribution and orientation of these structures. 
Birefringence of the sample might influence 
images even in normal OCT systems, resulting in 
horizontal stripes, as the polarization of sample 
and reference light from some depth will not be 
aligned, leading to a loss of signal (Cimalla et al. 
2009). Most PS OCT systems detect at least two 
orthogonal linear polarization states of the 
reflected beam. In order to get similar intensities 
in both polarization states of the reference beam, 
a quarter wave plate is inserted into the reference 
arm. Moreover, a second quarter wave plate in 
the sample beam ensures circular polarization on 
the sample. Size and orientation of the birefrin-
gence can be calculated from amplitudes and 
phases of both interference signals (de Boer et al. 
1997; Hee et al. 1992; Hitzenberger et al. 2001). 
While controlling the polarization is relatively 
easy in the case of bulk optics, the higher flexibil-
ity of fiber-coupled scanner heads demands for 
more complicated solutions (Al-Qaisi and Akkin 
2010; Götzinger et al. 2009; Yamanari et al. 
2008). One of the most important applications of 
PS OCT is the visualization of the retina. The 
retinal pigment epithelium (RPE) has the inter-
esting property that it depolarizes the scattered 
light. Therefore, the homogeneity of polariza-
tion, called the degree of polarization uniformity 
(DOPU), is often shown as an additional contrast 
to differentiate this layer. PS OCT is also used to 
differentiate carcinoma and to distinguish 
between normal and burned tissue (Park et al. 
2001).
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16.3.4.3  Doppler-OCT
The visualization and quantification of flowing 
blood are one of the main applications of 
Doppler-OCT (DOCT). DOCT was first intro-
duced in TD-OCT by detecting the frequency 
shift of the interference signal caused by axially 
moving scatterers (Xu et al. 2008). Much higher 
sensitivity to axial movement can be achieved by 
analyzing the phase of the interference signals in 
consecutive A-scans at the same or nearly the 
same position (Leitgeb et al. 2003b). This 
method, called phase resolved Doppler-OCT, is 
today used in TD-OCT and FD-OCT. A high spa-
tial oversampling yielding a great overlap of the 
two beam profiles is beneficial for a good sensi-
tivity of DOCT (Walther and Koch 2009). Other 
methods using phase modulators in the reference 
arm (Bachmann et al. 2007) or changing the 
length of the reference arm to highlight moving 
structures (Wang et al. 2007b) have shown 
remarkable results. As phase data are often very 
noisy, different ways of averaging have been sug-
gested. Most commonly, the phase φ is calculated 
by calculating the phase of the sum of products of 
consecutive A-scans:
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Γj(z) is the complex result of the FFT of the 
A-scan j at depth z and “*” denotes the complex 
conjugate. In the case of low SNR, analyzing a 
set of A-scans using a 2D Fourier transformation, 
called joint spectral and time domain OCT 
(STdOCT), may be beneficial (Szkulmowski 
et al. 2008). More sophisticated strategies for 
averaging Doppler data can be found in Chan 
et al. (2014) and Walther et al. (2014).

Doppler information is mostly visualized by a 
false color map, where the intensity is given by 
the logarithmic intensity of the signal and the 
color from blue over white to red indicates the 
phase in the interval of ±π, with white indicating 
no axial motion. In the case of smooth velocity 
distribution, phase shifts much above ±π can be 
analyzed by unwrapping techniques, but in 
SD-OCT artifacts caused by the detector integra-
tion time may cause huge discrepancies at higher 

flow velocities depending on the angle of the flow 
(Walther et al. 2010).

An example of a phantom measurement, high-
lighting potentials and problems of the flow 
through different capillaries, is shown in 
Fig. 16.15. The different images show human 
blood or 1 % intralipid solution, often used as a 
substitute for blood in Doppler measurements, 
through a rectangular and a circular capillary in 
opposite directions. The angle of both capillaries 
was the same. While the top row shows only the 
intensities, the bottom row is colored as a func-
tion of the phase shift or velocity. To reduce the 
influence of the speckle noise, 256 B-scans are 
averaged. In spite of this averaging, the left 
images without flow still show the granularity of 
blood. The echo from intralipid is quite homoge-
neous as can be seen in the images on the right. 
Vice versa flowing blood shows echoes in the 
form of an hourglass, caused by the circular ori-
entation of erythrocytes in flowing blood (Cimalla 
et al. 2011a). Especially at the backreflections 
from the capillaries in the case of blood, high 
phase shifts can be seen. This effect, called 
Doppler shadow (Bukowska et al. 2010), is attrib-
uted to multiple scattering (Kalkman et al. 2012) 
and is less pronounced in the case of intralipid.

Besides algorithms based on the phase shift, 
intensity-based algorithms evaluating the vari-
ance in repetitive scans have been used especially 
for angiography showing high contrast images of 
blood vessel structure in the hamster skin, for 
example (Liu et al. 2011). A comparison of dif-
ferent methods and their advantages and disad-
vantages is found in (Liu et al. 2012).

An application for Doppler imaging in small 
animals is the observation of blood flow in ves-
sels of mice. Blood flow in these vessels is regu-
lated by the contraction of the vessel muscles in 
the arteries. As the veins have no musculature, 
their diameter will only change passively by 
inner or outer pressure. While vasoconstriction 
may be caused by application of potassium, ves-
sels will dilate after the application of sodium 
nitroprusside (SNP). A dysfunction of this regu-
lation mechanism is associated with arterioscle-
rosis. Due to its advantageous position, imaging 
was performed at the arteria and vena saphena 
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with a dual-band OCT system. The dual-band 
system nicely shows the higher phase changes at 
the smaller wavelength. Quasi M-scans are 
shown in the middle and bottom of Fig. 16.16, 
showing the oscillating blood flow in the artery 
and the almost constant blood flow in the vein. 
The low amplitude of the backscattered signal in 
the center of the vessels is attributed to the align-
ment of the erythrocytes as stated above.

16.3.4.4  Contrast Enhancement 
by Nanoparticles: 
Photothermal OCT 
and Magnetomotive OCT

Compared to other optical imaging techniques 
such as fluorescence microscopy, OCT is a rather 
unspecific modality that provides only general 
information on the tissue structure based on light 
scattering on cells and cellular components such 
as the nuclei and mitochondria. Hence, to improve 
visibility of specific tissues or cells, OCT contrast 
agents are required. Several attempts have been 
made to find a suitable  contrast agent for OCT 
including dyes and plasmon- resonant nanoparti-

cles, which have distinct absorption spectra and 
therefore can be detected by means of spectro-
scopic OCT (Cang et al. 2005; Oldenburg et al. 
2009; Xu et al. 2004; Yang et al. 2004a). However, 
these absorption-based methods always suffer 
from an inherent concentration- path length trad-
eoff. In order to detect a sufficient absorbance, 
either a long propagation length through the 
absorber is required, which consequently degrades 
axial resolution, or a high concentration of absorb-
ing agents is necessary, which is often not toler-
ated by the specimen.

However, since OCT is very sensitive to 
motion due to the coherent nature of the illumi-
nating light, the most promising approaches – 
photothermal and magnetomotive OCT – use 
dynamic contrast agents to enhance visualization 
of specific substances.

In photothermal OCT, gold nanoparticles 
inside the sample are remotely heated by illumi-
nation with intense laser light (>20 mW). For that 
purpose, the emission wavelength of the laser 
is matched to the plasmon resonance absorp-
tion maximum of the particles. The illuminated 

Fig. 16.15 Phantom measurement for Doppler imaging 
with OCT. The upper part on the left side shows the image 
of blood with no flow. Below additional Doppler process-
ing shows no difference. The images in the middle show 
corresponding images for flowing blood. The square cap-
illary and the circular capillary have opposite flow direc-
tions. Echoes behind the structure show the so-called 

Doppler echo which is attributed to multiple reflections. 
The inhomogeneous structure is attributed to the align-
ment of erythrocytes in the flowing blood. The images on 
the right side are taken with intralipid showing less 
Doppler echo and no inhomogeneity. To reduce the 
speckle noise, the images were averaged over 50 B-scans
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particles also heat their immediate vicinity caus-
ing thermal expansion of the microenvironment. 
Hence, resulting sample motion in the submicron 
regime is then detected by OCT using phase 
information (Adler et al. 2008). Sufficient sen-
sitivity is achieved by modulating the laser (turn 
on/turn off periodically) and searching for the 
corresponding frequency in the OCT phase sig-
nal. Photothermal heating can be performed at 
relatively high frequencies of 0.5–20 kHz (Zhou 
et al. 2008), which enables fast image acquisition.

Therefore, among others, photothermal OCT 
was successfully applied for pharmacokinetic 
studies to noninvasively image nanoparticle 
accumulation in mouse mammary tumors 
(Tucker-Schwartz et al. 2014).

Furthermore, photothermal OCT is not neces-
sarily bound to the presence of gold nanoparti-
cles. Also, the absorption profile of endogenous 
chromophores such as hemoglobin can be used 

for imaging (Yim et al. 2014). Since the absorp-
tion spectra of oxy- and deoxyhemoglobin differ, 
photothermal OCT can be applied to assess the 
blood oxygenation level both in vitro (Kuranov 
et al. 2011a) and in vivo, e.g., in the murine brain 
cortex (Kuranov et al. 2011b).

However, attention must be paid to keep sam-
ple temperature below 44 °C to avoid thermal 
damage of biological tissue. Furthermore, photo-
thermal OCT is not suited for imaging of photo-
sensitive tissue such as the retina due to the use of 
intense light.

In magnetomotive OCT, magnetic micro- or 
nanoparticles are used as dynamic contrast 
agents, which are exited into motion by an exter-
nal magnetic field. Contrast enhancement is then 
achieved by quantifying the displacement of the 
elastic tissue next to the particles using the ampli-
tude or phase information of the OCT signal 
(Oldenburg et al. 2005a, 2008).

Fig. 16.16 Top row: single B-scans showing a cross sec-
tion through the artery and vein in mice. Left side control, 
middle vasoconstriction after the application of potas-
sium, right side vasodilatation caused by the application 
of SNP. As stated in the columns, images were taken at the 
same time at center wavelengths of 800 nm and 1250 nm. 
Due to the shorter wavelength, the phase change is larger 
in the 800 nm band. Related to this, a phase wrap (phase 
change more than ± π) is first seen in the 800 nm band. 

Nevertheless, in the case of vasoconstriction, phase wrap 
is seen in both bands. A-scans selected in the center of the 
artery (middle) and vein (bottom), indicated by A and V 
in the upper left part, from sequential B-scans, forming 
a quasi M-scan, highlight the highly pulsating blood flow 
(see arrows) in the artery and the slightly modulated blood 
flow in the vein. The musculature of the artery (M) can be 
nicely seen, especially in the case of vasoconstriction
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In this context, it was shown that magnetomo-
tive OCT is a suitable method for contrast- 
enhanced imaging of single magnetically labeled 
cells in vitro (Oldenburg et al. 2005b). Proof-of- 
principle in vivo magnetomotive imaging was 
demonstrated in African frog (Xenopus laevis) 
tadpole (Oldenburg et al. 2005a) as well as in the 
mouse eye (Wang et al. 2010b). Furthermore, 
similar to photothermal OCT, magnetomotive 
OCT was also successfully applied to image the 
accumulation of targeted magnetic nanoparticles 
in rat mammary tumors (John et al. 2010).

Typically, superparamagnetic iron oxide par-
ticles are used for labeling of biological samples. 
Compared to ferromagnetic materials, these par-
ticles exhibit lower forces in a magnetic field due 
to their smaller magnetization capability. 
However, iron oxide is much better suited in 
terms of biocompatibility since pure iron in 
higher concentrations is cytotoxic.

In contrast to photothermal OCT, modulation 
of the magnetic field in magnetomotive OCT is 
restricted to relatively low frequencies of 
0,1–1 kHz (Kim et al. 2013) since fast switching 
of sufficiently high magnetic fields is technically 
challenging. Furthermore, magnetomotive imag-
ing is limited to small working distances because 
magnetic field strength rapidly degrades with dis-
tance from solenoid.

16.3.5  OCT for Small Animal 
Imaging

16.3.5.1  Retina Imaging
The retina was one of the first samples investi-
gated with OCT, since it has the unique advan-
tage to be visualized through the transparent 
ocular media. In this context, OCT provides 
in vivo cross-sectional visualization of the retinal 
microstructure that cannot be obtained by any 
other noninvasive imaging modality (Drexler and 
Fujimoto 2008). Therefore, the clinical applica-
tion of OCT is mostly developed in ophthalmol-
ogy for the diagnosis, staging, and monitoring of 
ocular diseases primarily macular pathologies 
such as age-related macular degeneration (AMD), 
central serous retinopathy, macular holes and 

edema, Stargardt disease, and retinitis pigmen-
tosa but also optic neuropathies such as glau-
coma. Today, several commercial ophthalmic 
OCT devices are available, which use high-speed 
spectral domain detection. All instruments have 
comparable performance with an axial resolution 
of 4–6 μm operating in the 800 nm wavelength 
range and imaging speeds of 25,000–40,000 
axial scans per second (Wolf-Schnurrbusch et al. 
2009), which enables real-time two-dimensional 
imaging of tissue cross sections.

As an alternative or extension to the conven-
tional ophthalmic imaging at 800 nm, research 
OCT systems operating at 1050 nm have also 
been demonstrated. Due to less absorption of the 
retinal pigment epithelium and reduced tissue 
scattering on the one hand and still sufficiently 
low light absorption by means of the aqueous 
ocular media in front of the retina on the other 
hand, this spectral range allows depth-enhanced 
visualization of the choroid (Povazay et al. 2003; 
Unterhuber et al. 2005) and improved visibility 
of the retina in patients with opaque ocular media, 
i.e., cataract (Povazay et al. 2007).

As stated above, one particular feature of OCT 
is that the axial resolution is decoupled from the 
transverse or lateral resolution. The axial resolu-
tion is mainly given by the coherence length of 
the applied light source, while the lateral resolu-
tion is defined by the numerical aperture of the 
focusing optics, i.e., the beam diameter and the 
focal length, like in conventional microscopy. In 
ophthalmic imaging, the eye’s cornea and lens 
are used as the imaging objective. Therefore, the 
lateral resolution is limited by the pupil size and 
the focal length of the eye and, in practice, even 
further reduced by ocular aberrations. In order to 
overcome this practical limitation, adaptive 
optics – well known in the field of astronomy – is 
applied in research OCT systems to correct ocu-
lar aberrations. These instruments measure the 
wavefront distortion caused by the ocular media 
and correct it by means of deformable mirrors or 
liquid crystal phase modulators. It was shown 
that adaptive optics can significantly improve lat-
eral resolution to 2–3 μm compared to 15–20 μm 
in conventional ophthalmic OCT (Povazay et al. 
2009). Furthermore, this technique increases 
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imaging sensitivity especially in the range of the 
photoreceptor layer and reveals single structures 
located at the inner/outer photoreceptor segment 
junction and the posterior tips of the photorecep-
tor outer segments, which are assumed to repre-
sent individual cone cells in humans (Fernández 
et al. 2008; Zhang et al. 2006) as well as in ani-
mal models such as mice (Jian et al. 2013). The 
combination of high axial resolution OCT with 
aberration-correcting adaptive optics is therefore 
often referred to as cellular imaging of the living 
retina.

For the understanding of the mechanisms 
underlying retinal degeneration and trial of 
potential therapeutic strategies, experimental ani-
mal models play an important role. In this con-
text, OCT also enables noninvasive monitoring 
of the retina in small animals like rats (Nagata 
et al. 2009), mice (Horio et al. 2001) and even 
zebrafish (Bailey et al. 2012; Weber et al. 2013). 
The last-mentioned one is of particular interest 
for researchers and vision scientists since the 

zebrafish has the ability to regenerate neuronal 
tissue including the retina – a phenomenon that 
is not observed in mammals. Although animal 
imaging is mostly performed in the 800 nm wave-
length range (Huber et al. 2009; Kocaoglu et al. 
2007; Ruggeri et al. 2007) as in humans, OCT 
of the rodent retina is also reported at 1060 nm 
(Hariri et al. 2009) and 1300 nm (Li et al. 2001). 
It was shown that there is a good correlation 
between OCT data and histology (Huber et al. 
2009), thus enabling OCT to be a valuable tool 
to analyze and monitor microstructural changes 
in the retina for noninvasive time-course studies 
in individual animals.

An example for in vivo OCT imaging and 
monitoring of the mouse retina is depicted in 
Fig. 16.17.

In human retinal imaging, the sample beam is 
conventionally relay imaged onto the pupil by 
means of a lens pair and focused onto the fundus 
by the eye itself, which was also applied for reti-
nal imaging in mice and rats (Kocaoglu et al. 
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Fig. 16.17 High-resolution OCT imaging of the mouse 
retina in vivo. (a) OCT fundus projection and representa-
tive OCT cross sections (b, c) of the healthy mouse retina 
(vertical bars, 200 μm). (d) Detailed view of the retinal 
microstructure (abbreviations: RNFL retinal nerve fiber 
layer, GCL ganglion cell layer, IPL inner plexiform layer, 
INL inner nuclear layer, OPL outer plexiform layer, ONL 
outer nuclear layer, ELM external limiting membrane, IS/
OS inner/outer photoreceptor segment junction, RPE reti-
nal pigment epithelium, Ch choroid, Sc sclera). (e) 
Longitudinal OCT monitoring of genetic retinal degener-

ation in one individual rhodopsin-deficient (Rho−/−) mouse 
at different ages (vertical bar, 100 μm). The Rho−/− degen-
eration as a model for recessive inherited retinitis pigmen-
tosa is characterized by a progressive loss of the outer 
nuclear layer (ONL), which represents the nuclei of the 
photoreceptors. At an age of 9 weeks, the ONL has almost 
completely vanished, so that only a minor fraction of pho-
toreceptors is left at this stage. All images were acquired 
with an experimental hybrid imaging system slightly 
modified in comparison to the one described in (Cimalla 
et al. 2012)
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2007; Ruggeri et al. 2007). However, it is rea-
soned by others that this method is not optimal 
for small animals since the small size and short 
focal length of the eye imply a high numerical 
aperture objective lens design in order to cover a 
large measurement area on the retina. In addition, 
the short focal length of the eye increases aberra-
tion, which degrades the OCT signal and reduces 
image quality. Alternatively, a contact lens made 
from a microscope coverslip and hydroxypropyl 
methylcellulose solution is used, which effec-
tively removes the refractive power of the air–
cornea boundary and allows the sample beam to 
be focused directly onto the retina. Due to the 
corresponding enlargement of the eye’s focal 
length, lower numerical aperture lens designs can 
be applied to cover a sufficient measurement area 
on the retina. Furthermore, this technique reduces 
corneal aberrations and prevents the eye from 
dehydration (Kim et al. 2008; Srinivasan et al. 
2006), which would otherwise lead to corneal 
opacity.

Due to their small sizes, it is possible to image 
the entire eyes of mice and zebrafish from the 
cornea to the retina in one single OCT scan. This 
technique allows noninvasive quantitative assess-
ment of biometric parameters such as intraocular 
distances and interface curvatures of ocular 
media, which is of interest in eye development 
research (Wang et al. 2010c; Zhou et al. 2008) 
and eye modeling for improved design of optical 
instruments (Gaertner et al. 2014).

Recent developments in the experimental and 
commercial sector tend toward multimodal imag-
ing of the small animal retina using OCT in com-
bination with other established methods such as 
scanning laser ophthalmoscopy (SLO), fluores-
cence angiography (FA), and fundus autofluores-
cence (FAF), which deliver additional information 
about fundus morphology, blood flow, and 
metabolism (Fischer et al. 2010; Huber et al. 
2009, 2010; Seeliger et al. 2005).

An example for multimodal in vivo imaging 
of the mouse retina using OCT and fluorescence 
angiography is shown in Fig. 16.18.

In addition to the morphological and molecular 
contrast acquired by optical imaging techniques, 
functional information about photoreceptor and 

interneuron activity can be obtained by means of 
electroretinography (ERG). In this context, simul-
taneous OCT and ERG for parallel monitoring of 
the retinal structure and function in experimental 
animal models such as rats (Moayed et al. 2010) 
allows advanced analysis of retinal degeneration 
processes in vivo.

Furthermore, attempts have been made to 
retrieve functional information from the OCT 
signal itself. To that, local changes in the retina’s 
optical properties following to light stimuli are 
detected by means of OCT. These intrinsic opti-
cal signals, which could by now be observed in 
the human retina (Schmoll et al. 2010) as well as 
in chicken (Moayed et al. 2011), were found to 
be restricted to the stimulated fundus region and 
to show some correlation with ERG recordings.

16.3.5.2  Lung Imaging
Due to a lack of imaging technologies having 
sufficient resolution for resolving single alveoli 
and delivering three-dimensional data at high 
frame rates, there is a high interest in using OCT 
for imaging airway wall and alveolar structures 
in animal studies. Lung function in healthy and 
diseased lungs is of high interest for several rea-
sons. Some interest is related to the transport of 
inhaled particles for drug delivery and risk due to 
smoking (Yin et al. 2009). Further airway remod-
eling in connection with asthma may reduce the 
airway distensibility. Moreover, interest in visu-
alization of alveoli and alveolar structures is 
related to the high morbidity of acute respiratory 
distress syndrome (ARDS) and ventilator- 
induced lung injury (VILI), which in spite of 
numerous efforts declines only slowly. A better 
understanding of processes during artificial ven-
tilation might help in improving ventilation 
strategies.

Several strategies have been applied to image 
airway and alveolar structures with OCT. External 
scanning can be applied to isolated lungs visual-
izing the alveolar structure close to the pleura 
(Meissner et al. 2009b; Mertens et al. 2009). 
With some effort, this method can also be applied 
to anesthetized animals by opening the chest or 
by preparing a thoracic window in vivo (Meissner 
et al. 2010a). This method has been applied to 

F. Alves et al.



443

mouse and rabbit models to study alveolar sizes 
and the change during ventilation in healthy and 
injured lungs. While in the early systems, gated 
imaging was used to study the dynamic shape 
during the ventilation cycle (Meissner et al. 
2010b), modern high-speed systems capture 
complete alveoli with some tens of frames per 
second, sufficient for breathing rates in the order 
of one per second (Kirsten et al. 2013). In larger 
animals the movement of the lung prevents fol-
lowing single alveoli during the complete venti-
lation cycle. Therefore, lightweight MEMS-based 
probes were developed resting on the lung and 
following the alveolar structures (Namati et al. 
2013).

To access internal regions of the lung, endo-
scopic OCT probes have been used. Typically, 
such probes use radial scanning by rotating the 
entire probe or by using micromechanical motors 
placed in the probe (Yang et al. 2004b). While the 
rotation provides circumferential 2D images, the 
fiber may be retracted while accumulating subse-
quent radial images to provide three-dimensional 
information.

A third strategy uses miniaturized OCT needle 
probes. The needle probe can be inserted through 
the tissue into the region of interest that may be 
located several centimeters below the surface. 
Scanning is again performed by rotating the nee-
dle or the focusing optics inside the needle. 

a b

c d

Fig. 16.18 Multimodal in vivo imaging of the mouse 
retina. (a) OCT fundus projection and (b) simultaneously 
acquired fluorescence angiography image of the healthy 
mouse retina. (c, d) Representative OCT cross sections 
(vertical bars, 200 μm). For fluorescence angiography, the 

approved in vivo dye fluorescein was used, which has its 
emission maximum in the green visible spectral range. All 
images were acquired with an experimental hybrid imag-
ing system slightly modified to (Cimalla et al. 2012)
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Although the size of needle probes has been 
reduced to a diameter of about 310 μm, the inser-
tion of the needle will cause some trauma 
(Lorenser et al. 2011). As the needle can hardly 
be translated forth and back, the same tissue can-
not be imaged during different states of the venti-
lation cycle. For repetitive scans, probes 
consisting of an inner part that translates rapidly 
back and forth multiple times per second were 
developed allowing two-dimensional image 
acquisition (McLaughlin et al. 2012).

Imaging alveolar structures is hampered by 
the repetitive refractive index change from air to 
liquid, limiting the useful depth to only one or 
two layers of alveoli. Therefore, several attempts 
have been made to fill the lung with an index 
matching fluid. For ex vivo imaging, the lung can 
be filled completely with saline water (Lorenser 
et al. 2011) or ethanol (Meissner et al. 2009a) 
increasing the useful imaging depth to 5 or more 
alveoli in depth. While these approaches are not 
suited for in vivo imaging, a small amount of 
fluid around the probe can enhance imaging 
without scarifying the animal (Quirk et al. 2014). 

Moreover, liquid ventilation using perfluorocar-
bons having a high transport capacity for oxygen 
and carbon dioxide can be used for ventilation 
allowing enhanced OCT imaging in vivo 
(Schnabel et al. 2013) (see Fig. 16.19).

16.3.6  Discussion and Conclusion

Optical coherence tomography is a contactless 
optical imaging concept enabling three- 
dimensional tomographic imaging with microm-
eter resolution. However, due to the strong 
scattering of light in biological tissue, the pene-
tration depth and thus the image depth are limited 
to a few millimeters in the best case, when light 
in the optical window between 600 and 1300 nm 
is used. The imaging speed of state-of-the-art 
OCT systems is high enough to enable real-time 
video imaging.

Primarily, the contrast in OCT images is gen-
erated by refractive index variations at interfaces 
between different tissues that lead to backscat-
tered light. Additional contrast mechanisms rely 

Fig. 16.19 Transition from an air-filled to a liquid-filled 
region in OCT and intravital microscopy (IVM). These 
pictures show the influence of liquid filling for OCT and 
IVM lung imaging after 18 min of total liquid ventilation. 
While image quality for OCT is considerably increased in 
the liquid-filled area, the contrast for IVM is decreased 
due to the refractive index matching. The depth of tissue 
visualization is nearly tripled in the liquid-filled area due 

to the reduction of scattering loss. The arrows a, b, and c 
in the 3D OCT image (left) were used for a better under-
standing of the OCT and IVM en face view (middle row) 
and the OCT cross section (right). For the 3D image, the 
pleura was hidden to get a look on the first layer of sub-
pleural alveoli. Scale bar is 200 μm (From Schnabel et al. 
(2013) with permission)
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on spectroscopic modifications of the backscat-
tered light by spectrally dependent absorption or 
scattering or on variations of the polarization due 
to birefringence in aligned structures like fibers 
or muscles. Contrast enhancement by adding 
contrast agents like nanoparticles has also been 
demonstrated.

In addition to stationary images of the tissue 
structure, so-called Doppler-OCT also enables 
visualization of movements in the tissue, for 
example, the blood flow.

In terms of small animal imaging, OCT has 
been successfully used for retina imaging. The 
transparence of the ocular media enables nonin-
vasive imaging of the retina not only for humans 
but also for rats, mice, and zebrafish. This imag-
ing is not restricted to stationary morphological 
images but also extends to functional imaging by 
detecting local changes of the retina’s optical 
properties due to light stimuli.

Imaging of vessels has been successfully 
 demonstrated. A particular application is the 
 investigation of traumatic brain injuries or strokes 
in rat models (Osiac et al. 2014). Also, cardiovas-
cular defects in mutant mouse animal models 
have been analyzed by OCT. Even the develop-
ment of whole mouse embryos can be monitored 
in vivo with OCT (Larina et al. 2011). In more 
recent studies, OCT has been successfully 
applied to monitor drug-induced changes of the 
tissue in mouse models (Bell et al. 2013). These 
recent developments demonstrate that OCT has 
become a powerful tool for small animal imaging 
and that its potential for this application is by far 
not completely explored.

16.4  Intravital Imaging in Small 
Animals

Timo Rademakers and Marc A.M.J. van Zandvoort

Over the last decades, molecular and cell biology 
has greatly advanced our knowledge of dynamic 
processes at a molecular level, especially by the 
use of (static) in vitro techniques. However, to 
gain an understanding of the in vivo implications 
hereof, a need for translation toward in vivo 

experiments developed, in which dynamic events 
could be studied in real time and in their specific 
microenvironment. Intravital microscopy (IVM) 
is one of the techniques which allow such studies. 
While the technique is (mostly) invasive, it is 
able to (depending on the system) study dynamic 
processes at a resolution of several micrometers 
and therefore has become a widely used tech-
nique in many fields of biomedical research.

The idea of studying (sub)cellular processes 
in small animals in vivo is not new. Already in the 
nineteenth century, the first rudimental intravital 
studies have been described, involving transillu-
mination microscopy of leukocyte behavior in 
the mesentery of a frog (Julius Cohnheim 1839). 
From these initial intravital studies using transil-
lumination, the field has developed greatly with 
aid of advances in microscopy, allowing at cur-
rent detailed multicolor study of dynamic pro-
cesses using the newest fluorescent techniques.

The purpose of this section is to give an over-
view of IVM techniques and applications, in 
which both classical intravital imaging and 
 state- of- the-art multiphoton intravital imaging 
will be discussed, including examples from dif-
ferent fields of research.

16.4.1  Classical Intravital Imaging

Classical intravital imaging uses regular wide-
field microscopy systems, either using transillu-
mination or fluorescence. These classical systems 
have been in use for several decades and are still 
being used to date. Classical IVM has mostly 
been applied in inflammation research (i.e., leu-
kocyte adhesion and transmigration), but also in 
studies involving hemodynamics (Kiyooka et al. 
2005) or thrombosis (Furie and Furie 2006). 
Classical IVM however has some intrinsic limita-
tions, as will be discussed below.

16.4.1.1  Brightfield Imaging/
Transillumination

The first IVM studies were performed using 
brightfield illumination or transillumination in 
transparent tissues, eventually in combination 
with the use of differential interference contrast 
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(DIC) or phase contrast to enhance visualization 
of various structures within the tissue. The great-
est advantage of this type of IVM is its relative 
ease of use, such that it can be performed on 
many regular light microscopes equipped with a 
high-speed detection system. Moreover, the lat-
eral resolution (i.e., X-/Y-resolution) is generally 
good (±500 nm). One of the most obvious disad-
vantages, however, is the need for transparency in 
the tissue under study, which in most small labo-
ratory animals is very limited. Also, in thicker 
tissues problems with image blurriness arise, 
caused by out-of-focus contributions. This sig-
nificantly reduces image contrast and resolution. 
In practice, only few tissues like the cremaster 
muscle in male animals (Thorlacius et al. 1997) 
or the mesentery are transparent enough to allow 
transillumination. In these tissues, this type of 
IVM has been used to study, e.g., leukocyte adhe-
sion to, rolling along, and transmigration through 
microvasculature. Figure 16.20 shows a typical 
image of a capillary in the cremaster muscle of a 
mouse, in which the capillary wall as well as the 
blood cells may be appreciated after applying a 
DIC filter.

16.4.1.2  Widefield Fluorescence 
and Confocal Microscopy

An approach which is similar to transillumina-
tion IVM is the use of widefield fluorescence 
microscopy. This technique offers a higher con-
trast at comparable resolution, since it only 

detects specifically labeled fluorescent structures 
or cells, while the background – with exception 
of autofluorescent molecules – remains black. In 
addition, since fluorescent markers are available 
in different colors, it is possible to study differen-
tially labeled tissue/cells at the same time using 
dual or triple filters. Moreover, higher contrast 
allows imaging of a multitude of tissues and 
organs, e.g., the liver (Kubes et al. 2002), nonin-
vasive imaging of the capillaries in the murine 
ear (Lammermann et al. 2013), or even larger 
vessels such as the carotid artery (Fig. 16.21) 
(Massberg et al. 2003). However, out-of-focus 
blurriness problems still arise, which in practice 
still limits penetration depth to several microme-
ters in most tissues.

To introduce axial resolution, confocal micros-
copy can be used. In confocal microscopy, a laser 
system is used for excitation of fluorophores at 
their specific wavelength. Out-of-focus emitted 
light is filtered out by the use of pinholes, which 
reduces blurring of images up to 50–100 μm of 
penetration depth depending on the type of tissue. 
Also, XY resolution is improved with a factor 2. It 
is however important to note that, when using line 
scanning systems, the acquisition speed is lower 
than in widefield systems due to the stepwise 
buildup of the image, instead of direct acquisition 
of the entire image. instead of direct acquisition of 
the entire image. To again gain imaging speed, 
systems can be fitted with a line scanning, 
resonant scanning, or spinning disk system, which 

Fig. 16.20 IVM time series using transillumination 
microscopy. Thin tissue samples can be imaged by using 
DIC or phase contrast. Here, an erythrocyte (white arrow) 

can be seen passing through a capillary in the cremaster 
muscle. Upon an inflammatory stimulus, transmigration 
of leukocytes may also be determined
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however causes some reduction in resolution and 
introduces noise. Alternatively, scanning multiple 
colors at the same time also enhances imaging 
speed, although not all systems are equipped for 
this task, as it requires specific fluorescent filters 
and/or dual- camera systems. Nevertheless, 
depending on the system setup, high-speed multi-
color IVM can be achieved.

The applications of these types of IVM are 
numerous, as long as there is the possibility to 
introduce a fluorescent label (either genetically or 
via other means) which is required for detection. 
Obviously, these types of IVM can be applied to 
the previously mentioned applications in bright-
field IVM, i.e., imaging of the microvasculature in 
different tissues. Yet, since transillumination is no 
longer an issue, larger structures such as the mac-
rovasculature can be studied in fluorescence-
based IVM. Indeed, this technique has, e.g., 
frequently been used to assess leukocyte adhesion 
to the vessel wall of the carotid artery under 
inflammatory conditions or after thrombosis 
(Massberg et al. 2003), also harboring the poten-
tial to study differentially labeled cells at the same 
time, e.g., wild-type vs. knockout cells. The same 
holds true for confocal IVM in, e.g., the cremaster 
muscle, in which leukocyte transmigration can be 
studied in detail in the microvasculature (Woodfin 
et al. 2011). Similarly in other fields like tumor 

biology, fluorescence- based IVM is often used in 
combination with dorsal skin chambers (Endrich 
et al. 1988; Menger et al. 2002).

16.4.2  Intravital Multiphoton 
Imaging

Even though classical intravital imaging is appli-
cable in many cases, the intrinsic limitations with 
regard to axial resolution and penetration depth 
limit the use of these systems. New methods of 
intravital imaging, however, have become avail-
able over the past two decades. As a derivative of 
the confocal imaging systems, multiphoton 
microscopy was introduced early 1990s (Denk 
et al. 1990; Helmchen and Denk 2005). 
Multiphoton (MP) microscopy, mostly two- 
photon microscopy, uses multiple photons of 
higher wavelengths to excite fluorescent probes, 
in contrast to single-photon excitation in regular 
fluorescent techniques. Single-photon excitation 
comprises the transition of an electron in this 
fluorescent molecule to another molecular orbit, 
bringing the molecule from the ground state (S0) 
to the excited state (S1), as is depicted in the 
Jablonski diagram in Fig. 16.22. This transition is 
only transient, and upon return of the molecule to 
S0, a fluorescent photon will be emitted. Since 

Fig. 16.21 IVM recording by widefield fluorescence 
microscopy of blood platelet (white, arrow) adhesion and 
aggregation in the common carotid artery of a mouse upon 
vascular injury. Widefield fluorescence IVM can be used 

to assess increases in platelet adhesion and aggregation. 
Nevertheless, axial resolution in widefield fluorescence 
IVM is low (Figure is adapted from Massberg et al. (2003) 
and reprinted with permission)

16 Optical Imaging



448

some energy is lost in between absorption and 
emission, the emitted photon has lower energy 
that the absorbed photon, shifting the emission to 
the red (Stokes shift).

Single-photon excitation as used in confocal 
microscopy, however, causes photodamage and 
phototoxicity, while its penetration depth into tis-
sue is limited. Therefore, single-photon excita-
tion is not the most suitable technique to study 
thick and living samples. The use of (near-)infra-
red (IR) light, as used in MP microscopy, can cir-
cumvent these problems. However, near-IR light 
is not capable of exciting the molecule by itself, 
since it lacks the energy to induce the transition 
from S0 to S1. As a result, the molecule will end 
up in the intermediate I1 state. Only if two infra-
red photons arrive virtually simultaneously 
(within 10−18s, i.e., one attosecond) at the mole-
cule, they can together bridge the energy gap 
between S1 and S0. In a continuous laser beam, 
however, the probability of photons to arrive 
simultaneously at the molecule is virtually zero. 
By increasing the photon density, it is possible to 
increase this probability and thus to allow the 
transition from S0 to S1 and, thus, perform deep- 
tissue fluorescence imaging. To achieve this, a 
pulsed laser is used (temporal confinement, 
Fig. 16.23a), which emits femtosecond pulses 
with a high photon density at a high frequency 

(80 MHz). Even under these prerequisites, effec-
tive two-photon excitation will happen only in 
the focal point (spatial confinement, Fig. 16.23b), 
as the probability of two-photon excitation 
decreases with a power of two with increasing 
distance to the focal point.

Especially in the recent 10–15 years, MP 
microscopy has been applied more frequently. At 
first, application was especially focused on deep- 
tissue imaging, since MP microscopy is one of 
the techniques which allows imaging up to 1 mm 
(1000 μm) in, e.g., brain tissue, without requiring 
tissue sectioning or extensive tissue handling 
and/or fixation.

MP microscopy has several advantages over 
confocal microscopy. The most important hereof 
are the use of a pulsed laser system and the use of 
higher excitation wavelengths. The use of a 
pulsed (femtosecond) laser causes less photo-
bleaching and phototoxicity. This is caused by 
the fact that light of higher wavelengths is less 
absorbed by, and as a consequence interacts less 
with, the tissue itself. The reduction in photo-
bleaching can be explained among others by the 
reduction in out-of-focus excitation due to the 
spatial confinement as well as by the relative 
reduced time of excitation of the fluorophore by 
the temporal confinement compared to continuous 
excitation in regular confocal systems. In addi-

Fig. 16.22 Jablonski diagram showing single-photon 
excitation versus two-photon excitation. Single-photon 
excitation by, e.g., a solid-state laser in confocal setups 
uses a single photon to bring a fluorescent molecule from 
the ground state (S0) to the excited stated (S1), followed by 

fluorescence emission upon return of the electron from S1 
to S0. Fluorescence emission can however also be achieved 
by two-photon excitation, in which two photons are 
required for transition from the ground state (S0) to the 
excited stated (S1) via the intermediate (I1) state
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tion, excitation only occurs in focal point (i.e., no 
out-of-focus excitation as in confocal micros-
copy). Additionally, since there is no absorption 
in the out-of-focus plane, a higher penetration 
depth is achieved compared to confocal micros-
copy (Fig. 16.24).

The use of higher (near-)infrared light wave-
lengths also has distinct advantages. Firstly, it 
results in a higher penetration depth as discussed 
above, and, since these wavelengths are less dam-
aging, they are very suitable for vital imaging. 
Moreover, since the two-photon excitation spec-
trum of many fluorescent probes is broader than its 
single-photon counterpart, simultaneous  excitation 
of multiple probes often occurs as a result of off-
peak excitation of these fluorophores using (near-)
infrared light wavelengths. This may however also 
include excitation of autofluorescent molecules.

By combining the characteristics mentioned 
above with methods to allow high-speed image 
acquisition, intravital MP microscopy can be 
achieved. The two most well-established ways of 
achieving high-speed imaging are resonant scan-

ning and multibeam-based imaging (Nielsen 
et al. 2001; Fan et al. 1999; Niesner et al. 2007). 
In resonant scanning, high scanning speeds are 
achieved by the use of resonant galvanometer 
mirrors, which can oscillate with a frequency up 
to 12 kHz. The high speed, however, comes at the 
cost of increased noise levels, which favor the use 
of better detectors which have as little noise as 
possible. An alternative is a multibeam approach, 
in which the excitation laser beam is split into 
multiple (up to 64) beams which can simultane-
ously scan the specimen, allowing a faster scan-
ning time. Here however, there is a loss of 
resolution with increasing penetration depth. 
Alternatively, triggering based on the cardiac 
and/or respiratory cycle can be used as a means to 
compensate for tissue motion, allowing acquisi-
tion of stable images in time but at the cost of 
temporal resolution.

In recent years, the applications of MP-based 
IVM have expanded greatly, and MP microscopy 
has become a powerful technique for studying 
dynamic processes in, e.g., oncology, immunol-

a b

Fig. 16.23 Temporal (a) and spatial (b) confinement 
required for achieving fluorophore excitation in multipho-
ton microscopy. By temporal confinement, photon density 
is increased by creating narrow photon-dense pulses. 

Spatial confinement is caused by the focusing capacity of 
objective lenses, where, as a result, the photon density is 
solely high enough in the focal plane of the specimen
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ogy, neuroscience, gastroenterology, urology, 
and cardiovascular research, as is depicted below.

16.4.2.1  Cell Trafficking 
and Hemodynamics

Similar to classic intravital imaging, MP IVM 
imaging has been used to study live process, such 
as vascular permeability, leukocyte adhesion and 
transmigration, blood flow, shear rate, and hema-

tocrit measurements in vivo. Significant progress 
has been made to allow imaging and quantifica-
tion hereof. Nowadays, studies have been real-
ized which are able to assess functional parameter 
in an entire tissue volume (Kamoun et al. 2010). 
By applying differential line scanning tech-
niques, this can be achieved at several locations 
at the same time, allowing the generation of 
velocity maps and comparing the functional 

a b

c d e

f g

Fig. 16.24 Effect of penetration depth on the effective 
spatial resolution obtained with multiphoton microscopy 
(a, c, f) and confocal microscopy (b, d, e, g) as studied in 
a mouse carotid artery of which cell nuclei were labeled 
(green). Images are obtained at different depths: a, b, 
15 μm depth; c–e, 40 μm depth; and f–g, 80 μm depth. 
Due to out-of-focus fluorescence in confocal microscopy, 

the effective resolution deteriorates far more with increas-
ing depths as compared with MP microscopy. Confocal 
images obtained with optimal pinhole settings except for 
e in which the pinholes were fully open (Figure is adapted 
from van Zandvoort et al. (2004) and reprinted with 
permission)
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makeup of vascular beds (Fig. 16.25). More 
recently, this technology has even been applied in 
tissues suffering from substantial motion arti-
facts, such as atherosclerotic carotid arteries 
(Rademakers et al. 2013), in which functional 
parameters of microvasculature surrounding the 
atherosclerotic lesion were assessed (Fig. 16.26). 
Moreover, heterotopic beating heart models have 
been studied using MP-based IVM, allowing 
intravital imaging of leukocyte transmigration in 
the beating heart (Li et al. 2013b).

Alternatively, by applying triggering for the 
cardiac and respiratory cycle, image resolution 
can be improved. When the residual tissue motion 
can then also be reduced, as was proposed 
recently for carotid artery imaging, spatial and 

temporal resolution are even high enough to per-
mit 4D imaging, i.e., the acquisition of 3D images 
in time (Fig. 16.27) (Chevre et al. 2014).

16.4.2.2  Cell Tracking 
and Photoactivation

As part of intravital MP, new applications for 
dedicated cell tracking have been developed, 
inspired by developments of photoactivatable 
fluorescent probes (Shaner et al. 2007). These 
probes allow otherwise non-fluorescent proteins 
to be specifically activated in a certain cells in a 
piece of tissue or organ, after which these cells 
can be specifically traced. The great advantage of 
this technique is that no injections of labeled cells 
are required, which is especially useful for study-
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Fig. 16.25 Labeling both the cell-free blood volume and 
erythrocytes, it is possible to measure blood flow veloci-
ties in whole samples, e.g., the brain vasculature in a 
mouse, by using line scanning techniques (a). After image 
processing, involving post-processing of the acquired 

images (b), velocity maps (c), and maps revealing eryth-
rocyte fluxes (d) within the vasculature can be constructed 
(Adapted from Kamoun et al. (2010); reprinted with 
permission)
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ing small and delicate tissues which would not 
allow injections. One of the most elegant exam-
ples hereof is a study investigating cell traffick-
ing between different compartments within the 
germinal centers of lymph nodes (Fig. 16.28) 
(Victora et al. 2010).

16.4.2.3  Vascular Network Formation 
and Vascular Permeability

Similar to cell tracking, MP-based IVM also 
enables users to track development of vascular 
networks, a tool which is applied regularly in 
angiogenesis research (Brown et al. 2001). 
Transgenic animal models or labeling of blood 
vessels using fluorescent antibodies, lectins, or 
tracers which reside in the blood (e.g., high-
molecular-weight dextrans) can be used to not 
only track the development of vessels in time but 
also determine properties like angiogenic activ-
ity, vascular surface area and volume, or vascular 
permeability. As such, functional parameters can 

be quantified which can be used to assess efficacy 
of interventions. Similarly, network formation 
and functionality can also be implemented in dif-
ferent biological systems, e.g., neuronal networks 
(Eichhoff and Garaschuk 2011; Grewe et al. 
2010; Gobel et al. 2007).

16.4.2.4  Cellular Dynamics
Another development is Förster resonance 
energy transfer (FRET) imaging using MP 
microscopy, although FRET imaging has 
already been a frequently used tool in fluores-
cence microscopy. The basis of FRET imaging 
relies on a FRET pair, i.e., two fluorescent pro-
teins, which can act as a donor-acceptor pair. 
In such a FRET pair, the fluorescent protein 
with the lowest emission wavelength will be 
excited. When the two fluorescent proteins are 
in close proximity, their electron orbits over-
lap, which causes direct energy transfer from 
the excited donor to the acceptor protein. This 

a b

fd e

c

Fig. 16.26 Functional properties of the microvasculature 
can be studied in vivo in tissues suffering from substantial 
motion artifacts, such as atherosclerotic carotid arteries, 
by using resonant scanning MP-based IVM. Here, micro-
vascular permeability for a 70 kDa dextran (green, a,b) 
was studied in local (a) and control (b) microvascular tis-
sue, revealing an increased permeability in the local 

microvasculature in time (c). Moreover, leukocyte adhe-
sion and transmigration could be assessed (d, e), with 
additional in situ z-scans allowing 3D study (f) of the leu-
kocyte (red) transmigration process through the microvas-
cular endothelium (green) (Adapted from Rademakers 
et al. (2013); reprinted with permission)
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fluorescent protein will, as a result, emit a fluo-
rescent signal (Fig. 16.29). Since this process 
can only occur when both fluorophores are in 
close proximity to each other, this technique is 
well suited for studying receptor-ligand bind-

ing, protease/kinase activity, and other molec-
ular interactions.

FRET imaging has been applied in isolated 
vital tissue (Kapsokalyvas et al. 2014), but 
recently FRET imaging has been implemented in 

a

b

Fig. 16.27 Using triggered image acquisition and 
mechanical tissue stabilization, it is possible to greatly 
reduce the motion artifacts occurring during intravital 
imaging, hereby greatly enhancing image resolution (a). 
Such methods also allow imaging of tissue Z-stacks in 

time, i.e., 4D imaging. Maximum projection of time series 
shows the movement GFP+ myeloid cells within a murine 
carotid artery (b) (Figure adapted from Chevre et al. 
(2014) and reprinted with permission)
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intravital MP microscopy as well. FRET imaging 
in a multiphoton microscope can be performed 
either by measuring differences in fluorescent 
donor lifetime upon FRET activity or simply by 
measuring the emission signal of the FRET 
acceptor molecule relative to the emission signal 
of the donor molecule (i.e., ratio imaging), the 
latter of which is used in intravital FRET imag-
ing. By intravital FRET, it is possible to study 
molecular interactions in tissue in vivo and has, 
e.g., been used to establish kinase activity of Erk 
during neutrophil recruitment under inflamma-
tory conditions in mice (Fig. 16.30) (Mizuno 
et al. 2014).

Other examples of studying cellular dynamics 
are determining calcium fluxes. This technique is 
used, e.g., in neuroscience, to determine neuronal 
activity (Mittmann et al. 2011), but nowadays 
these experiments are also being applied to other 
organs like the kidney, in which podocyte cal-
cium fluxes were determined in vivo (Burford 
et al. 2014).

16.4.2.5  Lineage Tracing
In the last years, novel animal models, genetic 
constructs, and probe developments have led to 
the possibility of mapping cell fate (or lineage 
tracing) by IVM. Here, also photoactivatable or 
photo-switchable probes have been used, while 
other studies rely on the Brainbow approach 
(Mahou et al. 2012) to achieve this. The principle 
of Brainbow technology is based on the stochas-
tic expression of multiple copies of constructs 
which code for different fluorescent proteins 
(Livet et al. 2007). As such, a multitude of color 
combinations can be achieved, and this technique 
has been used especially in neuroscience settings, 
where individual neurons and their mutual con-
nections were studied (Fig. 16.31). Similar 
approaches have been derived from the Brainbow 
principle, including RGB marking (Weber et al. 
2011) or generation of so-called Confetti mice 
(Schepers et al. 2012), and have introduced these 
lineage tracing approaches in other fields of 
research as well.

a b

Fig. 16.29 FRET imaging is based on fluorescent pro-
teins, e.g., cyan fluorescent protein (CFP, blue) and yellow 
fluorescent protein (YFP, yellow), which are linked 
together by a linker domain (a). Upon conformational 
changes (e.g., receptor activation), the two fluorescent 
proteins will come into close proximity, and energy trans-

fer is possible between the two fluorescent proteins. 
Therefore, it is necessary that the emission wavelength (b, 
solid blue line) of the donor (i.e., CFP) overlaps with the 
excitation wavelength (b), dotted yellow line) of the 
acceptor (i.e., YFP)

Fig. 16.28 By using photoactivation in specific regions 
within a tissue, it is possible to study cellular dynamics 
between different tissue compartments, e.g., cell traffick-
ing between the light (LZ) and dark zone (DZ) within the 
germinal centers of lymph nodes (a). After photoactiva-

tion, computational analysis can determine the movement 
of cells in time from DZ to LZ and vice versa (b) (Figure 
adapted from Victora et al. (2010) and reprinted with 
permission)
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16.4.3  Perspectives and 
Considerations

In all, the field of intravital imaging has undergone 
considerable changes, even though to date, even 
the classical intravital approaches are still being 
used to some extent. The type of intravital micros-
copy one would want/need to use will depend on 
several factors (Table 16.1). MP-based IVM on the 
one hand can give an integrated approach of mul-
ticolor, deep-tissue imaging, but the equipment is 
far more expensive and requires considerable tech-
nical expertise. Moreover, often large datasets are 
acquired, which require substantial data processing 
like image deconvolution, because of the increased 

axial point spread function at higher wavelengths 
and increased depth in the tissue. Also data analy-
sis in these larger datasets can be cumbersome. The 
classical techniques on the other hand are generally 
cheaper (depending on the specific setup) and eas-
ier to use and in many cases will be able to answer 
the research question at hand. The choice for the 
exact type of intravital imaging will therefore 
depend greatly on the research question at hand, as 
well as on the tissue/organ studied.

In line with these considerations, several other 
factors will influence the choice for intravital 
imaging, not unimportantly the availability of 
additional tools, e.g., adequate fluorescent 
probes, labeling strategies, or animal models. 

a

b

Fig. 16.30 FRET imaging has also been applied in IVM 
studies in mice, e.g., for studying kinase activity during 
neutrophil recruitment from the circulation to the intestine 
in a model of intestinal inflammation (a). These data can 

be quantified, giving a measure of kinase activity during 
the different phases of neutrophil recruitment (b) (Figure 
adapted from Mizuno et al. (2014) and reprinted with 
permission)
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Especially in multiphoton setups, in which mul-
tiple fluorophores are excited simultaneously, 
there is a need for fluorescent probes with relative 
narrow emission spectra in order to distinguish 
between the fluorophores. Novel probes like 
quantum and carbon dots present promising tools 
(Douma et al. 2009). Next, the ability to label 
specific structures is an important issue 
(Progatzky et al. 2013). Usually, the vasculature 
and cells in circulation can be stained easily by 
intravenous injection of specific fluorescent anti-
bodies, but other cell types are more challenging. 

The development of novel transgenic reporter 
mice as well as, e.g., FRET-sensor knock-in mice 
will provide an elegant tool for this purpose.

Yet, one of the greatest challenges still lies in 
achieving high-resolution imaging in vivo in 
various tissues. In fluorescence-based IVM, 
autofluorescence can significantly hinder proper 
image acquisition and requires careful consider-
ation when selecting fluorescent probes. Worth 
mentioning, autofluorescence can also provide a 
means for label-free imaging. Imaging of, e.g., 
NAD(P)H has been used to assess mitochondrial 

a b

Fig. 16.31 By using a Brainbow approach, stochastic 
expression of multiple copies of constructs which code for 
different fluorescent proteins will lead to a multicolor 
mosaic. The color of a cell is dependent on the expression 
of these proteins, e.g., in the embryonic neural tube (a). In 

time, the growing motor neurons can be imaged (maxi-
mum intensity projections), allowing intravital lineage 
tracing of which cells induce axonal outgrowth (b) (Figure 
adapted from Mahou et al. (2012) and reprinted with 
permission)

Table 16.1 Comparison of the different IVM techniques with regard to acquisition speed, lateral and axial resolution, 
depth penetration into tissue, and possibility of multicolor imaging

Acquisition speed Lateral resolution Axial resolution Depth penetration Multicolor imaging

Brightfield ++ + −− −− −−
Fluorescence
Widefield ++ ++ −− −− +/−
Confocal + ++ ++ +/− +
Spinning disk ++ ++ +/− − +/−
Multiphoton + ++ +/++ ++ ++

Based on Megens et al. (2011)
“−−” very low, “−” low, “+/−” moderate, “+” good, “++” very good
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function in skeletal muscle in vivo (Rothstein 
et al. 2005). Also processes like second and third 
harmonics generation (SHG and THG, respec-
tively) can be used to study different cell types, 
e.g., erythrocyte detection by THG, which can 
be used for label-free determination of hemody-
namic factors (Dietzel et al. 2014).

Beyond autofluorescence, scattering proper-
ties of the tissue will also hinder image acquisi-
tion or limit penetration depth. Even though the 
inherent properties of tissue are not easy to alter, 
ex vivo attempts to induce optical clearing of tis-
sue have proven to be quite successful, especially 
in brain tissue (Chung and Deisseroth 2013). 
First attempts to achieve optical clearing in vivo 
have been successful in, e.g., skin imaging using 
optical coherence tomography in rats (Genina 
et al. 2014), although application on an organ 
level in vivo – especially without altering func-
tion of the organ – remains tentative. Improvement 
of optics, like the development of graded index 
(GRIN) objectives, may however offer another 
way of improving imaging and even allow fiber- 
optic- based imaging, like intravascular or intra-
colon imaging. Also, applications of these 
objectives in brain and kidney imaging in vivo 
have given promising results (Levene et al. 2004; 
Li and Yu 2008).

Taken together, intravital imaging is a vital tool 
for studying dynamic process in small animal mod-
els. Depending on the research question, different 
variants of IVM may be used to answer this ques-
tion. Ongoing and novel technical improvements 
on intravital imaging equipment as well as probes 
and animal models will provide valuable tools for 
many fields of research in the years to come.

16.5  Optoacoustic Imaging

Daniel Razansky

16.5.1  Introduction

The imaging depth limitation of optical micros-
copy related to light scattering in living tissues 
can be generally overcome by means of 

 optoacoustic (OA) techniques (Razansky et al. 
2012). By detecting pressure waves induced via 
transient absorption of short high-energy laser 
pulses, OA methods have recently enabled 
high- resolution imaging with optical contrast at 
depths of several millimeters to centimeters 
(Wang and Hu 2012), orders of magnitude 
deeper than possible with modern microscopy. 
OA sensing and imaging draw its roots from the 
discovery of the photophone by A. G. Bell and 
his assistant C. S. Tainter in 1880, which the 
inventors used as the first practical wireless 
telephony or, in fact, optical communication 
device (Tainter and Bell 1880). However, due to 
lack of appropriate laser sources and ultrasound 
detection technologies, utilization of opto-
acoustics to biomedical applications, such as 
spectroscopy or imaging, was first considered 
in the 1970s (Rosencwaig 1973) with first 
images from living small animals obtained in 
the past decade (Wang et al. 2003). By combin-
ing commercially available pulsed laser tech-
nology in the nanosecond range and sensitive 
acoustic detectors, it was shown possible to 
generate OA responses from tissue that carry 
spatially resolved spectroscopic information on 
the underlying absorption contrast 
(Ntziachristos and Razansky 2010). Nowadays, 
the terms optoacoustic and photoacoustic are 
equally used to describe the effect of acoustic 
wave generation by transient light absorption. 
Due to its hybrid nature combining optical 
excitation and acoustic detection, the OA imag-
ing technology benefits both from the rich and 
versatile optical contrast and high (diffraction-
limited) spatial resolution associated with low-
scattering nature of ultrasonic wave propagation 
as compared to photon propagation (Wang and 
Hu 2012).

The ability to spatially resolve spectral infor-
mation, i.e., location/size of unique tissue struc-
tures containing specific chromophores, provides 
added advantage of OA techniques. Rendering 
images at multiple excitation wavelengths and 
spectral unmixing allow for visualization of 
intrinsic tissue chromophores, such as melanin 
(Krumholz et al. 2011), oxy- and deoxyhemo-
globin (Laufer et al. 2007), and lipids (Jansen 
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et al. 2014). Multispectral optoacoustic tomog-
raphy thus holds a great promise for functional 
and molecular imaging, which is highlighted by 
the broad range of emerging biological applica-
tions of optoacoustics, including cardiovascular 
imaging (Taruttis et al. 2010), monitoring of 
organ perfusion and pharmacokinetics (Buehler 
et al. 2010b), targeted studies of inflammation 
and arthritis (Beziere et al. 2014; Vonnemann 
et al. 2014), cancer detection and staging 
(Mehrmohammadi et al. 2013), neuroimaging 
(Nasiriavanaki et al. 2013), and dermatologic 
imaging (Ida et al. 2014).

16.5.2  Principles of Optoacoustic 
Imaging

Optoacoustic (OA) imaging is based on absorp-
tion of light radiation in tissue and conversion of 
the deposited energy into heat, which in turn 
results in thermal expansion and mechanical 
stress propagating in the form of pressure waves 
(Fig. 16.32).

Similarly to most optical imaging modali-
ties, light in the visible or near-infrared spec-
trum (400 nm–1200 nm) is normally used for 
excitation of OA responses due to the relatively 
weak absorption of biological tissues in this 
spectral region. Of particular importance is the 
near- infrared spectral window, which allows 
light penetration of up to several centimeters 
into optically dense tissues (Ntziachristos et al. 
2005). Alternatively, tissue can be excited with 

energy in the radiofrequency and microwave 
spectra (Razansky et al. 2010), which is however 
not included in the scope of this chapter. Large 
variety of chromophores is absorbing at the opti-
cal wavelengths, which further leads to a high 
contrast between different tissues with vary-
ing chromophore concentration. Figure 16.33 
shows absorption spectra of the most domi-
nant intrinsic absorbers in tissue in the vis-
ible and near- infrared range (Yao and Wang 
2014). For biomedical applications, except for 
intrinsic chromophores (e.g., hemoglobin in its 
oxygenated and deoxygenated form, melanin, 
fat), extrinsically administered agents, such as 

Pulsed
light

Pressure
Waves

Ultrasound
detectors

Fig. 16.32 Basic principle of optoacoustic imaging. 
Short pulses of light are absorbed by tissue absorbers, 
generating pressure (acoustic) waves propagating through 
the medium. The latter are recorded by ultrasonic detec-
tors and used to form optoacoustic images by means of 
reconstruction methods
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nanoparticles or fluorophores (Amiot et al. 2008; 
Tong et al. 2009; De La et al. 2008), or geneti-
cally encoded markers (proteins) (Razansky 
et al. 2009), can be additionally employed for 
contrast enhancement.

Vast majority of the modern OA imaging set-
ups utilize lasers that emit ultrashort pulses in the 
nanosecond range, mainly due to good signal-to- 
noise performance and ease of parallelization. 
Under thermal and stress confinement conditions 
(Lutzweiler and Razansky 2013), usually 
assumed with respect to the duration of the laser 
pulse in this regime, the initially induced pres-
sure distribution p0(r) is generally proportional to 
the distribution of the absorbed optical energy 
density H(r) via

 p H0 = ×G ,  (16.1)

where Γ is the dimensionless Grüneisen parame-
ter describing the thermal and mechanical prop-
erties of the imaged tissue. Since Γ does not 
exhibit significant variations among different soft 
tissues, is most often assumed to be constant at a 
constant temperature.

The initial goal of optoacoustic imaging and 
tomography is to retrieve the absorbed optical 
energy density inside the object. However, the 
generated pressure fields can normally only be 
measured outside the object, whereas propaga-
tion of pressure waves toward the detection point 
is described by the optoacoustic wave equation 
(Kruger et al. 1995). The way to obtain opto-
acoustic images therefore consists in reconstruct-
ing distribution of the energy density H(r), i.e., 
solving or inverting the optoacoustic wave equa-
tion given the pressure variations measured 
around the imaged object.

For structural applications, it is the spatial dis-
tribution of the optical absorption coefficient 
μa(r) that is usually more directly related to the 
structural composition of the imaged tissue rather 
than the absorbed energy density. Both are related 
via

 H a= ×m F  (16.2)

where Φ is the light fluence (or photon density) 
field. Although one may presume that H is a sim-
ple product, in fact depends nonlinearly on the 

absorption coefficient μa. This is because the 
light fluence generally depends on the underlying 
optical properties, including optical scattering 
and absorption coefficients. Thus, it is important 
for image quantification purposes to account for 
the light fluence since it may considerably vary 
as a function of depth.

16.5.3  Multispectral Optoacoustic 
Tomography

While reconstructing distribution of the opti-
cal absorption coefficient may provide valu-
able structural (anatomical) information on the 
underlying tissue contrast, it is the concentra-
tions of different chromophores ci, not the opti-
cal absorption coefficient μa, that are mainly of 
interest from the biological point of view. For 
instance, in many applications, the blood-related 
absorption is of particular interest, providing 
valuable physiological or functional informa-
tion. The relation between concentrations of the 
different chromophores and the optical absorp-
tion coefficient may be expressed via linear 
superposition, namely,

 
m l e l m la

i
i ic( ) = ( ) × + ( )å BG ,

 
(16.3)

where εi(λ) are the wavelength-dependent 
molar extinction coefficients of the different 
intrinsic tissue chromophores or extrinsically 
administered agents and μBG is the residual 
(background) absorption, which might also 
include noise. To differentiate between contri-
butions of different chromophores, their dis-
tinct spectral dependence on wavelength can 
be assessed (Rosencwaig 1973; Kostli et al. 
2000). This multiwavelength imaging approach 
is known as multispectral optoacoustic tomog-
raphy (MSOT) or spectroscopic imaging 
(Laufer et al. 2007; Razansky et al. 2009; 
Sethuraman et al. 2008; Razansky 2012). The 
process of recovering ci from multispectral 
measurements is known as spectral unmixing. 
It can be combined with calculation of the light 
fluence or treated as a separate image process-
ing step.

F. Alves et al.



461

Due to versatility and wide availability of 
optical molecular agents, sensitive and accurate 
spectral processing to recover concentration of 
extrinsically administered agents may enable 
longitudinal molecular imaging studies. This can 
be done by resolving accumulation of agents 
with specific spectral signatures, such as targeted 
and activatable fluorescent molecular agents, 
nanoparticles, or genetic markers.

Figure 16.34 summarizes the main contribu-
tions to the OA signal generation chain, which 
need to be accounted for when developing accu-
rate image reconstruction algorithms.

16.5.4  Optoacoustic Imaging 
Instrumentation

A typical optoacoustic setup consists of several 
key components. In the pulsed excitation mode, 
the tissue is illuminated by laser emitting mono-
chromatic pulses of light with typical duration of 
some nanoseconds. For deep-tissue imaging 
applications, optical parametric oscillators are 
often used to provide a tunable wavelength in the 
spectrum of interest with pulse repetition rate in 
the order of a few tens of Hertz and per-pulse 
energies in the millijoule range. In optoacoustic 
microscopy and other superficial applications, 
where such high per-pulse energies are not 
required, other types of sources in the microjoule 
and nanojoule range are considered as well, 
including high repetition dye lasers (Song et al. 
2009), laser diodes (Allen and Beard 2006b), and 
fiber lasers (Wang et al. 2011).

For tomographic imaging, the optoacousti-
cally generated pressure profiles are captured 
with detectors surrounding the object. In com-
parison to ultrasound (US) imaging, OA signals 

are broadband (from several tens of kHz up to a 
100 MHz for small structures), while their ampli-
tude is relatively low. Their frequency content is 
mainly dependent on the characteristic size of 
absorbers in the imaged volume. Due to the dom-
inating low-frequency content of OA waves gen-
erated by common biological targets, utilization 
of physical or synthetic aperture focusing may 
turn inefficient. Moreover, while in US the focus-
ing can be done in both transmission and detec-
tion, only the latter is relevant for OA. On the 
other hand, the optical absorption contrast may 
reach more than one order of magnitude for blood 
versus other tissues (Wang 2009). This is in con-
trast to up to 10% contrast between different soft 
tissues in pulse-echo US imaging (Duck 1990). 
As a result of both inefficient focusing and high-
absorption contrast, OA image formation using 
linear phased arrays and other focusing tech-
niques suffers from severe out-of-focus artifacts, 
impaired contrast, image blurring, and overall 
lack of quantification abilities (Lutzweiler and 
Razansky 2013). Thus, in contrast to pulse-echo 
US, correct image reconstruction in OA imaging 
is ideally achieved by an unfocused detection of 
OA responses from as many tomographic view-
ing angles as possible around the imaged object.

Acoustic coupling between object and detector 
is usually ensured by water or coupling gel. For 
acquisition of spatially resolved data, either a sin-
gle detector is scanned around/along the object or 
multiple detectors acquire the data in parallel. The 
latter further allows for fast data acquisition, e.g., 
rendering images from single laser shots. The sig-
nals are then pre-amplified and digitized by a fast 
data acquisition system. Figure 16.35 illustrates 
the broad variety of OA setups employed for 
small animal imaging, including optical-resolu-
tion microscopy (Hu et al. 2011), endoscopy 
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Fig. 16.34 Schematic representation of the sequence of generation and detection of optoacoustic signals
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Fig. 16.35 Various types of optoacoustic imaging sys-
tems. (a) Optical-resolution photoacoustic microscopy 
(OR-PAM) scanner used for in vivo imaging of mice (Hu 
et al. 2011). Spatial resolution of the system in the lateral 
direction is determined by the size of the optical focus. 
Three-dimensional data is acquired by raster scanning of 
the optical beam along the imaged area. BS beam splitter, 
PD photodiode, CorL correction lens, RAP right-angle 
prism, SO silicone oil, RhP rhomboid prism, US ultra-
sonic transducer (central frequency – 50 MHz). The CCD 
is used to view the imaging region (Reprinted with per-
mission from the Optical Society of America). (b) 
Combined endoscopic system for co-registered US and 
dual-wavelength functional OA imaging in vivo (Yang 
et al. 2012). The endoscope carries out circumferential 
sector scanning by rotating a scanning mirror, which 
reflects both the ultrasonic waves and laser pulses and 
enables static mounting of the associated illumination and 
ultrasonic pulse-generation detection units (Reprinted 
with permission from the Nature Publishing Group). (c) 

Schematic drawing of the real-time whole-body mouse 
scanner including the animal holder, illumination device, 
and transducer array (Razansky et al. 2011). A curved 
array of wide-band and cylindrically focused ultrasound 
transducers enables parallel data acquisition from the 
imaged cross-sectional plane. Optical fibers are used to 
homogeneously illuminate the object. By translating the 
animal holder, three-dimensional data can be acquired 
(Reprinted with permission from the Nature Publishing 
Group). (d) Real-time volumetric imaging system com-
prising of a spherical matrix ultrasound detection array 
with the laser illumination provided via a fiber bundle 
pulled through the center of the array. Rapid acquisition of 
multiwavelength data from an entire imaged volume, 
combined with real-time image reconstruction and spec-
tral unmixing, provides four- and five-dimensional imag-
ing capabilities by rendering volumetric unmixed images 
of individual chromophores in real time (Deán-Ben and 
Razansky 2014) (Reprinted with permission from the 
Nature Publishing Group)
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(Yang et al. 2012), cross-sectional whole-body 
tomography (Razansky et al. 2011), as well as 
real-time volumetric (4D) and 5D imaging sys-
tems (Deán-Ben and Razansky 2014).

16.5.5  Small Animal Imaging 
Applications

Due to its rich optical contrast and high spatio-
temporal resolution, optoacoustics can deliver 
multiple types of contrast from deep tissues. 
Naturally, the best intrinsic tissue contrast at the 
visible and near-infrared wavelengths arises from 
highly absorbing hemoglobin; thus, blood ves-
sels are clearly visible in the optoacoustic images. 
OA microscopy is thus often geared toward 
investigation of vascular structures and neovas-
cularization, providing an excellent intrinsic con-
trast and a high spatial resolution in the order of 
some tens of μm and penetration of several mil-
limeters into scattering tissues. In this way, 
disease- related anatomical changes can be visu-
alized, e.g., development of tumor neovascula-
ture (Laufer et al. 2012) (Fig. 16.36a–c). While 
images can be generated at a single wavelength, 
multiwavelength illumination and spectral pro-
cessing are necessary for optimally identifying 
the unique spectral signatures of intrinsic tissue 
chromophores, such as hemoglobin, water, and 
lipids. It is therefore natural for OA imaging to 
volumetrically visualize blood oxygenation lev-
els in living tissues by resolving the contribution 
from oxygenated versus deoxygenated hemoglo-
bin. This functional imaging capability is show-
cased in Fig. 16.36d where oxygen saturation 
status of individual blood vessels was visualized 
with the optical-resolution microscopy method 
(Hu et al. 2011).

Preclinical whole-body imaging of small ani-
mals with multispectral optoacoustic tomogra-
phy (MSOT) systems is yet another key 
application of OA imaging. These systems can 
provide tomographic images with a resolution in 
the order of hundred μm for depths between sev-
eral millimeters to several centimeters. Possible 
applications include monitoring of tumor 

hypoxia, drug response, or molecular targets in 
biological model organisms (Herzog et al. 2012; 
Lozano et al. 2014). The ability of MSOT to 
visualize deep-seated fluorescent proteins with 
high resolution has been also demonstrated 
(Razansky et al. 2009). Figures 16.36e, f show 
example of a study on kinetics and biodistribu-
tion of near- infrared contrast agent in a living 
mouse (Taruttis et al. 2012). The uptake of a car-
boxylate dye in separate regions of the kidneys 
was tracked in real time over 30 min post its sys-
temic injection. The images indicate different 
dynamics in different areas of the kidneys, sug-
gesting that two dependent processes are being 
imaged, firstly the filtration of agent in the cortex 
and subsequently the excretion toward the 
ureter.

Finally, Fig. 16.36g, h demonstrates the 
molecular imaging capabilities of MSOT, which 
was employed in this case to detect upregulated 
epidermal growth factor (EGF) receptor in ortho-
topic pancreatic xenografts using a near-infrared 
EGF-conjugated CF-750 fluorescent probe 
(Hudson et al. 2014). The images clearly indicate 
the region where EGF-750 probe has accumu-
lated with high spatial resolution. In comparison, 
fluorescence imaging of the mice also validated 
the accumulation of the EGF-750 probe at 6 h 
with specific accumulation in the lower left 
 quadrant of the tumor (Fig. 16.36h). However, 
due to intense light scattering in deep tissues, the 
fluorescence measurements were only able to 
provide diffuse signal pattern with no depth 
resolution.

16.5.6  Conclusions

Owing to its hybrid nature, optoacoustics benefits 
from both the rich and versatile optical contrast 
and high (diffraction-limited) spatial resolution 
associated with the scattering-free nature of 
ultrasonic wave propagation. Much like other 
optical imaging modalities, optoacoustics uses 
safe nonionizing radiation at the visible and near- 
infrared wavelengths. Thus, it provides an excel-
lent platform for multiscale investigations using 
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the same contrast, from microscopic observations 
at the single capillary and cell level to whole- 
body imaging of small animals and deep-tissue 
imaging of humans.

The optoacoustic effect relies on the absorp-
tion of light and is therefore ideally suited for 

vascular imaging since most of intrinsic contrast 
is obtained from high-hemoglobin-containing 
tissues like whole blood. This opens a multitude 
of potential applications in visualization of 
disease- related vascular changes, neovasculariza-
tion, tumor microenvironment, and noninvasive 
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Fig. 16.36 Optoacoustic small animal imaging can pro-
vide multiple indications on in vivo structural, functional, 
kinetic, and molecular tissue profiles with a single modal-
ity. (a–c) show anatomical appearance of proliferating 
subcutaneous 293 T tumor and surrounding vasculature 
from day 7 to day 26 post inoculation (Laufer et al. 2012) 
(Reprinted with permission from SPIE). (d) Optical-
resolution microscopy image representing distribution of 
blood oxygenation in a mouse ear (Hu et al. 2011) 
(Reprinted with permission from the Optical Society of 
America). (e) Time series of cross-sectional whole-body 
mouse images visualizing the biodistribution of IRdye800 
near-infrared contrast agent in green overlaid on the ana-
tomical image (Taruttis et al. 2012). (f) Temporal evolu-
tion of dye signal in the regions of interest highlighted in 
(e), orange showing a region in the renal cortex that dis-
plays early and steep signal pickup and black indicating a 
region in the renal pelvis where probe accumulation is 

delayed and has a smoother profile. Individual multispec-
tral measurements acquired with a rate of approximately 2 
per minute are shown as dots, while the solid line repre-
sents a fit to an analytical function (Reprinted with per-
mission from the Public Library of Science). (g) 
Multispectral optoacoustic tomography (MSOT) detec-
tion of upregulated epidermal growth factor (EGF) recep-
tor in orthotopic pancreatic xenografts using a targeted 
near-infrared EGF-conjugated CF-750 fluorescent probe 
(Hudson et al. 2014). Three-dimensional biodistribution 
of targeted EGF-750 probe is shown in color at 6 h postin-
jection. While MSOT can localize distribution of the 
probe with high resolution and all three dimensions, epi-
fluorescence images (h) from the same animal have highly 
blurred low-resolution appearance with no depth-resolved 
information (Reprinted with permission from the 
American Association for Cancer Research)
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functional diagnostics of blood perfusion and 
oxygenation. Yet, the capacity to image spec-
trally distinctive photo-absorbing agents with 
high spatiotemporal resolution at depths far 
beyond the diffusive limit of light opens unprec-
edented capabilities for functional and molecular 
imaging.

Extensive research is underway to address 
technical challenges associated with the intrigu-
ing and highly promising combination of light 
and sound. Main limitations are currently associ-
ated with the lack of reliable and affordable laser 
and ultrasound detection technology that can 
optimally address the unique needs of optoacous-
tics, such as high per-pulse laser energy or repeti-
tion rate, ultrawideband detection, high detection 
sensitivity, and miniaturization. Multiple fron-
tiers are also open in the algorithmic and inverse 
theory areas, trying to address challenges related 
to artifact removal, image quantification, recon-
struction strategies in the presence of acousti-
cally mismatched areas, real-time operation, and 
multispectral data processing.

All in all, optoacoustic imaging attracts grow-
ing interest from the biological and medical 
research communities, as manifested by the ever- 
increasing number of publications encompassing 
great variety of new applications that exploit the 
unique advantages offered by the technology. It is 
therefore expected to find broad applications in 
biological research and clinical practice in mul-
tiple fields, including cancer research, functional 
brain imaging, cardiovascular imaging, gastroen-
terology, ophthalmology, drug development, and 
treatment monitoring.

16.6  Optical Probes

Kai Licha

16.6.1  Introduction: Optical Probes 
for Animal Imaging

The application of optical imaging technologies 
for drug discovery research and the development 
of novel preclinical animal models have expanded 

with tremendous vigor in the past few years. The 
fact that fluorescent dyes can be detected at low 
concentrations and nonionizing and harmless 
radiation is applied with rather low technical 
effort makes optical techniques attractive for rou-
tine use in the animal imaging laboratory. Novel 
imaging probes and contrast agents have been 
designed in a broad variety addressing the vari-
ous requirements given by the disease problem at 
the preclinical animal imaging stage. Moreover, 
the industry has identified this field as a market 
from the side both the imaging equipment and the 
fluorescent probes applied as readily injectable 
contrast agents or reactive labels for bioconjuga-
tion chemistry.

Imaging devices with powerful and versatile 
capabilities are now commercially available, 
addressing different needs of the customer, such 
as multicolor imaging, time-resolved imaging, 
planar or tomographic geometry, signal quantifi-
cation, spectral unmixing for background correc-
tion, or zooming within macroscopic scale. A 
closer look into these topics is provided else-
where in this book.

The design of fluorescent imaging probes for 
in vivo imaging applications has likewise 
emerged and is reflected by an increasing number 
of commercialized probes and labels. The under-
lying chemistries have been optimized for their 
capability to monitor disease-specific anatomic, 
physiological, and molecular parameters by way 
of directly applicable imaging probes or by spe-
cific reactive labels, which can be used by the 
customer to fluorescently label his own drug can-
didate for further studies or derivatize important 
biological ligands to investigate the basics of a 
given targeting approach.

The main objective of this contribution is to 
provide an overview on the different choices 
available when setting up an imaging protocol 
using optical probes. Hereby, the review sets a 
focus on practical aspects of the application of 
optical probes for animal imaging and drug dis-
covery research. The state of the art of imaging 
probes is first discussed covering nontargeted and 
vascular agents, approaches to generate targeted 
agents via reactive fluorophores, the field of enzy-
matically activatable probes, and imaging agents 
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based on particles. To facilitate the researcher’s 
choice, a selection of relevant parameters is dis-
cussed in the subsequent chapter, discussing 
appropriate examples out of the literature. At this 
point, it is mentioned that examples include pub-
lished work and refer to selected commercial 
compounds and companies as well. The intention 
of this review is neither to provide a comprehen-
sive dataset on these probes nor to accentuate par-
ticular commercial suppliers. Figure 16.37 
summarizes the general parameters that contrib-
ute to the design of optical imaging probes.

16.6.2  State-of-the-Art 
Technologies

16.6.2.1  Basics on Fluorescent Dyes
An efficient fluorescence imaging probe should 
employ a combination of different properties, 
which are (1) a high fluorescence quantum yield 
in the desired wavelength spectrum, (2) sufficient 
biological stability and photostability to permit 
unimpaired image acquisition, and (3) reasonable 
solubility in (most) aqueous environment to 
enable bioconjugation and labeling reactions 
without substantial triggering of aggregation and/
or precipitation. Among the many possible 
organic fluorophore classes, the polymethine 

dyes (e.g., cyanines, hemicyanines, benzopyry-
lium dyes), xanthene dyes (rhodamines and fluo-
resceins), and also some oxazoles and thiazoles 
(e.g., methylene blue, Nile blue) are basically the 
ones that are widely established and have been 
contributing to the majority of scientific results 
(Licha and Resch-Genger 2011, 2014). 
Figure 16.38 illustrates typical absorption and 
fluorescence spectra of these types of fluoro-
phores, thereby showing the wavelength range 
within imaging is possible. While xanthene dyes 
do not reach fluorescence emission far beyond 
700 nm, they exhibit extremely high fluorescence 
quantum yields often close to 100 %. In turn, cya-
nine dyes are capable to cover the entire spec-
trum from VIS to NIR (>900 nm) with high 
extinction coefficients (up to 250,000 L/mol cm), 
but rather moderate fluorescence quantum yields 
(up to 30 %). Other interesting but less frequently 
applied organic dyes include squaraines (Luo 
et al. 2011b) and BODIPYs (Boens et al. 2012). 
Besides organic fluorophores, inorganic semi-
conductor nanoparticles have emerged as alterna-
tive fluorescent reporters (see Chap. 16.1.3).

As further detailed in the subsequent chapters, 
the most relevant applications for these dyes as 
imaging tools are the direct use as injectable con-
trast agents in a nontargeted or passively 
distributing format, the use as reactive fluorophore 

Fig. 16.37 Basic idea and general parameters for the generation of optical probes
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labels to create targeted conjugates of biological 
or synthetic origin, and the use as quenched com-
ponents or non-fluorescent precursors as activat-
able imaging probes (also named “turn-on” 
probes) to monitor different kinds of enzyme 
activity. Furthermore, pH-responsive fluoro-
phores enabling the sensing of pH in tissues have 
been approached as additional parameter in 
tumor models.

16.6.2.2  Nontargeted and Vascular 
Dyes as Contrast Agents

A variety of fluorescent dyes for passive targeting 
and vascular circulation have been applied as fluo-
rescent imaging probes. These probes, most of 
them carbocyanine dyes, represent the basic chem-
icals for the design of labels and probes. Using 
these dyes as imaging agents by themselves, they 
act by their physicochemical and structural proper-
ties since they do not employ structures designed 
for a specific molecular interaction. However, the 
suitability for animal studies, e.g., the characteriza-
tion of experimental tumor models, has been dem-
onstrated in various publications.

The near-infrared dye indocyanine green (ICG, 
absorption ~780–800 nm) was approved in the 
1960s as a diagnostic drug, was rediscovered in 
the 1990s as an imaging agent, and is today, 
together with fluorescein, frequently applied for 
fluorescence angiography in ophthalmology 
(Richards et al. 1998), as well as increasingly 

used for fluorescence methods in surgery (Alander 
et al. 2012). Similarly, novel cyanine dye deriva-
tives have been created as passively targeted con-
trast agents of simple synthetic availability. 
Examples are the dye SIDAG, which leads to 
enhanced uptake in a variety of tumor models and 
permits differentiation of the degree of angiogen-
esis (Wall et al. 2008). Furthermore, the com-
pound was shown to enable fluorescence imaging 
of inflammation in a model of rheumatoid arthritis 
(Fischer et al. 2006). It therefore provides a pow-
erful tool for the validation of preclinical models, 
imaging equipment, and therapeutic studies 
(TryX750, mivenion). With the IRDyes (LI-COR 
Biosciences) or Cy5.5 (GE Healthcare Life 
Sciences), other examples of nontargeted or con-
trol dyes with published results for animal imag-
ing and human applications, such as lymphatic 
mapping or studies on T-cell migration, accom-
pany ICG (Foster et al. 2008; Rasmussen et al. 
2009). Another class that has recently attracted 
attention is the benzopyrylium- based polyme-
thine dyes (Dyomics) (Pauli et al. 2009b). In 
Fig. 16.39, a panel of selected chromophores is 
depicted. Beyond ICG, which by itself is not 
directly applicable to synthesize reactive deriva-
tives for biolabeling due to the absence of chemi-
cal functionalities, the compounds discussed here 
represent basic structures to create in few further 
steps reactive labels and subsequently any desired 
bioconjugate.

Fig. 16.38 Typical absorption and fluorescence spectra of cyanine dye and xanthenes dyes shown as idealized 
illustration
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Cyanine dye conjugates with substantially 
increased molecular weight have been designed to 
enable the visualization of vascular structures and 
to study effects on the vascularity. For this 
 purpose, the dyes were covalently conjugated to 
macromolecular carriers, such as albumin, 
 dextran, or other biopolymers (Klohs et al. 2009) 
or non-covalently entrapped into dendritic 
 architectures used as passive drug delivery sys-
tems (Quadir et al. 2008). These conjugates have 
been useful for imaging tumors but also to 
 visualize and characterize tissue architecture 
in vivo on a macro- to microscopic imaging level. 
Commercialized are, e.g., streptavidin, ovalbu-
min, protein A, and dextran conjugates with a 
variety of Alex Fluor® labels, marketed under the 
brand SAIVITM (Invitrogen) as imaging probes 
and secondary detection materials. Other avail-
able probes are the Angio Sense® probes (Perkin 
Elmer) based on large, long-circulating macro-
molecules at 250 kD (type of macromolecular 
carrier not published).

16.6.2.3  Reactive Dyes and Labeled 
Targeting Molecules

This chapter addresses the increasing demand for 
fluorescently labeled drug candidates based on 
molecules of synthetic (small organic molecules, 
peptides, oligonucleotides) or biotechnological 

origin, such as engineered proteins, antibodies, 
and novel protein formats. In order to get an 
insight into the targeting capabilities of these 
drugs in vivo, optical imaging is establishing as a 
fast and easy-to-apply technology in the animal 
imaging laboratory. As further outlined in Chap. 
16.6.3.2, fluorescence labeling offers the oppor-
tunity to study biological and physicochemical 
properties of a desired candidate along the entire 
path from synthesis, in vitro and cellular level to 
the in vivo application in higher organisms.

Generally, optical imaging probes in the for-
mat of bioconjugates range from protein conju-
gates, antibody conjugates, structures based on 
oligonucleotides to receptor-avid peptide conju-
gates. Furthermore, a large panel of small- 
molecule substrates and ligands, such as folate, 
cyanocobalamin, glucose, bisphosphonates, as 
well as rationally designed receptor ligands, has 
been conjugated with fluorophores for in vivo 
studies.

This work has ultimately led to a large variety 
of targeted imaging agents published in the past 
few years. A selection of different reactive dye 
labels and resulting conjugates is depicted in 
Fig. 16.40. Being not the intention of this chapter 
to discuss these versatile approaches in detail, the 
reader is referred to respective reviewing publica-
tions (Licha and and Resch-Genger 2014; 
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Fig. 16.39 Selected near-infrared fluorescent dyes, 
which have been used as nontargeted probes for in vivo 
fluorescence imaging: (a) indocyanine green, (b) SIDAG 

(Wall et al. 2008), (c) IRDye® 800CW (LI-COR, [394]), 
(d) Cy5.5® carboxylic acid (GE Healthcare) and (e) 
DY-750 (Dyomics)
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Umezawa et al. 2014). A number of conjugates 
have been made commercially available address-
ing fundamental pathways in cellular uptake, 
angiogenesis, and tumor growth, for instance, 
conjugates with EGF (LI-COR), transferrin, 
annexin V, bombesin, folate, glucose, or certain 
bisphosphonates with bone affinity (Perkin 
Elmer).

Oligonucleotides and small peptides, as 
opposed to, e.g., targeting molecules of biotech-
nological origin, are accessible via solid-phase 
synthesis with the fluorophore conjugation capa-
ble of being implemented into the synthetic 
 protocol. Most of the dyes used have shown to be 
stable enough with respect to the chemical condi-
tions required for peptide cleavage from the resin 
and other interventions (e.g., forming disulfide 
bridges via oxidation). Examples for the synthe-
sis of low-molecular-weight peptide conjugates 
comprising different cyanine or rhodamine dyes 

have been published (Becker et al. 2001; Mier 
et al. 2002). For the 3′ and 5′ labeling of oligo-
nucleotides, conjugation chemistry can be 
applied similarly. A broad set of labels and 
quenchers covering the entire VIS to NIR is, for 
instance, offered with the ATTO dyes 
(ATTO-TEC).

16.6.2.4  Activatable or “Turn-On” 
Probes

Weissleder and coworkers have introduced an 
optical imaging approach, which is of fundamen-
tal difference to the approaches described above 
and utilizes the unique opportunity of modulating 
optical signals through intramolecular fluores-
cence quenching effects (Hilderbrand and 
Weissleder 2010; Weissleder et al. 1999). These 
probes are “activatable” polymeric conjugates 
based on a poly-l-lysine/polyethylene glycol 
graft polymer, which are “switched on” when 
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Fig. 16.40 Selected dyes in a reactive format for biola-
beling and published bioconjugates: (a) IRDye® 800CW 
Maleimide (LI-COR), (b) DY-781 NHS-ester (Dyomics), 

(c) Cy5.5-folate conjugate (Moon et al. 2003), and (d) 
indotricarbocyanineoctreotate (Becker et al. 2001)
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single fluorochrome fragments are cleaved from 
the fluorescence-quenched polymeric structure 
by tumor-specific proteolytic enzymes, thus lead-
ing to signal amplification of up to 200-fold. In 
various preclinical disease models, the agents 
have demonstrated the imaging enzymatic activ-
ity and report the in vivo efficacy of enzyme- 
inhibiting drugs (Bremer et al. 2001b). The 
underlying imaging probes are based on cleav-
able graft polymers of high molecular weight and 
are commercialized by VisEn Medical Inc. Under 
different trade names (ProSense®, MMPSense®), 
the compounds are cleaved and activated by 
enzymes such as cathepsins and matrix metallo-
proteinases at spectral ranges of 680 and 750 nm, 
respectively.

Rationally designed conjugates of defined 
chemical structures, activatable photosensitizers 
for photodynamic therapy (Stefflova et al. 2007), 
as well as constructs sensitive to cleavage by other 
enzymes, such as thrombin and caspases (Barnett 
et al. 2009), have expanded this versatile technol-
ogy. More recently, the capability to turn on fluo-
rescence by an enzymatic conversion has been 
implemented into the fluorophore structure itself, 
thereby circumventing the need to employ a cer-
tain number of molecules to generate quenching 
(Kisin-Finfer et al. 2014). The advantage of such 
structures is the extremely low background in the 
switched-off state, simply because this precursor 
does not contain generate  background due to the 
absence of a fully established chromophore.

16.6.2.5  Probes for Sensing of pH 
and Reactive Oxygen 
Species

The establishment and characterization of tumor 
models might benefit from knowledge about cer-
tain physiological parameters, such as tumor pH 
(extracellular or intracellular) and the level of 
oxidative stress (reactive oxygen species), both 
of which being valuable in combination with 
molecular conditions (Licha and Resch-Genger 
2014).

Examples for pH-responsive xanthene dyes are 
BCECF (2´,7´-bis-(2-carboxyethyl)-5-(and-6-)-
carboxyfluorescein) and BCPCF (2´,7´-bis-
(2-carboxypropyl)-5-(and-6)-carboxyfluorescein) 

(see also the Oregon Green series from Life 
Technologies). Beyond fluoresceins and rhoda-
mines, similarly, benzoxanthenes have been syn-
thesized in many versions combining the 
advantages of fluoresceins and rhodamines, such 
as the SNARF and SNAFL dyes (semi- 
naphthorhodafluor and semi-naphthofluorescein 
derivatives, respectively). Typically, these dyes do 
not show significant pH-dependent changes in 
emission. Accordingly, these probes are termed 
dual or ratiometric excitation probes for pH, 
requiring excitation at two wavelengths.

More relevant for imaging purposes are NIR 
cyanine dyes which exhibit responsiveness to 
pH changes by omitting one substituent in the 
indole end groups. Recent examples include the 
commercially available CypHer5E dye label 
(Mathejczyk et al. 2012) and other similarly 
constructed NIR-emissive pH-responsive cya-
nine dyes (Lee et al. 2011), which have been 
applied for in vivo imaging thereby showing 
advantages in tumor detection and background 
suppression.

The term reactive oxygen species (ROS) 
encompasses oxygen radicals and peroxides such 
as •OH−, •O2

−, and •OOH which are important 
indicators for the oxidative state of cells, in partic-
ular as a result of certain therapeutic intervention. 
Thus, fluorescent sensors and stimuli-responsive 
fluorophores have emerged as imaging tools. An 
example are so-called hydrocyanines (Selvam 
et al. 2011) which change from a reduced, non-
colored status to the chromophore structure upon 
oxidation in living systems.

16.6.2.6  Fluorescent Particles 
as Imaging Agents

Fluorescent imaging agents based on particles have 
shown great utility, especially for applications on 
cellular staining (in vitro) and vascular imaging  
(in vivo). In principle, there are two different groups 
of nanoparticle probes. On the one hand, nano-
sized materials based on organic and/or inorganic 
chemistry have been equipped with organic fluoro-
phores, by either incorporating the dye  molecules 
into the nanoshells or attaching it to surface func-
tionalities (Azar and Intes 2008). Interesting nano-
materials, including semiconductor nanoparticles 
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(quantum dots), gold nanoparticles, and carbon-
based particles (nanotubes), have emerged as 
powerful imaging tools with brilliant optical prop-
erties (Resch-Genger et al. 2008, Holzinger et al. 
2014). Probably in a most advanced state of utility 
are quantum dots which consist of atoms such as 
Cd, Se, Te, S, and Zn. The fluorescence emission 
range depends on the diameter of the particles, 
which can be synthesized in a very controlled 
fashion with respect to size and surface modifica-
tions (Fig. 16.41). Surfaces employing stabiliz-
ing polymers as well as targeting molecules, such 
as antibodies and peptides, have expanded their 
applications for in vivo animal imaging (Bentolila 
et al. 2009).

Nanoparticles are particularly interesting for 
multimodality imaging purposes due to their 
 modular composition. Magnetic cores for MRI 
imaging can be functionalized with additional 
 fluorophores to allow fluorescent tracking and vice 
versa; fluorescent cores have been combined with 
paramagnetic complexes (Azar and Intes 2008).

16.6.3  The Choice of Parameters

16.6.3.1  Optical Properties
Generally, the choice of the spectral range of 
absorption and fluorescence of the dye determines 

whether it is detectable on tissue surfaces (UV–
vis dyes, 400–700 nm) or from deeper- located tis-
sue areas (NIR dyes, >700 nm). A prerequisite for 
sensitive detection of a contrast-enhancing dye is 
a high extinction coefficient at the desired absorp-
tion wavelength. If fluorescence is recorded 
within the UV/VIS spectral region, both autofluo-
rescence and the administered contrast agent will 
contribute to the observed signal, while in the 
NIR spectral region, tissue autofluorescence is 
negligible due to the absence of endogenous NIR 
fluorophores. In the latter case, the detected signal 
nearly exclusively reveals the distribution of the 
optical imaging probe.

The broad availability of fluorophore labels 
allows the selection of probes exactly matching 
the technical parameters of a given analytical 
instrument. Under practical circumstances is the 
application of one particular fluorophore for a 
research program starting at the in vitro level 
with cell microscopy, FACS, and other assays, 
then reaching in vivo imaging studies in animals, 
often not possible. Analytical instruments are 
usually not equipped with excitation and detec-
tion components permitting detection with suffi-
cient sensitivity over the entire spectral range. 
Therefore, a work-around strategy often involves 
the choice of an appropriate series of fluoro-
phores that differ only in minor extent in their 

Fig. 16.41 Typical absorption and fluorescence spectra of quantum dots shown as idealized illustration; principal 
design of targeted quantum dot conjugates
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chemical structures. This strategy minimizes 
unexpected effects on the resulting targeting con-
jugate when changing the fluorophore backbone. 
Here, cyanine dyes with their carbo-, dicarbo-, 
and tricarbocyanine homology are well suited. 
Examples of dyes offered as series are the 
CyDye™ series (GE Healthcare Life Sciences), 
which have been one of the first comprehensive 
product lines for fluorescence labeling (Cy3, 
Cy5, Cy5.5, Cy7).

The Alexa Fluor® Dye series (Invitrogen/
Molecular Probes) have expanded the available 
spectral emission range from approximately 450 
to 800 nm including derivatives (cyanine and 
xanthene) of improved photostability and fluo-
rescence quantum yields. Alexa Fluor 488, Alexa 
Fluor 546, Alexa Fluor 555, and Alexa Fluor 750 
are examples for products (consistently named 
by their excitation maximum). Similarly, highly 
hydrophilic Cy5.5-like pentamethine dyes have 
been reported in comparison to the known Cy5.5 
label (LI-COR and (Pauli et al. 2013)). Another 
group is based on a different chromophore type, 
the borondipyrromethenes, known as BODIPY 
dyes (Invitrogen) (Boens et al. 2012). For a repre-
sentative cyanine dye series, the typical color 
appearance of solutions (approximately 0.1 mM) 
in water is depicted in Fig. 16.42, which might 

facilitate the identification of the correct probe in 
case of some disorientation caused by too many 
flasks at the same time on the bench.

Generally, reactive dyes are offered in differ-
ent version of chemoselectivity (see Chap. 
16.6.3.3) so that the most reasonable labeling 
chemistry can be applied. The obtained amount 
of conjugate has to match the extent of the 
planned animal imaging study. Typically, fluores-
cent conjugates have been applied at doses in the 
range of 0.1–1 μmol/kg (i.v.), which corresponds 
to approximately 0.1–1 mg/kg amount of fluoro-
phore (calculation based on the molecular weight 
of the fluorophore). Under technical aspects, the 
dose should be chosen such that a reasonable 
enhancement of the overall signal intensity in the 
animal directly after administration is detected 
(e.g., at least tenfold increase compared to back-
ground signal before injection).

16.6.3.2  Pathophysiological 
Paradigm

Viewing the applications of optical imag-
ing probes from the angle of their pathophysi-
ological function, it appears as common sense 
to group the probes into nontargeted or vascu-
lar agents, targeted conjugates, and activatable 
probes. As detailed in the preceding chapter 

Fig. 16.42 Photograph 
of cyanine dye solutions: 
(a) indocarbocyanine 
with abs/fluor 
550/580 nm,  
(b) indodicarbocyanine 
650/680 nm, and  
(c) indotricarbocyanine 
750/780 nm. 
Concentration of 
solutions approximately 
0.1 mM in water
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on state-of-the- art technologies, a host of com-
pounds have been designed and studied for each 
of these three fundamental strategies. It depends 
on the rationale of the respective scientific prob-
lem to be solved by the application of in vivo 
optical imaging. Vascular or nontargeted fluo-
rophores, as well as circulating fluorescent par-
ticles might be used first when a general imaging 
protocol is to be established, for the character-
ization of novel disease models (growth char-
acteristics, vascularity, tumor sizes, formation 
of metastases, etc.). Other interesting aspects 
refer to the dose finding, detection limits, and 
image acquisition parameters. Targeted conju-
gates permit the imaging of molecular informa-
tion, such as specific cellular expression profile. 
Fluorescently labeled drug candidates can be 
monitored with respect to their in vivo uptake 
into the target tissue and their capability to bind 
the molecular target. The underlying rationale 
is often to study the pharmacokinetic behavior 
of the probe, which has to fulfill certain prop-
erties with respect to their adsorption, distribu-
tion, metabolization, and excretion (ADME) for 
the living organism. Optical imaging can pro-
vide a fast and easy access to semiquantitative 
ADME data; however, a true quantification of 
drug amounts and the fate of metabolites in the 

organs are technically difficult. Here, radioactive 
techniques are a method of choice. Activatable 
probes provide insight into the third level of 
detecting protein function, such as the activity of 
proteolytic enzymes. Here, the injected imaging 
probe is silent until activated by the correspond-
ing enzyme. Accordingly, a concentration ratio 
between diseased tissue and normal areas is not 
necessarily a requirement as long as the circulat-
ing fraction of the probe remains undetectable. 
This technology has shown to be applicable for 
the imaging of enzyme inhibitors in drug screen-
ing protocols (Fig. 16.43).

Probably, the combined exploitation of these 
mechanisms would allow that the deepest insight 
into the physiology and molecular biology of dis-
ease formation and progression be gained. At this 
point, it is worth to emphasize that a particular 
opportunity of fluorescence detection is the prin-
cipal capability of multicolor imaging given that 
the imaging instrumentation permits multiple 
excitation and/or detection wavelengths. To give 
an example, the tumor vascularity would be 
detectable by a long-circulating vascular probe 
(e.g., 680 nm excitation), while the analysis of a 
certain receptor expression could be accom-
plished by a target-specific conjugate working at 
750 or 800 nm.

Fig. 16.43 Illustration of the different mechanisms of 
contrast generation by fluorescent imaging probes. In 
principle, the target-to-background ratios of signals and 

resulting imaging contrasts increase from nonspecific 
optical probes to targeted conjugates and activatable 
probes (Modified with permission from Sonja Vollmer)
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16.6.3.3  Type of Labeling Chemistry
For the labeling of proteins, antibodies, or other 
macromolecules, the type of labeling reac-
tion has to be considered. Generally, different 
residues in the macromolecule are available for 
covalent attachment to reactive fluorophores. The 
most relevant reaction sites are amino groups 
(lysines), thiol groups (cysteine), hydroxyl 
groups (threonine, serine, and glycans), and 
aldehydes (generated from oxidative cleavage of 
glycosylated structures). The principle pathways 
of covalent labeling of amino and thiol groups 
(provided by the amino acids, lysine, and cys-
teine, respectively) are illustrated in Fig. 16.44. 
Labeling of lysines is most established by using 
N-hydroxysuccinimidyl esters of dyes, easily 
accessible from carboxylic acid groups. Another 
approach is the utilization of isothiocyanate 
groups (most prominent is fluorescein isothiocy-
anate, FITC). Labeling of cysteines occurs most 
conveniently with maleimides or with pyridinium 
disulfides. A combined strategy involves the thi-
olation reagent iminothiolane (Traut’s reagent), 
which enables the conversion of an amine group 
into a linker with free thiol group for subsequent 
maleimide labeling (Hermanson 1996).

Labeling usually occurs with high chemose-
lectivity, allowing that cysteines or lysines be tar-
geted independently. In native proteins, labeling 
occurs statistically yielding an average dye-to- 
protein ratio with randomly distributed fluoro-
phores due to the randomly located cysteines or 
lysines in the protein. In this respect, reactions at 
sensitive binding sites or amino acids involved in 
the molecular function can hamper the affinity of 
the biomolecule. Therefore, the labeling approach 
should consider the protein sequence in order to 
select the appropriate labeling reaction.

A complementary approach can be followed 
by employing structures of glycosylation by 
reducing sugar moieties in a way that aldehyde 
functionalities are generated. These aldehyde 
groups react readily with amino groups (forming 
imines) or hydrazine groups (forming hydra-
zones), both of which are acid cleavable but can 
be chemically stabilized by reduction with 
sodium cyanoborohydride (Hermanson 1996).

Thiols are usually accessible by reductive 
breaking of disulfide bonds in the protein. 
However, since these bonds are crucial for pro-
tein folding and stability, denaturation and loss of 
target binding capability can occur. A structurally 
more defined approach can be followed by using 
engineered antibodies with additional cysteine 
residues, which are not involved into protein 
structure and are free to be used for covalent 
labeling (Lee et al. 2008).

As outlined in Chap. 16.6.2, a host of fluoro-
phores are available for the different bioconjuga-
tion chemistries. In a typical protein-labeling 
protocol, a buffered solution (pH 7.5–8) of the 
protein (1–10 mg/mL) is incubated with a molar 
excess of reactive dye (typically 10–50 moles of 
dye per mole biomolecule) for a few minutes to 
several hours depending on dye reactivity and 
desired labeling ratio. Purification and separation 
from unbound dye can be achieved by separation 
methods such as dialysis, ultrafiltration, or size 
exclusion chromatography. In order to determine 
the quality of the resulting conjugate, suitable 
analytical methods are needed subsequently.

16.6.4  Conclusion and Outlook

Optical imaging has an established role in pre-
clinical research and animal imaging. The appli-
cation of imaging techniques for the detection for 
fluorescence signals in living animals has 
emerged to a powerful routine level and utilizes a 
versatile set of commercially available imaging 
equipment. The detection of fluorophores as 
exogenously applied contrast agents can be 
accomplished with convenient handling and 
without a substantial effort regarding technical 
installation, safety issues, and training. A broad 
variety of fluorescent probes have been created 
and validated for their ability to facilitate the 
setup of imaging protocols, to support the charac-
terization of disease models, and to accompany 
the drug discovery process from drug design, 
in vitro characterization to the in vivo proof of 
concept. Both the selection and application of 
commercially available products optimized for a 
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Fig. 16.44 Illustration of synthetic pathways for selec-
tive labeling of antibodies or other proteins; the fluoro-
phore is simplified as bulb. Depicted are reactions of (a) 
maleimide dye with cysteine, (b) pyridinium disulfide dye 

with cysteine, (c) NHS-ester dye with lysine, (d) isothio-
cyanate dye with lysine, and (e) modification of lysine 
with Traut’s reagent to give thiol, followed by reaction 
with maleimide dye
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specific function as well as the implementation of 
self-induced synthetic chemistry adapting to the 
requirements in a given drug discovery project 
will play a central role in the optical imaging 
laboratory.

16.6.5  Laboratory Protocols

16.6.5.1  Labeling of Antibody 
with Dye NHS-Ester

Generally, antibodies should be used in a buffer 
free of amines. For instance, phosphate, acetate, 
or borate buffers are recommended, whereas 
TRIS and HEPES buffers are less suited. 
Incubation is performed with large excess of dye, 
followed by removal of excess nonreacted dye by 
using gel chromatography, dialysis, or ultracen-
trifugation. The latter two methods bring the dye 
conjugate into contact with material surfaces for 
which precipitation and loss of reaction yield are 
sometimes observed especially when using less 
hydrophilic dyes with tendency to aggregate. The 
following steps are recommended:

• Dissolve antibody or protein to be labeled in 
reaction buffer at concentration of 1–10 mg/
mL depending on solubility (buffers, e.g., 
100 mM sodium phosphate pH 7.4–8.0).

• Dissolve the reactive NHS-ester dye in a small 
amount of DMSO or DMF (concentration 
approximately 10 mM or 1 mg/100 μL). In 
case of high water solubility, the dye can be 
dissolved in buffer but should then be used 
immediately due to starting hydrolysis of the 
NHS-ester group.

• Add the stock solution of dye to the antibody/
protein solution to achieve the desired molar 
excess. For instance, 15-fold molar excess is 
generated by adding 10 μL of dye solution 
(concentration 10 mM) to 1 mL of antibody 
solution (concentration 1 mg/mL, IgG molec-
ular weight 150 kD).

• Incubate for 3–24 h under gentle shaking at 
room temperature and under protection from 
light.

• Remove excess dye by gel filtration, e.g., by 
using desalting columns. Best results are 

obtained when not loading the columns at the 
maximal possible volume, such as using a 
NAP10 column for not more than 0.5 mL.

16.6.5.2  Labeling of Antibody 
with Dye Maleimide

This example describes the labeling of a cys-
teine after reductive generation of free thiol. 
A mild reducing agent is, e.g., TCEP (triscar-
boxyethylphopshine), which reaches surface 
disulfides while leaving deeper bridges in the 
protein backbone intact. Usually, maleimide 
dyes can be used with less molar excess com-
pared to NHS esters. The following steps are 
recommended:

• Dissolve antibody or protein to be labeled in 
reaction buffer at concentration of 1–10  mg/
mL (buffers, e.g., 100 mM sodium phosphate 
pH 6.5–7.0).

• Dissolve TCEP in reaction buffer (concentra-
tion approximately 10 mM).

• Add the TCEP solution to the antibody/pro-
tein solution to achieve a molar excess of 5–10 
molecules TCEP per disulfide to be reduced.

• Incubate for 2 h under gentle shaking at room 
temperature.

• Add the stock solution of dye to the freshly 
reduced antibody/protein solution to achieve 
the desired molar excess (five- to tenfold).

• Incubate for another 2–4 h under gentle shak-
ing at room temperature.

• Remove excess dye by gel filtration, e.g., by 
using desalting columns.
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17.1  Introduction

In multimodal imaging diverse imaging tech-
niques are applied to the same subject usually 
within a limited time frame in order to capture 
the same functional, morphologic, and metabolic 
state of the subject. The historical most compel-
ling need for multimodal imaging stems from the 

requirement to match functional or metabolic 
information captured with, e.g., positron emis-
sion tomography (PET) or single-photon emis-
sion computed tomography (SPECT) with 
morphological information about the subject 
obtained from computed tomography (CT) or 
magnetic resonance imaging (MRI).

Figure 17.1 shows an example of multimodal 
imaging in the case of a mouse bearing a subcutane-
ous tumor. The [64Cu] monoclonal antibody (mAb)-
PET images show increased uptake in the tumor 
and also in the liver. However, based on the PET 
images alone, it is difficult to set these metabolic 
highly active regions into an anatomical context. 
Morphological information from CT helps to clar-
ify the position of the tumor within the mouse’s 
body, which can be estimated in the fused PET/CT 
images. However, there is still space for improve-
ment on the anatomical side of detail displayed. The 
combination of PET with MR (Fig. 17.1) allows 
also the utilization of the increased soft tissue con-
trast provided by the MR, which in return gives a 
much better anatomical clarification also of internal 
organs, which are not visible in the non-contrast-
enhanced, small animal CT images.

17.2  Sequential and Simultaneous 
Imaging

Multimodal images have been historically 
acquired usually in a serial matter, i.e., the subject 
is first scanned in one modality (e.g., the PET) 
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and afterwards transferred and scanned in the 
other modality (e.g., the CT, Fig. 17.2a). Image 
fusion is then accomplished by software tools that 
load the image data of both modalities and either 
fuse them manually with user interaction or auto-

matically. Image fusion can be done using either 
common landmarks, e.g., regions that are identifi-
able in both image modalities, or fiducial markers, 
e.g., structures attached to the animal or the ani-
mal bed that are visible in both modalities. Recent 

Fig. 17.1 Left panel: [64Cu]mAb-PET in a mouse bear-
ing a subcutaneous tumor. A high uptake of the PET tracer 
is observed in the areas of the liver and also the tumor (T). 
However, the metabolic information provided by PET 
alone makes a clear identification of the tumor, in terms of 
its anatomical context, difficult. CT images obtained in 
the same animal, using the same animal bed as well as 
fiducial markers (F), allow a fusion of PET and CT 
images. The CT depicts some soft tissue structures, but 
with low contrast, and bone structures in the animal (e.g., 

the spine). Right panel: The same animal imaged in PET 
and MR. A T2-weighted MR sequence delivers excellent 
soft tissue contrast and allows the identification of internal 
organs without the use of contrast agents. The subsequent 
PET/MR image fusion does not only allow to put the met-
abolic PET information into an anatomical framework but 
can also be used to define regions of interests based on 
anatomy that can guide the PET images analysis and yield 
a more reliable quantification
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developments have, however, led to simultaneous 
multimodal imaging. Here, the subject is scanned 
ideally at the same time or only with a very small 
time offset (e.g., minutes) in two imaging modali-
ties. Simultaneous multimodal imaging devices 
are designed in a way that either the animal is 
moved using the same animal bed in a conveyor-
like style, without altering its position from one 
modality to the next, e.g., in PET/CT (Fig. 17.2b) 
(Lawrence et al. 2010), or that imaging data is 
acquired simultaneously in, e.g., simultaneous 
PET/MR systems (Fig. 17.2c) (Wehrl et al. 2015). 
True simultaneous acquisition is possible by con-
centrically arranging the imaging modalities 
around the animal (e.g., PET scanner as an insert 
into the MR scanner).

All of the above implementations of multi-
modal imaging have their respective pros and 
cons. The examples of most widespread multi-
modal modalities, PET, CT, and PET/MR, are 
used exemplarily to show these advantages and 
disadvantages. However, these points apply to all 
multimodal combinations.

A sequential approach (Fig. 17.2a), where, 
e.g., stand-alone PET and CT machines are used, 
has the advantage that both machines can be uti-
lized in a separate manner, especially when no 
multimodal image information is needed – i.e., 

only PET or only CT information is required. 
The implementation costs and technical chal-
lenges are low for stand-alone solutions com-
pared to combined imaging devices. However, 
there is the disadvantage that image fusion can be 
more difficult when images have been acquired 
in two separate devices. Motion artifacts of the 
animal, especially in the abdominal area, e.g., 
due to peristaltics, can make an exact fusion cum-
bersome. Moreover, there exists the risk of 
changes in the physiological state of the animal 
(e.g., anesthesia depth), when it is scanned at two 
different time points. This might not be a major 
implication when functional and metabolic infor-
mation from one modality is matched with ana-
tomical information from another modality; 
however, when functional processes should be 
assessed with two different modalities, these 
effects can be of interest – especially when small 
effects such as in the case of brain function are 
studied (Wehrl et al. 2013). Even for a sequential 
approach a common animal bed that can be used 
in both modalities (e.g., by means of dedicated 
mounting mechanisms) is mandatory, since oth-
erwise the position of the animal is changed. This 
is especially important in the abdominal area, 
where nonrigid alterations of the body form can 
be expected when changing the positioning of the 

a b c

Fig. 17.2 Multimodal imaging options. (a) Sequential 
approach, e.g., sequential PET and CT. In theory the 
devices can be located in different rooms or even in differ-
ent buildings. The animal is transferred from one modality 
to the next either using dedicated imaging beds and fiducial 
markers or just being placed on the respective animal 
holder. (b) Combined and pseudo simultaneous systems, 

e.g., for PET/CT, allow to scan the animal in both modali-
ties during the same imaging session. However, the images 
are still acquired in a sequential manner. (c) Simultaneous 
imaging, e.g., PET/MR. The field of view (FOV) of both 
modalities is aligned; therefore, during MR acquisition also 
PET images can be acquired. This approach saves imaging 
time and allows also an excellent spatial co-registration
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animal. Also the ultimate scanning time is the 
time needed for both PET and CT scan or in the 
case of other combinations of the respective 
modalities.

Combined systems use the same animal bed as 
well as animal transportation mechanism in order 
to shift the animal from one modality to the next. 
These systems are usually mounted within the 
same gantry, e.g., as in the case of PET/CT 
devices (Fig. 17.2b). User interaction between 
scans is usually minimized and the animal is 
often automatically transported after the finishing 
of single scans, e.g., the PET scan into the CT 
part of the machine where subsequent anatomical 
scans and scans for PET attenuation correction 
are performed. Even though the data is acquired 
consecutively, the animal is imaged within the 
same anesthesia session and no manual transport 
of the animal bed is needed. This reduces greatly 
the possibility of motion and mispositioning arti-
facts induced by the user and also, to some extent, 
changes in physiology are minimized (e.g., by 
maintaining the animal body temperature by 
means of the same heating system). Disadvantages 
of such a combined but consecutive multimodal-
ity solution are that the respective modalities usu-
ally cannot be used in a stand-alone setting. 
During the PET scanning, e.g., the CT compo-
nent is blocked. No true simultaneous acquisition 
is possible and also a substantial amount of engi-
neering efforts is needed for such a multimodal 
integration. The total scanning time, needed for 
such a combined but consecutive examination, is 
the time needed for PET and CT.

Simultaneous multimodal systems, e.g., PET/
MR, are able to acquire the imaging data of both 
modalities at the same time (Fig. 17.2c). This 
combination has a variety of advantages. Since, 
e.g., the time for a static PET scan (ca. 10 min) 
and for an anatomical MR image (ca. 10 min) are 
in the same order of magnitude, approximately 
50 % of the total study time can be saved by 
acquiring PET and MR data simultaneously. This 
can be substantial especially in high-throughput 
studies. Moreover, in dedicated research applica-
tion, functional processes can be monitored at the 
same time using PET and functional MRI (fMRI) 
techniques either to monitor multiple stages of 

metabolism or to cross-calibrate techniques 
(Wehrl et al. 2014). Since the animal physiology, 
but also possible animal motion, is the same in 
both modalities during acquisition, it is also fea-
sible to use, e.g., MR information to correct for 
motion artifacts in PET imaging (Catana et al. 
2011; Furst et al. 2015; Wurslin et al. 2013). The 
downsides of simultaneous multimodal systems 
are their usually very complex engineering efforts 
and the associated costs. Furthermore, as it is also 
the case for combined systems, the respective 
combined modalities can usually not be used in a 
stand-alone fashion. However, here, e.g., PET/
MR is often an exception, since the current 
majority of systems are designed in a way that 
PET inserts are installed inside an MR system 
(Wehrl et al. 2011; Weissler et al. 2015; Yoon 
et al. 2012). The MR can then also be used with-
out the installed PET insert.

17.3  Techniques

17.3.1  Multimodal Animal Beds 
and Fiducial Markers

To allow sequential multimodal imaging studies, 
e.g., in the case of separate PET, CT, and MR 
devices, it is advisable to use dedicated multi-
modal animal beds. Shifting the animal just from 
one modality to the next, without the use of the 
same animal bed, inevitably leads to changes in 
the animal position, which makes a later image 
fusion difficult. This is especially pronounced 
when areas outside the brain, e.g., in the abdomi-
nal part of the animal, are imaged. Also subcuta-
neous tumors tend to shift their location slightly 
if the animal is repositioned on different animal 
beds. A proper solution to this problem is to use 
either the animal bed from one modality in all 
other modalities by means of adapters and inter-
connectors or tape that allows to mount the bed 
on the often various animal holder devices found 
on imaging equipment. Dedicated small animal 
multimodal animal beds (Fig. 17.3) allow to 
transport and mount the bed on a multitude of 
imaging systems using dedicated adapter systems 
that can be permanently integrated to the 
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Fig. 17.3 Animal bed for multiparametric imaging. The 
dedicated animal bed can be easily installed at different 
scanner types such as PET (first row), SPECT/CT (second 
row), or MR scanners (third row). Thus, animals can be 

transferred from one scanner to another without changing 
its position on the animal bed, avoiding motion and repo-
sitioning artifacts. This approach allows also co- 
registration of images obtained by different modalities
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 respective modality. Finally, just the bed with the 
animal is moved between modalities, allowing a 
fast and easy transfer, also by means of standard-
ized connectors for animal warming, temperature 
monitoring, and anesthesia agents. Here, it is 
important to emphasize on the role of body tem-
perature stabilization to maintain a stable physi-
ological condition of the animal during 
multimodal imaging. Changes in physiology can 
have significant impact on many parameters one 
wants to observe. A study by Winslow et al. 
showed that a slight increase in body temperature 
of the head and neck tumor in a xenograft- bearing 
mouse already lead to significant changes in 
tumor interstitial fluid pressure, perfused tumor 
blood vessels, and hypoxia status (Winslow et al. 
2015). Such changes in body temperature should 
be avoided, since it can influence the results 
obtained, e.g., in PET and MR functional mea-
surements such as the apparent diffusion coeffi-
cient (ADC), which is temperature dependent 
(Hasegawa et al. 1994). The same also applies to 
the used anesthesia regime and air mixture, which 
should also remain constant for all multimodal 
scans, since changes can also in some cases influ-
ence imaging outcomes, especially if multimodal 
functional and metabolic information are 
acquired (Mahling et al. 2015).

Fiducial markers (visible, e.g., in Fig. 17.1) 
are objects that are visible in a multitude of 
modalities. If a fusion between PET and MR is 
desired, these objects should have both a good 
PET contrast and good MR contrast. This can be 
achieved by using small glass or plastic capillary 
tubes. Hematocrit tubes that are widely available 
in most clinical and scientific laboratories have 
proven to be suitable for the production of fidu-
cial markers. These tubes (inner diameter ca. 
0.1–0.5 mm, length ca. 20–80 mm) are filled via 
the capillary effect with a solution of saline and 
PET tracer and sealed on both ends with 
plasticine- like sealant. The fiducial markers are 
then attached to the animal bed; usually the mark-
ers are placed at the inside position of the bed 
close to the animal. Typically two or three fidu-
cial markers are used for each animal bed; their 
position should be chosen in a way that the fidu-
cials are visible in the final images but do not 

interfere with important structures in the image 
(tumor, brain, etc.). Also care should be taken in 
MR imaging that no artifacts (e.g., backfolding 
or wrap-around artifact) are caused by the place-
ment of fiducial markers – these artifacts are usu-
ally minimized by placing the fiducial marker 
close to the animal. The accuracy of fiducial 
markers has been studied in humans and has been 
found to be more accurate (mean offset 2.7 mm) 
than using the laser positioning system of the 
gantry (mean offset 10.7 mm) (Samarin et al. 
2015). Fiducial markers can be constructed for a 
combination of many modalities and have been 
proven to be useful also in combining CT with 
ultrasound (Ng et al. 2015) or mass spectrometric 
imaging with optical imaging (Chughtai et al. 
2012).

17.3.2  PET/CT

The combination of PET with CT is certainly one 
of the most successful combinations in multi-
modal imaging. Since its introduction in the late 
1990s and early 2000s (Beyer et al. 2000; 
Kinahan et al. 1998), PET/CT has been become 
one of the most popular methods of choice in 
clinical oncological imaging using [18F]fluorode-
oxyglucose ([18F]FDG) (Poeppel et al. 2009) and 
other PET tracers (Treglia et al. 2014). Similarly, 
PET/CT has been widely applied in small animal 
oncological imaging (Del Vecchio et al. 2010) 
and in other fields such as arthritis (van der Geest 
et al. 2015) or cardiovascular research (Greco 
et al. 2013).

In PET/CT the two imaging devices are usu-
ally mounted within the same gantry and coaxi-
ally, so that the PET and CT images can be 
acquired in the same imaging session. Depending 
on the performed PET scan (static, dynamic) but 
also on the performance of the CT system and the 
used resolution, the image acquisition times in 
both modalities can be the same or differ by an 
order of magnitude. Usually, when dynamic PET 
imaging is performed, the PET acquisition times 
are longer compared to the CT image acquisition 
time. The CT component is usually also applied 
to acquire the data needed for PET attenuation 
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correction; therefore, a combined PET/CT sys-
tem does not need PET attenuation sources 
(Kinahan et al. 2003). However, it should be 
noted that a CT-based PET attenuation correction 
can still pose problems in some instances, e.g., 
cardiac imaging (Nekolla and Martinez-Moller 
2015). The hardware problems of combined 
PET/CT systems can be regarded as being solved 
so that in practice usually no substantial chal-
lenges are encountered. In most cases functional 
and metabolic information derived from PET 
imaging is merged with anatomical details 
derived from CT. However, also functional 
parameters such as perfusion can be studied 
using dedicated contrast media with small animal 
CT (Bai et al. 2013). New CT techniques such as 
the use of dual energy CT in combination with 
nanoparticles can even allow characterizing more 
functional parameters using CT (Ashton et al. 
2014). Another advantage of combined PET/CT 
is that the CT-derived anatomical information 
can be used to improve PET image reconstruc-
tion (Tang and Rahmim 2015).

The costs of a combined PET/CT system for a 
small animal can be considered to be high, albeit 
not as high as for combined PET/MR systems. A 
downside of PET/CT is the limited soft tissue 
contrast of CT if no contrast agents are used.

17.3.3  PET/MR

Combined PET/MR devices have been already 
proposed in the 1990s (Shao et al. 1997); how-
ever, elaborated small animal systems (Catana 
et al. 2008; Judenhofer et al. 2008) as well as the 
human brain (Schlemmer et al. 2008) and clinical 
whole body systems (Drzezga et al. 2012) have 
first appeared after 2005. This, in contrast to 
PET/CT relative late start, can be attributed to 
numerous technological challenges encountered 
when trying to combine PET with MR. These can 
be summarized on the one hand as effects of the 
MR on the PET side, such as the influence of 
strong magnetic fields on PET detectors, espe-
cially the photomultiplier tubes, effects of MR 
gradient switching and RF pulses on PET elec-
tronics and signal processing, as well as spatial 

constraints to fit the PET inside the limited space 
available in an MR system. On the other hand, 
the PET can have effects on the MR: homogene-
ity of the main magnetic field, the RF field, and 
also the gradient field in the presence of PET 
electronics within the MR bore, RF noise intro-
duced by the PET electronics, temperature stabil-
ity, and eddy currents imposed in PET components 
to name just a few. Also other challenges such as 
to derive a PET attenuation map based on MR 
data are encountered. Despite these technological 
hurdles, most of these problems can be consid-
ered to be solved at least to such an extent that 
combined PET/MR systems can now be applied 
in preclinical and clinical research and diagnos-
tics (Wehrl et al. 2014, 2015; Bailey et al. 2015).

In contrast to PET/CT, many preclinical PET/
MR devices are designed in a way that PET and 
MR images are acquired at the same time (Wehrl 
et al. 2015). This allows on the one hand to save 
image acquisition time, since PET and MR data 
are acquired simultaneously, so even if one 
modality takes longer to acquire (e.g., a dynamic 
PET scan with 60 min in comparison to an ana-
tomical MR scan of just 10 min), effectively time 
is saved. This allows a larger throughput and 
saves time under anesthesia for the animal, which 
can be crucial in the case of long-term studies in 
certain disease models. This time can also be 
used to acquire additional information such as 
functional MR data to supplement the anatomical 
details. In addition to time savings, a simultane-
ous acquisition can also be used for cross- 
calibration and multiparametric imaging studies 
to monitor in vivo processes on multiple stages, 
e.g., brain activation using the blood oxygen 
level-dependent (BOLD) effect in fMRI and at 
the same time changes in blood flow using PET 
(Wehrl et al. 2009). The soft tissue contrast of 
MR is in many cases superior to the soft tissue 
contrast offered by small animal CT (Fig. 17.1), 
which is another plus for the combination of 
PET/MR in the field of small animal research.

Small animal PET/MR has also some disad-
vantages. A first and very important point is the 
system cost. Combined PET/MR is probably one 
of the most expensive multimodal imaging solu-
tions in use, especially if high field (>4.7 T) MR 
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systems are used. Also the site planning require-
ments of such a system are complicated, since it 
usually requires also a dedicated room for the 
MR and PET electronics. From a methodological 
point of view, simultaneous imaging is often lim-
ited by the fact that PET tracer have certain 
uptake characteristics, which often make a direct, 
truly simultaneous acquisition difficult. However, 
within these limitations physiological parame-
ters, animal positioning, etc., can be regarded as 
being constant.

17.3.4  Combined PET and Optical 
Imaging System

A system combining the detection of high energy 
γ-rays and optical wavelength photons allows to 
image small animal models noninvasively and 
repeatedly for the presence of PET and optical 
signals in vivo. Such a system, named OPET, is 
developed at the UCLA Crump Institute for 
Molecular Imaging (Alexandrakis et al. 2005).

Due to a poor penetration depth of visible 
light photons (Jacques 2013), optical imaging 
techniques are mostly limited to surface applica-
tions. However, optical imaging has still tremen-
dous impact for the imaging of cellular and 
biochemical processes (Contag et al. 2000). The 
basis of optical imaging is, besides of fluorescent 
molecules, mostly a bioluminescent enzymatic 
reaction of genetically engineered cells express-
ing luciferase. After application of the enzyme- 
specific substrate luciferin, photons ranging from 
510 to 700 nm are emitted, resulting in an emitted 
spectrum peak at around 610 nm (Rice et al. 
2001). Due to the limited number of emitted pho-
tons, which is caused by significant light attenua-
tion from the surface of the animal, cooled 
charge-coupled devices (CCD) are used. Optical 
imaging systems have the disadvantage of 
reduced intrinsic spatial resolution, because 
unabsorbed optical wavelength photons are 
highly scattered in animal tissue.

In contrast, a detector for PET imaging of 
small animals is built by a scintillation crystal 
array, which converts the annihilation γ-rays, 
emitted by a radioactive tracer, to low-energy, 

visible light photons. These photons are further 
detected by a multichannel or position-sensitive 
photodetector (Marriott et al. 1994). Contrary to 
the photons emitted from the animal, in the case 
of bioluminescence (600–750 nm), the low- 
energy, visible light photons detected in PET cor-
respond to wavelengths in the region of 
350–550 nm.

To combine the detection of both optical and 
PET signals into a single detector, it must be sen-
sitive for both wavelength ranges. Furthermore, 
the detector needs to have enough sensitivity to 
detect single photons emitted by the biolumines-
cence reaction but also have a high dynamic 
range to detect the huge amount of photons pro-
duced in γ-ray interactions in the scintillation 
crystal (Prout et al. 2004).

In addition a single imaging probe, which can 
be detected by both PET and optical imaging, can 
contribute to the ease and speed of validation 
approaches (Fig. 17.4a). A possible vector can be 
generated by labeling a substrate with two differ-
ent signatures such as a radioactive nuclide for 
PET imaging and a bioluminescent molecule for 
optical imaging (Fig. 17.4b) (Ray et al. 2003).

17.3.5  Combined Optical/MR 
Optical/CT Imaging

One desired advantage of multimodal imaging is 
the combination of modalities in order to provide 
functional as well as structural information.

An example for multimodality imaging pursu-
ing this aim is the combination of optical imaging 
with MRI. The striking advantage of MRI, which 
is a very dynamic imaging field with constant 
progression, is not only the excellent spatial reso-
lution for anatomical purposes but also the ability 
to measure functional properties using fMRI and 
the application of diffusion or perfusion imaging. 
Combining the information provided by MRI 
with the unique functional information obtained 
by optical imaging, a combination of both modal-
ities can result in outstanding insights into bio-
logical processes in small animal models.

The main obstacle to overcome is the integra-
tion of an optical light detection system into the 

H.F. Wehrl et al.



499

MR scanner hardware without any interference 
with the high magnetic field of the MR system, as 
well as limited space capabilities inside the MR 
scanner. Silicon fiber bundles can be placed into 
the MR scanner and be integrated into the housing 
of the RF coil to measure optical light transmis-
sion simultaneously to the MR scan (Xu et al. 
2005).

Besides emerging developments in multimodal 
imaging systems, there is also significant atten-
tion to develop multimodality imaging probes, 
especially for dual optical/MRI probes. An ideal 
multimodal imaging probe for dual optical/MRI 
should contain an optical component detectable 
by bioluminescence, fluorescence, or phosphores-
cence, as well as a component enhancing the MR 

signal comparable to a regular contrast agent. 
Therefore, organic dyes can be conjugated to iron 
oxide nanoparticles (Tombacz et al. 2015), or 
gadolinium chelates can be attached to quantum 
dots (Mulder et al. 2006) and fluorescently labeled 
polymers (Huber et al. 1998).

Similar to optical/MR the combination of 
in vivo optical and CT imaging is an advanced 
technique allowing the visualization of biochem-
ical reactions obtained by optical imaging in an 
anatomical context provided by CT. Compared to 
dual-modality optical/MR systems, the integra-
tion of an optical system inside a CT is not as 
challenging. This is due to much more available 
space, since most CT scanners are constructed 
more openly compared to MR scanners and no 

a b

Fig. 17.4 Simultaneous optical/PET imaging. (a) Sche-
matic of an optical/PET imaging system. To detect both 
PET and bioluminescence signals, a position- sensitive 
photon detector and optical coupling is required. PET 
images are usually acquired by segmented scintillators 
and photomultiplier tubes or avalanche photo diodes 
(APDs). In contrast, CCD cameras, using a lens for opti-
cal coupling are used for bioluminescence imaging (Fig-
ure inspired by Prout et al. (2004)). (b) Imaging probe for 
simultaneous optical/PET imaging (developed at Crump 
Institute for Molecular Imaging). Two reporter genes are 
simultaneously expressed in order to measure their 
expression with both modalities: PET as well as optical 
imaging. Therefore, tk, a PET reporter gene encoding for 

thymidine kinase, is fused with rl, an optical biolumines-
cence reporter gene encoding for Renilla luciferase. Both 
reporter genes are linked resulting in a 20-amino-acid 
linker to fuse both enzymes after transcription of the 
fusion vector and translation of the single mRNA. The 
resulting single polypeptide retains partial if not full activ-
ities of both enzymes fused. Reporter gene expression can 
then be imaged by trapping the PET reporter probe 
18F-labeled 9-[4-fluoro-3-(hydroxymethyl)butyl]guanine 
([18F]FHBG), phosphorylated by the thymidine kinase 
(PET), as well as by the light-producing enzymatic reac-
tion of coelenterazine with Renilla luciferase (optical 
imaging) (Figure inspired by Ray et al. (2003))
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hardware interference with magnetic fields. 
Furthermore, CT equipment is often less costly 
compared to high-field MR systems.

A small animal system developed at Huazhong 
University combines a micro-CT unit with fluo-
rescence diffuse optical tomography (fDOT) 
(Yang et al. 2010). Here, the dual-modality scan-
ner is built using a microfocus X-ray tube and a 
near-infrared laser diode as sources. As sensors, a 
flat panel detector (FPD) and a cooled CCD cam-
era are used. To ensure that fDOT and micro-CT 
scan the same field of view, a collimator and a 
concave lens, focusing the laser beam, are located 
on a linear stage (Yang et al. 2010).

17.3.6  SPECT with CT and MR

Single-photon emission computer tomography 
(SPECT) is a diagnostic method that is suitable for 
investigating, e.g., cancer, skeletal diseases, and 
especially for cardiac studies as well as neurologic 
and psychiatric diseases (Buck et al. 2008).

The first usable SPECT system was developed 
by David Edwards and Roy Kuhl in the 1960s 
(Kuhl and Edwards 1963). With SPECT it is pos-
sible to investigate biological processes in vivo by 
using radiolabeled molecules. Compared to clini-
cal systems, SPECT scanners for small animal 
research are changed, considering the different 
body size between humans and small animals. 
Major changes become noticeable in regard to the 
smaller field of view (FOV) and higher spatial 
resolution or sensitivity. However, in general 
SPECT systems the spatial resolution of approxi-
mately 3 mm (Figueroa and et al. 2005) (in a sin-
gle-pinhole system) is limited, which is why it is 
difficult to clarify morphological structures. 
Therefore, SPECT is mostly used in a combined 
version with CT (Fig. 17.3) based on the work pio-
neered by Hasegawa et al. (Hasegawa et al. 2002). 
Recently, SPECT is also used together with MRI 
(Goetz et al. 2008; Wagenaar et al. 2007). Likewise 
in SPECT/CT, MRI is also used to combine the 
functional information, based on SPECT, together 
with morphological information delivered by 
combined (Goetz et al. 2008; Schurrat et al. 2003; 
Booij et al. 2002) or simultaneously (Meier et al. 

2011; Wagenaar et al. 2007) measured 
MR. Therefore, reconstructed images from 
SPECT and CT or MRI are realigned and co-reg-
istered to overlay the functional and morphologi-
cal information in order to determine the location 
of biological processes. Furthermore, CT and MRI 
are also used to provide attenuation correction for 
SPECT images to allow an accurate quantification 
(Masood et al. 2005; Ruf et al. 2007; Dondi et al. 
2004; Hwang and Hasegawa 2005).

The hybrid systems can be realized in two 
ways, either based on a combination of SPECT 
and CT or MRI (Hasegawa et al. 2002; Goetz 
et al. 2008; Schurrat et al. 2003; Booij et al. 2002) 
or by using a SPECT insert (Wagenaar et al. 
2007). The former techniques use a sequential 
image acquisition procedure. Hence, first SPECT 
is recorded, followed by CT or MRI measure-
ments. By using a SPECT insert inside a CT or 
MR system, images can be recorded simultane-
ously. Like simultaneous PET/MR systems, a 
SPECT insert system benefits from the co- 
registration between SPECT and CT or MR 
images and reduces the total measurement time. 
In contrast to a combined version, animals do not 
change their position, and all functional and mor-
phological images are measured under the same 
physiological condition. In a sequential measure-
ment, the location and positioning of the animal in 
the SPECT and CT or MR scanner can be slightly 
different. To co-register data from SPECT with 
CT or MR, landmarks or fiducial markers are 
used, which can be seen in SPECT images as well 
as in CT or MRI images. However, to co-register 
these images it is important that images have sim-
ilar resolutions (Goetz et al. 2008).

17.3.6.1  SPECT/CT Versus SPECT/MRI
One reason to use SPECT in combination with 
MRI instead of CT is the fact that MRI causes no 
additional radiation exposure compared to 
CT. Furthermore, high-field MRI delivers often a 
better image contrast in brain measurements, and 
techniques such as the BOLD fMRI can be used 
(Marzola et al. 2003; Wagenaar et al. 2006). 
Therefore, in contrast to CT, MRI delivers often a 
multitude of additional information beyond 
morphology.
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17.3.6.2  SPECT/CT Versus PET/ CT
SPECT/CT and PET/CT are used to perform three-
dimensional tomographic imaging. In both hybrid 
systems, CT delivers morphological information 
and provides the attenuation correction needed for 
SPECT or PET quantification, respectively. SPECT 
and PET use radiolabeled tracers to detect biologi-
cal processes. The choice for the right tracer 
depends on the biological process of interest (e.g., 
receptors in neurology or cell metabolism in oncol-
ogy). One fundamental difference between SPECT/
CT and PET/CT can be seen in the detection sensi-
tivity (Franc et al. 2008). Since PET detectors 
receive more radiation than SPECT using single-
pinhole collimators, PET has usually a higher sensi-
tivity compared to SPECT. Therefore, SPECT/CT 
is often more suited for static than for dynamic mea-
surements. In order to increase the detection sensi-
tivity in SPECT, there are systems which consist of 
multiple-pinhole collimators (Franc et al. 2008).

17.3.6.3  Simultaneous EEG/fMRI
The electroencephalogram (EEG) is a powerful 
tool to investigate the temporal component of 
neuronal connectivity. Recently, in human stud-
ies, EEG has been combined with other modali-
ties (e.g., PET, MR), which deliver additional 
morphological and functional information to 
increase the informational content within one 
measurement (Larson et al. 1998; Shah et al. 
2013; Schreckenberger et al. 2004).

Simultaneous EEG/fMRI measurements 
enable the recording of electrical potential fluc-
tuations combined with hemodynamic informa-
tion (e.g., BOLD) delivered by fMRI. Particular 
in the investigation of epilepsy, animal studies 
are important for a better understanding of the 
ongoing processes during epileptic seizures. One 
of the first reported animal studies using simulta-
neous EEG/fMRI was done in 1995 by Busch 
et al. (1995). Interestingly, the first simultaneous 
EEG/fMRI system was established in human 
studies (Ives et al. 1993). This is founded on sev-
eral facts. First, the human brain is much bigger 
than a small animal brain, e.g., rat brain. 
Therefore, the number of EEG channels can be 
much higher. In human studies, for instance, 256 
channels can be placed; however, in small ani-

mals the scalp surface is extremely limited so 
only a few electrodes can be fixed. Second, it is 
easier to tell human subjects not to move during 
the whole measurement, because movement arti-
facts induce noisy EEG and fMRI data. However, 
animals must be anesthetized or at least motion 
restricted. Studies revealed that anesthesia has an 
influence on brain activity. For instance, it is well 
known that isoflurane, a common anasthetic in 
small animal research, changes the BOLD signal 
(Aksenov et al. 2015). Other than the already 
described combined systems, the EEG in combi-
nation with fMRI is only used to investigate pro-
cesses in the brain. Considering both modalities 
separately, MRI has a high spatial resolution but 
a low temporal (about 1 s for standard BOLD 
imaging) resolution, whereas the EEG allows to 
follow up neuronal activity in a range of millisec-
onds (ms). Therefore, simultaneous EEG/fMRI 
combines the power of high spatial and fast tem-
poral resolutions that deliver increased informa-
tion, which is important to investigate and to 
understand neuronal diseases. The lower tempo-
ral resolution of fMRI can be explained by both 
the physiology of hemodynamic processes and 
limitations in imaging hardware and the detec-
tion sensitivity of the MR system itself. However, 
noninvasive EEG does not detect deep neuronal 
activation, which also results in a limited spatial 
resolution (Gloor 1985; Mirsattari et al. 2007).

In simultaneous EEG/fMRI invasive and nonin-
vasive EEG can be used. The noninvasive EEG 
measures potential fluctuations of electrical fields 
at the scalp. These fluctuations arise due to differ-
ent neuronal activations in different brain areas. 
Electrodes, which are fixed at the scalp, are used to 
measure these fluctuations that are caused by neu-
ronal oscillation patterns in the brain. The 
 noninvasively recorded EEG signal is influenced 
by physical and physiological conditions (Kempf 
2009). Due to the resistance of the cranium, thou-
sands of neurons have to fire simultaneously to 
deliver an EEG signal (Light et al. 2010). Therefore, 
neurons (especially pyramidal neurons) have to 
operate in parallel. This parallel operation results in 
a summation of the extracellular current, which 
generates the field potential on the scalp. 
Extracellular currents develop from the membrane 
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potential of every single neuron. These membrane 
potentials can be excitatory postsynaptic (EPSP) or 
inhibitory postsynaptic potentials (IPSP) (Coombs 
et al. 1955). The summation of membrane poten-
tials is responsible for the spreading currents in the 
extracellular space that lead to measurable circulat-
ing currents at the scalp. Considering the different 
direction of neurons in gyri (vertical) and sulci 
(horizontal), the regional orientation of field poten-
tials in sulci and gyri depends on their tangential 
and radial orientation (Srinivasan et al. 2006).

With focus on small animal research, it is chal-
lenging to integrate an EEG system into an MRI 
system. However, since the last 10 years, simulta-
neous EEG/fMRI has emerged as a helpful instru-
ment to investigate neuronal diseases. The main 
challenge that needs to be solved in EEG/fMRI is 
that the instruments influence each other (Ives 
et al. 1993; Krakow et al. 2000). The EEG signal 

is very susceptible to the voltage induced by the 
MR gradient coils and the MR radio-frequency 
(RF) pulses. On the other side, the MRI signal can 
be influenced by the magnetic parts of EEG 
instrumentation, e.g., cable or metallic compo-
nents in amplifiers (Krakow et al. 2000). 
Therefore, by using nonmagnetic components 
and putting the EEG amplifier as far as possible 
from the MR magnet, the mutual interference is 
reduced. Replacing conductive shielded cables 
with fiber-optic cables can further reduce interfer-
ence (Ives et al. 1993). In small animals EEG, the 
electrodes are very closely spaced, and the used 
magnetic field and gradient field strengths are 
often higher compared to human studies; there-
fore, it is possible that EEG artifacts are enhanced.

An efficient simultaneous EEG/fMRI system 
consists of an MRI system combined with an 
adapted EEG system (Fig. 17.5). In order to 

Fig. 17.5 Schematic illustration of a simultaneous EEG/
MR system. The recorded EEG signal from the EEG elec-
trodes in the magnet is sent to further EEG devices. The 
EEG is amplified by a factor 1000–100,000. Via fiber- 
optic cables, the amplified signal is transported to the 

fiber-optic receiver that is located outside the faraday 
cage. The receiver translates the optical signal into electri-
cal and gets afterward digitized. After these hardware 
pathways, the data can be further analyzed. Simultaneously 
to the EEG acquisition, MR data is collected
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 investigate brain processes in small animals, e.g., in 
rats, the space between the head of the rat and the 
RF coil needs to be large enough in order to inte-
grate the EEG electrodes. This EEG electrode sys-
tem has also to be thin, because the larger the 
distance between head and RF coil, the smaller the 
received fMRI signal. The material of the elec-
trodes depends on the EEG system, which means 
whether using invasive (intracranial) or noninva-
sive (scalp surface fixation) EEG electrodes. 
Invasive electrodes are made of nontoxic and non-
magnetic material like platinum or gold. However, 
in many animal studies, carbon is the material of 
choice for invasive and noninvasive EEG elec-
trodes. For a general overview about simultaneous 
EEG/fMRI experiments in animals, see Mirsattari 
et al. (2007).

With intracranial electrodes a specific activity 
in areas of interest inside the brain will result in a 
meaningful EEG signal. However, the intracra-
nial electrodes can damage the brain. In addition, 
the change of physiology state, caused by anes-
thesia or brain damage via electrodes, can have 
an effect in the BOLD-fMRI signal (Tenney et al. 
2003; Austin et al. 2005).

The electrode signal in EEG gets amplified (with 
a factor 1000–100,000) and multiplexed and is 
transferred via fiber-optic cables to a fiber- optic 
receiver. The fiber-optic receiver translates the opti-
cal signals back into electrical signals. Afterwards, 
this analog electrical signal must be digitalized in 
order to analyze the data. Furthermore, the EEG 
signal gets filtered with a high- and low-pass filter. 
In order to reduce artifacts in the EEG signal, refer-
ence electrodes are used. The signal, recorded via 
surface electrodes, from the reference signal – com-
mon artifacts present on both the surface and refer-
ence electrode are therefore canceled.

17.4  Image Fusion Software

Multimodal imaging is ultimately performed to 
provide a multitude of functional, metabolic, and 
anatomical data from the same object. These 
images are often best interpreted when imaging 
data of the various modalities is fused together, 
so that the respective information can be super-
imposed. There are basically two ways of image 

fusion: One is a hardware-based approach, so 
that the respective offset values between imaging 
modalities are known, and images can be com-
bined based on these known offsets, e.g., by 
including these offsets in the image header infor-
mation so that it can be read directly by the 
respective image analysis and display program. 
Another way is a software-based fusion, e.g., the 
offsets of the images are not per se known, and 
images need to be manually or automatically 
transformed to match each other.

The manual or automatic software co- 
registration steps can be either rigid or nonrigid. 
In rigid transformations the source image (the 
image that is shifted) is only rotated and shifted 
relative to the target image (the image that 
remains static) (Hill et al. 2001). If nonrigid co- 
registration steps are involved and also local 
deformations, the so-called warping, are applied, 
the shape of the source image may therefore be 
altered. Warping is also applied if between- 
subject comparisons are made (Mazziotta et al. 
1991). Even more challenging than a 3D image 
registration is a registration in time, e.g., 4D. This 
can be interesting when comparing complemen-
tary physiological information in domains such 
as cardiac imaging. Here, dedicated methods 
such as dynamic time warping are employed to 
compare dynamic PET and MR images (Betancur 
et al. 2015).

Image co-registration can be based on ana-
tomical or artificial landmarks in the image. 
Anatomical structures include, e.g., the brain, 
bones, and certain organs, whereas artificial land-
marks are often composed by fiducial markers 
(Fig. 17.6) visible in both modalities. Registration 
approaches using these landmarks are called fea-
ture based. Moreover, it is also possible to base 
the image co-registration on voxel intensity val-
ues, an approach utilized in automatic registra-
tion programs (Zaidi 2015).

There exists a plethora of image fusion pro-
grams. Some are offered by commercial ven-
dors, and others are based on freeware or 
shareware developments. Most of the available 
software can be easily found by utilizing com-
mon Internet search engines using keywords 
such as PET, MR, image fusion, software, etc. 
Often, the software is mainly developed for 
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Fig. 17.6 A typical example of image fusion software. 
Fusion of CT (upper part) and PET (lower part) data 
obtained in a mouse. Fiducial markers (F), visible in both 
modalities, assist in the co-registration of both images. 

Datasets are viewed from three orientations, which allow an 
adequate manual co-registration workflow. Tools for image 
manipulation (e.g., control of the windowing parameters, 
zoom, rotation) can be found on the left side of the window

Table 17.1 List of selected software for small animal image fusion

Software name Remarks Website

Inveon Research 
Workplace

Commercial, multimodal, 
small animal, possibility 
for kinetic modeling, etc.

http://www.healthcare.siemens.com/molecular-imaging/preclinical- 
imaging/inveon-workplace/inveon-research-workplace

PMOD Commercial, multimodal, 
small animal and human 
data, possibility for kinetic 
modeling, etc.

http://www.pmod.com

AFNI Noncommercial, focus on 
fMRI and statistical 
mapping

http://afni.nimh.nih.gov/afni/

AMIDE Noncommercial, image 
viewing and fusion

http://sourceforge.net/projects/amide/

FSL Noncommercial, focus on 
fMRI and statistical 
mapping, main focus on 
functional calculations, 
focus on human data, 
image fusion possible

http://fsl.fmrib.ox.ac.uk

ImageJ Noncommercial, image 
viewing, plugins for 
fusion

http://imagej.nih.gov/ij/

Mango Noncommercial, image 
viewing and fusion

https://www.nitrc.org/projects/mango/
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applications in humans; however, with most 
packages it is also relatively straightforward to 
process small animal imaging data. Table 17.1 
represents an incomplete list of commonly used 
software and their web addresses. Some of these 
packages are also able to perform higher order 
image analysis such as statistical parametric 
mapping or kinetic data modeling. Ultimately, 
the user has to decide which software package 
fits the specific application best.
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18.1  Introduction

The development of noninvasive imaging meth-
ods such as positron emission tomography (PET) 
and single-photon emission computed tomogra-
phy (SPECT) has opened up tremendous oppor-
tunities to investigate biological function in vivo. 
These methods applied to small animals enable 
the whole body to be imaged over time, so the 
biodistribution of labeled probes can be followed 
within the same animal for hours or days (Phelps 
2004; Rudin and Weissleder 2003). This is in 
sharp contrast to previous biodistribution meth-
odology, where many animals had to be injected 
and groups sacrificed at various time points to see 
where the probe localized. The ability to observe 
changes within the same animal over time drasti-
cally reduces the number of animals and com-
plexity of the experiment, while at the same time 
providing better temporal sampling and the abil-
ity to track individual metabolic function.

One drawback of in vivo small animal PET 
and SPECT systems is the limited spatial resolu-
tion. When various factors such as blurring due to 
respiratory and cardiac motion, positron range, 
and image reconstruction methods are consid-
ered, most in vivo imaging systems have a resolu-
tion in the 1–2 mm range. Higher resolution is 
possible, but may be prohibitively expensive in 
terms of costs, time, radiation dose, and image 
noise (Cherry and Gambhir 2001). While this 
resolution is excellent for many purposes, it is not 
sufficient to discriminate exactly where the  signal 
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originated. Precise localization is particularly 
important in the development of new imaging 
probes, where the uptake, clearance, and metabo-
lism must be understood in order to know exactly 
what information the images are providing. A 
good example of this is in Fig. 18.1, where the 
PET signal shows uptake in the bowel (Radu 
et al. 2008). Only with the use of higher- 
resolution autoradiography (AR) could we see 
that the uptake was in the intestinal wall, rather 
than the bowel contents. This is important, since 
it means the probe was delivered by the blood-
stream, not through hepatobiliary excretion 
through the liver and bile duct.

The radiolabeling of compounds to assess tis-
sue distribution is a common practice in research 
and drug development. The fate of radiolabeled 
probes can be determined by directly counting 
the radioactivity in dissected tissues using a 
gamma or liquid scintillation counting, for 
gamma- or beta-related isotopes, respectively. 
This methodology is known as “tissue dissec-
tion” or “cut and count.” For SPECT and PET 
probe biodistributions, the two most common 
methods used are gamma counting of tissues and 
autoradiography. Gamma counting is relatively 
simple, with individual samples placed in tubes 

to measure radioactivity; however, this method 
typically only provides organ level information. 
Autoradiography is the process of visualizing 
radioactivity distributions in either tissue samples 
or over the whole body. Systems used for autora-
diography can image over a range of resolutions, 
from 200 to 5 microns; thus activity distributions 
can be seen down to the cellular level.

18.2  Autoradiography

18.2.1  Tissue Distribution 
of Radiolabeled Compounds

Autoradiography is used to determine the distri-
bution of radiolabeled molecules from whole- 
body sections or specific tissues of interest by 
exposing the sample to an energy-capturing 
matrix such as photographic film, phosphor- 
imagers, or emulsions. There are two types of 
autoradiography: whole-body and micro or tissue 
sectioning. Whole-body autoradiography is 
increasingly popular in the pharmaceutical indus-
try as it allows an accurate evaluation of the tis-
sue distribution in the intact animal. Whole-body 
sections also can be matched with in vivo  imaging 

Fig. 18.1 Cryosection photograph, autoradiography, and PET image of a F-18 imaging probe used in a mouse
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data. In addition to the qualitative assessment, it 
offers the capability of quantitating the concen-
trations of radioactivity in tissues by the use of 
standard curves, accounting for the commonly 
used terminology, quantitative whole-body auto-
radiography (QWBA). Micro-autoradiography 
(MAR) detects radioactivity at a microscopic 
level providing information about the cellular, 
subcellular, and topographical tissue deposition 
of the radiolabeled compound (Stumpf 2003).

The advantages of whole-body autoradiogra-
phy relative to traditional cut-and-count strate-
gies are severalfold. First, whole-body 
autoradiography allows for a comprehensive and 
quantitative anatomical survey of compound tis-
sue distribution within the intact animal. This 
avoids the need to preselect tissues of interest and 
aids in the identification of distribution to unex-
pected tissues. Second, the methodology enables 
localization of compound in organ substructure, 
which can be important for better understanding 
compound mechanism of action and toxicity. 
Third, by virtue of this methodology, the animals 
are quickly frozen at completion of prespecified 
time points, which immediately arrests potential 
compound redistribution. When performing cut 
and count, the time from time-point completion 
to tissue dissection is often variable. Lastly, this 
methodology allows for the in situ evaluation of 
placental transfer of a compound, melanin bind-
ing, and penetration of the blood/brain barrier. 
The key disadvantages of QWBA are that the 
methodology is labor-intensive, expensive, and 
time-consuming.

18.2.2  QWBA Methodology

Tissue distribution and fate of radiolabeled mole-
cules by QWBA were introduced by Ullberg 
(1954). Immediately after euthanasia, animals are 
pinned onto a stationary board and immersed in 
an alcohol bath at −70 °C until completely frozen. 
Unpinned frozen animal carcasses are then 
embedded in 3 % carboxymethyl cellulose (CMC) 
and placed into a freezing chamber at −70 
°C. Whole-body cryosections are obtained by 
using a cryostat microtome at −20 °C. The section 
thickness depends on the strength of the energy 
emitted by the radioisotope in use (i.e., 20 μm (3H, 
125I) and 40 μm (14C)).

Several sectioning levels can be collected, 
with each level representing the various major 
tissues (organs and fluids) (see Fig. 18.2, as an 
example). Sectioning levels to be collected are 
selected according to the tissues of interest. A 
digital picture of the level is taken before sec-
tioning to be used as anatomical reference dur-
ing imaging analysis (see Fig. 18.3). The 
collection of multiple sectioning levels not only 
permits for a wide tissue sampling but also cap-
tures the possible heterogeneity of the distribu-
tion within the same tissue. A minimum of three 
sections per level allow for a statistically mean-
ingful value at the time of quantitation. 
Although sagittal sections are the standard 
practice, other planes can be adopted to better 
represent the tissues of interest. As an example, 
Fig. 18.4 depicts coronal sections of a mouse 
bearing two tumors, in the left and right flanks, 

Level 1

Level 2

Level 3

Fig. 18.2 Digital images of sagittal whole-body sections of a male rat at different sectioning levels
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respectively. Unlike PET or SPECT, where the 
same animals can be observed over time, auto-
radiography measurements at different time 
points must be done using different animals for 
each sampling time.

Whole-body sections are collected by placing 
a layer of clear tape on the animal, then cutting 
the tissue free, leaving the tissue slice mounted 
on the tape. The tissue sections are lyophilized at 
−20 °C for 24–48 h before exposing them on film 
or phosphor-imaging plates (PIs). Suitable imag-
ing plates for each specific isotope are commer-
cially available and have replaced the X-ray films 
used in the past for autoradiography. The PIs are 
composed of phosphors designed to absorb radia-
tion (Miyahara 1989; Hamaoka 1990). To avoid 
contamination of the plates, tissue samples can 
be covered with thin sheets of Mylar film, so the 
tissue is not in direct contact with the plate. 
However, this step does not apply to samples 
containing 3H as the low-energy radioactivity 
emission of this isotope requires direct contact of 
the tissue to the plate to avoid quenching of the 
signal.

For quantitation purposes there are two types 
of standards: a separate quantitation block and 
internal standards within the animal block. 
Polymer calibration standards are commercially 
available; however, standards prepared with bio-
logical matrixes are more reliable. Whole blood 
is the preferred matrix, as it is similar to most 
tissues in the body (Solon and Kraus 2002). Thus, 
several known concentrations of radioactivity are 
spiked into whole blood according to the concen-
tration range expected in the whole-body sam-
ples. Blood standards are placed into drilled holes 
in the frozen CMC block and allowed to freeze at 
−20 °C prior to sectioning. Quantitation stan-
dards are placed in an independent block and the 
section thickness should match that of the whole- 
body sections. The internal standard consists of 
few concentrations that are placed along the ani-
mal block (where the animal is embedded), and 
they are used as a parameter to determine the sec-
tion thickness variations in any given section.

Exposure time of the whole-body sections to 
the PIs is determined by the radioisotope used 
and the concentration of radioactivity adminis-

Animal frozen in
 block of CMCPressure

device

Tape

Section

Microtome
knife

Stage

Fig. 18.3 Diagram showing the steps required in a QWBA study, starting with injection of a radiolabeled probe, freez-
ing and embedding, sectioning, exposure of whole-body sections, and image analysis for quantification
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trated to the animals. In general, recommended 
exposure times are 2–24 h for 125I, 124I, 64Cu, 18F, 
and 11C, 3–8 days for 14C, and 15–30 days for 
3H. Longer exposure times can improve detection 
of low radioactivity signals; however, caution 
should be applied as flare intensity, nonlinear 
response of high radioactivity signal, and 
increased signal-to-noise ratio may occur.

Exposure conditions such as artificial light, 
environmental radiation, and temperature of the 
room where the tissue samples are exposed can 
affect the drug-related radioactivity detection. 
Because light and environmental radiation are 
absorbed by the PIs, lead- and copper-lined cabi-
nets are recommended to decrease background 
signals. Typically, exposure of sections to PIs at 
room temperature is sufficient. With short-lived 
PET isotopes, there is not sufficient time to 
dehydrate overnight, so the exposure process 
must be conducted below freezing to prevent the 
tissues from thawing and loss of signal localiza-
tion. This requires that the cassettes and the PIs 
be precooled to the exposure temperature to 
avoid water condensation (Maas et al. 2000) and 
to prevent the tissue sections from thawing. 
After exposure, PIs are scanned by a phosphor-
imager, and the digital autoradiogram image is 
obtained. These digital images are then analyzed 
and can be quantified using various software 
programs available from several sources. A dia-
gram of the steps involved in a typical QWBA 
study is shown in Fig. 18.3.

The ability to quantify the radioactivity con-
centration in tissues has made QWBA an impor-
tant tool in drug discovery and development. The 
quantitation is done by densitometry, pairing the 
optic density values of the standard to the corre-
sponding radioactivity concentration values. A 
resulting standard curve converts the tissue den-
sity values to units of radioactivity concentration 
as described by Potchoiba et al. (1995). The 
quantitation method described above has been 
demonstrated to be as accurate and precise as the 
values obtained from the gamma or liquid scintil-
lation counters (Potchoiba et al. 1995, 1998; 
Steinke et al. 2000; Busch et al. 2000). Results of 
tissue distribution by QWBA of a 14C-labeled 
molecule are demonstrated in Fig. 18.5.

18.2.3  Special Considerations 
for the Design of a QWBA 
Study

The radioactive concentration of the dose will 
depend on the isotope. Suggested doses are 
14C = 100–300 μCi/kg, 3H = 1000–2500 μCi/kg, 
and 125I = 100–800 μCi/kg. Either too high or 
too low radioactivity doses can impact imaging 
quality, quantitation, and overall outcome of 
the study (Maas et al. 2000; Potchoiba and 
Nocerini 2004). To accomplish the desired dose 
of the drug or test article, the total concentra-
tion can be adjusted by mixing radiolabeled 

Fig. 18.4 Representative whole-body images and auto-
radiograms of mice bearing two tumors (arrows) at differ-
ent time points after an IV bolus injection I-125-labeled 

SPECT imaging agent. Uptake by tumors increased over 
time, showing specific localization of the probe
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with non-radiolabeled material. Caution must 
be exercised when the drug formulation con-
tains any oil-based component as the oil may 
impair complete tissue freezing.

Other considerations are when working with 
tumor-bearing models, the localization of the 
tumor tissue in the autoradiograms can be chal-
lenging (i.e., when working with orthotopic 
tumors). In this case, a complementary histologi-
cal staining of adjacent whole-body sections may 
be a useful tool to discriminate normal from dis-
eased tissue. Similarly, tumor detection can 
become more difficult in studies where drug 
administration affects tumor size. Lastly, artifacts 
can influence the outcome of QWBA data: one of 
the most common causes of misreading tissue- 
related radioactivity is due to variations of the sec-
tioning thickness within the whole-body section. 
Thus, internal standards placed in the animal block 
can help to identify thickness variations among the 
section. Another common artifact is caused by the 
conditions and length of the tissue exposure, as 
detailed above, which can result in poor signal-to-
noise ratio or flare induced by very high radioac-
tivity uptake in a given tissue. Flare will not only 
impact the ability to accurately quantitate radioac-
tive signal in the tissue of origin but also in sur-
rounding tissues. In addition, tissues not properly 
frozen or tissues affected by surgical manipulation 
(e.g., bile, venous catheter; Zimmer 2007) can 
result in a false radioactivity signal.

It is important to consider that incomplete 
erasing of residual radioactivity on plates will 
result in the so-called phantom images where 
new whole-body sections appear in the mist of 
old exposures. Plates are reusable if properly pro-
tected and blanked between uses. Given their 
high cost ($800–1200), it is worth the effort to 
keep the tissue and radiation from contaminating 
the surface.

There are many challenges with QWBA 
experiments, so many that an entire society and 
conference has been created around this topic. 
For more information, refer to http://www.auto-
radiography.net/index.html

18.2.4  Combination of QWBA 
with Other Imaging 
Approaches

A multimodal approach to assessing distribu-
tion is often useful, as QWBA can complement 
in vivo imaging strategies such as positron 
emission tomography (PET) or single-photon 
emission computed tomography (SPECT). 
QWBA adds to PET and SPECT imaging by 
enabling an enhanced resolution of the distribu-
tion of radioactivity to tissues. An example of 
QWBA complementing SPECT/CT imaging is 
depicted in Figs. 18.6 and 18.7 (Pastuskovas 
et al. 2008).

Fig. 18.5 Phosphor-imaging plate and cassette (left), Fujifilm BAS 5000 plate reader (right)
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Fig. 18.6 Representative whole-body rat autoradio-
grams at different time points (0.083, 1, 6, 12, and 120 h, 
respectively) after an IV bolus injection of C-14-labeled 

compound. Quantitation of tissue radioactivity concentra-
tions (dots in upper left side of image), converted to μEq/g 
of tissues, was obtained

Fig. 18.7 Coronal views of whole-body autoradiography (left), SPECT/CT (center) and SPECT (right) images of the 
same two tumor-bearing mouse at 96 h post-dose of a 125I-labeled compound. Tumors are shown by the arrows
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18.3  Gamma Counters

18.3.1  Principles of Detection

Gamma counters are sensitive instruments 
designed to measure very small quantities of 
radioactivity, usually less than 18.5 kBq (0.5 
microcuries). Unlike dose calibrators, which 
measure a wide range of activities and are pro-
portional gas detectors that measure a total sig-
nal, gamma counters are made of solid scintillator 
material, typically sodium iodide (NaI). Each 
gamma ray interacts within the scintillation crys-
tal and creates many light photons, which are col-
lected by a photomultiplier tube (PMT). The 
PMT has a photocathode that converts the light 
photons into electrons, then accelerates them 
using an electric field through a series of anodes 
to amplify the charge sufficiently for electronic 
processing. The electrical pulse is then processed 
using both hardware and software to determine a 
count rate. Software settings can be used to set 
energy thresholds and windowing, to identify 
certain isotopes, and to eliminate spurious back-
ground noise (Knoll 1989).

Each isotope has a characteristic emission of 
gamma rays, alpha or beta particles, positrons, or 
electrons. The gamma counter is not able to detect 
alpha or most beta particles. Alpha particles can-
not penetrate the plastic sample tube. Beta parti-
cles are typically stopped within a few millimeters, 
so again the tube and housing for the crystal will 
stop those emissions. Gamma counters, as the 
name implies, are only suitable for detecting 
gamma emissions. The rays must be strong 
enough to penetrate into the scintillator and 
deposit energy, roughly a minimum of 25 keV.

The ability of the detector to stop the gamma 
ray and deposit its energy is called the stopping 
power, which is determined by both the energy of 
the gamma rays and the density of the detector 
material. Over a certain energy threshold required 
to penetrate completely through the detector, as 
gamma energy increases, there will be less activ-
ity detected as more rays pass completely through 
the scintillator or only deposit some of their 
energy. This can be compensated by knowing the 

isotope, thus knowing the energy emissions and 
accounting for scintillator penetration using a 
calibration factor. For SPECT imaging, typical 
energies range from ~30 to 200 keV, with the 
most common isotope Tc-99 m at 140 keV. With 
PET isotopes, there are always 511 keV gammas 
from the annihilation process, which may also 
sum to 1022 keV. Some PET isotopes may emit 
multiple types of radiation, such as both posi-
trons and gammas. These “dirty” isotopes often 
deliver more dose to animals; however they can 
be quite useful for their biological applications 
and longer half-lives (Cu-64, 12 h; I-124, 4 days) 
compared to the more frequently used F-18 (2 h) 
and C-11 (20 min) isotopes. A reasonable trade- 
off for both cost and stopping power for NaI 
detectors is 2 in. (5 cm), which is suitable for 
both SPECT and PET isotopes. For a 5 cm NaI 
detector measuring PET isotopes at 511 keV, the 
detection efficiency is around 55 %. To convert 
the counts measured to the true activity, this effi-
ciency must be taken into account, converting 
counts per second to disintegrations per second 
or becquerel.

18.3.2  Geometric Efficiency

Two types of detector configurations are possi-
ble: a pass-through hole in the center of a cylin-
der and a cylinder with a hole going only part 
way through, commonly called a well detector 
(Fig. 18.8). The pass-through design has an 
advantage for automated sample handling, since 
samples can be pushed or raised into a counting 
position, then lowered and moved aside to make 
room for the next sample. Well configurations 
have an advantage of more detector material, thus 
higher efficiency for stopping more activity. 
Unfortunately, well configurations often have 
problems with sample handling, since the sample 
must be held from the top, requiring very specific 
tubes and positioning. If anything drops out of 
the holder, it can be tricky to try and fish out 
things from the well.

Sample positioning is a crucial consider-
ation for any gamma counting work. Ideally the 
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sample should be placed in the center of the 
detector for a pass-through configuration or at 
the bottom of a well detector, where the maxi-
mum geometric efficiency is located for signal 
measurements. The solid angle of detector cov-
erage directly affects the signal measured (Katz 
and Blantz 1972). As the sample moves toward 
the opening, the signal strength decreases and 
counts are lost, making the measurements inac-
curate. For this reason, it is important to make 
sure all sample materials containing radiation 
are placed at the bottom of the test tube used to 
hold samples. Sample volume can also affect 
measurements through attenuation and dis-
placement toward the top of the detector, where 
the geometric efficiency drops off. Attenuation 
is more important for lower-energy isotopes 
such as thallium, as they will be more subject to 
this effect compared to either PET or higher-
energy SPECT isotopes.

18.3.3  Factors Altering Measurement 
Values

Aside from the geometric positioning of samples, 
there are several other factors that can alter the 
signals measured from the gamma counters. 

There are specific settings and counting protocols 
used that may specify certain energy windows, 
calibration files used to correct measurements for 
specific isotopes, and the duration of how long 
the samples are counted. The longer samples are 
counted, the lower the noise will be in the mea-
surements (Knoll 1989). Often there is a trade-off 
in how long to count each sample versus the half- 
life of the isotope and the potential for very low 
activity in some of the samples. The clock in the 
counter computer should also be configured to 
match those of other related imaging systems, so 
that the timing is precisely known and decay cor-
rections are accurate.

The ability to detect small or weak sources 
relies mainly upon the background radiation level 
where the counter is located. Ideally the gamma 
counter is located well away from other sources 
of radioactivity, or at a minimum that other 
sources nearby be adequately shielded. A com-
mon rule of thumb is that samples are only sig-
nificant if they have three times background, so 
the background level plays an important role in 
the data analysis. Commercial gamma counters 
are well shielded using a substantial amount of 
lead to reduce background. This shielding is nec-
essary and important, but it also can make servic-
ing and moving the system difficult.

Fig. 18.8 Two geometries used in gamma counters: well 
and pass-through. Some of the solid angle emitted from 
the blue source is not covered, shown in light blue. Light 

from the scintillation crystal is collected, converted to an 
electrical signal, and amplified by the photomultiplier 
tube (PMT)
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The maximum amount of activity that can be 
counted is vendor specific, but is generally in the 
range of 0.5 uCi. High activity levels can satu-
rate the electronics, causing system dead time 
and loss of counts. Systems typically have a 
software- encoded limit of ~20 % dead time and 
give some sort of error message rather than pro-
viding an inaccurate reading. One way to work 
with a wide range of activities is to have samples 
automatically counted numerous times until the 
activity decays to a working range. This enables 
measurements of both weak samples at early 
times and strong samples at a later time.

Another factor is how samples are prepared 
and located in the counter. Blood or HPLC sam-
ples may be fractionated into individual samples, 
or various tissues might be collected and placed 
in tubes for measurements. If a high activity sam-
ple is located immediately adjacent to a low 
activity sample, there may be shine contamina-
tion from the hot sample to the cold one. A sim-
ple solution could be separating the samples by 
several spaces in the holding rack, to enable the 
shielding of the detector to function better.

18.3.4  QC Measurements

Gamma counters should be checked periodically 
to make sure the response to a known standard is 
consistent with the expected measurement, cor-
rected for decay. Various calibration standards for 
a range of energies are commercially available in 
vials suitable for either well or pass-through 
geometries. Most often Cs-137 and Co-57 are 
used for PET and SPECT energy ranges. For 
short-lived isotopes, the measurements can be 
compared to those obtained with a dose calibra-
tor using either dilutions or waiting for decay to 
bring the sample activity down from the mini-
mum accurate dose calibrator range (~10 uCi) to 
the reasonable range of the gamma counter (<0.5 
uCi). Keep in mind that dose calibrators have a 
stated accuracy in the 10–15 % range and that 
there are both instrument settings and geometric 
factors that also affect these measurements. 
Dilutions add another source of potential error; 

however this is perhaps the only viable option for 
short- to medium-lived isotopes (hours to days).

18.4  PET and SPECT Quantitation 
Issues

18.4.1  Factors Related to Image Data

An in-depth review of PET and SPECT instru-
mentation and image reconstruction is beyond 
the scope of this chapter; nonetheless, there are 
some settings and choices that must be consid-
ered when comparing image data with gamma 
counter or autoradiography data. Foremost is that 
the image data must be as accurate as possible to 
account for any differences in how the data is 
measured. This means all the necessary correc-
tion factors must be applied, factors such as 
detector normalization, dead-time correction, 
random count correction, isotope decay and 
decay scheme, attenuation and scatter correc-
tions, partial volume effects related to system 
resolution, and possibly probe metabolism. The 
amount of dose injected needs to be accurately 
known, accounting for any residual in the syringe 
or any activity stuck in the injections site that is 
not bioavailable.

The choice of image reconstruction method can 
also change image values, depending on the filter-
ing used, iterations, and the use of system perfor-
mance parameters. Although the use of filtered 
back projection (FBP) is common, there is an 
increasing use of iterative methods such as ordered 
subset maximum likelihood (OSEM) or for some 
systems maximum a posteriori (MAP), which 
makes use of the system response to activity to 
create higher-resolution images (Chatziioannou 
et al. 2000).

If an object is small relative to the resolution, 
roughly 3× the resolution or less in size, then 
there will be partial volume effects that blur the 
uptake into adjacent voxels, resulting in both a 
larger apparent size and a lower uptake 
 measurement (Hoffman et al. 1979). For objects 
with mostly spherical shapes, such as tumors or 
the left ventricle (LV), a recovery coefficient can 
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be used to correct the activity level to account for 
the resolution loss.

18.4.2  Calibration Constant

To compare image values and gamma counter 
results, the best method is to measure a known 
volume and amount of radioactivity in both the 
scanner and gamma counter. Knowing the true 
activity and measured counts, the gamma coun-
ter efficiency can be determined, which should 
be very stable over time. The corresponding 
measurement in the imaging system allows the 
system response to activity to be assessed and a 
calibration constant determined, which can be 
used to convert the counts per voxel per second 
to activity amounts. These two measurements 
can be done in one process, using a small vial 
approximating the size of a mouse (a liquid 
scintillation vial works well). By weighing the 
vial empty and full of a known amount of radia-
tion, the concentration is known and can be 
compared to the image data. Aliquots of the 
vial can be carefully weighed and measured in 
the gamma counter to provide the counter effi-
ciency measurement. Measurement of the effi-
ciency and calibration constant is an excellent 
quality control process to ensure that each sys-
tem is functioning as expected, primarily 
because the process follows exactly that used to 

image animals and samples. The same process 
is used with autoradiography using known 
radioactivity standards or measured standards 
embedded within the sectioning block.

Figure 18.9 shows how each type of measure-
ment system has its own efficiency for data col-
lection. Using the appropriate correction factor, 
the measurements can be converted into the same 
unit of measure, enabling comparisons between 
divergent data sets. There are many corrections 
and steps involved in this process, so careful 
measurements and reproducible protocols are 
essential. If the temperature and environmental 
conditions remain constant, these efficiency val-
ues should be very stable over time. When using 
these values with data, a running average is best 
to use, to avoid the noise coming from any one 
measurement. In general, these systems should 
have a variability of less than 3–5 %; thus, any 
errors greater than this probably can be attributed 
to human measurements and might be best 
repeated.

18.4.3  Blood Sampling

One place where gamma counters and SPECT or 
PET imaging often overlap is the measurement 
of blood or plasma radioactivity samples taken 
during the imaging process. The blood time 
activity profile is needed for kinetic modeling of 

Fig. 18.9 To compare information from different 
sources, measurements need to be calibrated to the same 
unit of measure. Calibration constants and gamma 

counter efficiency are needed to compare PET, autoradi-
ography, and gamma counter data
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metabolic rate constants. The ability to measure 
in vivo metabolism is the primary purpose and 
most valuable application of SPECT and PET 
systems. Blood sampling is unfortunately not 
easy in small animals, especially mice (Laforest 
et al. 2005). While a simple poke of the tail may 
be good for obtaining a small amount of blood 
for a glucose measurement, a well-sampled 
blood time activity curve requires 15–20 sam-
ples, with accurate known timing and sufficient 
volume to enable handling, counting, and per-
haps plasma separation and metabolite analysis. 
The most challenging part is sampling fast 
enough over the first few seconds to adequately 
sample the initial rise and fall of activity during 
the first pass extraction by the tissues (Raylman 
et al. 1993). Sometimes it is possible to use the 
image-derived input function using the left ven-
tricle (Shoghi and Welch 2007); however this 
approach may not work well for fluorodeoxyglu-
cose (FDG) in mice, where there is substantial 
myocardial muscle uptake over time, causing 
spillover of heart muscle signal into the late low 
activity blood pool values. Several people have 
validated using both the LV and liver signals to 
get an accurate input function using FDG (Ferl 
et al. 2007). Others have worked on microfluidic 
blood sampling systems that can take relatively 
fast and tiny samples (Wu et al. 2007).

If blood samples are to be used in a gamma 
counter, then several factors must be considered. 
First is that an accurate sampling time must be 
recorded. Second is that the sample needs to be 
large enough to accurately weigh in order to get 
the volume. Most analytical balances are only 
useful to a few microliters, so it may be necessary 
to have 25 uL or more for the sample size. Third 
is that the samples must contain only blood and 
not any saline or other solutions that might be 
flushed into the catheter between sampling to 
keep the line open and free from blood clots. A 
good clean sample requires first flushing with 
about three times the volume of the tubing and 
any valves before taking the sample. This flush 
can either be discarded or reinjected after the 
sample has been taken. For small animals, it is 
therefore very important to minimize the sam-
pling system. Often a short piece of PE-10 tubing 

and a TB syringe with a fixed needle are used, 
since the dead volume associated with a Luer fit-
ting and three-way stopcock can easily add up to 
volumes over 500 uL. As mentioned previously, 
to get a good measurement of the sample, it must 
be placed at the bottom of the test tube used in the 
gamma counter so that there be reproducible and 
optimal geometric efficiency.

18.5  PET and Autoradiography 
Combined

18.5.1  Working Fast: Using PET 
Isotopes 
with Autoradiography

Conducting a SPECT or PET imaging session 
followed immediately by autoradiography is 
truly a logistical challenge. Each imaging method 
requires careful and timely attention to many 
details, so the combination of the two makes for 
an intensive experiment (Dogdas et al. 2007). 
Practice and experience are essential for success. 
The in vivo imaging is conducted first, then the 
animal must be quickly euthanized, frozen, and 
cut, and the sections are exposed to the imaging 
plates. Usually autoradiography experiments 
have the luxury of time, often 3 days or so to pre-
pare everything for cutting. Timing only matters 
for the injection and subsequent sacrifice, since 
after freezing the tissues are stable and the half- 
life of C-14 or tritium is measured in years. The 
most common isotope used with PET is F-18, 
with a 2-h half-life, so the entire process of auto-
radiography must be sped up accordingly.

Figure 18.10 shows the linear autoradiogra-
phy process and the corresponding times often 
required for each step. On the right are the times 
required for working quickly with F-18 in only a 
few hours. One group in Sweden has even sped 
this up for working with C-11, though the num-
ber of sections that can be imaged is very limited 
(Sihver et al. 1999).

Something worth considering when conduct-
ing both in vivo imaging and QWBA is that ani-
mals are typically anesthetized during the 
imaging process, often for an hour or more. The 
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physiology and possibly the probe biodistribu-
tion may be different compared with animals 
injected and left conscious for the uptake period. 
One way to test this is to inject the probe into two 
groups: unconscious animals and conscious ani-
mals that are anesthetized only right before the 
imaging process. Comparing the resulting images 
will show the difference between anesthetized 
and awake animals. Another option is to inject 
two groups of animals, one left awake for QWBA 
work and another group anesthetized for in vivo 
imaging, though this will mean the in vivo image 
data will not necessarily match the QWBA data 
coming from different animals. Different anes-
thetics also have different effects in vivo, so the 
anesthetic choice may be necessary to consider 
during the experimental design phase.

For long-lived isotopes, sections can be hung 
on a rack inside the cryostat and a defrost cycle 
run overnight to dehydrate the samples. Once 
dry, the tape can be moved to phosphor-imaging 
plates at room temperature for exposure. With 
short-lived isotopes, this is not an option, so the 
sections must be placed immediately on the PI 
plates. To keep the sections from melting and los-
ing all the valuable positioning information, the 
PI plates and cassettes must be kept frozen. 
Exposure must be done in a −20 or −80 freezer, 

typically overnight for F-18. Condensation needs 
to be kept at a minimum to prevent water from 
collecting on any surfaces, which can degrade the 
image quality. Most of the signal on the PI plates 
will come from the positron, which only has a 
short range. The plates are relatively insensitive 
to the 511 keV gamma rays, so it is best to keep 
the sections as close as possible to the PI plates 
with only minimal material between them, usu-
ally just a thin layer of plastic wrap. Cassette 
enclosures for AR are useful to both block light 
from exposing the plates and to provide pressure 
to keep the sections in close contact with the 
plates (Fig. 18.11).

18.5.2  Quantitation Comparisons

Using the calibration constant and QWBA stan-
dards, the amount of radioactivity in tissues can 
be determined. The challenge then becomes 
 trying to match up the locations from the two 
methods. A minor technical hurdle is that images 
are in different formats and will have different 
resolutions, slice thicknesses, and orientations. 
More problematic is that the freezing and slicing 
process deforms the tissues, so that they are no 
longer in the same orientation as in the in vivo 

Typical times Minimal times

Overnight in freezer <1 min using liquid freezing

15 min using liquid freezing

~1 hour

1–2 hour

2 min each

Overnight

30 min each

Overnight in freezer

2–3 hours

3 hours

10 min each

1 week

30 min each

3 days >4 hours

Prep animal

Freeze animal

Imbed in block

Freeze block to plate

Slice

Assemble cassettes

Expose plates

Read out plates

Injection,uptake, sacrifice

Positioning, cracking

Ensure proper orientation

Reinforce front and back sides

Identify slices to take
thickness to cut?

How long?

Keep slices frozen

Resolution, exposure?

Fig. 18.10 Typical autoradiography processing times and steps required versus the fast times required for working 
with short-lived isotopes. The minimal process here was optimized for F-18, with a 2-h half-life
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imaging experiment. The mismatch in resolution 
may make image warping and coregistration dif-
ficult. Often QWBA experiments only look at 
specific sections within the animal to get a repre-
sentative sampling of the activity. One option is 
to survey the entire animal; however this is very 
time-consuming and may not be feasible given 
the short half-life of the isotope. A reasonable 
trade-off might be to take several back-to-back 
slices to acquire data from a representative thick 
section of the tissue, which may give sufficient 
information for coregistration or cover the entire 
area of interest. Fiducial markers have also been 
used to help with this difficult process.

Often tissue sections are stained for histology 
and pathology work. For whole-body QWBA, a 
problem is posed in that the sections are acquired 
directly on to tape as a support surface. If the tape 
does not stick to the section, then it is not useful 
as the tissues curl and fall off or get wrinkled. If 
samples stick properly, then it is hard to do the 
staining process. A solution has been devised 
where a degradable polymer is used as the tape, 
which is then dissolved by exposure to UV light. 
Using this process, it is possible to both image 
and stain the same section, rather than resorting 
to adjacent sections each going to one method 
(CryoJane tape-transfer system, Instrumedics 
http://www.instrumedics.com/cryojane.htm).

Fortunately exact image coregistration is not 
often necessary. Looking back at Fig. 18.1, 
simply being fairly close in orientation and 

location is sufficient to derive useful informa-
tion about the content of both in vivo and cryo-
section images. QWBA plus PET or SPECT is 
a challenging process, but fortunately one that 
might only need to be used sparingly to validate 
probe biodistributions, then perhaps no longer 
necessary at all or only as an end point to fol-
lowing the same animal over time. The chal-
lenges of radiolabeling probes may prevent the 
easy use of in vivo methods, plus the cost and 
complexity may not be warranted. QWBA 
remains a reasonable alternative, though one 
requiring more animals and a known optimal 
timing sequence for when to look at the 
biodistribution.

18.6  Summary

By measuring the efficiencies of each radioactiv-
ity sensing device, the resulting data can be con-
verted into a common unit of reference, usually 
either becquerel or curies. This conversion into 
the same unit makes it possible to compare val-
ues across different types of measurement sys-
tems, making use of the value of each system, 
whether it be high spatial resolution or in vivo 
measurements over hours or days. To be accurate, 
the various corrections and calibration factors 
must be carefully measured and applied. 
Fortunately, regular assessments of the calibra-
tion factors are an excellent quality control mea-
sure and they are relatively simple to obtain. 
Combining autoradiography with in vivo imag-
ing is challenging but certainly possible, enabling 
more exact knowledge of the precise location of 
the imaging probe used in vivo.

References

Busch U, Heinzel G, Nehmiz G. Precision of measure-
ment of tissue concentration by radioluminography. 
Regul Toxicol Pharmacol. 2000;31:S45–50.

Chatziioannou A, Qi J, Moore A, Annala A, Nguyen K, 
Leahy R, Cherry S. Comparison of 3-D maximum a 
posteriori and filtered backprojection algorithms for 
high-resolution animal imaging with microPET. IEEE 
Trans Med Imaging. 2000;19(5):507–12.

Fig. 18.11 Sectioning of animal using F-18. Note that 
the phosphor plate and cassette are placed within the 
freezer compartment to keep the sections completely fro-
zen after slicing

D. Stout and C. Pastuskovas

http://www.instrumedics.com/cryojane.htm


525

Cherry SR, Gambhir SS. Use of positron emission tomog-
raphy in animal research. ILAR J. 2001;42(3): 
219–32.

Dogdas B, Stout D, Chatziioannou A, Leahy 
R. Digimouse: a 3D whole body mouse atlas from and 
cryosection data. Phys Med Biol. 2007;52(3):577–87.

Ferl GZ, Zhang X, Wu H-M, Huang S-C. Estimation of 
the 18F-FDG input function in mice by use of dynamic 
small-animal PET and minimal blood sample data. 
J Nucl Med. 2007;48(12):2037–45.

Hamaoka T. Autoradiography of a new era replacing tra-
ditional X-ray film. Cell Technol. 1990;9:456–562.

Hoffman E, Huang SC, Phelps M. Quantitation in posi-
tron emission computed tomography: 1. Effects of 
object size. J Comput Assist Tomogr. 1979;3(3): 
299–308.

Katz M, Blantz R. Geometric error in tissue gamma- 
counting: methods for minimization. J Appl Physiol. 
1972;32(4):533–4.

Knoll G. Radiation detection and measurement. 
New York: John Wiley & Sons; 1989.

Laforest R, Sharp TL, Engelbach JA, Fettig NM, Herrero 
P, Kim J, Lewis JS, Rowland DJ, Tai Y-C, Welch 
MJ. Measurement of input functions in rodents: chal-
lenges and solutions. Nucl Med Biol. 2005;32(7): 
679–85.

Maas J, Binder R, Steinke W. Quantitative whole-body 
autoradiography: recommendations for the standard-
ization of the method. Regul Toxicol Pharmacol. 
2000;31:S15–21.

Miyahara J. Visualizing things never seen before. The 
imaging plate: a new radiation image sensor. Chem 
Today. 1989;223:29–36.

Pastuskovas CV, Williams S, McFarland L, Khawli L. A 
multimodal imaging approach for the characterization 
of antibody distribution in a preclinical model of mice 
bearing high and low Her2 expressing tumors. 
Abstract 1415, The Society of Nuclear Medine 55th 
Annual Meeting. 2008.

Phelps M. PET: molecular imaging and its biological 
applications. Secaucus: Springer; 2004.

Potchoiba MJ, Nocerini M. Utility of whole-body autora-
diography in drug discovery for the quantification of 
tritium-labeled drug candidates. Drug Metab Dispos. 
2004;26(3):1190–8.

Potchoiba MJ, Tensfeldt TG, Nocerini MR, Silber BM. A 
novel quantitative method determining the biodistribu-
tion of radiolabeled xenobiotics using whole-body 
cryosectioning and autoradioluminography. 
J Pharmacol Exp Ther. 1995;272:953–62.

Potchoiba MJ, West M, Nocerini MR. Quantitative com-
parison of autoradioluminography and radiometric tis-
sue distribution studies using carbon-14 labeled 
xenobiotics. Drug Metab Dispos. 1998;26:272–7.

Radu CG, Shu CJ, Nair-Gill E, Shelly SM, Barrio JR, 
Satyamurthy N, Phelps ME, Witte ON. Molecular 
imaging of lymphoid organs and immune activation 
using positron emission tomography with a new 
18F-labeled 2′-deoxycytidine analog. Nat Med. 
2008;14(7):783–8.

Raylman R, Caraher J, Hutchins G. Sampling require-
ments for dynamic cardiac PET studies using image- 
derived input functions. J Nucl Med. 1993;34:440–7.

Rudin M, Weissleder R. Molecular imaging in drug dis-
covery and development. Nat Rev Drug Discov. 
2003;2:123–31.

Shoghi KI, Welch MJ. Hybrid image- and blood-sampling 
(HIBS) input function for quantification of microPET 
data. Nucl Med Biol. 2007;34(8):989–94.

Sihver S, Sihver W, Mats B, Höglund AU, Sjöberg P, 
Långström B, Watanabe Y. Quantitative autoradiogra-
phy with short-lived positron emission tomography 
tracers: a study on muscarinic acetylcholine receptors 
with N-[11C]methyl-4-piperidylbenzilate. J Pharmacol 
Exp Ther. 1999;290(2):917–22.

Solon EG, Kraus L. Quantitative whole-body autoradiog-
raphy in the pharmaceutical industry. Survey results 
on study design, methods, and regulatory compliance. 
J Pharmacol Toxicol Methods. 2002;46:73–81.

Steinke W, Archimbaud Y, Becka M, Binder R, Busch U, 
Dupont P, Maas J. Quantitative distribution studies in 
animals: cross-validation of radioluminography versus 
liquid-scintillation measurements. Regul Toxicol 
Pharmacol. 2000;31:S33–43.

Stumpf WE. Drug localization in tissues and cells. 
Receptor microscopic autoradiography. International 
Institute of Drug Distribution, Cytopharmacology and 
Cytotoxicology (IDDC) Press; 2003.

Ullberg S. Studies on the distribution and fate of 
35S-labeled benzylpenicillin in the body. Acta Radiol 
Suppl. 1954;118:1–110.

Wu H-M, Sui G, Lee C-C, Prins ML, Ladno W, Lin H-D, 
Yu AS, Phelps ME, Huang S-C. In vivo quantitation of 
glucose metabolism in mice using small-animal PET 
and a microfluidic device. J Nucl Med. 2007;48(5): 
837–45.

Zimmer M. Catheter rats: Influence of surgery quality on 
distribution pattern. Abstract, The Society for Whole- 
Body Autoradiography, 2007 Meeting.

18 In Vitro Methods for In Vivo Quantitation of PET and SPECT Imaging Probes



Part V

Data Postprocessing



529© Springer International Publishing AG 2017 
F. Kiessling et al. (eds.), Small Animal Imaging, DOI 10.1007/978-3-319-42202-2_19

Qualitative and Quantitative Data 
Analysis

Felix Gremse

Contents

19.1     Introduction   529

19.2     Image Properties   531
19.2.1  Dimensionality   531
19.2.2  Intensity and Contrast   531
19.2.3  Noise and Sharpness   531
19.2.4  Metadata   534

19.3     Image Transformation and Fusion   534
19.3.1  Resizing   534
19.3.2  Affine Transformations   534
19.3.3  Image Registration   535

19.4     Parametric Fitting   535
19.4.1  MRI Relaxometry   535
19.4.2  Diffusion-Weighted Imaging   536
19.4.3  Contrast-Enhanced Ultrasound   536
19.4.4  Kinetic Modeling   537

19.5     Segmentation   537
19.5.1  Types of ROIs   538
19.5.2  Interactive Segmentation   538
19.5.3  Automated Segmentation   540

19.6     Statistical Testing   541
19.6.1  Principle of Statistical Tests   541
19.6.2  Tests for Two Groups   542
19.6.3  Multiple Groups   543
19.6.4  Correlative Tests   543

 References   544

19.1  Introduction

Scientific preclinical imaging studies are usually 
conducted to gain evidence about novel probes, 
therapies, pathologies, biologic mechanisms, 
mouse models, imaging devices, or analysis 
methods. Usually representative images are good 
to explain a phenomenon but need to be backed 
up by a statistical analysis based on quantitative 
or at least comparable measurements. The extrac-
tion of quantitative measurement often poses a 
major challenge for imaging studies. Figure 19.1 
shows the required steps toward achieving a sig-
nificant statistical result for typical studies 
involving small animal imaging.

After preparation of the animal models, which 
already may require considerable effort and 
expertise, these are imaged with one or more 
devices which capture raw data. Subsequently, 
reconstructions are performed to generate image 
data suitable for interpretation and analysis. 
Typically, the internal details of the reconstruc-
tion software are hidden to the user but may be 
configured, e.g., by selecting a reconstruction 
kernel for μCT. This configuration can have 
severe effects on the resulting images as it may 
affect the resolution, the noise level, and the pres-
ence of artifacts and other properties relevant for 
quantitative image analysis. Therefore, Sect. 19.2 
provides an overview about the properties of 
reconstructed images.

Modern preclinical imaging devices can gen-
erate data sets that are too large to be processed 
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directly. Then image transformations such as 
down-sampling or cropping may be required. 
Image transformations are also needed to fuse 
and analyze multimodal data sets. Therefore, 
these aspects and their relationship to quantifica-
tion are treated in Sect. 19.3.

Often, the voxel intensities have too many 
influencing factors to be used as quantitative 
measurements directly. A good example is a 
T2-weighted MRI image whose voxel intensities 
depend on the proton density, the partial volume 
effect, the position in the coil, and finally the T2 
relaxation time, which may be the quantity of 
interest. To resolve this, parametric fitting may be 
performed, to which Sect. 19.4 is devoted.

Only few measurements can be performed 
directly on the image data, e.g., measurement of 
the diameter of a blood vessel. Typically, regions 
of interest (ROIs) are defined corresponding to 
tissue types, organs, or lesions. Subsequently, the 
regions are evaluated to extract quantitative val-
ues such as volumes or probe concentrations. 
Segmentation can be performed interactively or 
even automatically, if such a method is available 
for the particular problem. To avoid a systematic 

or user-dependent bias, several aspects need to be 
considered, which are discussed in Sect. 19.5.

Finally a statistical test is selected and applied 
to the extracted measurement values to generate a 
qualitative, and “significant,” statement, e.g., that 
the tumor size is significantly lower in the ther-
apy group compared to a control group. Therefore, 
Sect. 19.6 provides an introductory overview for 
the statistical tests that are most commonly used 
for preclinical imaging studies.

This introduction shows that a broad amount 
of interdisciplinary expertise is required to suc-
cessfully plan and execute small animal imaging 
studies. To achieve a significant result with the 
often parsimonious allocation of animals, the 
measurement error should be as low as possible. 
Unfortunately, the error accumulates throughout 
the intermediate steps, in addition to the unavoid-
able biologic variability. Common sources of 
variability are animal positioning, variations in 
the measurement time points due to unexpected 
delays, reconstruction artifacts, and variations 
that occur during the segmentation step. 
Therefore, this chapter aims to provide a broad 
introduction into the concept, terminology, and 

Raw data
Reconstruction &
postprocessingImaging

Subjects

Significant
results

Statistical testing Values Evaluaton Regions

Segment
-tation

Image
data

(2D, 3D,
4D)

1

5 4

3

2

Fig. 19.1 Steps during typical imaging studies. 1 
Imaging devices acquire raw data of subjects of one or 
more groups. 2 Images are reconstructed from the raw 
data and post-processed. 3 To analyze the data, regions are 
defined or segmented. 4 Regions are evaluated to extract 

measurement values such as the volume or the amount of 
probe accumulation. 5 Statistical tests are applied to check 
if differences or relationships between groups are signifi-
cant or coincidental
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pitfalls of steps that are typical for many preclini-
cal imaging studies.

19.2  Image Properties

Most preclinical and clinical scanners provide, 
after reconstruction, an image that consists of a 
regular grid of voxels. A voxel is a generalization 
of a pixel for three-dimensional or four- 
dimensional images. Voxels have a rectangular 
shape and a fixed width, height, and depth, e.g., in 
[mm]. The volume of a voxel is the product of 
these three quantities. If the width, height, and 
depth are equal, the voxels are called isotropic; 
otherwise, they are anisotropic. μCT and FMT 
usually provide isotropic voxels, while MRI and 
US often generate anisotropic voxels (Fig. 19.2). 
Isotropic voxels can be advantageous for image 
analysis because the data set has the same resolu-
tion in all slicing directions. The three dimensions 
of the image are called the x, y, and z dimensions 
and correspond to three orthogonal spatial dimen-
sions. The spatial extent of the entire three-dimen-
sional image is called the field of view.

Furthermore, each voxel has an intensity value 
representing a physical property of the tissue region 
corresponding to the voxel. Usually, the voxel is 
much larger than the granularity of the tissue het-
erogeneity. Therefore, the voxel intensity repre-
sents an average value of the tissue regions which 
is called “partial volume effect.” These voxel val-
ues are often stored as 8 or 16 bit integers. These 
types have a limited range, e.g., a 16 bit unsigned 
integer can only represent values in the range 
[0–65,535], which should be considered when per-
forming arithmetic operations such as image sub-
tractions, which can result in negative values. To 
resolve this issue, the image should be converted to 
store voxels as floating point values which requires 
storage of 32 or 64 bits per voxel, however.

19.2.1  Dimensionality

Many devices are capable of acquiring multiple 
images successively, which jointly comprise a 
four-dimensional image where the fourth dimen-
sion is the time. Single slices, e.g., acquired by an 

MRI or US device, can be considered as special 
case where the third dimension is one. Most 
ultrasound devices acquire a single slice only at 
each time point, and the resulting data set is 
called a cine loop. The time points may be equi-
distant, e.g., commonly for US and μCT devices, 
or non-equidistant, e.g., for PET devices. 
Furthermore, multiple channels may be acquired, 
e.g., by the use of dual-energy CT or by applying 
different scanning protocols successively. Then 
the number of channels can be considered as fifth 
dimension.

19.2.2  Intensity and Contrast

Imaging modalities have different physical prin-
ciples to generate signal, i.e., the voxel intensi-
ties. μCT intensities depend on the electron 
density, MRI T1 images depend on the proton 
density and the T1 relaxation rate, PET images 
require radioactive tracers, and FMT is based on 
fluorescent molecules. While μCT and MRI can 
be used without contrast agents, PET and FMT 
require the application of contrast agents or, for 
the latter, some other sources of fluorescence 
such as transfected fluorescence-expressing cells. 
The ability to perform imaging without contrast 
agent is useful because an injection of contrast 
agent is not required. It complicates the analysis 
of contrast-enhanced scans because the native 
and induced signals need to be distinguished. 
One approach is to perform a scan before injec-
tion and subtract this image from the scans after 
injection. This technique is problematic in praxis 
because even slight motion can cause strong arti-
facts at edges of bright regions. Devices that only 
generate signal based on contrast agent are diffi-
cult to analyze, because of the lack of anatomical 
reference information. Therefore, multimodal 
combinations, e.g., PET–μCT, PET–MRI, or 
μCT–FMT, are a commonly used approach.

19.2.3  Noise and Sharpness

Two important quality criteria of images are 
noise and sharpness, and they are often compet-
ing with each other. The noise level can be 
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described by the signal-to-noise ratio (SNR) 
which is experimentally determined as the ratio 
of the mean intensity of a region of interest, e.g., 
using a water phantom for μCT or MRI, and the 
standard deviation of the voxel intensities in a 
homogeneous region, e.g., in the air. The contrast- 
to- noise ratio (CNR) is used to describe the con-
trast between two regions or tissue types, e.g., 
between fat and muscle in μCT images, and is 
defined as the signal difference divided by the 

standard deviation of the noise. SNR and CNR 
can be increased by applying a smoothing filter 
or by using a smooth reconstruction kernel, e.g., 
for μCT (Fig. 19.3), at the expense of decreased 
sharpness, however.

The sharpness of rasterized images is limited 
by the voxel size. Small details or sharp edges 
cannot be accurately represented with a coarse 
resolution. Real objects being imaged have sharp 
contrast borders, e.g., between the cortical bone 

Fig. 19.2 Anisotropic voxels. (a) Transversal slice 
through a mouse with a subcutaneous tumor which 
appears bright in a T2-weighted image. (b) Coronal slice 
through the tumor showing elongated (anisotropic) vox-

els. Anisotropic voxels can complicate image analysis. (c, 
d) Same as (a, b) with linear interpolation to give a more 
pleasant visualization (Data is used from Abou-Elkacem 
et al. (2011))
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and tissue, and therefore would ideally require an 
infinite resolution, i.e., infinitely small voxel size. 
It is important to distinguish between the digital 
resolution of an image, i.e., the voxel size, and 
the effective resolution that can be achieved by an 
imaging device. The latter is limited by technical 
constraints such as sensor size, aperture size, 
motion blur, size of a “point” light source, scan-
ning duration, or the reconstruction algorithm 

and is typically coarser than the digital resolu-
tion. Seen from the other side, the digital resolu-
tion should always be higher than the effective 
resolution to not lose any valuable information. 
The blurring effect caused by the physical con-
straints can be thought of as a smoothing opera-
tion that is applied to the true image during the 
process of acquisition. The result of scanning a 
(theoretically infinitely) small object is called the 

Fig. 19.3 μCT kernel selection and scanning duration. 
(a) Axial slices through a μCT scan of mouse showing a 
vertebra (white), bronchi (dark), and the aortic arch (gray) 
with a calcified plaque (arrow). A single revolution is 
used for reconstruction. A blood pool contrast agent 
enhances the blood vessels. The μCT reconstruction ker-

nel is varied from top to bottom (sharp to smooth). Smooth 
kernels reduce the noise at the expense of sharpness. (b–
d) Two, three, and four μCT revolutions are used for 
reconstruction resulting in reduced noise; however, ring 
artifacts are not reduced. The scanning protocol is 
described in (Gremse et al. 2011)
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“point spread function” (PSF) of a device. For 
many devices, it can be approximated by a 
Gaussian filter whose full width at half maximum 
(FWHM) is a good indication of the effective 
resolution. This limit of resolution through physi-
cal constraints is often also called partial volume 
effect; however, “intensity diffusion” would be a 
better term (Skretting 2009). It has a larger rela-
tive effect on small objects which will appear 
larger or may be smoothed away completely into 
the background. In particular, in combination 
with thresholding, this will lead to an under- or 
overestimation of the size of small objects. For 
many devices, it is possible to reduce the noise by 
increasing the scanning duration or to trade off 
noise against resolution, by configuring the 
reconstruction. The optimal decision may depend 
on the type of analysis that is intended, however.

19.2.4  Metadata

Other properties like the type of device, date of 
acquisition, subject name, capturing protocol, 
room temperature, etc., are called metadata. 
Information about the position and orientation of 
the field of view is particularly important for 
automated image fusion because the field of view 
is not necessarily identical for the involved 
modalities. Many image file formats do not fore-
see storage of metadata, however.

19.3  Image Transformation 
and Fusion

In many situations, an image transformation such 
as upsizing, downsizing, or rotation is necessary 
for processing, registration, or visualization. 
Several problems can arise with respect to a 
quantitative evaluation, however.

19.3.1  Resizing

In vivo μCT images can have sizes of several GB 
which poses a challenge for many analysis tools 
due to limited memory and processing power. 

The situation is even more aggravated for ex vivo 
μCT scanners which can generate images with 
several hundred GB (Ehling et al. 2014a). To 
allow analysis with available software and com-
puters, these images can be down-sampled, e.g., 
by averaging (binning) eight neighboring voxels 
into one larger voxel. This increases the voxel 
size by a factor of two in each dimension and 
therefore reduces the number of voxels and the 
total memory size by a factor of eight. 
Consequently, the image looses fine details but 
also the noise is reduced. If this down-sampling 
is performed multiple times, it results in an image 
pyramid. Storage overhead of the pyramid is usu-
ally negligible, i.e., around 15 % more compared 
to the original image, because the size of the 
lower levels decreases exponentially. Particularly 
for whole-animal organ analysis, a reduced reso-
lution (e.g., 140 μm) is often sufficient (Gremse 
et al. 2014). If the fine-grained structure of a 
region, e.g., the bone trabecula, needs to be ana-
lyzed, cropping may be a solution to reduce the 
image size by focusing on a relevant part only.

19.3.2  Affine Transformations

During analysis image data sets might have to be 
resized, rotated, translated, flipped, or more gen-
erally transformed by an affine transform. 
Registration of scans from two different devices 
can also be achieved through an affine transform. 
Any combination of rotation, translation, isotro-
pic scale, anisotropic scale, and shear transfor-
mations can be combined into one affine 
transformation, which can be expressed with 12 
parameters in 3D. Any combination of rotations, 
translations, and isotropic scaling results in a 
rotate, scale, and translate (RST) transform, 
which is a special affine transform. RST trans-
forms require seven parameters and preserve 
angles. This can be further restricted to a rigid 
body transformation which consists only of rota-
tion and translation and requires six parameters 
in 3D. Aligning two partial scans from one 
device might require only a translation which 
also is a special affine transformation. These 
four groups, affine transformation, RST, rigid 
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transformation, and translation, are closed under 
composition, which means that any sequential 
composition of two or more transformations 
results in a transformation of the same group.

19.3.3  Image Registration

Rigid body transformations are commonly used 
for registration of multimodal images because 
the geometric scaling factor is known and deter-
mined by the voxel size. Affine transformations 
or RST transformations should be avoided 
because they would estimate a different scaling 
factor than the one which is given by the voxel 
sizes. The parameters of the transformation can 
be estimated using markers or some minimiza-
tion criterion based on the pixel intensities. For a 
rigid body transformation, at least three corre-
sponding markers are required in each of the two 
data sets. To get an accurate transformation, 
markers should be chosen that are as distant as 
possible from each other and are not positioned 
along a line. Selecting more than three markers 
further reduces the alignment error. The average 
registration error is region dependent and can be 
estimated using phantom studies or approxi-
mated from the markers. After computing the 
transformation between multimodal images, e.g., 
μCT and FMT (Doleschel et al. 2012), one image 
can be resampled to match the voxel size and 
field of view of the other. Alternatively the trans-
formation can be stored as metadata and consid-
ered during analysis.

19.4  Parametric Fitting

Many imaging modalities do not provide voxel 
intensities with a calibrated unit. For MRI images, 
the intensity may depend on the position inside 
the coil, for example. Therefore, the intensities 
cannot directly be used for quantitative measure-
ments. Parametric fitting may be an adequate 
solution to derive quantitative voxels. Usually, 
this technique requires 4D images, where the 
fourth dimension may be the time or another 
parameter that is varied. Then the intensities over 

time are described as a parametric function, e.g., 
as mono-exponential curve. By linear or nonlin-
ear fitting, the parameters that best match the 
actual measurements are computed. If this is per-
formed for each voxel, parametric maps can be 
generated and visualized. Alternatively, the fitting 
can be performed after segmentation, i.e., for the 
average values of a given segment.

19.4.1  MRI Relaxometry

For magnetic resonance images, the voxel inten-
sities of T1- and T2-weighted images depend on 
many factors, including the proton density, the 
relaxivity, and the position in the coil. MRI relax-
ometry is a technique to derive quantitative T1, 
T2, and T2* relaxation times and is clinically 
used to image multiple sclerosis, liver iron con-
tent, and acute myocardial infarction (Cheng 
et al. 2012). For T2-weighted images, the signal 
falls off exponentially with increasing echo time 
(Fig. 19.4). This can be modeled by a mono- 

exponential curve y ae= -( )R TE2* , where TE is the 
known echo time, a is the amplitude, and 
R T2 1 2= /  the relaxivity, i.e., the inverse relax-
ation T2 time. By performing parametric fitting, 
the relaxivity is determined quantitatively, i.e., in 
[1/s], while the amplitude describes the other fac-
tors such as position-dependent sensitivity and 
the proton density. By using logarithmic conver-
sion, the R2 value can be computed by fast linear 
fitting; however, severe problems arise in practi-
cal applications due to noise. Therefore, iterative 
nonlinear fitting is advised (Otto et al. 2011). 
Even then, noise may cause systematic errors 
which may put segment-wise approach at an 
advantage over voxel-wise modeling, because 
larger segments have lower noise levels than vox-
els (Marro et al. 2011). Recently, a model was 
proposed that corrects for noise by including it 
into the model, however (Feng et al. 2013).

T1 relaxometry is more complicated because 
the T1-based signal recovers as a function of the 
repetition time. Furthermore, the acquisition may 
be prolonged because each measurement has an 
effect on the proton flip angle, and long pauses 
are required for total relaxation after reading each 
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line in k-space. There are faster methods, how-
ever, which take this interaction into account 
(Deichmann et al. 1999).

19.4.2  Diffusion-Weighted Imaging

Diffusion-weighted imaging (DWI) is a special 
MRI technique to image the degree of diffusion 
of water molecules, e.g., cysts result in lower sig-
nal than tumors, because in the latter the water 

cannot diffuse as freely because of the cell mem-
branes (Taouli and Koh 2010). DWI is widely 
clinically applied for abdominal and, in particu-
lar, liver imaging where it is more sensitive for 
focal liver lesion detection than other MRI imag-
ing methods, e.g., T2-weighted turbo spin echo 
methods (Morana et al. 2008). The voxel intensi-
ties depend on many influencing factors, how-
ever, but they can be described with the formula 
y ae b= - *ADC  with the known gradient factor b, 

the amplitude a, and the apparent diffusion coef-
ficient (ADC). Then amplitude and ADC can be 
determined by parametric fitting, similar as for 
T2 relaxometry. Voxels usually contain multiple 
tissue types due to the partial volume effect, e.g., 
tumor tissue and blood vessels. Then the fitted 
apparent diffusion coefficient (ADC) contains 
two effects inside the voxel, the actual diffusivity 
of the tumor tissue and an additional effect caused 
by the blood perfusion. Therefore, the ADC is 
systematically higher than the true diffusion 
coefficient of the soft tissue. To compensate for 
this, a model with two additive exponential func-
tions can be used (Yamada et al. 1999).

19.4.3  Contrast-Enhanced 
Ultrasound

Ultrasound contrast agents are predominantly 
used for intravascular imaging, since they hardly 
extravasate. Not only microbubbles provide sig-
nal; however, the signal from regular tissue is 
quite strong already. To avoid repositioning, one 
cineloop is usually acquired during injection and 
the enhancement phase, while the anesthetized 
mouse is kept in a fixed position. Unfortunately, 
there still are breathing artifacts, and sometimes 
the mouse is irritated by the injection and 
twitches, which complicates the analysis. The 
region of interest, e.g., a tumor, can be segmented 
and the mean intensity be plotted as function over 
time. The curve appears to consist of three phases, 
a plateau before injection, a phase of rising inten-
sity during injection until the bubbles are well 
distributed in the blood, and another plateau 
which slowly decreases because the bubbles are 
cleared from the blood eventually. The user can 

Echo time [ms]

a

1000

1500

500

0
50 100 150

A

B

C

D

E

F

In
te
ns

ity
[a
.u
.]

0

b

c

Fig. 19.4 Parametric fitting for MRI relaxometry. (a) 
T2-weighted images of a well plate filled with contrast 
agent dilutions. Images are acquired at different echo 
times. The voxel intensity depends on the R2 relaxivity 
but also on other effects, e.g., the position in the coil and 
the partial volume effect. (b) Voxel intensities of the right-
most column are plotted as function of the echo time. 
These curves are modeled as parameterized exponential 

functions y ae= -( )R TE2* ) . (c) The R2 relaxivity is 
determined for each voxel and shown as a parametric 
map. The influence of the position in the coil and the par-
tial volume effect is removed
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select beginning and end of the increasing phase 
to compute parameters such as the enhancement 
which correlates with the relative blood volume. 
To enable a more user-independent analysis, an 
approach was developed which automatically fits 
a three-segment curve to the measurements (Rix 
et al. 2014). The free parameters are the two kink 
positions and the levels of the two plateaus. The 
fitting algorithm exhaustively searches through 
the kink positions. For each pair, it determines 
the means of the plateaus, connects the plateaus 
with a linearly increasing segment for the rising 
phase, and computes the squared error between 
the three-segment curve and the measurements. 
Off all pairs, the parameters with minimal 
squared error are chosen. A variant of the algo-
rithm determines the median instead of the mean 
to be more robust to outliers caused by twitching 
and breathing. Based on the fitted three-segment 
curve, the enhancement, time to peak, slope, and 
area under the curve are computed in a more 
user-independent way than when the user would 
have to position the plateaus himself.

19.4.4  Kinetic Modeling

Kinetic modeling is the most complex parametric 
fitting technique discussed in this chapter. Its pur-
pose is to analyze the behavior of probes with 
low molecular weight which diffuse into and out 
of the interstitial space and eventually accumu-
late in specific regions such as tumors. Mice are 
scanned during and after intravenous injection to 
acquire a four-dimensional image set, i.e., multi-
ple 3D images over time. The contrast agent 
interchanges between the tissue compartments, 
i.e., blood, interstitial space, and tumor cells, 
either by diffusion or active transport. After some 
time, the blood level drops below the interstitial 
level because the contrast agent is usually cleared 
via kidneys and liver. Then the contrast agent dif-
fuses from the interstitial space back into the 
blood. If it was possible to measure both blood 
concentration and interstitial concentration, the 
latter would appear to follow the blood concen-
tration with a certain delay. A kinetic model 
describes the exchange between compartments 

with certain exchange rates that correspond to 
physiologic parameters. Unfortunately, the con-
centration in the interstitial space cannot be mea-
sured directly, because voxels contain an 
unknown amount of blood vessels which are 
below the resolution of the scanner. Therefore, 
the measured intensity of a voxel represents a 
mixture of the blood concentration and the tissue 
concentration. Fortunately, it is possible to mea-
sure the pure blood concentration, called the arte-
rial input function (AIF), by placing a region into 
a large artery or even the heart. The task of kinetic 
model fitting is then to derive the model parame-
ters from the measurement curve and the AIF 
which poses an iterative nonlinear optimization 
problem (Kadrmas and Oktay 2013). If the model 
is well selected, the estimated parameters corre-
spond to physiological parameters such as rela-
tive blood volume, blood flow, blood perfusion, 
permeability, metabolic rate, or receptor expres-
sion levels (Hoff 2011).

For MRI and CT contrast agents, which 
typically do not accumulate in cancer cells, 
two- tissue compartment models are used, i.e., 
one compartment for the blood and one for the 
tissue where the contrast agent diffuses into 
(Brix et al. 2004; Kiessling et al. 2007). Using 
this approach, it is possible to assess the tumor 
vascularization and how it changes during 
antiangiogenic therapy (Pöschinger et al. 
2014). For PET tracers, models with three 
compartments are frequently used to assess 
the specific binding and accumulation 
(Fig. 19.5). Besides the blood compartment, 
these models include a compartment for the 
interstitial space and the intracellular space; 
therefore, they are also called two-tissue com-
partment models instead of three-compartment 
models (Innis et al. 2007).

19.5  Segmentation

Segmentation is the process of defining regions 
of interest (ROIs) such as organs and lesions in 
images. It is an intermediate step to derive quan-
titative measurements such as volumes or mean 
intensities of ROIs.
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19.5.1  Types of ROIs

Two different types of ROIs are commonly 
used, geometric ROIs and voxel-wise segmenta-
tions. Geometric ROIs are defined by geometric 
primitives such as spheres, ellipses, boxes, or 
cylinders. A 3D sphere, for example, is defined 
as the set of points within a certain distance 
from a center point. This sphere has four param-
eters, i.e., three for the center point and one for 
the radius. Many programs, e.g., the free soft-
ware AMIDE (Loening and Gambhir 2003), 
allow manual definition of simple geometric 
ROIs. These simple ROIs are typically entered 
by the user through clicking and dragging until 
covering the desired region. They are well suited 
for simple cases, but to cover more complicated 
shapes, a voxel-wise segmentation is advanta-
geous (Gremse et al. 2015).

A voxel-wise segmentation is a subset of the 
voxels and is typically represented as a binary 
mask or integer mask if multiple segmentations 
are required. Each segment is given a class name, 
e.g., liver, kidney, or tumor. If the segments do not 
overlap, the segmentation is called a partition.

19.5.2  Interactive Segmentation

One common approach to perform segmentation 
is to create and adjust the ROIs interactively 
(Gremse et al. 2016). A set of intuitive interactive 
operations, which can be combined in a flexible 
way, can solve the needs for many small animal 
imaging studies (Gremse et al. 2015). The combi-
nation of thresholding, cutting, and region grow-
ing is useful for bone and lung segmentation 
in μCT images, for example. Bones appear as 

Muscle

Tumor

Liver

Bladder

8500 s880 s100 s10 s

10

8

6

4

2

0

0 2500 5000 7500

AIF

Tumor

Muscle

Time [s]

In
te

n
si

ty
 [

a.
u

]

rBV

k12 k3

Inter-
stitial

TumorBlood

Muscle

Tumor

Liver

Bladder

k3k12rBV

a b

c d

Fig. 19.5 Kinetic modeling. (a) Coronal slices through a 
PET scan of a mouse at multiple time points after intrave-
nous injection of a tracer that accumulates in hypoxic tis-
sues. The mouse has a large and poorly blood-perfused 
tumor on the shoulder which is hardly visible. (b) Voxel 
intensities of different tissue regions are plotted as func-
tion of measurement time. The arterial input function 
(AIF) is derived from a large blood vessel. The tracer 
slowly accumulates in the tumor. (c) The behavior of the 

tracer is modeled using a three-compartment model. The 
exchange rate between the blood and interstitial space is 
assumed to be symmetric and the exchange between inter-
stitial space and tumor is irreversible, resulting in three 
degrees of freedom (rBV or relative blood volume, k12, 
and k3). (d) Model fitting is performed for each voxel to 
compute parametric maps. The tumor appears hyperin-
tense in the k3 map due to the irreversible accumulation
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hyperintense regions in μCT images due to their 
strong x-ray absorption. Other bright regions 
may be metal implants or minerals in the stomach 
and intestine (Fig. 19.6). By thresholding, these 
bright regions can be segmented. Region growing 
is an operation that requires a seed point provided 
by the user and determines the connected subset 
of a segmented region. It can be used to separate 
the large connected parts of the skeleton from the 
smaller bright spots in the stomach and intestine. 
Another example is the lung which can be seg-
mented in μCT images by a sequence of thresh-
olding, cutting, and region growing because it is 

a dark region that is only connected to the outer 
dark air through the trachea.

Regions with a convex shape such as the blad-
der and kidneys can be segmented by manually 
delineating their boundaries by drawing so-called 
scribbles (Fig. 19.7). The interactive segmenta-
tion software then connects the scribbles in 3D 
and fills them to determine the convex shape. For 
organs whose boundaries are visible in μCT, this 
approach enables a more user-independent seg-
mentation and analysis of μCT-FMT images 
compared to a workflow without anatomical ref-
erence data from μCT (Kunjachan et al. 2013).

a

b c d e f

Fig. 19.6 Thresholding and region growing. (a) Sagittal 
slice through a native μCT scan of a mouse. Bones and 
feces appear bright. (b) Bones and feces are segmented 
into a green temporary class by thresholding. (c) A part of 
the skeleton is segmented by region growing (seed point is 

the red arrow). (d, e) More components of the skeleton 
are segmented by region growing. (f) The remaining 
regions are assigned to the feces class (brown). The soft-
ware for interactive segmentation is described in Gremse 
et al. 2016
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Many studies require assessment of the state 
of the vasculature or its change as consequence 
of pathologies. For μCT, the use of a blood pool 
contrast agent is necessary to distinguish blood 
from the surrounding soft tissue. Clinical con-
trast agents who rely on fast renal clearance to 
reduce toxic side effects are rarely suitable 
because the mouse metabolism is much faster 
than the human metabolism and preclinical 
devices are much slower than clinical ones. 
Therefore, long circulating blood pool contrast 
agents have been developed (de Vries et al. 
2010). The blood vessels appear enhanced and 
can be segmented using thresholding (Fig. 19.8). 
This approach cannot capture small blood ves-
sels, e.g., capillaries, because these are far below 
the resolution of in vivo μCTs. The effect of large 
and small vessels on the relative blood volume 
(rBV) can be assessed indirectly, however, 
because even small blood vessels contribute to 
the overall enhancement of a region, such as the 

tumor. To determine the rBV quantitatively, the 
enhancement of the region is determined by sub-
tracting the pre-injection intensity and computing 
the ratio of the tumor enhancement and the 
enhancement of pure blood which can be deter-
mined from a large blood vessel (Ehling et al. 
2014b).

19.5.3  Automated Segmentation

Interactive segmentation can be used for many 
different studies, but several problems persist. 
First, an amount of user dependence remains 
because the segmentation often depends at least 
partially on subjective estimations or on a partic-
ular workflow the user is accustomed to. Second, 
in many experiments, a large number of data sets 
are generated which all need to be segmented 
independently because the mouse is repositioned 
over and over again. This is particularly relevant 

a b c

Fig. 19.7 Interactive ROI definition. (a) Fused μCT–FMT 
data sets with high accumulation in the urinary bladder. 
μCT and FMT data sets are registered through a geometric 
transformation. (b) Organs are interactively segmented by 
delineating the organ boundaries using the μCT data. (c) 

Each region of interest (ROI) is defined by a voxel mask. 
The amount of fluorescent probe in a particular ROI is com-
puted by iterating over the voxels of the ROI and fetching 
the fluorescence concentration through the geometric trans-
formation (Data from Gremse et al. (2015))

F. Gremse



541

for longitudinal μCT-FMT experiments where 
multiple mice of different groups are scanned at 
several time points (Kunjachan et al. 2014). 
Therefore, automated whole-animal segmenta-
tion software would be very useful to reduce 
effort and potential user-dependent bias. Previous 
attempts involved a so-called atlas, i.e., a known 
segmentation of one or more example scans, 
which is transformed to the data at hand (Baiker 
et al. 2010; Gutierrez and Zaidi 2012). Usage of 
an atlas is likely to introduce bias when anatomi-
cal abnormalities such as pathologies occur, how-
ever. Another approach (Fig. 19.9) uses a set of 
intuitive rules in combination with anatomical 
and functional image data (Baatz et al. 2009). 
Particularly for μCT, automated segmentation is 
difficult because of low soft tissue contrast. Fatty 
mice which are commonly used for cardiovascu-
lar research provide an advantage because fat and 
other soft tissues can be discriminated well in 
MRI and μCT and provide a contrasted boundary 
around the other organs (Ranefall et al. 2009; Li 
et al. 2014). Oncologic mouse models are rather 
lean, however, which is further aggravated by 
side effects of chemotherapies. Contrast agents 
may help to separate organ boundaries, but the 

contrast agent has its own kinetic which compli-
cates the usage for longitudinal imaging. 
Therefore, robust whole-animal segmentation 
remains to be an unsolved challenging problem.

19.6  Statistical Testing

The previous sections explained how quantitative 
or at least comparable measurements can be 
extracted from preclinical images. To derive a 
qualitative and “significant” statement, a statisti-
cal test needs to be selected and applied. In the 
following, a basic overview over the most com-
mon statistical tests in the context of small ani-
mal imaging is given. A thorough treatment can 
be found in established sources such as Lane 
(2006), Motulsky (2007), and Lehmann and 
Romano (2008).

19.6.1  Principle of Statistical Tests

All image-derived measurements contain a 
 random error, e.g., caused by operator-dependent 
handling or electronic noise. Furthermore, the 

a b c d e

Fig. 19.8 Segmentation of large blood vessels in μCT 
images. (a) Transversal slice through a murine chest 
showing the rib cage, lungs, and heart. Blood appears 
brighter than other soft tissues due to the use of a blood 
pool μCT contrast agent. (b) Bones are segmented using a 
high threshold; the 3D segmentation is shown on the bot-
tom. (c) Blood vessels are segmented by applying a sec-
ond threshold between soft tissue intensity and the blood 

intensity. Due to the smooth intensity transition, a thin 
region around the bones is misclassified as blood vessels. 
(d) This is corrected by applying a coating operation on 
the bone class which results in a temporary green class. 
(e) The temporary class is removed showing the result. 
This approach fails to find small blood vessels and blood 
vessels that are very close to bones, however. The imaging 
protocol is described in Gremse et al. (2011)
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biologic variability is a considerable source of 
variance. Therefore, the comparison of single 
measurements, e.g., the tumor sizes of one treated 
vs. one control animal, is rarely useful. Instead, 
multiple animals are required to estimate the 
means of measurements which will be more 
accurate the more animals are used. Still, one 
mean will always be higher than the other, and it 
remains unclear whether this is caused by the 
effect under investigation or by chance through 
the incurred randomness. The purpose of a statis-
tical test is to resolve this question by estimating 
the probability that the measurements occur by 
chance only, i.e., without any real difference 
between the groups. This probability is called the 
P value of the test and the assumption that there 
is no difference is called the null hypothesis. A 
low P value, below a significance level of, e.g., 
0.05, i.e., 5 %, means that there probably is a dif-
ference because the measurements would be too 
unlikely if there was no difference. Then the dif-
ference between groups is called significant. A 
high P value on the other hand does not prove the 
absence of a difference; it just means that the 
experiment and the statistical test failed to prove 
a difference, maybe because too few animals 
were used. The mentioned value of 0.05, i.e., 5 %, 
is called a significance level. Typical significance 
levels are 5, 1, and 0.1 %, which are commonly 
indicated by one to three stars in a chart. The 
probability to achieve a significant P value, which 
is often required for a publishable result, depends 
on several aspects. First, a strong effect is more 
likely to result in significant P values than a weak 
effect. Furthermore, the probability to achieve a 

significant result can be increased by using more 
animals or by reducing or eliminating sources of 
variance.

Usually, statistical tests require that indepen-
dent measurements are used. This means that any 
random factors acting on one value have no effect 
on other values. Therefore, repeated measure-
ments of the same animal are not independent. It 
is however possible to average multiple measure-
ments from the same animal to reduce the noise, 
and then use these averages as input for the statis-
tical test.

19.6.2  Tests for Two Groups

The most often used statistical test is the t-test, or 
student’s t-test, which was published by William 
Gosset in 1908 under the synonym “student” 
because using statistics was considered a trade 
secret by his employer, the Guinness brewery in 
Dublin. The t-test can be used to test if the means 
of two groups differ significantly, i.e., not just by 
chance. The null hypothesis is that the true means 
are identical. There are variants for paired and 
unpaired samples. Paired samples are measure-
ments with a strict one-to-one association, e.g., 
tumor volumes before and after treatment that 
were noninvasively measured in the same animal. 
An example for unpaired data is the tumor vol-
ume of treated and untreated animals. The paired 
t-test should be used for paired samples because 
it is stronger than the unpaired t-test, i.e., more 
likely to generate a significant P value. Both vari-
ants of the t-test assume that the samples are 
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Fig. 19.9 Automated segmentation. Fully automated 
segmentation of a mouse scanned with a SPECT/CT 
device using the Tc99m-GCA tracer. The algorithm was 

developed by Baatz et al. (2009) and used 11 mice to com-
pute volume and tracer activities of regions such as the 
skeleton, brain, kidney, lungs, and bladder
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drawn from a normal distribution, however. 
Therefore, they are called parametric tests 
because the normal distribution can be described 
with two parameters, mean and standard devia-
tion. While the t-tests are the strongest possible 
tests for normally distributed samples, their 
power is impaired by off-scale samples, or “outli-
ers,” or simply when the sample distributions dif-
fer much from a normal distribution. In such 
cases, nonparametric tests such as the Wilcoxon 
test and the Mann–Whitney test may be more 
powerful, which are for paired and unpaired data, 
respectively (Table 19.1). These tests sort the 
measurement values and operate on the ranks, 
i.e., the order established by the sorting. This 
makes them robust to off-scale values, but on the 
other hand the information about the magnitude 
of the samples is lost. Nonparametric tests that 
apply such a rank conversion are therefore less 
powerful than their parametric counterparts, i.e., 
may require more samples to result in a signifi-
cant P value.

The choice about which statistical test to use 
should be made during the experimental design 
phase, however. If all possible tests are tried dur-
ing analysis until a significant result is found, this 
is likely to be misleading.

19.6.3  Multiple Groups

Special care is advised if many groups are com-
pared. If the t-test or the Mann–Whitney test is 
used to compare each group to each other, this 
may lead to some significant P values just by 
chance, especially if there are many compari-
sons. Therefore, special multigroup tests should 

be used, such as one-way ANOVA and the 
Kruskal–Wallis test, which are extensions of the 
t-test, and Mann–Whitney test for multiple 
groups, respectively. A low P value of a multi-
group test means that differences exist between 
some groups, but it does not mean that all groups 
differ significantly to each other. This can be 
checked by a posttest. A simple and conservative 
method is the Bonferroni correction, which mul-
tiplies the P values by the number of compari-
sons. The Bonferroni correction results in a loss 
of power, however, particularly if many groups 
are involved. The Tukey posttest is a more pow-
erful alternative to the Bonferroni correction. The 
Dunnett posttest can be used if there is one con-
trol group against which the other groups are 
compared and is even more powerful. If the 
groups are arranged in a natural order, e.g., over 
time, a test for linear trends can be used (Motulsky 
2007). All posttests have a reduced power com-
pared to a two-group test, however, and this 
means that adding more groups should be com-
pensated by increasing the number of animals per 
group.

19.6.4  Correlative Tests

All tests mentioned so far are meant to test for 
differences between sample sets. Often, a rela-
tionship, i.e., statistical dependency, between two 
measurements is hypothesized, e.g., between the 
relative blood volume and the drug accumulation 
in a tumor (Theek et al. 2014). Another example 
is to compare noninvasive measurements with 
results from histology from the same subject to 
show that one is related to the other or can even 
be replaced if the dependence is strong enough. 
Measurements are statistically dependent if the 
chances at guessing one can be improved know-
ing the other which means that there has to be 
some kind of connection between them. If the 
relationship is linear, it can be characterized 
using Pearson’s correlation analysis. In order 
to visualize the correlation, the bivariate 
 measurements can be plotted as scatter plots. The 
strength of the correlation is described by the 
coefficient of determination r2, a value between 0 

Table 19.1 Statistical tests for two groups

Parametric Nonparametric

Paired Paired t-test Wilcoxon test
Unpaired Unpaired t-test Mann–Whitney test

Paired tests require paired data, e.g., the probe uptake of 
tumor and liver within the same mouse. Unpaired tests are 
used to compare data of different groups, e.g., tumor sizes 
of treated and untreated animals. Parametric tests are 
stronger, i.e., require less samples, if the values have a 
normal distribution, but may fail for values without nor-
mal distribution
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and 1. If r2 is 1, then there is a direct functional 
dependency between the measurements. If there 
is no statistical dependency between the vari-
ables, r2 will converge toward 0. Even a high r2 
can occur by mere chance, particularly if there 
are few measurements only. To test this, a P value 
can be computed, and a low P value indicates an 
actual statistical dependency between the vari-
ables. Similar to the t-test, the Pearson’s correla-
tion is optimal for normally distributed samples. 
The Spearman correlation is a nonparametric 
alternative that is more robust to deviations from 
the normal distributions. Sometimes, two r2 need 
to be compared, e.g., to show that a semiauto-
mated method results in stronger correlation 
between users than a manual method (Gremse 
et al. 2011). Then the Fisher z-test can be used to 
test if this difference is significant.
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20.1  Quantitative Image Analysis

The information of nuclear emission images 
depends mainly on the used radiolabeled bio-
marker, which interacts – in an ideal case – spe-
cifically with the in vivo target. Although several 
sections of this chapter are applicable for single- 
photon emission computed tomography 
(SPECT), the major focus of this chapter is on 
positron emission tomography (PET) imaging 
since accurate quantification is more complicated 
in SPECT which is why SPECT is often consid-
ered as a semiquantitative imaging modality. 
Figure 20.1 shows examples of PET images of 
the same rat, scanned on 2 consecutive days with 
different tracers, the glucose analog 18F-FDG and 
the proliferation marker 18F-FLT. The rat bears a 
xenograft tumor on the right flank. Figure 20.1 
clearly shows the strength of PET imaging, which 
delivers information based on the molecular tar-
get of the tracer. However, it depicts also a major 
weakness of PET, which is the limited availabil-
ity of anatomical references. This drawback 
makes the quantitative analysis sometimes very 
difficult as the tumor size, displayed in the image, 
does not only depend on the physical lesion size 
and metabolic rate but also on the image contrast, 
noise, as well as the chosen upper and lower 
image intensity threshold for display. Figure 20.2 
highlights this effect and shows an example of a 
rodent displayed at two different upper thresh-
olds using an image analysis software.
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Fig. 20.1 The strength 
of PET lies in the ability 
to acquire the in vivo 
biodistribution of 
different tracers in one 
single animal. This 
example shows two 
different tracers 
commonly used in 
oncology. The rat, 
bearing a subcutaneous 
tumor, was imaged for 
20 min on two 
consecutive days. Each 
tracer shows different 
uptake patterns

M.S. Judenhofer et al.



549

As shown in Fig. 20.2, it is obvious that the inten-
sity threshold for image analysis needs to be chosen 
very carefully. Too low thresholds might lead to 
blasting of the image, which makes the tumor larger 
than it is. Drawing the region of interest (ROI) for 
quantification based on such an image would result 
in an underestimation of the average tumor activity 
due to the large volume. However, on the other hand, 
displaying the image too dim by choosing a very 
wide display range (low lower and high upper 
threshold) would lead to smaller visual depiction of 
the tumor and subsequently to a too small ROI, 
which would then not represent the real tracer uptake 
distribution in the entire tumor. Therefore, different 
approaches are used to minimize bias of the image 
quantification by the chosen threshold:

• Using an anatomical reference like a CT or 
MR scan of the same subject (Fig. 20.3).

• Using an anatomical atlas to define the ROIs.
• Normalizing all images of one study to each 

other and use of a ROI size based on visual, 
color-based boarders. The normalization fac-
tor needs to account for the individual injected 
radioactivity and half-life of the isotope. 
However, the uptake time and physiological 
parameters need to be maintained constant for 
all animals, especially if the tracer has a fast or 
time-variant pharmacokinetic.

• Placing ROIs automatically using a region 
growth algorithm-based predefined isocon-
tours (e.g., 50 % of the maximum value within 
a seeding point) (Fig. 20.4).
There is no ideal approach or gold standard 

for PET or SPECT image analysis; choosing the 
best option depends on the study design and tar-
get area. For example, in brain studies where the 
striatum or cerebellum is the region being inves-
tigated, an atlas-based ROI positioning in combi-
nation with the use of a fixed ROI size might be 
ideal since the brain has a fairly constant spatial 
distribution of regions across a group of subjects. 
However, an anatomical atlas would not neces-
sarily be a prudent choice for a tumor study. 
Here, the size and location of the tumor are more 
random and have most of the time significant size 
variations within a group of subjects.

Besides the variations arising from the bio-
logical effects of the model being investigated, 
there is also a major source of user-determined 
factors which influence the measured activity in 
nuclear imaging. It is therefore helpful to adhere 
to the following suggestions if the study design 
allows for it:

• Normalize all images within one study to the 
injected dose (keep the injected dose as con-
stant as possible among a group of animals).

Fig. 20.2 The 
appearance of PET 
images and the size of 
organs or lesions are 
determined by upper 
(max) and lower (min) 
image intensity 
thresholds. The same 
PET image is displayed 
at different lower and 
upper intensity levels 
showing clearly the 
change of tumor size 
which would influence 
the quantification when 
ROIs are based on these 
different displayed 
images
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• Keep the scan time for each animal within a 
study constant.

• Keep the tracer uptake time for each animal 
within a study constant.

• If more than one PET or SPECT scanner is 
used for a study, the scanner needs to be 
cross-calibrated.

• For quantitative studies, the dose calibrator, 
animal scanners, and gamma counter need to 
be cross-calibrated.

Figure 20.3 (animals 1–4, injection, dynamic 
scan, uptake time, static scan time, TX time)

20.2  Quantification Errors

There are several error sources which can limit 
the image quantification accuracy. Although 
other chapters deal more specifically with these 

errors, this chapter will provide some more 
 practical related guidelines on how to account for 
these errors in small animal imaging studies.

20.2.1  Photon Attenuation 
and Scattering

A major predicament in nuclear imaging, espe-
cially if accurate quantification is required, is the 
attenuation and scattering of the gamma quanta 
in tissue or scanner materials. Photon attenuation 
and scatter are driven by the gamma energy (PET 
annihilation photons have 511 keV) as well as the 
tissue density and volume of the subject being 
measured. Neglecting the effect of attenuation 
and scatter will always lead to an underestima-
tion of the total amount of measured activity as 
well as additional blurring from scattering. For 
PET, on average the underestimation in a mouse- 
sized object can range between 10 and 20 %, 

Fig. 20.3 Example of the importance of using a MR 
image as anatomical reference for defining a PET 
ROI. Since in this example the PET tracer uptake in the 
tumor is very low, the tumor cannot be visualized. 

However, if the MR image, which clearly shows the sub-
cutaneous tumor, is used to delineate a ROI around the 
tumor volume, the PET data can be quantified

M.S. Judenhofer et al.
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whereas in rat-sized object tracer quantification 
is underestimated by 20–35 %. The scatter frac-
tion is typically on the order of 10 % and 20–30 % 

for a mouse-sized or rat-sized object, respectively 
(in PET). With SPECT the attenuation is also 
varying for the different isotopes depending on 

Fig. 20.4 Isocontours are often 
used as non-user-biased method 
for generating ROIs. This 
18F-FDG PET image of a 
tumor-bearing rat shows the 
different-sized volumes which 
are generated for different 
chosen 3D isocontour levels 
(percentage of the maximum 
pixel intensity). The table shows 
that this can lead to significant 
differences in volume and 
estimated mean activity
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their respective gamma energies. Here, a lower- 
energy isotope, such as I-125, will be much more 
affected by attenuation than an isotope with 
higher gamma energy (e.g. Tc-99 m).

For a proper correction of the attenuation 
effects and subsequent scatter correction, infor-
mation about the size and density of the object 
have to be acquired. In PET this is generally 
achieved by measuring the transmission (attenua-
tion) properties for gamma rays at 511 keV for 
the specific object (Ostertag et al. 1989). There 
are several ways how this can be achieved. The 
most straightforward approach is simply by using 
an external radioactive source (preferably with 
the same gamma energy as the used isotope) 
which is rotated around the object and then mea-
sures the transmitted photons. By this, the attenu-
ation properties of the object can be estimated for 
all necessary projectional angles resulting in a 
so-called μ-map. For PET, the use of a 511 keV 
transmission source delivers images with a very 
limited contrast which is why alternatively some 
small animal PET systems provide the use of a 
lower-energy transmission source (e.g., 57Co). In 
this case the measured values need to be rescaled 
to match the energy of the 511 keV photons.

Scatter events can typically not be measured 
or detected directly. For the purpose of a scatter 
correction, usually a scatter is estimated perform-
ing a Monte Carlo simulation for the underlying 
scanner and object (i.e., the mouse or rat). For 
this purpose subject attenuation data as well as 
the emission data are employed and will provide 
a best estimate for the profile and distribution of 
scattered events.

As more and more PET systems are combined 
with CT scanners, the CT images can also be 
used to obtain PET attenuation data (Townsend 
2001). This has the benefit of reducing the exami-
nation time significantly since a CT acquisition is 
performed faster than a regular transmission scan 
on a PET system.

As an alternative to directly measured trans-
mission data, the required attenuation informa-
tion can also be obtained by using other available 
image data (e.g., MRI scan, PET emission data) 
which delineate the exact shape and size of the 
scanned object in the FOV. In this case, the image 

data are segmented, and known tissue-specific 
attenuation factors can be assigned to provide 
proper attenuation information for PET.

For PET imaging in mice, attenuation and 
scatter correction are often neglected, and a quan-
tification error of 10–20 % is often accepted to 
save transmission scan time and therefore shorten 
the time under anesthesia of the animal. In addi-
tion, a non-proper performed transmission mea-
surement can add significant noise to the emission 
image. Thus, mouse attenuation and scatter cor-
rection are only recommended when the study 
design mandates most accurate quantification or 
when the scanner periphery, such as the bed, adds 
significant attenuation. However, especially for 
larger animals like rats, attenuation correction is 
recommended, especially when inter-object vari-
ations, e.g., different tumor positions, have to be 
considered.

20.2.2  Partial Volume Effect

Besides photon attenuation and scattering, a sec-
ond source for false estimations of absolute activ-
ity values is the partial volume effect which is 
also described in more details in another chapter 
of this book. In brief, since the PET or SPECT 
system has a finite spatial resolution on the order 
of 1–1.5 mm, it cannot properly depict structures 
that are smaller than this resolution. Therefore, 
the whole image and especially sharp edges will 
always appear blurred. The effect of this can be 
seen in Fig. 20.5 which shows that all shapes suf-
fer the same amount of blurring at the edges; 
however, the smaller the overall structures are, 
the more severe this effect is propagated when 
the values are quantified. This is demonstrated by 
the profiles through the spheres in Fig. 20.5.

As this effect is intrinsic to the system and 
cannot be avoided, it is difficult to correct for. 
Currently, there are only a few experimentally 
used algorithms which allow for corrections of 
the partial volume effect in the image data 
(Srinivas et al. 2009). However, standard systems 
do currently not provide any sort of correction. It 
is therefore in the responsibility of the investiga-
tor to consider this effect if results are compared 
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to other methods like in vitro gamma counting of 
tracer uptake in isolated organs. Ex vivo gamma 
counting is in many ways advisable to be done 
whenever possible, in terminal studies, to cross- 
validate the in vivo measured results with the 
gold standard of tracer distribution measurement. 
As in vivo PET is a convolution of several param-
eters, superimposed by errors such as attenuation 
or partial volume effects, the in vivo and ex vivo 
results can differ significantly. Figure 20.6 shows 
an example of in vivo PET results and ex vivo 
biodistribution measurements by gamma count-
ing from the same mouse. The animal was bear-
ing a 250 μL tumor and was injected with a 
Cu-64-labeled, tumor-specific antibody. The PET 
scan was performed 2 days after the injection, 
and the animal was sacrificed immediately after 
the PET scan to limit any further tracer biodistri-
bution. Interestingly, the in vitro and in vivo 
quantification differ by a factor of approximately 

2.5. Based on phantom scans, one can expect that 
the underestimation from not performing attenu-
ation scans is approximately 20 % and that 
approximately 50 % underestimation is a result of 
the partial volume effect. This was quite surpris-
ing as the tumor had a size of ~5 mm in diameter, 
being more than three times larger than the PET 
scanner’s resolution of 1.4 mm. Further measure-
ments confirmed that partial volume effects in 
small animal scanners are more predominate than 
in larger clinical scanners. The underestimation 
can reach values of ~65 % for 3 mm and 30 % for 
8 mm diameter lesions. Thus, the common rule of 
thumb for clinical scanners that the recovery of a 
scanned object in PET is close to 100 % of the 
real activity concentration, if the lesion size is 2.5 
times the scanner’s resolution, does not necessar-
ily apply for the geometry and intrinsic physical 
parameters of small animal PET scanners. It is 
therefore advised that for accurate PET 

Real object

Object after acquisition

Profile

3 x
resolution

2 x
resolution

1 x
resolution

Underestimation: 4 % 9 % 22 % 52 %

0.5 x
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Fig. 20.5 Schematic 
overview demonstrating 
the partial volume effect. 
Objects with the same 
activity concentrations but 
different sizes suffer from 
partial volume effect when 
imaged by a scanner with 
finite spatial resolution. 
The profile on the bottom 
shows severe 
underestimation in the 
smaller objects and only 
full recovery for lesion 
sizes reaching three times 
the scanner’s spatial 
resolution
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 quantification, the impaired recovery for a spe-
cific lesion size, caused by partial volume effect, 
should be known.

20.3  Reporting of Nuclear Image 
Quantification

There are different ways to report the quantitative 
tracer uptake in specific organs of interest. A PET 
scanner is usually calibrated to deliver values of 
activity per volume (e.g., kBq/mL) from the image 
data. Based on this, tracer uptake of specific organs 
can be easily reported as percent injected dose per 
volume (%ID/mL) if the values are put in relation to 
the total injected amount of activity. The %ID/mL 
can be calculated according to equation (Eq. 20.1):

 

a
a

A%ID
Abs

Injected

=
 

(20.1)

where:
aAbs = measured activity within a defined ROI 

in the PET image [kBq/mL].
AInjected = injected activity [kBq].
a%ID = measured value in PET [%ID/mL].
The beauty of reporting the tracer uptake of a 

specific organ in %ID/cc is the direct link of this 
value to the quantification measured by ex vivo 
biodistribution with a gamma counter, which is 
usually reported in %ID/g. Assuming a density 
of 1, meaning that 1 mL tissue is equal to 1 g, the 

two values %ID/mL and %ID/g can be directly 
compared. A prerequisite to compare biodistri-
bution from in vivo PET and ex vivo gamma 
counting results is that the tracer’s kinetics are 
known or, alternatively, that the animal is imme-
diately sacrificed during or directly after the PET 
scan to inhibit the tracer’s pharmacokinetic 
distribution.

Another way of quantitatively reporting val-
ues in PET, which is mainly used in the clinical 
field, is the so-called standard uptake value 
(SUV), which is a simplification of the more 
complex Patlak analysis (Weber et al. 2000) used 
mainly for FDG. The SUV is defined as specified 
in equation (Eq. 20.2). Even though the SUV 
does not provide a “cutoff” value which would 
allow for a sharp separation of malignant and 
benign tumors, it can be very well used to com-
pare values among patients with the same type of 
tumor and especially for follow-up studies within 
the same patient to determine a response to a cer-
tain therapy:

 

SUV Abs

Injected

= ´
a

A
m

 

(20.2)

where:
SUV = standard uptake value [1/1].
aAbs = measured value in PET image  

[kBq/mL].
AInjected = injected activity [kBq].
m = object’s body weight [g].

Fig. 20.6 In vivo PET example of the partial volume effect. 
Due to the small tumor volume of approximately 250 mm3, 
the quantification based on the PET image reveals a much 

lower activity (%ID/cc) than what was found by examining 
the same tumor by ex vivo gamma counting (%ID/g), which 
is considered as the gold standard
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Note: The assumption is made that the density 
of the tissue is 1 which is why the SUV is 
dimensionless.

Since the SUV is a frequently used parameter in 
clinical diagnosis, it is also applied in the preclini-
cal field. However, in most cases, the clinical SUV 
values are not comparable with SUVs reported in 
preclinical studies. For example, a prostate xeno-
graft tumor of 200 μL grown in a nude mouse can 
provide an SUV of only 0.5, which is a value mea-
sured in most mouse tumors. In sharp contrast, 
 18F-FDG PET SUV values measured in tumors of 
humans are typically between 2 and 5 and higher.

20.4  PET Images 
from Miscellaneous Tracer

Figure 20.7 shows an example of PET being used 
in brain research experiments. The in vivo biodis-
tribution of different commonly used PET brain 
receptor tracers in mice has been investigated by 
performing a dynamic acquisition over 1 h. A 
time series of PET images was reconstructed, and 
based on ROIs, a so-called time activity curve 
(TAC) was generated which shows quantitatively 
the regional tracer uptake over time. These TAC 
data can later be used as input data to perform 
kinetic modeling. It should also be noted that 
advanced iterative reconstruction algorithms are 

currently researched which try to fit the 
 time- distributed projection data to a specific 
kinetic model during the reconstruction process, 
thus providing an image output in terms of kinetic 
parameters. These reconstruction algorithms can 
provide 3D parametric maps and usually outper-
form simple pixel-wise modeling of a conven-
tionally reconstructed time series.

For small animal PET studies, the amount of 
required injected activity depends on the size of 
the animal, the tracer and its specific activity, the 
isotope, and the detection sensitivity of the ani-
mal PET scanner. For scanner sensitivities of 
<5 %, in mice, injected dose of 5–13 MBq for a 
F-18 tracer is a good lead, while the dose is esca-
lated to approximately 11–18 MBq in larger ani-
mals like rats. For these amounts of tracer, static 
scan times of 10 min are sufficient. Using C-11 
compounds and data analysis by kinetic model-
ing requiring dynamic data analysis and time 
framing over 1 h, injected activities of 11–18 MBq 
for mice are advisable. In rats, amounts of up to 
1 mCi should be considered. However, for longer- 
living isotopes like Cu-64 (12.7 h half-life), 
amounts of 150–350 mCi are sufficient providing 
enough activity to perform scans over 24 h. When 
using Cu-64, one has to keep in mind that only 
~20 % of the decay is by positrons, requiring 
more injected activity or longer scan times than 
isotopes with a higher positron decay branch.
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Fig. 20.7 The strength of PET lies in its ability to track the 
in vivo biodistribution of a tracer over time. This example 
shows the application of dynamic PET acquisitions per-
formed over 1 h with two common tracers used in brain 
research. The top row shows an acquisition with the C-11-
labeled dopamine transporter ligand 11C-methylphenidate. 
The bottom shows a similar acquisition when using the 11C-
D2 receptor ligand 11C-raclopride. The small image icons 
show visually the tracer uptake in the mouse brain at 

 specific time points. While images at early time points after 
tracer injection are dominated by perfusion, later time 
points show specific tracer uptake in the striatum. The cer-
ebellum is the reference tissue region where no specific 
tracer binding is found. The harderian glands behind the 
eyes light up in all images; most of the PET tracers accumu-
late in these glands. In both acquisitions, quantitative time 
activity curves were derived based on ROIs (white circles in 
the images) in the striatum and cerebellum of the animal

M.S. Judenhofer et al.
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21.1  Introduction

A mathematical description of the time- 
dependent tissue uptake and tissue clearance 
after injection of contrast agents or radioactively 
labeled tracers with suitable models (kinetic 
modeling) allows a detailed analysis of transport 
processes and metabolism in vivo.

Such an analysis can provide at once quantita-
tive information for several interesting parame-
ters such as local blood volume, blood flow, 
distribution volumes, metabolic rates, binding 
potentials, and so forth.

While the mathematical techniques are – with 
some reservations – in principle suited for data 
analysis in other tomographic modalities as well 
(notably CT and MRI), the broadest field of 
application is found in PET. We will focus espe-
cially on small animal PET in the following.

Small animal PET is a quantitative tomographic 
imaging technique enabling noninvasive and 
repeated determination of regional accumulation 
and distribution of suitable radioactively labeled 
tracers in vivo. The full potential of this quantita-
tive capability is only utilized if the well- 
established techniques of tracer kinetic modeling 
are used to derive from the measurements of 
regional tracer concentrations quantitative values 
of relevant physiological and biochemical trans-
port constants. This chapter provides an introduc-
tion to the basic techniques while drawing attention 
to some specific problems of translating tech-
niques established in human investigations to 
small animals.

J. van den Hoff  
PET Center, Helmholtz-Zentrum Dresden-Rossendorf 
(HZDR), Bautzner Landstrasse 400,  
Dresden 01328, Germany
e-mail: j.van_den_hoff@hzdr.de
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For reasons of limited space, this chapter can-
not cover all aspects of kinetic modeling. A com-
prehensive discussion of concepts in classical 
tracer kinetic experiments can be found in Lassen 
and Perl (1979). Some recent references, which 
partly cover complementary aspects of tracer 
kinetic modeling in PET, are Carson (2003), 
Carson et al. (2003), van den Hoff (2005), Müller- 
Schauenburg and Reimold (2008), Willemsen and 
van den Hoff (2002). A useful reference regarding 
the physics and mathematics of physiological 
transport processes in general is Weiss (1996).

What are the benefits of kinetic model-
ing? This is a justified and important question 
since – as we will see – kinetic modeling requires 
substantial methodological effort both during 
data acquisition and during data evaluation. The 
answer is that only in this way we are able to 
really measure relevant parameters. Valuable 
information can be derived from the image data 
solely by visual inspection, determination of 
regional contrast, or computation of regional val-
ues for the accumulated percentage of injected 
dose. But all these approaches are essentially 
qualitative and purely phenomenological. They 
are frequently not suited to gain a deeper under-
standing of the investigated processes.

Moreover, tracer experiments are investigat-
ing inherently time-dependent processes, namely 
the transport and metabolism of certain sub-
strates. Only by suitable evaluation of the whole 
time course is it possible to actually get informa-
tion concerning the nature of these processes.

What are the limits and pitfalls of kinetic 
modeling? One serious danger lies in the 
attempt to derive “too much” information from 
the data by using too complex models. 
Noninvasive PET imaging provides only an inte-
gral signal, namely the time-dependent total 
tracer concentration in the target region. This sig-
nal is in general the sum over several compart-
ments. Only for very simple models is it possible 
to derive from this superposition all the contrib-
uting curves (and thus the corresponding rate 
constants connecting the compartments).

Another danger is a wrong interpretation of 
the model parameters that is related to the fact 
that the parameters always express relative rates 
(of concentration changes) with respect to total 
volume and not with respect to the individual 
pools.

21.2  Mathematical Basics 
of Tracer Kinetic Models

This section presents the principles of pharma-
cokinetic modeling, more specifically those of 
tracer kinetic compartment modeling. Although 
the formalism is usually considered in the con-
text of PET, certain aspects can equally well be 
applied to CT or MRI, for example, for evalua-
tion of dynamic contrast agent enhanced (DCE) 
or arterial spin labeling (ASL) measurements. 
This of course requires to take into account the 
rather different properties of the respective 
tomographic technique and of the resulting 
image data regarding spatial and temporal reso-
lution, quality of linear correlation between con-
centration and signal intensity, physical half life/
relaxation time of the considered “label,” and, 
accordingly, the time window accessible to the 
measurement.

Basically, pharmacokinetic modeling is con-
cerned with the mathematical description of 
physiological and metabolical transport pro-
cesses by analysis of mass balance equations. 
Contrary to classical pharmacokinetics, which 
is essentially dealing with whole body kinetics 
such as blood clearance of a substance, tracer 
kinetic modeling of tomographic data is inves-
tigating regional processes. No attempt is made 
to account for the body as a whole. A direct 
consequence is that the concentration in the 
arterial blood ca(t) (the so-called arterial input 
function or AIF) is treated as a given known 
quantity. ca(t) has to be determined either via 
arterial blood sampling or in the tomographic 
image data.

The fundamental mass balance is given by

 

d

d

m t

t
Fc t Fc ts

a v

( )
= ( ) - ( )

 
(21.1)
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or equivalently, if ms(t ≤ 0) = 0, in integral form

 
m t F c u du F c u dus

t

a

t

v( ) = ( ) − ( )∫ ∫
0 0

,
 
(21.2)

where ms(t) is the tracer amount (mass, activity, 
…) residing in the system at a time t and is mea-
sured, for example, in Becquerel (Bq). So far the 
“system” can be considered to represent a whole 
organ (say the heart or the brain) or just a single 
voxel of the tomographic data set., F denotes the 
total blood flow (units: mL/min) through the sys-
tem and ca(t), cv(t) are the tracer concentrations in 
(inflowing) arterial and (outflowing) venous 
blood (units, e.g., Bq/mL), respectively. Equation 
(21.2) expresses the simple fact of mass conser-
vation: the amount ms(t) of tracer in the system at 
time t is the difference between cumulative inflow 
and outflow until this time.1

Since the tomographic techniques yield con-
centration proportional data (e.g., tracer amount 
per image voxel), it is necessary to divide 
Eq. (21.1) on both sides by the system volume, 
which leads to

 

d

d
,

c t

t
fc t fc ts

a v

( )
= ( ) - ( )

 
(21.3)

where f = F/V (units: mL/min/mL) is called spe-
cific blood flow or perfusion and represents the 
blood flow per unit system volume.2 For local 
quantification Eq. (21.3) is not directly usable 
since the local venous concentration cv(t) can 
generally not be measured. On the other hand, 
ca(t) is the same in all arteries (apart from a pos-
sible bolus delay and dispersion that can be 
accounted for during further data evaluation). 
Thus, it might be measured directly either via 
blood sampling from an accessible peripheral 
artery or, using the image data, possibly in the 

1 If the tracer is finally completely washed out from the 
system, i.e., limt→∞ ms(t) = 0, mass conservation implies 
that the areas under the curves (AUCs) of inflow and out-

flow are identical: 
0 0

¥ ¥

ò ò( ) = ( )c t dt c t dta v .

2 It is rather common to use both terms (perfusion and 
blood flow) synonymously to denote specific blood flow 
per unit volume. We will adopt this custom in this 
chapter.

cavum of the left ventricle although for small ani-
mals such image-based determination of the 
input function is heavily affected by partial vol-
ume effects (PVE) and limited signal recovery. 
Hybrid imaging has some obvious potential here 
by deriving the geometric information required 
for reliable PVE correction from the CT or MR 
component of the imaging system.

Quite obviously cv(t) is determined by how the 
tracer is transported back and forth between the 
capillary blood space and tissue. Thus, cv(t) is not 
an independent quantity and should be elimi-
nated from the equations. It is exactly at this 
point that specific model assumptions have to be 
used to proceed. A central, still rather general 
assumption of tracer kinetic modeling is that we 
are dealing with a so-called linear system. The 
following section discusses the implications of 
this assumption.

21.2.1  Linear Systems 
and Convolution

A linear system “translates” the given input func-
tion ca(t) into the corresponding system response 
function cs, which might be expressed symboli-
cally as ca → cs, in such a way that a scaling of the 
input leads to an identical scaling of the response 
and, more generally, the response to the sum of 
two inputs ca

(1), ca
(2) equals the sum of the 

responses cs
(1), cs

(2) to the separate inputs: 
c c c ca a s s

1 2 1 2( ) ( ) ( ) ( )+ ® + .
This “translation” from input to response is 

mediated by the system’s (unit) impulse response 
function (IRF), which we denote as h:

 c ca s

h
→ .  

Mathematically, linear systems are described by 
linear differential equations whose formal solu-
tion can be expressed with the help of a so-called 
convolution integral. In their most general form, 
the model equations are partial differential equa-
tions for the time- and space-dependent tracer 
concentration c(x, y, z, t) at each point in the sys-
tem (distributed modeling), but it turns out that 
explicit treatment of the spatial concentration 
variations is not necessary when analyzing 
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tomographic image data. Instead it suffices to 
subdivide the system into a number of compart-
ments, which eliminates the spatial coordinates 
from the mathematical description. We are thus 
left with solely time-dependent functions. The 
resulting compartment models are described by 
ordinary differential equations for the time-
dependent concentrations c1(t), c2(t),…,cN(t) in 
the different compartments constituting the 
model.

Since, furthermore, all concentrations are 
equal to zero before t = 0, the solution is given by 
this specific convolution integral:

c t c t h t c u h t u dus a

t

a( ) = ( )Ä ( ) = ( ) × -( )ò
0

.
 
(21.4)

A linear system is completely characterized by 
its IRF. Once you know the IRF, you can compute 
the system response for any input ca(t). This spe-
cial property of linear systems separates the spe-
cific system properties that control the functional 
shape of h(t) and the influence of the specific 

input function actually used in an experiment. 
Equation (21.4) is a direct consequence of the 
linearity of the system. Simply speaking, for any 
given observation time t, the convolution integral 
is adding up time-shifted impulse responses 
h(t − u) to successive short pulses of intensity 
ca(u) and duration du occurring at all times 
between u = 0 and the observation time u = t. An 
illustration of this process is given in Fig. 21.1.

21.3  Compartment Models

Compartment modeling is definitely the most 
important kinetic modeling technique used for 
quantification of PET investigations.

In this approach, it is assumed that we can 
decompose the system into a finite (preferably 
small) number of components – the compart-
ments – that correspond to distinguishable states 
of the tracer. Compartments might represent dif-
ferent spatial components where the tracer resides 

Input

1 pulse

Response

1 pulse

4 pulses 4 pulses

16 pulses 16 pulses

Time

64 pulses

Time

64 pulses

Fig. 21.1 Response of a linear system characterized by a 
mono-exponential IRF h(t) = e−λt to a fixed input dose 
respectively distributed over different numbers of discrete 
pulses with negligible duration. Pulse positions are indi-
cated by vertical lines (left column). The system response 
(right column) is obtained by superposition of the impulse 

responses to the separate input pulses. Plots are individually 
scaled for better visualization. With increasing number of 
pulses the input approaches a “boxcar function” (finite-
duration constant infusion) while the system response 
asymptotically approaches the convolution of this boxcar 
function with the impulse response according to Eq. (21.4).
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(e.g., extra- and intracellular space) or different 
chemical modifications of the tracer. In any case, 
the central assumption is that a compartment 
does not exhibit any internal structure, but is 
completely characterized by the (generally time- 
dependent) tracer concentration in this compart-
ment. In other words, there are no internal 
concentration differences: a compartment is by 
definition a space with homogeneous tracer con-
centration (“well-stirred pool”). All concentra-
tion differences are attributed to transitions from 
one compartment to another.

Even complex systems can be described by 
compartment models if one is willing to accept a 
large number of compartments.3 The real value 
and usefulness of compartment models depends, 
however, on sufficient model simplicity. This is 

3 The so-called distributed models (Bassingthwaighte 
et al. 1984; Bassingthwaighte and Holloway 1976; 
Bassingthwaighte et al. 1992), which permit description 
of tracer transport in the presence of spatial concentration 
gradients, can be seen as limiting cases of compartment 
models where the number of compartments tends to 
infinity.

especially true for noninvasive imaging, where 
one cannot access the individual compartments 
directly but has to deduce their properties via 
their contribution to the total tracer concentration 
in the system.

21.3.1  General Properties 
of Compartment Models

The structure of compartment models can be 
illustrated as shown in Fig. 21.2.

Compartments are represented by boxes. 
Tracer exchange is represented by arrows labeled 
with the transport constants K1,k2,….4 The input 
into the system is given by the time-dependent 
arterial tracer concentration ca(t). In the examples 
from Fig. 21.2, tracer is lost from the system via 

4 Actually, constancy of these parameters (i.e., time invari-
ance of the investigated process during the measurement) 
is assumed and not to be taken for granted. Variability of 
the transport constants during the measurement does com-
plicate the situation considerably.

caa

c1

K1

k2

cab

c1 c2

K1

k3

k2

cac

c1 c2

K1

k3

k4

k2

cad

c1 c2

K1

k3

k4

c3

k5

k6
k2

Fig. 21.2 Examples of compartment models. (a) revers-
ible one-compartment model. This model is very fre-
quently used and includes the case of freely diffusible 
(flow) tracers. (b) irreversible two-compartment model. 
This is the well-known “FDG-model”. (c) reversible two- 
compartment model. Configurations B and C are used 
broadly for description of tracers which are first entering a 

free pool (c1) and are then metabolized, either irreversibly 
or reversibly, which is represented by the second compart-
ment (c2). (d) three-compartment model. This model is 
suitable, for example, for receptor ligands with competi-
tive specific (c2) and nonspecific (c3) binding to different 
sites. Typical response curves for these models are shown 
in Figs. 21.3 and 21.4
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a single outlet characterized by the rate constant 
k2. Each model is mathematically defined by a 
certain differential equation. For instance, the 
reversible two-compartment model of Fig. 21.2c5 
has the model equation

 

d

d
d

d
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c

t
K c k k c k c

c

t
k c k c

a
1

1 2 3 1 4 2

2
3 1 4 2

= - +( ) +

= -
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(21.5)

Remember that all concentrations are specified 
with respect to the same volume, and Eq. (21.5) 
thus describes the fundamental mass balance for 
the system: the rate of concentration change in a 
compartment equals the difference of inflow into 
and outflow from the compartment which in turn 
are proportional to the respective “source” 
concentrations.

Inspection of Eq. (21.5) shows that the trans-
port constants have dimensions of inverse time. 
They are typically specified in units of min−1. 
From dimensional considerations alone, it 
appears that K1 is measured in the same units as 
the rate constants k2,k3,…. But contrary to all 
other model parameters K1 relates ca, the tracer 
concentration in blood, to the rate of concentra-
tion change in a tissue compartment. For this rea-
son, the units are commonly specified as

 

K

mL

mL1[ ] =
( )

( )

blood

tissue
min

 

and formal cancelation of the volume units is not 
performed. From this one might construct the 
 following interpretation of a given numerical 
value of K1: it represents that volume of arterial 
blood whose tracer content is completely 
extracted and transferred within 1 min to 1 mL of 

5 In the older literature, the blood pool was frequently 
counted (erroneously) as one of the compartments, so that 
this model was called a three-compartment model. In 
order to be completely unambiguous, it might be wise to 
use the notation two tissue compartment model (Innis 
et al. 2007), but omitting the explicit reference to “tissue” 
should not lead to misunderstandings anymore.

tissue. Note that in general tracer extraction dur-
ing the capillary transit is actually incomplete, so 
that the blood volume flowing through the tissue 
per unit time will be larger than K1 (cf. 
Sect. 21.3.2).

A noninvasive experiment does not allow sep-
arate determination of individual compartment 
concentrations. Rather we only can measure the 
average tracer concentration in tissue. For exam-
ple, in the case of a two-compartment model, this 
is given by the sum ct = c1 + c2 (remember that all 
concentrations refer to a common volume). The 
IRF of the system, h(t), is correspondingly given 
by the sum of the IRFs in the individual compart-
ments: h = h1 + h2.

The IRF in each compartment of an 
N-compartment system is a sum over N decreas-

ing exponentials: h t a em
n

N

mn
t

n
n( ) = × ³( )

=

-å
1

0l l .
 

The decay constants λn are identical in all com-
partments, but the amplitudes amn differ between 
compartments (and some amplitudes might be 
negative or zero). The IRF of the whole system is 
given by summing over all compartments:
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(21.6)

As can be seen, the IRF of a N-compartment 
model has 2 N free parameters (N amplitudes, N 
decay constants). This is the maximum number 
of parameters derivable from an experiment that 
only accesses the total concentration in the sys-
tem.6 In the case of Eq. (21.5), the IRF is explic-
itly given by

6 Theoretically, the number of transport constants in a 
N-compartment model can get larger than 2N (in the most 
general case there are N2 rate constants and N blood-to-
tissue uptake constants). In this case, determination of all 
model parameters from a noninvasive experiment would 
be principally impossible. In practice, this usually poses 
no problem since the relevant models have more specific 
configurations, such as those given in Fig. 21.2, where the 
number of rate constants never exceeds 2N.
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As can be seen, the analytical relation between 
the parameters an, λn of Eq. (21.6) and the trans-
port constants (K1, k2,…) already is rather com-
plicated even for this simple model. For 
multicompartment models, these relations are 
usually no longer obtainable in closed form.7 The 
Appendix gives some hints on the numerical 
methods that can be used to derive the IRF in 
these cases.

It is straightforward to deduce the IRF for the 
simpler model in Fig. 21.2b by letting k4 = 0 in 
Eqs. (21.7 and 21.8). Hence, λ1 = k2 + k3, λ2 = 0, 
and we obtain
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For models with irreversible binding such as this 
one (the well-known “FDG-model” developed 
for description of the tracer [18F]2-fluoro-2- 
deoxy-D-glucose, which is routinely used for 
investigating glucose metabolism), the IRF 

7 Note, however, that the basic functional form of the IRF 
always remains the sum of exponentials according to Eq. 
(21.6).

approaches a nonzero value at sufficiently late 
times, which corresponds to the rate of binding in 
the irreversible pool. For example, for the above 
model, this metabolic binding rate is given by

 
K

K k

k km =
+
1 3

2 3

.
 

(21.10)

Additionally letting k3 = 0 in Eq. (21.9) yields the 
solution for the one-compartment model in 
Fig. 21.2a:

 h K e k t= -
1

2 .  (21.11)

The typical shape of the IRF for different models 
is shown in Fig. 21.3. The corresponding 
responses to a finite input are presented in 
Fig. 21.4. One further remark concerning the 
interpretation of the impulse response Eq. (21.6): 
in this equation we started by summing over the 
contributions hm(t) from the N individual com-
partments and ended up with a sum over the N 
exponentials a en

tn× -l . This has the important 
implication that one always can envisage an arti-
ficial compartment model consisting of N nonin-
teracting (“decoupled”) one-compartment 
systems independently exchanging tracer with 
the blood pool with uptake constants an and clear-
ance rate constants λn that always exhibits exactly 
the same total tissue response curve as the origi-
nal compartment model. This is exemplified in 
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where

 l1 2

2 3 4 2 3 4

2

2 44

2/ =
+ +( ) ± + +( ) -k k k k k k k k

.  (21.8)
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Fig. 21.5. The indistinguishability between dif-
ferent models containing the same number of 
compartments has the following consequences:

• By measuring only the total tissue response 
(rather than the concentration in the individual 
compartments), one cannot determine the 
actual compartmental structure of the system 
under investigation but only the number N of 
kinetically discriminable compartments. In 

order to be able to derive specific model param-
eters, the model structure must be decided a 
priori.

• In general, it would be an error to interpret 
individual exponentials in the impulse 
response as representation of individual com-
partments. This would only be true if the 
actual structure of the system were that of a 
decoupled model.
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Fig. 21.3 Total impulse response (IRF), h h
n

N

n=
=
å

1

, of 

the models from Fig. 21.2. Non-zero transport constants 
in each case are indicated on top of the plots (a.u.: arbi-
trary units). The transport constants were set to the follow-

ing values (in the appropriate units): K1 = 0.4, k2 = 0.2, 
k3 = 0.05, k4 = 0.075, k5 = 0.05, k6 = 0. Note how the impulse 
responses hn in the different compartments change from a 
to d and how the different compartments contribute to the 
tissue response. Further note the rather similar but not 
identical shape of the tissue responses in a, c and b, d, 
respectively
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Fig. 21.4 Response curves ct = ca ⊗ h for the models from Fig. 21.2 to an idealized bolus input with recirculation using 
the impulse responses from Fig. 21.3

• The qualitative behavior of the system under 
consideration can frequently be more easily 
understood in terms of the equivalent decou-
pled model.

21.3.2  Extraction Fraction  
and the Renkin-Crone 
Formula

The unidirectional tracer uptake rate K1 can never 
exceed the tissue perfusion f. The ratio of these 

parameters is called the (unidirectional) extrac-
tion fraction:

 
E f

K f

f
( ) = ( )1 .

 
(21.12)

As indicated, the extraction fraction is generally 
flow dependent (as is K1). Under certain assump-
tions, the flow dependence is given by the Renkin-
Crone formula (Crone 1963; Renkin 1959):

E f e K f f ePS f PS f( ) = - ( ) = -( )- -1 11
/ /and ,

(21.13)
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Fig. 21.5 A reversible two-compartment model (a) and 
the equivalent decoupled model (b). Each compartment en 
of (b) corresponds to one of the exponentials in the tissue 
response of (a). The parameters of both models are related 

according to Eqs. (21.7 and 21.8). Both models are equiv-
alent in the sense that for all times c1(t) + c2(t) ≡ e1(t) + e2(t) 
so that they behave completely identical with respect to 
the total tissue response
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Fig. 21.6 Unidirectional extraction fraction and uptake 
rate according to the Renkin-Crone formula for PS = 1 mL/
min/mL. In this example, the uptake rate K1 essentially 

equals perfusion f below f ≈ 0.3 mL/min/mL and becomes 
nearly constant beyond f ≈ 3 mL/min/mL

where PS is called the permeability surface area 
product, which is specific of the given tracer and dif-

fusion boundary. The two limiting cases of very high 
and very low permeability are of special interest:

which are a direct consequence of the Renkin- 
Crone formula.8 A perfect perfusion tracer thus 
would allow to identify K1 with f while the uptake 

8 The low permeability limit follows from first order 
Taylor expansion x << 1 ⇒ e−x ≈  1 − x in the Renkin-Crone 
formula.

of a “metabolic” marker should yield a K1 that is 
completely flow-independent. Note that the dis-
crimination between a “flow tracer” such as 
15O-water and a “metabolic tracer” such as FDG 
is not an absolute one, but rather depends on the 
considered perfusion level (and possibly also the 
targeted tissue): 15O-water transport across the 

K
f f PS

PS f PS1 →
( )for flow limited transport

for diffusion limited

�
� ttransport ,( )
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blood brain barrier, for example, is known to devi-
ate increasingly from a linear relation between K1 
and f at very high flow levels (while this does not 
happen in the myocardium). FDG uptake, on the 
other hand, might very well become flow limited 
at sufficiently low perfusion levels such as those 
present in resting peripheral muscle tissue.

Figure 21.6 shows the flow dependence of E 
and K according to Eq. (21.13) for PS = 1 mL/
min/mL.

In practice, deviations from Eq. (21.13) are 
frequently observed under high flow conditions 
and the modified formula

 
E f T e PS f( ) = - ×¥

-1 0 /

 
(21.14)

is empirically more appropriate. This equation 
might be derived from Eq. (21.13) by assuming a 
flow dependence of PS according to

 

PS f PS
T

f( ) = +
æ

è
ç

ö

ø
÷ ×

¥
0

1
ln .

 

(21.15)

PS0 is the low-flow limit of the PS-product and T∞ 
represents the nonextracted (“transmitted”) frac-
tion at very high flows. One way in which such a 
flow dependence of PS could be understood is 
successive capillary recruitment (increasing S) 
with increasing flow (but not in the brain, where 
capillary recruitment is not operational).

21.3.3  Perfusion Measurements

Perfusion measurements in PET require the use 
of highly extracted tracers (cf. Sect. 21.3.2). 
Ideally, a perfusion tracer is freely diffusible 
between blood and tissue. In this case, K1 = f 
and in the one-compartment case one gets the 
Kety-Schmidt model
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(21.16)

This model results directly from the primary 
mass balance Eq. (21.3) using a single but rather 
restrictive assumption, namely, that the tracer 
entering the system equilibrates so rapidly 
between blood and tissue space that the venous 
outflow cv(t) is proportional to ct(t) at all times:

 
c t

V
c tv t( ) = ( )1

d

.
 

This very simple model usually works well in 
PET, since the time resolution of the measure-
ments is relatively low in comparison to the cap-
illary tracer transit time (≈ 1−2 s), so that 
violations of the model assumptions do not mani-
fest themselves in the data.

21.3.4  Fractional Blood Volume

Up to now we have silently assumed that we are 
really able to measure directly the tracer concen-
tration in tissue when performing a PET mea-
surement. Actually, we are measuring the 
concentration in a macroscopic Region of Interest 
(ROI)9 and are thus averaging over the enclosed 
tissue space as well as the microvasculature. In 
order to account for this, we introduce the 
Fractional Blood Volume (fbv) as a further param-
eter. The measured PET-signal is then given by

c t fbv c t fbv c ts t a( ) = -( ) × ( ) + × ( )1 ,
 

(21.17)

that is, the volume weighted average of tissue and 
blood concentration. Since one finds 
fbv ≈ 0.03 − 0.05 in most tissues, the scaling of ct(t) 
with (1 − fbv) is generally only a small correction 
and sometimes omitted in the literature. This omis-
sion amounts to a redefinition of K1 by referring it 
(and ct(t)) not to the unit of tissue volume but rather 
to the unit of total volume (including blood space). 
As explained, the difference is usually (although 
not always) small, but conceptually noteworthy.

From the mathematical side, fbv simply repre-
sents an additional model parameter which has to 
be determined together with the transport con-
stants of the compartment model. The inclusion of 
fbv in the operational equations is primarily 
important to avoid serious bias in the estimates of 
the other parameters. On the other hand, fbv might 
be interesting in itself since it provides direct 
information regarding the degree of regional vas-
cularization, for example, in tumors. The identifi-
ability of fbv in the measured data depends on 

9 The smallest possible ROI being a single image voxel.
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sufficiently rapid variation of ca(t) in some time 
window, usually the early phase of bolus transit.

A further remark seems necessary: Eq. (21.17) 
assumes that the tracer concentration in the whole 
enclosed microvasculature follows the arterial 
tracer concentration. This assumption is only sen-
sible for sufficiently low extraction of the tracer. 
For highly extracted (“perfusion”) tracers, on the 
other hand, one usually assumes rapid equilibra-
tion between capillary and tissue space, so that the 
distinction between both spaces vanishes com-
pletely for perfectly diffusible tracers (cf. 
Sect. 21.3.3). This is the reason why the fractional 
blood volume usually is not included in this case 
(although one might argue that there still is a very 
small fractional blood volume  contribution from 
the arterial part of the microvasculature).

Formally, Eq. (21.17) amounts to assuming an 
instantaneous impulse response of the capillary 
space to the arterial input. If this assumption is 
dropped, one is led to more elaborate models, one 
example being the two-compartment system 
(Fig. 21.5a), where in this case the first compart-
ment represents the capillary and the rate con-
stants can be expressed in terms of perfusion f, 
PS-product PS and the fractional blood and tissue 
spaces. These types of models become relevant, 
for example, in the context of dynamic contrast 
agent enhanced CT (DCE-CT).

21.3.5  Distribution Volume

For reversible (untrapped) tracers, the regional 
distribution volume10 Vd can be defined as11
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(21.18)

If ca(t) approaches zero at late times, this is sim-
ply the ratio of the (finite) total areas under both 

10 The terms distribution volume and tissue-blood parti-
tion coefficient, although conceptually different, denote 
essentially equivalent quantities. We choose the former.
11 If tracer is irreversibly trapped in the system the ratio of 
the above integrals tends towards infinity with increasing 
time, so that Vd formally would become infinite.

time activity curves. This definition implies that 
Vd is also identical to the equilibrium (i.e., time- 
independent) tissue to blood concentration ratio
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(21.19)

if (and only if) ca(t) – and consequently ct(t) – 
approaches a finite constant value at late times.12 
Vd is related to the impulse response of the sys-
tem according to
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∫
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,
 

(21.20)

which follows from the definition Eq. (21.18) 
together with Eq. (21.4). For our compartment 
models, h(t) is given by Eq. (21.6) and computa-
tion of the above integral yields
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(21.21)

In terms of the equivalent decoupled model (cf. 
Fig. 21.5), this is directly understandable consid-
ering the equilibrium at late times, when all com-
partments en have equilibrated with the blood. 
The tissue-blood concentration ratio is then equal 
to the ratio of the forward/backward transport 
rates, hence equal to an/λn. By summing over the 
independent components, Eq. (21.21) follows. 
Expressed in terms of the rate constants of the 
original model, this leads, for example, to
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for the reversible three-compartment model of 
Fig. 21.2d, which includes the simpler models of 
Fig. 21.2a, c by setting either k3 = k5 = 0 or only 
k5 = 0.

Apart from deriving Vd from a determination 
of all transport constants, there are other strate-
gies such as the Logan approach which make use 
of the asymptotic behavior of the system at suf-
ficiently late times (Logan et al. 1990). 

12 The tissue to blood ratio can also become constant for 
sufficiently slowly varying ca(t), but this ratio can deviate 
substantially from Vd and is thus not suitable for estima-
tion of this parameter.
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Bolus- plus- infusion techniques (see, e.g., 
(Carson et al. 1997)) aiming at speeding up the 
approach to equilibrium Eq. (21.19) are another 
way to facilitate Vd determination.

21.3.6  Reference Tissue Methods

Reference tissue methods have gained consider-
able importance in receptor imaging. In other set-
tings, there usefulness is questionable. The basic 
idea is to use a reference region devoid of receptors 
as an indirect input function for the target region. 
This is achieved by assuming one- compartment 
kinetics in the reference region and an identical 
K1/k2 ratio in, both, target and reference region 
(note that these are nontrivial assumptions). ca(t) 
is then expressed in terms of the tissue response 
and rate constants of the reference region, and the 
resulting expression is substituted in the model 
equation of the target region. For details, we refer 
the reader to the literature (e.g., Lammertsma and 
Hume 1996; Müller- Schauenburg and Reimold 
2008 and references given therein). Here, we only 
want to draw attention to the fact that reference 
tissue approaches must be carefully validated in 
each individual case before reliable results can be 
derived from measurements.

21.4  Specific Problems of 
Quantitative Small Animal 
Imaging

While the principal techniques of tracer kinetic 
modeling are equally valid for human and small 
animal PET, there are a number of important 
practical differences which generally make 
quantification distinctly more difficult in the lat-
ter case.

21.4.1  Spatial Resolution

Probably the most obvious difference is the fact 
that the limited spatial resolution of the PET 
scanner is potentially more problematic in small 

animal investigations: the reconstructed spatial 
resolution of small animal scanners is about a 
factor of three better than in clinical PET scan-
ners (about 1.5–2 mm vs. 4.5–6 mm), while the 
body size of a mouse and a human differs by a 
factor of about 20. Therefore, in small animal 
PET the relative spatial resolution is reduced by a 
factor of about 7.

Consequently, in small animal PET the size of 
many target structures is not much larger than 
the spatial resolution and the limited recovery of 
true signal intensity frequently plays a much 
larger role than in human PET. Figure 21.7 illus-
trates how serious this effect becomes when the 
3D object size approaches the resolution limit. It 
is very important to realize that incomplete sig-
nal recovery directly translates into a corre-
sponding reduction of the derived uptake 
parameters (perfusion f or, more generally, 
uptake K1). It is thus at least very difficult, if not 
unfeasible, to reliably quantify tracer uptake in 
structures whose size approaches the tomo-
graphic resolution: accurate recovery correction 
becomes mandatory, which in turn necessitates 
precise knowledge of the object size and shape. 
In real data, the situation becomes even more 
complicated by the spill-over of signal intensity 
from the surrounding background into the target 
region.

The different model parameters are affected 
differently by recovery effects. Actually, only the 
uptake parameter K1 is directly affected. All other 
rate constants are not altered as long as no sizable 
spill-over from the vicinity into the target region 
occurs. The latter assumption is of course only 
valid if the actual target to background contrast is 
sufficiently high.

21.4.2  Timescales

Naturally, circulation time is much smaller in 
small animals than in humans. Moreover, many 
metabolic processes are occurring on shorter tim-
escales, too. These differences have to be taken 
into account, when designing optimal scan and 
reframing protocols.
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21.4.3  Arterial Input Function

Accurate knowledge of the input function is man-
datory for many quantification approaches. The 
practical limitations (e.g., limited available blood 
volume) usually prevent direct determination by 
arterial blood sampling in small animal experi-
ments. Continuous or repeated arterial blood 
sampling in small animals requires advanced 
techniques that minimize the sampled blood vol-
ume or allow direct reinjection of the blood after 
the measurement. Such techniques are currently 
far from being routinely available.

The apparently obvious solution to this prob-
lem is determination of the input function from 
the cavum of the left heart ventricle, since con-
trary to human investigations the heart is nearly 
always included in the field of view. But this 
solution is hampered by the already mentioned 
problems of limited recovery (of the blood sig-
nal) and spill-over (from the myocardium and 
other tissues in the vicinity). Using this approach 
requires serious effort to avoid massive bias in 
the derived input functions.

The critical importance of a correct input func-
tion should be re-emphasized: each overall scal-

ing error of ca(t) directly translates into a 
corresponding (reciprocal) scaling error of K1 and 
f. Erroneous curve shape (e.g., by spill-over from 
neighboring regions into an image-derived input 
function) effects all model parameters. Erroneous 
input functions do not necessarily manifest them-
selves in bad fits of the used model to the data: 
scaling errors, for example, do not affect the 
goodness of fit at all. Two plausibility checks can 
be performed, however: if the fitted fractional 
blood volume is much larger than expected, this is 
a strong indication of a scaling error (e.g., due to 
limited recovery) in ca(t). If there are strong devia-
tions of the data from the fit of a model known to 
be correct for the given tracer, this might be an 
indication of shape errors in the input function.

21.5  Practical Considerations

21.5.1  Computing the Convolution 
Integral

The special convolution integral occurring in 
compartment modeling is computed by summing 
over the contributions from the different 
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exponentials in Eq. (21.6). We end up with a sum 
over integrals of the form

 
a c t a c u dun a

t
n

t

a
t un n× ( )Ä = × ( )- - -( )òe e .l l

0  
Only for very special choices of ca(t), this inte-
gral can be computed analytically.13 Otherwise, 
one must resort to numerical methods. In this 
case, computation of the tissue response for all 
interesting time points directly from the above 
formula would imply repeated integrations 
between u = 0 and u = t since the integrand itself 
depends on the upper integration boundary t. 
This is disadvantageous since it increases com-
putation time substantially. The obvious solution 
is to rewrite the integral as

 0 0

t

a
t u t

t

a
uc u du c u e dun n nò ò( ) = ( )- -( ) -e e .l l l

 

The actual problem, then, is to accurately 
compute
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(21.22)

which can be done incrementally for all given time 
points tm thus saving computation time. This 
comes at a cost, however: the naive approach 
would be direct numerical integration of Eq. 21.22 
on the grid tm of the measured time points using the 
trapezoidal rule. This approach is prone to sub-
stantial error in the resulting integral, since due to 
the exponential the integrand increases, for realis-
tic input functions, very rapidly with increasing 
λnu and the implied piecewise linear approxima-
tion continuously overestimates the actual In(t).

A solution to this problem is to choose a suit-
able phenomenological model for the input func-
tion and use this in integration of Eq. 21.22. The 
easiest approach is to approximate ca(t) itself by 
a piecewise linear function, that is, to describe it 
by a polygon connecting the measured data 
points. One can then proceed by piecewise ana-
lytical integration of Eq. 21.22 using integration 
by parts. This is generally much more accurate 
than the naive approach.

13 notably, if ca(t) is a sum of exponentials or piecewise 
linear (this includes ca(t) = const. as a special case).

21.5.2  Input Function Delay 
and Dispersion

Frequently, the input function has to be determined 
remote from the investigated tissue region or 
derived by arterial blood sampling. In small animal 
imaging, especially the latter approach will intro-
duce a sizable time delay and shape modification 
(dispersion) of the input function relative to the true 
input function as it arrives in the target tissue.

These two parameters (delay and dispersion) 
have to be corrected or incorporated in the opera-
tional equations (cf., e.g., van den Hoff et al. 
1993; Meyer 1989) in order to avoid potentially 
significant errors in the derivation of the relevant 
model parameters. This is at least true for perfu-
sion measurements with freely diffusible tracers, 
since in this case the correct modeling of the early 
phase of the tracer kinetic is most important.

21.5.3  Interpolation 
of the Measured Data

It is frequently necessary to interpolate the mea-
sured time activity curves to a common time grid. 
Quite generally it can be said that linear interpo-
lation is sufficient, if the temporal sampling of 
the curves is adequate. More elaborate techniques 
(e.g., spline interpolation) might even be danger-
ous by deviating locally to much from the data.

21.5.4  Influence of Metabolites

If local or systemic metabolism leads to accumu-
lation of sizable amounts of radioactive metabo-
lites in the blood, there are two possibilities:

 1. The metabolites do not enter the target tissue 
at all.

 2. The metabolites do enter the target tissue in 
parallel to the original tracer.

In the first case, the effect of the metabolites is 
restricted to modifying the time activity curve in 
the blood. If the time dependency of metabolite 
accumulation in the blood is known (either indi-
vidually or at least in a representative control 
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group), the metabolites can be subtracted from 
the whole blood time activity curve in order to 
derive the true input function for the used com-
partment model. Note, however, that in the frac-
tional blood volume term in Eq. (21.17), one has 
nevertheless to use the uncorrected blood curve.14

In the second case (metabolites do enter target 
tissue), one usually has to give up on the tracer, 
since synchronous determination of all model 
parameters (including those describing the 
metabolite kinetics) is in general out of the 
question.

21.5.5  Model Fitting

The actual determination of the model parame-
ters is usually achieved by adjusting the parame-
ters in such a way that the sum of squared 
differences between data and fit are minimized 
(Least Squares Fitting). In the case of compart-
ment modeling, the model functions are nonlin-
early dependent on the rate constants k2, k3,…, 
which necessitates nonlinear Least Squares Fits. 
It is strongly advisable to use dedicated fitting 
routines instead of general purpose function min-
imizers, since the special properties of Least 
Squares Problems can be used to improve stabil-
ity and runtime of the fit.

The central problem with a nonlinear fit (apart 
from sizable runtime, which prevents use for 
generation of parametric maps) is that the algo-
rithms are iterative procedures which depend on 
reasonable start values for all parameters. 
Moreover, convergence to the best parameter 
estimate (in the least squares sense) is not 
guaranteed.

For these reasons, trying to avoid nonlinear 
fits is worthwhile. One possibility of achieving 
this is to concentrate on the asymptotic behavior 
of the model equations. The so-called Logan-
Plot (Logan et al. 1990) for determination of dis-

14 A related problem, which can lead to substantial errors 
if ignored, should be mentioned: sizable plasma protein 
binding of the tracer (e.g., neuroreceptor ligands), which 
necessitates to distinguish between plasma concentration 
of the tracer and the free fraction in plasma that actually 
defines the input function.

tribution volumes and the Patlak-Plot (Patlak 
et al. 1983) for determination of irreversible 
binding rates are the most important examples. 
These approaches have in common that they do 
not provide complete information for all model 
parameters but rather only for certain ratios of 
the parameters (which frequently can be esti-
mated more reliably than the individual 
parameters).

Another possibility consists in directly using 
the integral versions of the model equations 
which are linear in all parameters (cf., e.g., 
Blomqvist 1984). This approach also allows 
inclusion of corrections for input function delay 
and dispersion (van den Hoff et al. 1993). These 
linearized fits provide estimates for all model 
parameters. The procedure is fast and thus well 
suited for generation of parametric maps. One 
notable disadvantage is the fact that it is in gen-
eral not possible to impose constraints on the fit 
(e.g., by fixing some of the parameters to known 
nonzero values or demanding positive parameter 
estimates). Moreover, the parameter estimates 
are not optimal in the least squares sense, 
although in practice this does seldom lead to siz-
able effects.

21.5.6  How to Decide Which Model 
to Use

Assume you have performed an investigation 
with a new tracer and managed to measure a good 
arterial input function as well as tissue response 
curves. Now the question arises which kinetic 
model to use for further data evaluation. There 
are two ways to approach this task.

 1. Set up the model from first principles based 
on your knowledge of the transport and 
metabolization of the tracer. Use this model 
for data evaluation.

 2. Choose a phenomenological model of mini-
mum complexity which is able to describe the 
data adequately.

There is of course no clear-cut difference 
between both approaches. More often than not 

J. van den Hoff



575

one has no complete a priori knowledge of the 
tracer’s fate. Moreover, even if possible, a 
detailed description of the tracer’s fate will lead 
to model configurations far too complex to use 
directly in data evaluation. It will therefore be 
necessary to simplify the model sufficiently.

What is sufficient in this context can be 
decided by the second approach: clarify how 
complex the model has to be in order to com-
pletely describe the data. It does not make sense 
to use a complex model whose parameters can no 
longer be determined with adequate accuracy 
from the data. It is therefore not a good idea to 
start with a too complex model. Rather start with 
a simple configuration. A pragmatic approach is 
the following15:

15 There are also statistical criteria, notably the F-test and 
the Akaike information criterion, that can help to decide 
whether an increase in model complexity is justified by 
the concomitant improvement in the goodness of fit.

 1. Start with a very simple model. Usually this 
will be the reversible one-compartment model.

 2. Try to fit this model to the data. Inspect the 
residues (differences between data and fit). If 
you get systematic deviations of the fit from 
the data, analyze these. For example, a sharp 
peak in the tissue response during the bolus 
passage of the input is a sure sign of sizable 
fractional blood volume. Continuously rising 
tissue uptake in the late phase, whereas the fit 
tries to “level out,” is a rather sure sign of addi-
tional compartments. According to your analy-
sis successively increase model complexity 
and add further parameters. Repeat the fit.

 3. Inspect the parameter estimation errors (it is 
mandatory that the used algorithm does pro-
vide these!). If the estimation error approaches 
or even exceeds the parameter estimate itself, 
this is indication that the parameter is not 
identifiable in the data and should therefore be 
eliminated from the model. A difficult case is 
shown in Fig. 21.8 were simulated noisy data 
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Fig. 21.8 Comparison of the performance of different mod-
els in fitting a simulated noisy tissue response of a reversible 
two-compartment model including a fractional blood volume 
parameter. The fitted model parameters are indicated in the 
respective subplot. All model parameters were set to a value 

of 0.1 in the simulation. The data were simulated using a 
bolus input with a shape similar to that used in Fig. 21.4. In 
this example, identification of the correct underlying model 
(d) is difficult, which is signaled, for example, by the sub-
stantial estimation errors of k2 and k3 in (d)
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are fitted with different models. Identification 
of the correct model (Fig. 21.8d) is possible, 
but requires great care. The one-compartment 
model (Fig. 21.8b) cannot be ruled out with 
certainty.

21.6  Simplified Quantification 
Procedures

As has been explained previously, full compart-
mental modeling above all requires accurate 
knowledge of the full arterial input function 
(AIF). For small animal imaging, this poses 
considerable problems due to the small size of 
the systemic blood volume which limits the toler-
able total volume and number of blood samples 
on the one hand and on the other hand the rather 
low spatial resolution which makes generation of 
reliable imaged-derived AIFs very difficult if not 
impossible. Nevertheless, for many investiga-
tions including evaluation of new tracers, there is 
no sensible alternative but to try to overcome 
these difficulties in order to obtain the required 
information from the investigation.

However, there are also many investigations 
utilizing well-known tracers with well- 
understood kinetics where it might be possible to 
avoid the aforementioned difficulties by focusing 
on the determination of more easily derivable 
quantities that can serve as surrogate of the actu-
ally targeted metabolic parameters. The defini-
tion of such surrogate parameters should always 
be based on a thorough analysis of the kinetic 
models and given experimental conditions rather 
than on phenomenological ad hoc approaches.

A prominent example where such a strategy 
can be useful is the well-known PET tracer FDG 
([18F]2-fluoro-2-deoxy-D-glucose). In one of the 
previous sections, we have reviewed the corre-
sponding irreversible 2-compartment model, fre-
quently called simply the “FDG-model” due to 
the ubiquitous use of this tracer in neurological, 
cardiological, and oncological PET. While FDG 
will serve as the concrete example here, many 
tracers obey a similar irreversible two- 
compartment kinetics and the following consid-
erations principally apply to such tracers as well.

Although the rate constants of the FDG-model 
(K1, k2, k3 plus fbv) can be derived individually 
from dynamic investigations (and might provide 
the actually needed information in special cases), 
it is much more frequent to only ask for a deter-
mination of the metabolic rate Km given by Eq. 
(21.10), especially in the context of oncological 
investigations where the total glucose consump-
tion of the tumor is the targeted quantity.

However, determination of Km still requires to 
perform a dynamic PET investigation including 
reliable measurement of the full AIF. The method 
of choice for Km determination then is the 
so- called Patlak approach (Patlak et al. 1983) 
which states that the relation
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asymptotically holds at sufficiently late times 
after injection for the time dependence of the 
ratio of tissue to arterial blood concentration, 
called the Standard Uptake Ratio (SUR) in the 
following.

The parameter Vr (the “apparent volume of dis-
tribution”) is a certain function of the three rate 
constants K1 – k3 – just as Km – but of no immediate 
interest since it does have no straightforward inter-
pretation in terms of physiologically relevant quan-
tities. Plotting SUR versus the quantity Θ(t) (also 
called “Patlak’s funny time” since dimensionally it 
is indeed a time) is called a Patlak Plot. It becomes 
linear at later times, typically around 15 min p.i., so 
that Km can be determined by simple linear regres-
sion in that time window. This approach frequently 
works very well in practice but requires, as already 
mentioned, availability of dynamic data in tissue at 
least for the time window used in the fit as well as 
the full AIF starting at time of injection since its 
integral is entering the Patlak equation. Despite 
being numerically easier, the Patlak approach thus 
suffers in the same way as full compartmental 
modeling from the difficulties to derive the full AIF 
in small animal investigations.

One solution to this problem has been pro-
posed in the context of human whole body PET 
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(van den Hoff et al. 2013a) by reducing the 
required amount of dynamic data to just two time 
points (DTP: “dual time point”) both in tissue 
and in blood. Regarding small animal imaging, 
this approach could be of interest since acquiring 
just two arterial samples might be considered still 
practicable even if sampling of the full AIF is not 
an option. The DTP approach in principle then 
allows to derive an estimate of Km (or a closely 
related quantity, see van den Hoff et al. 2013a) 
from the secant slope between both DTP 
measurements.

The only possible further simplification is 
restriction of the quantification to what is deriv-
able from a static scan/single time point. It is still 
common practice to restrict quantification either 
to normalization of regional tracer activity to 
injected dose (PID: percent of injected dose) or – 
slightly more sensible – to normalization of 
regional tracer concentration to injected dose per 
body weight (BW). The latter quantity is well 
known in clinical oncological whole body PET 
where for more than a decade now quantification 
has been limited to specifying this so-called 
Standardized Uptake Value (SUV):

 
SUV

Dose BW
.t

c tt( ) = ( )
/  

(21.24)

The rationale (or hope…) underlying this 
approach of normalizing local tracer uptake to 
injected dose per body weight is that the resulting 
SUV should be approximately proportional to Km 
so that it can serve as a surrogate parameter 
describing relative changes in FDG (and thus 
glucose) metabolism: twice the SUV thus should 
reflect a twofold increase of metabolic trapping. 
However, two potentially serious flaws of this 
assumption are rather obvious:

• According to Eq. 21.23 the relevant quantity is 
SUR rather than SUV since only for the for-
mer parameter a linear relationship and possi-
bly – if Vr is negligible – even an approximate 
proportionality to Km can be expected if the 
inter-study variability of the AIF shape is not 
too large. However, a linear relation between 
Km and SUV would require identical AIFs 
(when normalized to SUV units) across sub-

jects, an assumption which is known to be not 
fulfilled.

• The SUV exhibits the same time dependence 
as the “raw” activity concentration in the tar-
geted tissue so its value depends on the chosen 
evaluation time point, which therefore needs 
to be strictly standardized. Where this is not 
possible (which is the case quite generally in 
clinical PET and can happen in small animal 
PET as well), additional nonnegligible vari-
ability of the results is caused if no suitable 
correction procedures are applied.

These issues have been investigated in two 
recent papers (van den Hoff et al. 2013b; van den 
Hoff et al. 2014) to which the reader is referred 
for a detailed exposition. The main findings are 
outlined in the following.

One important empirical observation is that 
typically AIFs of FDG and many other tracers 
exhibit a remarkably similar shape across differ-
ent scans of the same or different subjects. This 
approximate shape invariance has been noted 
time and again, and it is of course a prerequisite 
to justify the use of population-averaged input 
functions. It can be understood in terms of simi-
larities of systemic glucose metabolism even if 
pronounced pathological changes occur locally 
in the organism. Obviously, this shape invariance 
is not a “natural law” and might not always be 
valid, but it seems to hold remarkably well in 
practice.

Accepting this shape invariance as a fact, one 
can immediately conclude that Θ(t) in Eq. 21.23 
becomes a unique, although not necessarily 
known function of time across different investi-
gations. In this case (and only then…) for any 
chosen scan time point an essentially invariant 
linear relation between SUR and Km exists since 
Vr is numerically small (Vr ≈ 0.5 is a typical value 
in humans) and its intersubject variability is mod-
est (and much smaller than that of Km) so that a 
constant average value can be used. To a first 
approximation, Vr might even be neglected com-
pletely in which case SUR simply becomes pro-
portional to Km with the same scan time-dependent 
factor of proportionality Θ(t) across all scans and 
subjects.
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As detailed in van den Hoff et al. (2013b), the 
described behavior can indeed be demonstrated 
in actual human PET data by comparing Km 
derived from fully dynamic Patlak analysis with 
SUR at some fixed time point of the dynamic 
investigation. This makes SUR a rather attractive 
choice as a surrogate of Km that can be derived 
from static scans and a single sample of the 
AIF. In human investigations, the latter can easily 
be derived from a large arterial vessel. In small 
animal imaging, it would be possible to resort to 
acquiring a single, ideally truly arterial blood 
sample. In passing it might also be noted that to 
the extent that a solely image-based determina-
tion of SUR is possible it has the further advan-
tage over SUV that an image-derived ratio is 
completely unaffected by any errors in scanner 
calibration.

The relation between SUR and SUV is most 
easily understood if SUV-normalized quantities 
are used in its computation, i.e.,
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It is then immediately obvious that even if SUR is 
indeed linearly related to Km in an invariant way 
across different investigations the same would be 
true for SUV only if the blood SUVs at the time 
of measurement were identical across all investi-
gations – but this is simply not the case. Rather, 
the inter-study variability (single standard devia-
tion) of blood SUV is of the order of about ± (20–
25)% in humans which is quite severe, especially 
for the purposes of follow-up investigations in 
the same subject, for example, in the context of 
therapy response control. It is the elimination of 
the blood SUV variability in combination with 
the approximate shape invariance of the AIF 
which makes SUR a distinctly superior surrogate 
parameter of Km in comparison to SUV.

21.7  Appendix: A Short Outlook 
on General Compartmental 
Theory

We give here a short overview of general com-
partmental theory, which is intended to provide 
some background for the topics covered in 
Sect. 21.3.1. It moreover shows the way for effi-

cient simulations of multicompartment models 
which otherwise rapidly becomes tedious and 
numerically inaccurate. If the reader does not feel 
comfortable with the mathematics, this Appendix 
can be skipped without problem.

We use lower case boldface for vectors and 
upper case boldface for matrices. In matrix nota-
tion, the general N-compartment model is then 
defined by:
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or abbreviated:

 �c b Kc= + ,  
where c is a (column) N-vector of concentrations 
in the different compartments, b is the corre-
sponding vector of inputs into the different com-
partments, and K is the N × N transfer matrix 
defining the structure of the model. All concen-
trations are assumed to be zero until t = 0. With 
this notation one gets, for example, for the revers-
ible two-compartment model (Fig. 21.2c)
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which is just another way of writing Eq. (21.5). 
Very generally, one could consider differing 
time-dependent input functions ca

(n)(t) with dif-
ferent uptake rates qn from arterial blood into the 
N compartments (superscript T denotes matrix 
transposition):

 
b = ¼( )( ) ( )q c q ca N a

N
T

1
1 , ,

 
(21.27)

This kind of situation could, for instance, arise, if 
metabolites of the tracer accumulate in the blood 
and do then enter the system as well. But to keep 
the situation a bit simpler, we assume instead a 
common input function for all compartments:

 
b q= = …( )c q q ca N

T

a1, , .
 

(21.28)

The IRF in the N different compartments can be 
expressed via a so-called matrix exponential. 
With the input vector of Eq. (21.28), the IRF is 
given by the vector

 
h qK= …( ) =h hN

T t
1, , e .

 
(21.29)

The response to a finite input is obtained by (com-
ponent-wise) convolution of the IRF with the 
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input function: c = h ⊗ ca.16 Due to the appearance 
of the matrix K in the exponent, the precise mean-
ing of the matrix exponential might not be imme-
diately clear. In fact, it is defined as the N × N 
matrix obtained by the formal Taylor expansion
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where (Kt)n is the n-fold matrix product of the 
matrix (Kt) with itself. Accurate computation of 
the matrix exponential is far from trivial in the 
general case, but reliable algorithms are known 
(Moler and Loan 2003). Freely available imple-
mentations can be found, for example, in the 
numerical Open Source systems Octave (Eaton 
et al. 2014) and R (R Core Team 2015). For more 
details concerning the matrix exponential formal-
ism in the context of compartment modeling cf. 
Sect. 21.5.2 in (Bates and Watts 2007).

Given a reliable matrix exponential implemen-
tation, the formalism allows an easy, efficient, and 
accurate computation of the IRF for arbitrary 
compartment models via Eq. (21.29) irrespective 
of their complexity. This is a very valuable tool, 
for example, for simulation of complex systems in 
order to gain insight into consequences of model 
simplifications. Concerning numerical accuracy 
(and speed) the matrix exponential approach is 
especially superior to numerical integration of the 
model equations.

For reference, we finally look a bit closer at 
the case where K is diagonalizable. The matrix 
exponential can then be expressed via the eigen-
vector matrix V, its inverse V−1, and the eigen-
values (−λn) of K. Equation (21.29) then 
becomes

 

h VEV q1= =
=
¹

ì
í
î

-
-

with
e

.
E

m n

m n
mn

tnl ,

0
 

(21.30)

16 For the general case of input according to Eq. (21.27) 
one gets:
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where integration of the vector function is performed 
component-wise.

This implies that the IRF in each compartment is 
a weighted sum over the exponentials e-lnt . 
Explicit evaluation of Eq. (21.30) yields:
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which simplifies to

 a V V Kmn mn n= -
1
1

1  (21.32)

if there is input only into the first compartment 
with a rate q1 = K1. The total system response is 
finally given by
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Equation (21.30) also shows the relation to the 
equivalent “decoupled” model introduced ear-
lier. The latter is defined in such a way that its 
transfer matrix is already diagonal (namely 
K = diag(λ1,…,λN)) and has the input vector 
a = (a1,…,aN)T. The corresponding impulse 
response is

 g Ea= ,  (21.33)

which leaves the total system response 
unaltered:
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22.1  Introduction

Small animal imaging in general and multimodal 
tomographic imaging in particular generate a 
substantial amount of heterogeneous data that 
can be challenging to handle. Besides computed 
tomographic images, there are also the primarily 
acquired raw data such as listmode data in posi-
tron emission tomography (PET), projection data 
in X-ray computed tomography (CT), or even 
k-space data in magnetic resonance imaging 
(MRI). Additionally, further image data might be 
created by postprocessing (e.g., filtering) or by 
using alternative image reconstruction methods. 
All these data have to be stored; thus, the required 
disk space can easily exceed several terabyte 
(TB) over time. Therefore, good data storage 
planning and management strategies are required. 
In this context, data management obviously does 
not just mean storing the data. Rather, the data 
have to be easily accessible for all involved 
researchers, they also have to remain accessible 
years after the measurement, and the data have to 
be backed up in a save and secured place.

Therefore, data management is not just a mat-
ter of hardware and software but also of data 
organization and discipline. In the following, we 
will discuss several aspects related to this issue 
which might be considered when setting up a 
data management strategy for small animal imag-
ing departments.
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22.2  Estimating Storage 
Requirements

The optimal choice of a data management envi-
ronment strongly depends on the type and amount 
of data to be stored. A few examinations per week 
investigated with a single imaging modality are 
of course much less demanding in this respect 
than is the case of many examinations per week 
investigated with multiple imaging modalities. 
Therefore, the very first step to perform is a thor-
ough estimation of the expected disk space 
requirements. An important question in this con-
text is: which data should and which data must be 
stored permanently? For example, is it sufficient 
to store only the final image data or is it necessary 
to store also the raw data? Table 22.1 shows typi-
cal figures regarding required storage space for 
some common imaging modalities. Obviously, 
storing raw data drastically increases the required 
storage space, especially for PET where the list-
mode data contain information on the level of 
each single coincidence event.

Of course, the raw data are required for image 
reconstruction and, therefore, have to be stored at 
least temporarily. However, raw data might not 
be needed permanently under all circumstances, 
and deleting these data after image generation 
can save a lot of space. On the other hand, with-
out the raw data it is not possible to regenerate 
image data, for example, using different image 
reconstruction parameters. Therefore, it cannot 
simply be recommended to delete the raw data 
after initial routine image reconstruction, but 
rather – if at all – only after final evaluation of the 
data or if a particular project is finished. One 
might also consider to archive the raw data in 
compressed or condensed formats using standard 

lossless file compression (e.g., the zip file format) 
or more application-specific compressed formats 
like sinograms instead of list mode data which 
does, however, come at the cost of some informa-
tion loss but might still be acceptable to save the 
option to reuse the data at a later point in time.

Another aspect which directly influences the 
amount of data that have to be managed is the 
voxel size or, more specifically, the matrix dimen-
sions of the final image data. For example, the 
stated storage space for CT data as shown in 
Table 22.1 corresponds to matrix dimensions of 
10243. Decreasing the matrix dimensions to 5123 
already reduces the required space by a factor of 
8, and for matrix dimensions 2563 it is even 
reduced by a factor 64. Therefore, it is always 
advisable to determine the actually needed matrix 
size by deciding on the maximally tolerated voxel 
size for the required field of view. Ultimately the 
voxel size needs to be somewhat smaller than the 
actual spatial resolution of the imaging device in 
order not to compromise effective resolution. 
These decisions should be made already during 
the planning phase of the project, which can 
include test scans to determine the required 
matrix dimensions and thus the required amount 
of storage space. Avoiding the use of unsensible 
huge matrix dimensions does not only reduce 
storage space requirements but also the time 
needed for data postprocessing and evaluation – 
think, for example, of image coregistration.

It should be reiterated that increasing the 
matrix dimensions does not necessarily increase 
image quality or spatial resolution of the images 
and thus does not automatically provide more 
image detail or information. For example, the 
PET entry in Table 22.1 corresponds to image 
data with voxel size 0.5 mm and matrix dimen-
sions 1902 × 70. Since small animal PET data 
typically have a spatial resolution of ≈1.5−2 mm 
a further decrease of the voxel size – and corre-
sponding increase of matrix dimensions – would 
not be sensible. Even an increase of voxel size to 
1 mm would not have serious adverse affects on 
the effective image resolution – actually, it could 
improve the signal to noise ratio.

Table 22.2 shows an estimate of storage 
space for a 5 years period based on the data 

Table 22.1 Typical numbers of required disk space for 
different imaging modalities in megabyte (MB) and 
gigabyte (GB)

Modality Image data Raw data

Dynamic PET 150 MB 5 GB
Static CT 2 GB 4 GB
Static MRI 50 MB 500 MB
Static SPECT 2 MB 20 MB
Optical imaging 20 MB —
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shown in Table 22.1. In this example, we 
assume that for each animal a dynamic PET, a 
CT, and an MRI are performed. The shown 
storage space estimates are given for two typi-
cal “small” and “large” matrix sizes as well as 
for the raw data. As can be seen, if the raw data 
are stored they dominate the space require-
ments, while the image data only generate a 
comparatively modest additional overhead in 
this case. In this example, the overall required 
storage space is approximately 10 TB which is 
substantial, especially when keeping in mind 
that these data also need dedicated backup 
space and a reasonably fast data access for 
postprocessing. The table also shows that once 
the raw data are not stored permanently, the 
matrix dimensions strongly influence the 
required storage space.

It is obvious that for low data storage demands 
a dedicated storage space might not be required 
and storing the data locally on the workstations 
associated with the imaging devices might be 
sufficient. For larger storage demands or when 
several team members are evaluating the data in 
parallel such an approach is insufficient and a 
dedicated and centralized storage solution 
becomes a clear necessity. In any case, a dedi-
cated backup solution is required.

To summarize, a careful estimation of the 
required storage space is essential for selecting 
adequate hardware. If storage space demands are 
high, storage systems such as direct attached 
storage (DAS) or network attached storage (NAS) 
systems are required which usually have to be 
installed and maintained by an IT expert. 
Therefore, storage space demands directly influ-
ence the costs for data storage. However, some 

costs can be reduced by carefully selecting the 
data, which need to be stored permanently and by 
avoiding excessively large image matrix sizes 
beyond what is actually required to utilize the 
actual spatial resolution of the respective imaging 
system. Therefore, a thorough data estimation 
(e.g., in terms of performing test scans) should 
already be considered during the planning phase 
of projects.

22.3  Efficient Data Management

For efficient data evaluation, easy data access is 
important and data consistency and possibilities 
to store data in an indexable/searchable way are 
mandatory. For a single imaging device and a 
small project, this can usually be achieved by 
using the storage system of the imaging device 
itself. If more than one imaging device is involved 
or complex usage scenarios are being used, this 
approach is, however, not sensible any more. For 
example, if an animal is investigated with PET, 
CT, and MRI, the data are initially stored on dif-
ferent imaging systems without any logical link 
between these data apart from manually chosen 
identifiers or examination names. This situation 
complicates data evaluation and also increases 
the potential of mistakes. Therefore, other 
approaches to data management are obviously 
required. In the following section, we discuss dif-
ferent possible solutions.

22.3.1  Data Hierarchies

Properly organizing data is a prerequisite for effi-
cient data management and evaluation. A useful 
approach in this context is to use a hierarchical 
storage layout. From an abstract point of view, it 
is not relevant whether such hierarchical struc-
tures are simply utilizing directly the file system 
of a storage system or are implemented via com-
plex database solutions. For instance, one could 
decide to use a structure similar to the one illus-
trated in Fig. 22.1 either way.

In this example, separate project folders con-
tain subfolders for storing data of a certain 

Table 22.2 Disk space requirement estimate for a 5 
years period

Image data 
small matrix

Image data 
large matrix

Raw 
data

One animal 250 MB 2.1 GB 9.5 GB
20 animals per 
project

5 GB 42 GB 190 GB

10 projects per 
year

50 GB 420 GB 1.9 TB

After 5 years 250 GB 2.1 TB 9.5 TB
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experiment or animal. In addition, supplemental 
data can be organized at the same level allowing 
to keep administrative data (project description, 
planning documents, etc.) easily accessible. 
Finally, within the experiment or animal folder, 
the individual image data are stored. If appropri-
ate, this could also mean encapsulating data from 
different modalities and/or raw data in separate 
folders.

It should be noted that while it is very helpful 
to use such hierarchical structures for  storing/
organizing data, the number of hierarchy levels 
should be kept rather small. If too complex, too 
deep hierarchical structures are built manual 
localization of the data within the “storage tree” 
becomes increasingly difficult. In such cases, 
dedicated search programs have to be consulted, 
which could complicate the data management 
process. In our experience, it is, therefore, a good 
idea not to exceed 4–5 levels.

22.3.2  Data Formats

Most older imaging devices store image data 
only in system specific, mostly proprietary data 
formats while more recent devices increasingly 
support storage of the image data in standardized 
formats, especially the “Digital Imaging and 
Communications in Medicine” (DICOM) stan-
dard. Still, one frequently faces a situation where 
multiple storage formats have to be handled 
within a single study. A reasonable approach, 
then, is to convert all data sets to a common for-
mat. Since many image data evaluation programs 
can read DICOM today, one possibility is to con-
vert everything to DICOM. One drawback of this 
approach is the fact that the DICOM format his-
torically is a 2D (planar) image format so that a 
single dynamic PET or CT investigation will be 
stored in thousands of separate files. This can 
increase access time to the data massively, 

Root 
folder

Image 
Data

Project 1

Animal 1 Animal 2 Animal 3

PET MRI PET

Eval- 
Data

Animal 4 Animal 5
Animal

Admin

Docs

Pub

Admin

Docs

Pub

Raw 
Data

CT1 CT2 MRI US MRI

(1) Project level

(2) Subject level

(3) Experiment level

(4) Data level

link

Project 

Fig. 22.1 Example of hierarchically organizing data in 
small animal imaging. Here, data are structured in four 
different levels: (1) all metadata belonging to a certain 
project (e.g., documentation and publications are stored in 
a separate “Admin” subfolder); (2) within each project 
folder, subfolders for each examined animal are gener-
ated; (3) within each animal folder another level of sub-
folders is created containing the actual data; and (4) the 
actual data can either be stored flat within a experiments’ 

folder or further subfolders can be generated to separate, 
for example, image data from raw data. The number of 
levels in such hierarchical structures should be kept small. 
Too many levels lead to complex and untransparent set-
ups. Also note the indicated possibility to keep all experi-
ment data for one animal (“Animal 3”) in a single folder 
while linking the subject to two different projects (thus 
avoiding unnecessary data redundancy)
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especially if the data reside on nonlocal disks. 
For example, for a dynamic PET scan with 70 
slices and 30 time frames, 2100 DICOM files are 
necessary to store the data of a single experiment. 
To store the data shown in Table 22.2, several 
millions of DICOM files would be necessary. For 
handling such a large number of files, a powerful 
DICOM server and fast data storage is required 
both of which can be quite expensive. Therefore, 
it is worthwhile to consider other data formats 
that store all data in a single or a small number of 
files and are thus better suited for efficient stor-
age and retrieval of volumetric data. For example, 
Interfile (Cradduck et al. 1989), Analyze (Mayo- 
Foundation 2007), or NIfTI (Strother 2007) 
should be named here (most of which are open 
data formats) that are accessible by many com-
mercial and noncommercial software products. 
One example is the open source software 
XMedCon (Nolf 2003), which supports a sub-
stantial number of data formats including several 
vendor-specific formats and allows to convert 
them to the desired target format.

It should be emphasized that many things can 
go wrong during conversion from one format to 
another – and even when just reading a given for-
mat. This implies that the data conversion/import 
should always be thoroughly validated against 
the vendor-provided software tools. One recur-
ring problem is the fact that relevant metadata 
might be overlooked or incorrectly converted. A 
good consistency check is usually to delineate 
regions-of-interest (ROIs) and to determine the 
maximum intensity values in these ROIs with the 
vendor software and with the actually used soft-
ware. Both values should then agree within tight 
limits. Small residual relative deviations (e.g., 
below 10−5) are usually no indication of malfunc-
tioning but will rather reflect unavoidable numer-
ical inaccuracies of the conversion process. 
Further checks need to be performed regarding 
the correct translation of the embedded metadata 
(e.g., scan duration, activity doses, etc.).

Despite the unquestionable advantages of 
using one’s own choice of image display and 
data evaluation software – which necessi-
tates suitable import capabilities for different 
formats or, alternatively, the mentioned con-

version of all data to a common format – this 
approach is not feasible all the time or for all 
groups. The fallback solution in this situation is 
of course to use the different vendor- provided 
software tools. While this superficially might 
look like the most easy route, it frequently has 
the manifest disadvantage that merging of data 
from different modalities within a single data 
evaluation becomes much more cumbersome 
and error prone. Last not least, the vendor-pro-
vided software more often than not is severely 
limited in functionality, thus possibly exclud-
ing more advanced data evaluation. Overall, it 
thus depends heavily on circumstances which 
approach should be pursued.

22.3.3  DICOM Server Storage

As most modern imaging devices generate data 
in DICOM format storing these data on a DICOM 
server seems natural. A DICOM server can be set 
up very fast since server communication is part of 
the DICOM standard. Thus, the set up only 
requires a network connection of the respective 
imaging devices and data evaluation worksta-
tions with the DICOM server. The image data can 
then be easily transferred from the imaging 
device to the server and are immediately avail-
able for data evaluation on all suitably configured 
workstations.

Actually, to some extent, a DICOM server can 
be considered as a database which stores meta-
data for a certain experiment in terms of stan-
dardized DICOM tags and usually also embeds 
the images into the database. The latter point is 
the reason why DICOM servers usually require 
substantial hardware due to the fact that several 
thousands of DICOM slices have to be accessed 
via the database protocols. On the other hand, in 
principle the complete information stored in 
DICOM tags is accessible via suitable DICOM- 
aware evaluation software. This, however, does 
not usually imply that all this information can 
also be indexed and searched for. Rather, the 
DICOM provided search functionality is very 
limited: only some basic information about the 
animal, the image data, and the series and study 
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description can be queried in a search request. If 
more detailed information is required, it is neces-
sary to retrieve the whole image data set in order 
to get access to all DICOM tags which is time- 
consuming, uncomfortable, and error prone. 
Furthermore, even DICOM certified data evalua-
tion software in general will not provide access to 
all metadata tags since according to the DICOM 
standard vendors are allowed to optionally define 
so-called private tags whose correct  interpretation 
primarily is only known to the vendor. Handling 
of these private tags necessitates continuous 
adaption of the respective evaluation software 
since they might be changed or augmented by the 
vendor as he sees fit, for example, during new 
software or hardware releases.

Another point to consider is that many 
DICOM servers are not designed to handle large 
number of images well. Only servers storing the 
data efficiently in databases or via highly cached 
file systems can cope with such a situation, while 
more basic DICOM servers (e.g., embedded 
DICOM server functionality of image devices 
themselves) will run into trouble: everything 
works fine when the DICOM server is first set up, 
but after some time data access becomes slower 
and slower until the latency becomes intolerable. 
It is therefore of crucial importance to carefully 
select suitable DICOM server hardware and a 
dedicated DICOM server software. It is, how-
ever, fortunate that even freely available open- 
sourced DICOM servers can be quite powerful 
today. One appropriate example is Orthanc 
(Jodogne et al. 2013).

An even more advanced option for an enter-
prise DICOM server setup is the use of a full 
Picture Archiving and Communication System 
(PACS). Such a system usually combines a pow-
erful DICOM server in hardware and software as 
well as a full data archiving and backup system. 
Thus, if very advanced search functionality is 
required, the use of a plain but powerful DICOM 
server – or even better a full PACS – should be 
considered. However, while basic DICOM serv-
ers can be setup quite easily and with low costs, 
full PACS systems are usually quite expensive 
due to the fact that they are mostly target at large 
clinics.

22.3.4  File System Storage

Probably the most frequently chosen approach to 
management of the acquired image data is direct 
storage within the file system using sufficiently 
capable hardware. This allows fast and direct 
data access if a few conditions are met:

 1. The storage solution (e.g., a DAS system con-
nected to a file server or a NAS system) has to 
be directly accessible by all workstations and 
participants. Usually one of the best solutions 
is to connect such a storage system to a dedi-
cated server providing shared file system 
capabilities to other systems/users.

 2. Where possible, data stored in a large number 
of separate files (notably DICOM data) should 
be converted to a better manageable data for-
mat to allow file systems to operate more effi-
ciently (sequential I/O on file systems shows 
usually better performance than random I/O).

 3. The data have to be stored in a hierarchically 
organized directory tree with meaningful 
directory/file names.

 4. Meta data supplied together with information 
about experiments should be stored in human 
readable text/data files rather than in binary 
formats. Together with meaningful directory/
file names, this usually allows to quickly 
search and extract information using script-
able applications which provides functionality 
almost in a similar way how databases per-
form their search.

There are of course many ways to set up a file 
system-based directory tree. As long as direc-
tory/file names directly refer to project identifi-
ers, even substantial amounts of imaging data 
can be handled in this way. As a side effect, the 
directory tree also provides a structure for stor-
ing results of data evaluation. For example, the 
results of an imaging data analysis (e.g., a 
region-of-interest (ROI) analysis) can be stored 
in the project directory (or within an additional 
“analysis” subdirectory) and can be easily 
located and accessed. A clear advantage of this 
solution is easy and rapid direct access to the 
image data. It is also easy to reorganize such data 
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structures, and it allows automated/scriptable 
data evaluation all of which is hardly possible if 
all data are stored in a database or are only acces-
sible via a DICOM server.

It should be noted, however, that a purely file 
system-based data handling might not be suitable 
for very large imaging departments with complex 
data analysis procedures, for example, if many 
team members are working with the same data 
and/or the same subject belongs to several proj-
ects. In such a case, the relevant information is 
usually hard to be encoded in directory names or 
metadata files, and, therefore, the data might be 
usually better organized using a carefully 
designed database structure. At least metadata 
should then be handled by a database solution.

We think it is, nevertheless, fair to say that for 
most use cases keeping a clear and rigorous data 
structure on file system level probably is the best 
approach to maintain a good data management 
and reduce the probability of human errors dur-
ing data evaluation. The only important prerequi-
site in this context is a properly defined file 
system structure and adequate discipline of all 
participants working with the data.

22.3.5  Database Storage

We have previously discussed the need for ade-
quately structured data storage. Apart from real-
izing this via the file system, it might also be 
contemplated to use a database instead in the 
hope that it might provide the required function-
ality (easy lookup, rapid access, etc.) more easily 
or more efficiently. However, while databases in 
general are good in providing a centralized stor-
age of data, especially if there are relations 
between them, their use has a couple of disadvan-
tageous aspects as well.

For one, databases usually are only suitable to 
store the metadata but not the actual image data. 
Storing the metadata allows indexing and search-
ing these data via dedicated user interfaces more 
efficiently and more easily than on the file system 
level. At the same time, the huge amount of 
binary image data is not suitably for efficient 
storage in a database.

In any case, it is not trivial to decide on a suit-
able database solution. There are hundreds of dif-
ferent products available today. They range from 
products claiming to be full-fledged databases 
but failing to provide crucial features over prod-
ucts combining database functionality with inte-
grated configurable user interfaces to big 
SQL-based relational databases which require 
substantial expertise for setup and maintenance. 
Suitable intuitive user interfaces can also not be 
taken for granted. In addition, the efficient use of 
database products to store a large amount of data 
usually requires to also think about proper stor-
age hardware which can handle the amount of 
I/O operations such a database based solution 
usually requires. Last not least, the database 
schema/layout has to be carefully defined in the 
very beginning as redefining the database schema 
afterwards is far from easy and should only be 
performed by a database expert.

Considering all these things, we believe 
uncritical reliance on databases as the best tech-
nology for the problem at hand should be avoided. 
Only if the database product is carefully selected, 
the initial database layout is competently 
designed and qualified maintenance performed 
this approach will be able to provide real advan-
tages in comparison to the previously discussed 
approach of “just” using a file system-based hier-
archy. Otherwise the disadvantages will – in our 
opinion – outweigh the advantages.

22.4  Data Storage Hardware

So far we have mostly discussed only software- 
related aspects of data management without con-
sidering the necessary hardware aspects. This 
will be done in the present section.

The principle rapid access storage units are 
hard disks. Single disks do not offer any safe-
guard against fatal data loss in case of hardware 
failure. For these reasons, so-called Redundant 
Array of Independent Disks (RAID) storage sys-
tems have found wide-spread distribution. Such 
systems use multiple hard drives to achieve 
redundant distributed storage of the data in such 
a way that failure of single or even multiple 
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drives – which frequently can be “hot-swapped” 
without shutting down the system – does not lead 
to data loss. Beside this basic functionality of 
providing redundancy in case of hard drive fail-
ure RAID systems also offers different “RAID 
levels” of combining drives to maximize storage 
space or performance. The most prominent RAID 
levels (RAID 0, RAID 1, RAID 5) are illustrated 
in Fig. 22.2.

Today they also often can provide more 
advanced enterprise features like Deduplication 
and Thin Provisioning. Deduplication enables a 
storage system to save only the differences 
between different data sets. This can significantly 
reduce the required disk space in case data have 
to be replicated in different project/study directo-
ries. Thin Provisioning, on the other hand, can 

greatly reduce the burden of having to reorganize 
a file system, or the whole storage system in case 
space is limited by utilizing all available storage 
space for all subvolumes without reserved space 
for a specific volume.

While 15–20 years ago RAID systems, due to 
their high costs, were available only at large data 
centers, they have reached even the consumer 
market today. Thus, there is a multitude of differ-
ent systems being available. Even small RAID 
systems can greatly improve storage access avail-
ability and access times today. This is especially 
true for setups where a large amount of files (e.g., 
DICOM server setups) have to be stored and 
accessed. Care has to be taken, however, that 
hardware RAID systems are used rather than 
software-based solutions which are commonly 
quite cheap and easy to setup but do not provide 
enough bandwidth and only have very limited 
fault tolerance functionality.

Another important question in this context is 
how the storage can be accessed by all partici-
pants of a project or study. For single hard drive- 
based solutions, this usually means that a certain 
folder or directory can be enabled to be shared 
via the workstation system of an imaging device. 
This has the advantage that it is quite easy and 
straightforward to setup. The bandwidth is lim-
ited in this case, however, and assigning suitably 
restricted user access permissions can be diffi-
cult. Even if a workstation comes with an embed-
ded small-sized RAID system, it usually is not 
advisable to use the workstation as a file server 
because this setup usually will not provide 
appropriate backup functionality and perfor-
mance under serious load or could even have a 
negative effect on the stability of the imaging 
device itself.

Instead, it is advisable to setup a dedicated 
file/storage server system providing a centralized 
and efficient path for accessing image data from 
several workstations and users. Such a file server 
should utilize a dedicated RAID system which 
makes it a so-called Direct-Attached Storage 
(DAS) solution. Another possibility is so-called 
Network-Attached Storage (NAS) systems. 
Today, they are even available with enterprise 
RAID features. Such systems have the advantage 
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Fig. 22.2 Schematic illustration of the three most promi-
nent RAID levels (RAID 0, RAID 1, RAID 5) which pro-
vide disk striping and mirroring at certain levels. RAID 0 
(striping): maximized disk space while risking to lose all 
data in case of a single drive failure (not recommended). 
RAID 1 (mirroring): full data replication at the price of 
only providing disk space as large as a single drive. RAID 
5: combination of striping and mirroring functionality by 
distributing parity information throughout all disks allow-
ing data to survive a single disk drive failure while provid-
ing more disk space at the same time
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that the burden to setup a dedicated file server is 
removed while still providing a basic set of man-
agement tools to setup shares, assign users, and 
provide project-based access rights while also 
allowing fault tolerance setups. Still, if more flex-
ibility and dedicated control over the file system 
is required or if an efficient DICOM server setup 
is required, the use of a separate server connected 
to a DAS system usually remains the better 
choice.

22.5  Data Archiving and Backup

A final important point in data management is 
proper data backup which is essential to prevent 
fatal data loss through hardware failure, severe 
events like fire and water damages, or through 
theft. A RAID-based storage solution does not 
solve this problem alone, since RAID systems 
only provide fault tolerance functionality that 
reduces the risk of having data inaccessible for a 
longer period of time due to a disk drive failure. 
They are not suitable as a backup system protect-
ing from data loss or as a data archiving system 
making sure data are still readable after a time 
period of 10+ years.

Strictly speaking, a proper backup solution 
includes regular copying the data to a physically 
remote location in order to minimize the proba-
bility of data loss. For this purpose, large institu-
tions often establish mirrored storage systems at 
different geographical locations. Where this is 
not possible, the use of specialized backup tape 
drives with the possibility to regularly create a 
mirrored copy of all data and placing these tapes 
at safe and secured locations might be an option 
as well. This, however, often requires a manual 
transport of these tapes to secure locations. Using 
data encryption in such use cases is of course 
mandatory to protect from data theft.

Furthermore, data backup should not be con-
fused with data archiving. In the latter case, the 
current state of data is not only mirrored, but the 
actual changes of data over a certain period of 
time are preserved. By using proper data 
archiving mechanisms, any data change over 
time can be restored within a certain time frame. 

Data archiving often involves storing of data on 
media systems such as tape drives, which are 
known to remain accessible over long periods of 
time (e.g., 25+ years). This, for example, cannot 
be guaranteed for most optical data storage sys-
tems: for example, a DVD is known to have a 
maximum life time of ≈ 5–10 years. In addition, 
such specialized data archiving solutions also 
often come with vendor guarantees that the hard-
ware necessary to access these tapes will remain 
available in the future.

Altogether, it is thus important to keep in mind 
that a sound backup and archiving strategy is 
mandatory. Whether this is realized via special-
ized hardware and software solutions is not 
important in the first place. It is, however, impor-
tant to refrain from relying on manual ad hoc pro-
cedures or to choose too limited backup/archiving 
solutions which sooner or later will lead to irre-
coverable loss of valuable data which could eas-
ily set a whole project or institution at risk.

22.6  Summary

After reading this chapter, it should be clear that 
there certainly is not a single optimal solution for 
efficient data management and organization. 
Rather, the best approach depends on the amount 
of data generated, the data processing work-flow, 
and the utilized data evaluation software. And it 
is to some extent also a matter of taste.

Using appropriate tools for data management 
and storage can significantly contribute to suc-
cessful and efficient data processing. Considering 
the possibility of fatal data loss or serious delays 
caused by deficiencies in this area, it even might 
be critical for a project’s success. Selection of the 
appropriate tools, however, usually requires sub-
stantial expertise, making consulting of an IT 
professional advisable, at least in the planning 
and setup phase of a new facility.

At the same time, it should be kept in mind 
that simple, well thought-out and straightforward 
solutions usually will work better than overly 
complex enterprise solutions. The central point in 
our view is to implement a sound and clear orga-
nizational structure for the data handling and 
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management task which is understood, respected, 
and followed by all team members of a small ani-
mal imaging department.
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Abbreviations

19F MRI 19F Magnetic resonance imaging
1H MRI 1H Magnetic resonance imaging
64Cu-PTSM 64Cu-pyruvaldehyde-bis(N4-methyl-

thiosemicarbazone)
CA Contrast agent
CBG99 Pyrophosphorus luciferase
CT Computed tomography
FDG Fluorodeoxyglucose
FITC Fluorescein isothiocyanate
GFP Green fluorescent protein
hNIS Human sodium iodide symporter
Luc2 Firefly luciferase
MR Magnetic resonance
MRI Magnetic resonance imaging
MSC Mesenchymal stem cell
NMR Nuclear magnetic resonance
PET Positron emission tomography
pg Picogram
PpyRE9 Mutant red-shifted firefly luciferase
RLuc Renilla luciferase
SPIO Superparamagnetic iron oxide

23.1  Introduction

There is an increased need to determine the fate 
of transplanted cells, owing in part to the great 
promise of cell therapy in contrast to the lim-
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ited successful clinical trials. Imaging allows 
investigations into the survival and biodistribu-
tion of implanted cells necessary to understand 
the mechanisms of action. Ultimately, this allows 
studies to correlate a biological response or thera-
peutic outcome with the presence of transplanted 
cells. Such correlation is critical to understand-
ing both the progression of disease pathology and 
effect of cell therapies. Studies can be longitudi-
nal, where cells can be noninvasively monitored 
over time delivery (Fan et al. 2012), or singular, 
where the immediate needs to be determined 
(Gorelik et al. 2012), or a combination of both 
(Baligand et al. 2009). For longitudinal studies, 
serial images are taken over time are migrating 
away from and are most suitable when as cells 
the engraftment site relevant to the disease or 
therapy (Fan et al. 2012). Biodistribution stud-
ies focus on migration of cells to targeted injured 
or diseased tissue, typically following systemic 
delivery (Azzabi et al. 2014).

The type of study, disease model, and avail-
able imaging modalities, among other consider-
ations, dictate the tracking system. The cell type 
in particular affects label selection, as some cells 
may be less amenable to certain modifications. 
Immortalized cells are particularly suitable to 
transplantation due to a robust viability that 
enables exposure to strenuous labeling condi-
tions followed by transplantation in a small ani-
mal model. Transgenic protein production is 
generally higher in cell lines compared to pri-
mary cells (Garikipati et al. 2014), allowing for 
increased sensitivity and detection of fewer cells. 
In addition to immune considerations, however, 
the process of immortalizing cells can alter cel-
lular characteristics and potentially diminish the 
physiological relevance and necessitate use of 
alternative cell sources. Primary cells may pres-
ent a more physiologically relevant model that 
better recapitulates the biological processes 
in vivo required to investigate the research ques-
tion. More effort is typically needed to develop 
protocols appropriate for primary cells, as they 
can be more fragile and more resilient to genetic 
modification or label uptake.

Cells for transplantation are modified ex vivo 
and then transplanted into the animal, with 

workflow dictated by the label. The resources 
and extent of technical expertise required by the 
modification protocol are highly dependent on 
the label selected, with some labeling complete 
within hours and other requiring days or weeks 
to modify and confirm proper expression or 
detection. Cultures are collected to obtain a sin-
gle-cell suspension that is injected into the ani-
mal. Alternatively, cells can be implanted 
together with a biomaterial where cells are 
grown or loaded on biomaterial substrates or 
encapsulated and the loaded graft surgically 
implanted. Following administration of the cell 
transplant, animals can generally be imaged on 
the same day.

This chapter will focus on the most widely 
used methods for tracking cells transplanted into 
small animals. Tracking methods are divided into 
genetic expression systems for optical detection 
with a focus on fluorescent proteins and biolumi-
nescence and exogenous labeling systems with a 
focus on gadolinium, iron oxide, fluorine labels, 
and radioactive tracers.

23.2  Optical Imaging with Genetic 
Expression Systems

Cells can be genetically modified to express 
a gene that can be optically detected follow-
ing transplantation. The lack of transgene in 
native tissue ensures that signal originates only 
from implanted cells, as the genetic modifica-
tion in transplanted cells is not transferred to 
host cells. Cell tracking with genetic modifi-
cations has the added benefit that only living 
cells express the transgenic protein as cells 
that die cease to express the transgenic pro-
tein, leading to the absence of signal. When a 
cell divides, both daughter cells will continue 
to express the transgenic protein, increasing 
the number of cells expressing the protein of 
interest and corresponding to a signal increase 
(Qin et al. 2013). Viable cells can be tracked 
for as long as they remain alive and express the 
transgene. For this reason, transgenes are par-
ticularly well suited for long- term cell track-
ing studies. Bioluminescence is predominantly 
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used for pre-clinical cell tracking studies, but 
fluorescence can be a suitable choice and is 
frequently included as a reporter gene during 
construction of bioluminescent cells for imag-
ing validation with microscopy. It is desirable 
to co-register the bioluminescent or fluorescent 
signal from transplanted cells with anatomi-
cal structures, e.g., as can be obtained using a 
micro-computed tomography (CT) scan. Low 
spatial resolution remains the main restric-
tion for use of bioluminescent and fluorescent 
in vivo cell tracking in small animals, espe-
cially in deeper tissues.

Construction of cell cultures expressing the 
desired tracking genes can be an arduous task, but 
there are countless genetically modified cells 
available to researchers, allowing for widespread 
adoption of these systems. For most purposes, the 
stable production of transgenic protein over 
extended periods of time is desirable (Zhong et al. 
2013) to ensure that changes in signal correlate 
with changes in cell number, and not altered gene 
expression. Differentiation along certain lineages 
(Elhami et al. 2013) and disease pathology 
(Katsumata et al. 2013) can alter transgene expres-
sion, and the effect of these variables on transgene 
production should also be investigated. The choice 
of promoter, the genetic element that controls tran-
scription of the gene, is also an important factor to 
consider as stem cells in particular can show large 

decreases in the transgenic gene expression with 
viral promoters (Norrman et al. 2010). Modified 
cells should be tested to confirm there is no change 
in expression for at least the intended duration 
study or conditions (Cao et al. 2006). Once cells 
express the transgene and the stability of its 
expression confirmed, cultures are expanded for 
transplantation.

23.2.1  Bioluminescence

Due to its comparatively low background and high 
sensitivity, the majority of genetically modified 
in vivo cell tracking studies in small animals 
employ bioluminescence. Cells express the 
enzyme luciferase and, in the presence of a sub-
strate, catalyze a reaction during which light is 
emitted. No excitation signal is required for light 
emission. After substrate administration, the ani-
mal is imaged in a dark, closed chamber, and the 
light emitted from the transplanted cells is 
detected. The lack of excitation beam results in a 
lowered background signal and high sensitivity 
(Fig. 23.1a). The most commonly employed lucif-
erase is firefly luciferase (Luc2), but others such as 
Renilla luciferase (RLuc), Pyrophosphorus lucifer-
ase (CBG99), and mutant red-shifted  firefly lucif-
erase (PpyRE9) are frequently reported. Longer 
wavelength (>600 nm) emitting  luciferases may by 
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Fig. 23.1 Bioluminescent and fluorescent cell tracking. 
Adipose stromal cells were modified to express firefly 
luciferase (a) and green fluorescent protein (GFP, b) and 
were injected into a hind limb ischemia mouse model. 

Longitudinal monitoring shows gradual loss of graft via-
bility as indicated by the decrease in signal, with agree-
ment between the two reporter gene systems (Reproduced, 
with permission, from Fan et al. (2012))
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more suitable for imaging transplanted cells, as 
shorter wavelength light is absorbed by cellular 
components, but these luciferases generally show 
lower signal strength (Mezzanotte et al. 2013; 
Liang 2012).

Bioluminescence data are normally shown 
with different time points or treatment groups 
normalized to a control. Since the number of 
implanted cells correlates with the biolumines-
cent signal, the signal intensity can be used to 
determine the fate of transplanted cells. With 
standard luciferase constructs, a minimum of 
103–104 cells are needed for in vivo detection 
(Aswendt et al. 2013; Martens et al. 2014; 
Mezzanotte et al. 2014).

The sensitivity of bioluminescent cells depends 
greatly on the imaging system, animal (e.g., white 
vs. dark haired), and anatomical transplant site, but 
other external factors can be optimized to improve 
sensitivity. Animals can be imaged at several inter-
vals following substrate administration to ensure 
maximum signal is measured, along with optimiz-
ing the dose of substrate (Aswendt et al. 2013). 
Sensitive applications that require detection of very 
small numbers of cells can be attempted using spe-
cifically engineered cells that yield increased light 
emission. Selected clones with multiple modifica-
tions have outputs of 103–104 photons per second 
per cell compared to 101–102 with unmodified 
luciferase expression systems and allow detection 
of fewer than ten cells (Rabinovich et al. 2008; 
Kim et al. 2010). Such sensitive imaging must be 
accompanied by more stringent tests to confirm the 
signal source, including imaging the animal before 
and after cell delivery to identify areas of autofluo-
rescence (Kim et al. 2010).

23.2.2  Fluorescence

Genetically modified cells can express a fluores-
cent protein, which emits light when excited by 
the suitable wavelength. The excitation and emis-
sion wavelength, along with the signal strength, 
are dependent on the selected fluorescent protein. 
Since an excitation signal is required for pro-
duction of emission signal, the background can 
also be high. As with bioluminescence, red and 
infrared fluorescent proteins are better suited for 

imaging in tissue. Both the excitation and emis-
sion signals of shorter wavelength green and yel-
low fluorescent proteins are impeded in tissue. 
Even with longer excitation and emission red and 
infrared fluorescent proteins, fluorescence imag-
ing is also limited by scattering of both the exci-
tation and emission signals, which can severely 
impact the imaging accuracy. Although not as 
frequently used as bioluminescence, fluores-
cence imaging can be used to track distribution 
of transplanted cells (Wang et al. 2014) and cell 
survival over time (Fan et al. 2012) (Fig. 23.1b). 
Fluorescent systems are advantageous because 
the presence of fluorescently labeled cells in vivo 
can be easily confirmed with fluorescent micros-
copy of fixed tissue sections or flow cytometry of 
cells harvested from tissue. For this reason, fluo-
rescent labels are extensively used concurrently 
for confirmation with other tracking systems and 
during construction of other genetic tracking sys-
tems. The number of cells required for imaging is 
slightly higher than bioluminescence, with around 
104 fluorescently labeled cells required for detec-
tion (Mezzanotte et al. 2014; Tam et al. 2007).

23.3  Exogenous Labels

Cells labeled with exogenous compounds not nor-
mally present or found only at low concentrations 
allow detection of transplantations. As neither 
compound is found in the body in large amounts, 
radioactive tracers or nonradioactive fluorine-19 
(19F) form hot spots that are detected with posi-
tron emission tomography (PET) and 19F mag-
netic resonance imaging (19F MRI), respectively 
(Bulte 2005). The MR contrast agents (CA) para-
magnetic gadolinium (Gd3+) and superparamag-
netic iron oxide (SPIO) alter the local magnetic 
field, allowing detection of transplanted cells on 
MRI. For hot spot imaging, the signal produced 
by the transplanted cells is easily co-registered 
with anatomical structures of interest with either 
1H MRI or CT scans. Furthermore, labeling is 
generally faster and requires less technical exper-
tise. Modification occurs either the same day or a 
few days prior to cell transplantation.

Exogenous labels are frequently employed in 
small animal models because many are suitable 
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for imaging cells transplanted in deep tissue. They 
also offer a potentially accelerated route for clini-
cal translation, unlike most genetic-based tracking 
systems that are not suitable for use in humans. 
While it is not necessary and may not be prudent 
to use clinically relevant labels for tracking cells 
in small animals, studies aiming for clinical appli-
cation may benefit from using labels approved for 
use in humans with relevant results and develop-
ment of clinically applicable protocols.

For some label types, the signal will decline as 
cells die. For transplants that survive or increase 
in cell number, the total signal typically remains 
the same as long as cells do not migrate away, as 
the label is diluted between daughter cells as the 
cells divide (Guenoun et al. 2012; Danhier et al. 
2014). Appropriate selection is necessary to 
ensure accurate cell tracking, as some labels 
remain at the transplant site following cell death, 
resulting in signal originating not from the trans-
planted cells but from free label or inadvertent 
labeling of the animal’s own cells.

Cell cultures are typically incubated with the 
label for a period of hours to days. Free or 
unbound label should be removed with multiple 
washes, after which cultures can be harvested for 
transplantation. In addition to the cell type, 

labeling efficiency is influenced by the length of 
exposure, label concentration, and presence of 
serum in media. Although many labeling proto-
cols are applicable across a variety of cell types, 
optimizing uptake is required when labeling a 
new cell culture. As the efficiency of labeling is 
paramount to imaging sensitivity, optimization is 
critical. The method to determine uptake effi-
ciency is highly dependent on the particular label, 
but many commercially available labels have a 
conjugated form containing a fluorescent probe 
such as fluorescein isothiocyanate (FITC) or rho-
damine to allow facile preliminary assessment 
with microscopy or flow cytometry (Helfer et al. 
2013; Sibov et al. 2014; Chen et al. 2013). For 
cells that are difficult to modify, the label can be 
mixed with a carrier or transfection reagent to 
facilitate transfer across the cell membrane, but 
carriers may impart more toxicity than the label 
itself.

23.3.1  Gadolinium

Gadolinium (Gd+3) is a T1-shortening CA for track-
ing cells with MRI, with labeled cells appearing 
as bright areas on T1-weighted MRI (Fig. 23.2a). 

a b

Fig. 23.2 1H MRI tracking with contrast agents. 
Gadolinium-labeled myoblasts transplanted into leg mus-
cle show increased contrast on T1-weighted MRI (a), 
while SPIO-labeled cells appear as a signal void on 

T2-weighted MRI (b). Inset in panel (b) shows injection 
of unlabeled control cells transplanted for comparison. 
Arrows indicate the cell transplant (Reproduced, with per-
mission, from Baligand et al. (2009), Azzabi et al. (2014))
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Due to the toxicity of free Gd+3, gadolinium is 
usually bound to a chelate or nanoparticle, such 
as gadolinium diethylenetriaminepentaacetic acid 
(Gd-DTPA) (Guenoun et al. 2012; Pan et al. 2014) 
or gadolinium oxide nanoparticles (Faucher et al. 
2012). Although regulatory approved formula-
tions for systemic delivery in patients can be used 
to label cells transplanted in small animals, the risk 
of Gd+3 release during long-term studies makes 
clinical translation of gadolinium cell tracking 
uncertain. A carrier is typically required to facili-
tate transfer across the cell membrane (Shuai 
et al. 2014), but some formulations can be used 
without need for uptake assistance (Nolte et al. 
2008). Internalized gadolinium complexes can be 
observed with transmission electron microscopy 
of cultures (Pan et al. 2014). Alternatively, fluores-
cently tagged gadolinium complexes can be used 
for routine fluorescent microscopy or flow cytom-
etry investigations.

The number of gadolinium atoms per cell can 
be quantified with spectrometry of lysed cultures 
(Faucher et al. 2012; Guenoun et al. 2012). 
Loading is around tens of picograms (pg) of gad-
olinium per cell (Faucher et al. 2012; Guenoun 
et al. 2012), an average of 1010 gadolinium atoms 
per cell. The content per cell becomes diluted 
with cell division, but the sum of the signal 
remains the same as long as cells don’t migrate 
away, indicating that little if any probe is lost dur-
ing cell division (Guenoun et al. 2012; Tachibana 
et al. 2014). With the high field strength required 
for small animals, transplants of 104 labeled cells 
are typically required for detection (Guenoun 
et al. 2012; Aspord et al. 2013). Because Gd3+ 
can be detected at the transplant site following 
death of cell graft, this label may not be suitable 
for long-term cell tracking (Baligand et al. 2009).

23.3.2  SPIO

Superparamagnetic iron oxide (SPIO) is referred 
to as a negative contrast agent, as it reduces the 
local MRI signal. Labeled cells appear as hypoin-
tense regions or signal voids on T2-weighted MR 
images. Cells are labeled with SPIO in culture 
and then transplanted for detected with MRI 

(Fig. 23.2b). Care must be taken in interpretation 
of signal, since other sources of field inhomoge-
neity can produce similar signal decreases, 
including surrounding structures or hemorrhage 
(van den Bos 2006) due to biological sources of 
iron such as hemoglobin (Josephson et al. 1991). 
Uptake of SPIO is on the order of tens of pico-
grams (pg) of iron per cell (Heyn et al. 2005; 
Cianciaruso et al. 2014), corresponding to a cal-
culated 1011 iron atoms per cell. Following SPIO 
labeling, the iron content of cultures can be 
obtained by spectroscopy of acid-treated cultures 
(Markides et al. 2013). SPIO particles in cell cul-
ture or tissue sections can be visualized with 
Prussian blue staining. Because particles can 
remain at the transplant site long after death of 
transplanted cells and can be taken up by the ani-
mal’s own cells, SPIO is not recommended for 
long-term cell tracking of cell viability (Baligand 
et al. 2009; Cianciaruso et al. 2014). The number 
of cells required for detection depends greatly on 
the magnetic field strength as well as the labeling 
efficiency, and typical values are 10–100 cells 
(Ahrens and Bulte 2013). Single macrophages 
labeled with SPIO have been tracked in the brain, 
with its comparatively homogenous background, 
but required high iron loadings of 60 pg of iron 
per cell (Heyn et al. 2005) that may not be pos-
sible for all types.

23.3.3  Radiolabels

Cells labeled with radioactive tracers can pro-
duce images with good spatial resolution and, 
due to the lack of background signal, very good 
sensitivity (Fig. 23.3a, b). Commonly used trac-
ers for cell tracking in small animals include flu-
orine- 18 (18F) or copper-64 (64Cu) for detection 
with positron emission tomography (PET) and 
technetium-99 (99Tc) or indium-111 (111In) for 
detection with single-photon emission computed 
tomography (SPECT). Radiotracers are limited 
by short half-lives, which limits the length of 
time cells can be observed, and cellular toxicity 
particularly for sensitive cultures including stem 
cells (Tarantal et al. 2011) and T cells (Berglund 
et al. 2013). Unmodified cells can be preincu-
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bated with the tracer for direct labeling, or cells 
can be tracked in an indirect manner, where cells 
modified to take up the tracer at an increased rate 
are implanted and labeled in vivo following intra-
venous injection of tracer in a manner similar to 
detection of luciferase expressing cells.

The glucose analogue 18F-fluorodeoxyglucose 
(FDG) is actively taken up by glucose transporters 
and is approved for clinical applications, making it 
a suitable albeit short-term tracking label. Studies 
are limited to 4–6 h, due to the 100 min half-life 
and leakage from labeled cells (Zhang et al. 2012). 
Cells can be tracked for several days using 64Cu 
and 111In with half-lives of 12.7 and 67 h, respec-
tively. Both lipophilic 64Cu-pyruvaldehyde-
bis(N4- methylthiosemicarbazone) (64Cu-PTSM) 
and 111In in indium oxine easily cross the plasma 
membrane (Griessinger et al. 2014) (Tarantal et al. 
2011). Delivery of these tracers using a nanopar-
ticle formulation or with assistance of electropora-
tion can increase uptake, but may be associated 
with some cellular damage or loss of viability (Li 
et al. 2013).

Genetic modification of cells for transplanta-
tion can increase uptake of tracers and provide 
more flexibility with imaging schedule. Cells are 
modified to express a reporter gene, such as 

human sodium iodide symporter (hNIS) (Varma 
et al. 2012; Wolfs et al. 2014) or human estrogen 
receptor ligand-binding domain (hERL) (Qin 
et al. 2013) that facilitate the uptake of tracers in 
transplanted cells. Once transplanted, cells accu-
mulate signal when the radiolabel is injected 
intravenously. The systemically injected radiola-
bel, however, produces a signal independent of 
its uptake in the modified cells and may give rise 
to a higher background signal. These indirect 
labeling studies employing reporter genes should 
include controls with radiolabel injected in the 
animal without modified cells to account for 
uptake into nontarget cells and buildup in secre-
tory organs (Fig. 23.3b).

23.3.4  Fluorine-19

Due to the negligible background signal in vivo, 
fluorine-19 (19F) is emerging as an alternative to 
radioactive tracers, as labeled cells form similar 
hot spots (Fig. 23.3c) but without the cytotoxic 
radioactivity. Cells are labeled with fluorinated 
compounds, such as perfluorinated polyethers or 
cyclic crown ethers (Kadayakkara et al. 2014, 
Rose et al. 2015), by incubation with the label for 

a b c

Fig. 23.3 Hot spots with radiotracers or 19F-labeled cells. 
Mesenchymal stem cells (MSCs) labeled with 99Tc were 
imaged with SPECT in a myocardial infarction mouse 
model (a), overlaid with CT scan. Arrow indicates cells 
that accumulated in damaged cardiac tissue, while other 
signals are from cells entrapped in the lungs. MSCs trans-
fected with hERL were injected into the foreleg and 
imaged with PET following an intravenous injection of 
18F tracer (b). Arrow indicates tracer in MSC expressing 

hERL, while no signal is seen from the contralateral side 
containing unmodified MSCs, lacking hERL. 19F-labeled 
cells were injected into the striatum and detected with 19F 
MRI (c). The fluorine image is overlaid onto a 1H MR 
image and shows a fluorine standard in the bottom as a 
reference with arrow indicating injected cells 
(Reproduced, with permission, from Garikipati et al. 
(2014), Qin et al. (2013), Zhong et al. (2013))
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1 or 2 days. Labeled cells are then transplanted and 
detected with MR. Due to the frequency difference 
between 1H and 19F, a dedicated coil is typically 
required for fluorine cell tracking imaging. The 
images from 19F-MR can be co-registered with 1H 
MR images to show localization to anatomical 
structures. A perfluorinated carbon for cell track-
ing is under investigation for clinical applications.

The uptake of fluorine content in cell cultures 
can be measured with nuclear magnetic resonance 
(NMR). A separate fluorine-containing compound 
with a different chemical shift is added as a refer-
ence, and the fluorine content from the label can be 
quantified and normalized to the cell number. 
Typical uptake is in the range of 1012 fluorine 
atoms per cell (Helfer et al. 2013; Ribot et al. 
2014; Zhong et al. 2013). Fluorescently conju-
gated formulations allow detection of labeled cells 
with microscopy or flow cytometry. In high field 
strengths typical of small animal imaging, cells 
required for detection range from 104 to 105 cells 
(Boehm-Sturm et al. 2011; Helfer et al. 2013). The 
sensitivity of fluorine imaging currently remains 
the limiting factor for cell tracing, as large quanti-
ties of 19F are needed to ensure detection.

23.4  Additional Validations 
and Differentiation 
of Multiple Cell Populations

Multimodal imaging can be employed to ensure 
the veracity of results (Fig. 23.4) (Danhier et al. 
2014), where cells can be modified with more 

than one label to exploit the benefits of each imag-
ing modalities (Elhami et al. 2013). Multimodal 
imaging study is especially prudent for labels that 
do not distinguish between live and dead or free 
labels or are highly subject to artifacts. Labeling 
genetically modified cells with SPIO allows MR 
detection of iron particles in transplanted cells, 
allowing for better resolution in deep tissue, but 
fluorescent protein expression still allows confir-
mation of live cells in tissue sections (Cianciaruso 
et al. 2014; Taylor et al. 2014). Dual labeling cells 
with SPIO for MR detection and FDG for PET 
detection combine the spatial resolution of MR 
(Fig. 23.4a) with sensitivity of PET (Fig. 23.4b) to 
confirm signal from transplanted cells (Fig. 23.4c) 
(Elhami et al. 2013).

Careful selection of specific labels can also 
allow tracking of different populations of cells 
in the same animal (Fig. 23.5). With biolumines-
cence, populations of cells labeled with different 
luciferases can be detected in the same animal. 
Cells expressing firefly luciferase can be distin-
guished from cells expressing with Renilla lucif-
erase by exploiting the minimal cross-reactivity 
of substrates (Bhaumik and Gambhir 2002), as 
each luciferase requires its own substrate. Due 
to overlapping emission spectra for these lucif-
erases, the imaging protocol includes a 3-h 
“washout” between administration of the first 
and second substrate. This ensures elimination 
of the first substrate to prevent errant detection 
of the first luciferase (Bhaumik and Gambhir 
2002; Mezzanotte et al. 2013). Alternative 
configurations for imaging individual popula-

a b c

Fig. 23.4 Dual labeling of cells with SPIO and radio-
tracer. Adipose stromal cells were co-labeled with SPIO 
and the radiotracer FDG. Cells appear as voids on 1H MRI 
(a) due to SPIO or areas of high signal with PET (b) due to 

FDG, as indicated by arrows. Co-registration of the MR 
and PET images (c) shows overlap of MR and PET signals, 
indicating that signals originate from the same source 
(Reproduced, with permission, from Elhami et al. (2013))
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tions in the same animal include the use of the 
one substrate with two luciferases, such as the 
CBG99 and PpyRE9, and exploiting the differ-
ent emission spectral patterns (Mezzanotte et al. 
2011, 2013). Since these luciferases do have 
spectral overlap, the analysis is only qualitative 
(Mezzanotte et al. 2013) but provides useful 
information on co- localization of different cell 
populations in the same imaging session. Similar 
approaches can be applied to other systems, pro-
vided sufficient controls are included.

23.5  Functional Assessment 
of Labeled Cells

As with any modification, labeling for tracking 
purposes has the potential to modify key charac-
teristics, and labeled cultures should be tested to 
ensure relevant physiologies are not impeded or 
altered. Both genetic modifications and exoge-
nous labels should be investigated, but the extent 
of testing is mostly dependent on the cell type. 
Standard assessments include cell viability and 

proliferation to ensure that cells will grow and 
divide in a manner comparable to unmodified 
cells following transplantation. Phenotypes perti-
nent to the cell and the outcome of the study, such 
as migration (Diana et al. 2013) or motility 
(Cromer Berman et al. 2013), should be tested 
before and after labeling. For pluripotent and 
multipotent cells, cultures should be tested for 
differentiation into germ layers or appropriate 
lineages, respectively (Kostura et al. 2004), as 
some labels can interfere with differentiation 
along certain lineages. Additional assays should 
be included in the assessment as needed, espe-
cially if the label is known to affect a phenotype 
or essential for the study’s outcomes.

 Conclusions

A plethora of methods are available for cell 
tracking in small animals, and careful label 
selection based on cell type and study design 
allows detection of engrafted cells. Validation 
to confirm signal can be equally important to 
increase imaging confidence and confirm 
presence of live cells. More complex studies, 

a b

Fig. 23.5 Tracking multiple cell populations. Cells 
expressing firefly luciferase (FLuc) and Renilla luciferase 
(RLuc) were injected into the left and right forearm, 
respectively, along with cells expressing no luciferase in 
the left thigh. Arrows indicate injection sites. The mouse 
was imaged once after administration of D-luciferin (a) 
and once after coelenterazine (b). Cells expressing FLuc 
were detected only following administration of 

D-luciferin, whereas cells expressing RLuc were detected 
following administration of coelenterazine. These results 
show each luciferase’s high specificity for its substrate 
and demonstrate the feasibility of tracking multiple cell 
populations in a single animal with bioluminescence 
(Reproduced, with permission, from Bhaumik and 
Gambhir (2002))
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such as tracking multiple cell populations, are 
also possible with novel application of current 
tracking methods discussed in this chapter.
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24.1  Introduction

Currently, radionuclide imaging after injection of 
radiolabeled tracers seems to be the most promis-
ing approach to noninvasively determine the beta 
cell mass (BCM) in vivo. Despite the limited 
resolution of positron emission tomography 
(PET) and single photon emission computed 
tomography (SPECT), the very high sensitivity 
of these imaging modalities allows detection of 
very low radiotracer concentrations. Since the 
noninvasive imaging modalities that offer the 
highest spatial resolution, i.e., computed tomog-
raphy (CT) and magnetic resonance imaging 
(MRI), are not able to resolve single islets in vivo, 
radionuclide imaging would be the method of 
choice for beta cell imaging. However, noninva-
sive visualization of the pancreatic beta cells is a 
highly challenging endeavor. The beta cells are 
located in the islets of Langerhans in the pan-
creas. The islets are small (usually between 50 
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and 400 μm), only account for 1–2 % of the total 
pancreatic mass, and are spread throughout the 
pancreas (Bonner-Weir 1994; Weir et al. 1990). 
Targeting of these small structures spread through 
an organ is highly challenging when compared to 
tumor imaging, where a focal solid mass contain-
ing the target cells is visualized. Moreover, the 
islets consist of several cell types (beta cells, 
alpha cells, delta cells, and pp cells) with the beta 
cells representing around 60–80 % of the islet 
mass, making specific visualization of beta cells 
even more difficult. Since PET and SPECT can-
not resolve single islets, let alone beta cells, a 
highly beta cell-specific radiotracer is required. 
Only when the radiotracer specifically accumu-
lates in beta cells and not in other cell types of the 
endocrine or exocrine pancreas, the accumula-
tion of the radiotracer in the pancreas could be 
used as a surrogate measure of the beta cell mass. 
To enable this, a target specifically expressed on 
beta cells and an optimal respective ligand should 
be selected for the development of beta cell tar-
geting radiotracers. In contrast to tumor imaging, 
where several targets are overexpressed, beta 
cells express endogenous levels of receptors 
leading to generally lower accumulation of radio-
tracers when compared to tumor cells. In this 
book chapter, the challenges regarding tracer 
development and preclinical and clinical charac-
terization will be discussed in detail.

24.2  Specific Requirements 
for Radiotracers Used 
in Diabetes Imaging

Development of a radiotracer for specific target-
ing of beta cells in vivo requires the consideration 
of many aspects, such as target and ligand selec-
tion, radiolabeling strategies, specific activity 
and post-labeling purification, and the effect of 
the administered radiotracer dose on accumula-
tion and side effects.

24.2.1  Target Definition

Expression levels of beta cell-specific targets are 
performed by sequencing, quantitative (RT) 

PCR, western blot, FACS, and immunohisto-
chemical staining. A complicating factor is that 
most of the techniques require pure preparations 
of beta cells, which are challenging to obtain. 
Purification of dispersed cells of the islets of 
Langerhans is highly demanding, and purities 
exceeding 80 % are rarely achieved. Due to the 
difficulty of obtaining pure beta cells, the expres-
sion levels in the endocrine and exocrine pan-
creas, isolated after enzymatic digestion of the 
pancreas, are widely used. However, the proce-
dure of enzymatic digestion of the pancreas and 
subsequent purification of the islets of Langerhans 
is also characterized by impurities in the prepara-
tion, resulting in contamination with exocrine 
cells in the endocrine preparation and vice versa. 
These contaminations should be taken into 
account in the interpretation of the expression 
patterns determined in these preparations.

Immunohistochemical staining of the target of 
interest on pancreatic tissue specimens is highly 
desirable to confirm beta cell specificity. Beta 
cell specificity can be confirmed by counterstain-
ing for proteins specific for beta cells and other 
endocrine cells in the islets of Langerhans (e.g., 
insulin for beta cells, glucagon for alpha cell, and 
somatostatin for delta cells). However, the avail-
ability of appropriate antibodies might be a con-
cern, especially for novel targets. Also the 
specificity of certain antibodies might be an 
issue, for example, for the glucagon-like peptide 
1 receptor (GLP-1R) where the specificity of 
most commercially available antibodies remains 
a matter of debate.

24.2.2  Ligand Selection

After selection of a candidate target for beta cell 
imaging, the appropriate ligand needs to be 
selected. For radionuclide imaging, several types of 
ligands were successfully used, such as  antibodies 
and antibody fragments, peptides, and small mole-
cules. Complete antibodies usually exhibit high 
specificity, but due to their size, the circulatory 
half-life is long, while the penetration rate in 
(healthy) solid tissue is low. When coupled to a 
radionuclide, this might lead to undesirable high 
radiation doses to the (study) subject. Moreover, 

M. Brom et al.



607

the large antibodies might have limited penetration 
through the basement membrane of the islets to the 
beta cells, which is of minor importance in tumor 
targeting where usually “leaky vessels” allow 
effective penetration of the antibodies in tumorous 
tissue. Alternatively, antibody fragments (Fab2 and 
Fab fragments) could be used to reduce the circula-
tion time and improve tissue penetration.

In contrast to antibodies, peptides are rela-
tively small and rapidly excreted from the circu-
lation. Often natural peptidic ligands are utilized 
for targeting of receptors, but these natural 
ligands might have low metabolic stability. High 
metabolic stability is required for successful 
in vivo targeting, since this increases the bio-
availability of the ligands and thus will increase 
the accumulation in the target tissue. Therefore, 
peptides can be stabilized by addition of protec-
tive groups at the N-terminus or the substitution 
of certain amino acids by D-amino acids to pre-
vent enzymatic degradation. Care should be 
taken with these modifications, since these 
changes could influence the binding affinity or 
internalization properties of the ligands.

Small molecules also allow rapid targeting 
and fast clearance. The excretion route is deter-
mined by the hydrophilicity of the compound 
(which is also the case for peptides). While 
hydrophilic compounds are cleared via the kid-
neys, lipophilicity is characterized by clearance 
via the hepatobiliary system. Clearance via the 
liver will lead to excretion of the radioactive 
compound and its metabolites in the intestinal 
tract resulting in high background activity con-
centrations in the abdomen potentially hamper-
ing the delineation of the pancreas. However, 
renal clearance might result in high kidney accu-
mulation and could also hamper visualization of 
the tail of the pancreas (due to the close proxim-
ity to the left kidney). Furthermore, accumulation 
of radiotracer and metabolites due to clearance in 
nontarget organs potentially leads to increased 
radiation doses to the patient.

24.2.3  Radiolabeling Strategies

In general two radiolabeling strategies can be 
defined: direct labeling and indirect labeling. In 

direct labeling the radionuclide is directly cou-
pled to a reactive moiety in the ligands, for exam-
ple, by an oxidation reaction or a substitution 
reaction. Oxidation reactions are frequently used 
to label antibodies with a radioactive iodine iso-
tope. Prerequisite for this strategy is that the com-
pounds contain one or more reactive moieties in 
the structure to allow radiolabeling. Although 
this labeling strategy is relatively simple usually 
without the need of modification of the ligand, 
the labeling site might be located in the binding 
domain of the compound and in this way inter-
fere with target binding.

Indirect labeling requires the coupling of a 
moiety to the chosen ligand to enable radiolabel-
ing. A well-known example is radiometal labeling 
after conjugation of a chelator to the ligand. The 
chelator binds the radiometal with high affinity 
and efficiency, and the formed complex is highly 
stable, when the appropriate chelator- radiometal 
combination is selected. The chelator can be cou-
pled to a desired position of the compound to 
avoid interference with the binding domain of the 
ligand. The chelators are relatively large and there-
fore the feasibility for labeling of very small mol-
ecules is limited. A major advantage of the 
radiometal labeling strategy is the high accumula-
tion of the chelator-radiometal complex after inter-
nalization. After internalization, the radiolabeled 
compounds bound to the receptor are enclosed in 
the lysosomes in the cell, the compound is 
degraded, and the degradation products will be 
excreted. Due to the lack of a specific excretion 
route or metabolic pathway for the radiometal-
chelator complex, a high accumulation in the 
 target cells will occur (the so-called metabolic 
trapping), leading to high  target-to- background 
ratios (Brom et al. 2010a). This phenomenon is not 
observed in most direct labeling strategies,  
for example, for radioiodinated antibodies, where 
the radioiodine is washed out rapidly from the 
cells. Other examples for metabolic trapping are 
tracer molecules that cannot be processed by the 
cell and get trapped, for example, 18FDG 
(Andralojc et al. 2012).

The choice of the radionuclide depends on 
several factors, such as the labeling strategy as 
described above. Moreover, the imaging modal-
ity to be used is a major determinant for the 
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choice of radionuclides (positron emitters for 
PET and gamma emitters for SPECT). The 
energy of the emitted gamma photons or posi-
trons, another physical aspect of radioisotopes, 
should be considered. In general, gamma photons 
with a high energy will result in poorer image 
quality, whereas gamma photons with too low 
energy will be absorbed and attenuated to a larger 
extent. Positrons emitted with a higher energy 
will travel longer in tissue and decrease the reso-
lution of the obtained images.

The half-life is also of importance when 
selecting a radionuclide for radiolabeling of a 
compound. The half-life of the radionuclide 
should match with the half-life of the com-
pound. In other words, at the optimal time point 
for imaging, when the target-to-background 
ratio is optimal, the radioactivity concentration 
in the target organs should be sufficient for 
proper image quality. Long-lived radionuclides 
attached to ligands with a short circulatory 
half-life will require high amounts of radioac-
tivity injected, while short-lived radionuclides 
coupled to compounds with a long circulatory 
half-life will result in very poor target-to-back-
ground ratios.

24.2.4  Specific Activity, 
Pharmacological Dose

Unlike tumors, targets on healthy beta cells are 
not overexpressed but expressed at physiological 
levels. This is challenging for in vivo targeting of 
beta cells, since the relatively low number of 
receptors can easily be saturated by administra-
tion of high doses of radiotracers. To overcome 
the problem of decreased radiotracer uptake due 
to saturation, a high specific activity of the radio-
labeled compound is required (i.e. the amount of 
radioactivity per molecule) in order to administer 
a sufficient radioactivity dose for appropriate 
image quality. Previous studies showed the effect 
of the administered doses on the accumulation of 
radiotracers and underline the importance of 
administration of doses of compound (Brom 
et al. 2010b; Selvaraju et al. 2013). This is of spe-

cial importance when pharmacologically active 
ligands are used, since they can cause unwanted 
(pharmacological) side effects.

24.3  Development 
of Radiotracers for Diabetes 
Imaging: From Bench 
to Bedside (The 
Requirements for Preclinical 
Characterization)

After identification of a suitable target for beta 
cell imaging and optimization of the radiolabel-
ing procedure of the tracer, the novel radiotracer 
should be extensively characterized both in vitro 
and in vivo. The ideal radiotracer for diabetes 
imaging should bind to a receptor specifically 
expressed on the beta cells in high numbers. In an 
optimal situation, the expression should be stable 
in healthy and diabetic conditions. The uptake of 
the tracer molecule should correlate with beta 
cell mass, and high target-to-background ratios 
(both exocrine versus endocrine tissue and also 
the pancreas versus adjacent organs) are needed 
to accurately quantify tracer uptake. Therefore, 
high affinity and specificity of the binding of the 
radiotracer to the beta cells are required. 
Preferably, the radiotracer is internalized upon 
receptor binding to increase target-to-background 
ratios. The affinity, specificity, and binding kinet-
ics for the target receptor are initially determined 
in vitro, followed by in vivo characterization to 
determine the biological behavior.

24.3.1  In Vitro Characterization

In general in vitro radiotracer characterization is 
performed on cell lines known to express the 
 target receptor. Commonly used assays to 
 characterize the radiotracer are saturation  binding 
assays, competition binding assays, and internal-
ization assays. In these assays the binding kinet-
ics, the specificity for the receptor, the dissociation 
constant (Kd), and the maximum receptor density 
on the cells (Bmax) are determined.
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24.3.1.1  Internalization Assay
An internalization assay provides information on 
the binding kinetics of the radiotracer. Cells are 
incubated with a fixed amount of radiolabeled 
tracer for a certain time. The bound fraction can be 
separated from the internalized fraction with an 
acid wash. Measurement of the bound and inter-
nalized fraction after several time points provides 
information on the internalization rate of the radio-
tracer. As only agonists are internalized upon bind-
ing the receptor, agonists are in general assumed to 
be more suitable as a radiotracer than antagonists. 
The internalization of the receptor- agonist com-
plex leads to intracellular accumulation of the 
radiotracer resulting in high target-to-background 
ratios. However, recent studies showed favorable 
in vivo accumulation of bombesin (Abd-Elgaliel 
et al. 2008; Cescato et al. 2008; Mansi et al. 2009) 
and somatostatin (Ginj et al. 2006) antagonist in 
tumor-bearing mice, and the optimal tracer (ago-
nist/antagonist) for every ligand-receptor combi-
nation should be exploited. By addition of an 
excess of unlabeled tracer (~100-fold) to block the 
receptors, the amount of nonspecific uptake in the 
target tissue can be determined. This assay is usu-
ally performed at 37 °C as internalization is slower 
at lower temperatures.

24.3.1.2  Saturation Binding Assay
To determine the receptor density (Bmax) and the 
dissociation constant (Kd), which is a measure for 
the strength of the interaction between the radio-
tracer and the target receptor, saturation binding 
assays can be performed. In these assays cells 
expressing the target receptor are incubated with 
increasing concentrations of the radiotracer. With 
high concentrations of the radiotracer, the non-
specific binding to other proteins and lipids is 
likely to increase, leading to more nonspecific 
uptake. Therefore, separate cell preparations that 
are co-incubated with an excess unlabeled 
 compound are used to correct for nonspecific 
binding for each experimental concentration.

The Kd is defined as the amount of radiotracer 
necessary to occupy 50 % of the receptors. A 
radiotracer with a Kd below 1 nM is considered a 
tracer with high affinity for the receptor and a Kd 

above 1 mM is assumed to be a tracer with low 
affinity (Davenport and Russell 1996). To be suit-
able for imaging, radiotracers should have an 
affinity in the nanomolar or subnanomolar range. 
The Bmax is estimated from the graph with the 
saturation curve plateaus and is expressed in the 
amount of tracer bound per milligram tracer pep-
tide. These assays are usually performed on ice to 
prevent internalization of the radiotracer.

24.3.1.3  Competition Binding Assay
In competition binding assays, the ability of 
 unlabeled or non-radioactive labeled tracers of 
interest to compete with a fixed concentration  
of a radiotracer known to bind to the receptor of 
interest is assessed. This assay can, for example, 
be used to test if radiolabeling of the tracer has 
influenced the affinity for the receptor. Therefore, 
the radiotracer is incubated with increasing con-
centrations of the unlabeled tracer to determine 
the IC50 value of the unlabeled tracer. The IC50 
value is the concentration needed to replace 50 % 
of the radiotracer. If there is a large difference 
between the Kd of the radiotracer (determined 
with the saturation binding assay) and the IC50 
value of the unlabeled tracer, the labeling proce-
dure might have affected the affinity of the 
radiotracer.

A competition binding assay can also be used 
to compare the affinity of several unlabeled trac-
ers for the same receptor. Different concentra-
tions of each unlabeled tracer are co-incubated 
with a control radiotracer (with affinity for the 
same receptor). The affinities of each unlabeled 
tracer can be directly compared, and the tracer 
with the highest affinity for the receptor can be 
selected.

24.3.1.4  In Vitro Autoradiography
In vitro autoradiography can be performed to 
gain more insight in the distribution of the recep-
tor expression in the target tissue (Reubi and 
Waser 2003). Freshly frozen tissue sections are 
incubated with the radiotracer. After a fixed time, 
the excess of radiotracer is washed away, and the 
tissue sections are exposed to a light sensitive 
film in the dark. After a certain time (1 day– 
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several weeks), depending on the specific activity 
and amount of the radiotracer added, the amount 
of binding to the tissue of interest, and the isotope 
used, the film is developed, and distribution of 
the radiotracer uptake in the target tissue can be 
analyzed. Specificity of the uptake can be tested 
by adding an excess of unlabeled tracer.

24.3.1.5  Radiotracer Stability
Measurement of the percentage of intact radiola-
beled tracer remaining after incubation of the 
radiotracer in several physiological solutions, 
like phosphate-buffered saline (PBS) and, for 
example, mouse serum, will give more insight in 
the in vivo tracer stability.

In general in vitro assays provide useful infor-
mation on the binding kinetics and stability of the 
radiotracer. However, these assays are carried out 
in a controlled environment and therefore do not 
necessarily reflect in vivo behavior. Radiotracers 
should be further characterized in vivo to demon-
strate the true potential of the developed 
radiotracer.

24.3.2  In Vivo Characterization

To gain insight in the pharmacokinetics of the 
tracer, biodistribution studies should be per-
formed. These studies give information on:

• Stability of the radiotracer in vivo
• Specificity of the radiotracer in vivo
• Clearance rate and excretion route of the tracer
• Information on the accumulation and reten-

tion of the radiotracer in the target tissue

In biodistribution studies, the radiotracer is 
typically injected intravenously, the animal is 
euthanized after a fixed time, the organs and 
other relevant tissues are dissected, and the 
amount of radioactivity in each organ is mea-
sured. The amount of radioactivity in the organs 
is usually expressed as the percentage injected 
dose per gram tissue (%ID/g).

These biodistribution results give indications 
on the stability of the tracer in vivo and informa-

tion on the excretion route of the radiotracer as 
well as information in respect to pancreatic uptake 
or uptake in an islet graft. Euthanizing animals at 
different time points will give insight in the clear-
ance rate of the radiotracer and the optimal time 
point for imaging (highest target-to-background 
ratios). Injecting animals with different radio-
tracer doses (amount of peptide/antibody) will 
provide information on the optimal dose for 
 imaging. Enough radiotracer should be injected to 
bind in high concentrations to the target receptor, 
but saturation of the receptor should be prevented, 
since the “excess” of radiotracer would increase 
uptake in other organs (and thus potentially reduce 
visibility of the target), requiring dose escalation 
studies. Furthermore, the specificity of the uptake 
in the organs and tissue can be tested by 
 co-injection of an excess of unlabeled tracer. The 
unlabeled tracer saturates the target receptor and 
blocks the receptor- mediated uptake of the 
 radiotracer. In this way specific uptake and 
 unspecific uptake in organs and tissues can be 
distinguished.

24.3.2.1  Preliminary In Vivo Imaging 
Studies

If specific uptake of the radiotracer in the target 
tissue is observed in biodistribution studies, the 
uptake can still be too low for in vivo imaging. 
Animals should be injected with the radiotracer 
with a high specific activity with the optimal 
pharmacological dose and imaged at the time 
point that results in the highest target-to- 
background ratios as determined in the biodistri-
bution studies. The scan time is depending on the 
amount of activity injected and the uptake 
expected in the target organ.

After imaging, the animals are euthanized and 
the organs and other relevant tissues are collected 
for ex vivo analysis. The tissues expected to 
express the target receptor are used for autoradi-
ography. Macro autoradiography can show the 
global tracer uptake in the tissue, and micro- 
autoradiography can show radiotracer uptake at 
the cellular level. For micro-autoradiography, 
 tissue sections are dipped in a photographic 
 emulsion, containing silver grains, stored in the 
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dark, and developed after several weeks. After 
developing the emulsion, the silver grains 
exposed to radiation will show the location of the 
bound radiotracer in the tissue on the cellular 
level. Tissue sections adjacent to the sections 
used for micro-autoradiography can be stained 
for the target receptor, and the distribution of 
tracer accumulation can be compared to the dis-
tribution of the target receptor and confirm spe-
cific uptake in vivo.

To enable accurate interpretation of the in vivo 
imaging results, ex vivo scans of the pancreas 
and other organs can be performed after dissec-
tion of the organs.

In vivo imaging of the pancreas with radiotrac-
ers using small animal models is challenging, given 
the random shape of their pancreas, which cannot 
easily be identified by anatomical imaging modali-
ties, such as CT and MRI. The rodent pancreas 
includes the splenic, duodenal, and gastric lobes 
(Alanentalo et al. 2007; Eriksson et al. 2013), 
named after their neighboring abdominal organs 
and representing the tail, body, and head of the 
human pancreas, respectively. Due to preferred 
renal excretion of radiotracers for beta cell imag-
ing, signal originating from the left kidney can 
obscure the pancreatic uptake, since they are 
located in close proximity. This limitation is less of 
a problem in humans, where radiotracer uptake by 
the head and the body of the pancreas can be easily 
differentiated from kidney uptake due to the larger 
size of the organs and the larger spatial distance 
between the kidneys and the pancreas. Several 
approaches to enhance the visibility of the pancreas 
were suggested in rodents to evaluate the in vivo 
targeting properties of beta cell radiotracers.

One possibility is the use of a dual tracer 
method, where one tracer is selected with high 
accumulation in the (exocrine) pancreas to enable 
accurate delineation. This will allow quantifica-
tion of the beta cell-specific agent in the 
 pancreatic region. 99mTc-demobesin and 123I-2-
iodo-L-Phe have high uptake in the exocrine tis-
sue and were previously used for this approach 
(Brom et al. 2014; Mathijs et al. 2015). A second 
approach is to perform (unilateral) nephrectomy 
before in vivo scanning, thereby omitting 

 radioactivity originating from the left kidney 
which improves the  visibility of the pancreas. 
Performing nephrectomy alone or in combination 
with the dual isotope tracer method could only be 
applied in rodents, to study the potential of a 
radiotracer for BCM quantification. Finally, com-
pounds such as plasma expander succinylated 
gelatin/lysine/arginine can be coinfused to reduce 
kidney signal by competing with radiotracers that 
undergo renal reabsorption in the proximal tubule 
(Vegt et al. 2010), enhancing the visibility of the 
pancreas.

After complete characterization of the radio-
tracer in a healthy setting, the potential of the 
radiotracer in diabetes imaging should initially 
be investigated in a well-controlled diabetes 
model (chemically induced). After complete 
characterization of the radiotracer in healthy 
animals and controlled diabetes models, more 
realistic diabetes models can be used to investi-
gate the true potential of the tracer in a clinical 
setting. Several animal models, spontaneously 
developing diabetes, are available, some more 
resembling type 1 diabetes (T1D) and others 
more similar to type 2 diabetes. Commonly 
used models are nonobese diabetic (NOD) 
mice, biobreeding diabetes-prone (BBDP) rats 
(for type 1 diabetes), Zucker Diabetic Fatty 
(ZDF) rats, or ob/ob mice (type 2 diabetes) 
(Rees and Alcolado 2005).

24.4  Models and Considerations 
for Small Animal Imaging 
in Diabetes

24.4.1  Implications of Interspecies 
Differences for Optimizing 
BCM Imaging

Mouse and rat harbor distinctive features related 
to their pancreas gene expression profile, if not 
the beta cell target receptor that is under investi-
gation. Choosing the appropriate animal model is 
therefore an additional criterion to consider when 
identifying potential targets for nuclear imaging 
of beta cells in humans. Interspecies differences 
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can be illustrated by the use of glucagon-like 
peptide 1 receptor (GLP-1R) and vesicular mono-
amine transporter 2 (VMAT2) which are experi-
mentally targeted for beta cell imaging in small 
animal models or diabetic patients (Brom et al. 
2014; Simpson et al. 2006).

The GLP-1R is expressed at high densities on 
the beta cells of rodents and humans, which can 
be targeted in vivo with the radioligand 
111In-exendin for quantification of BCM. While 
tracer uptake in rats is predominantly originating 
from the beta cells, with insignificant uptake 
being observed in the exocrine tissue, tracer 
accumulation in mouse pancreas originates from 
both beta cells and the exocrine tissue. On the 
other hand, endocrine-to-exocrine GLP-1R 
mRNA expression levels are similar in mouse 
and rat, suggesting that 111In-exendin could bind 
to a receptor other than the GLP-1R in the mouse 
exocrine pancreas, which does not occur in rats 
(Willekens et al. 2016). Rat is therefore more 
suitable model than mouse to quantify BCM 
using 111In-exendin, implying that interspecies 
differences could lead to different conclusions 
about the clinical potential of the radiotracer to 
quantify BCM.

The vesicular monoamine transporter 2 
(VMAT2) is expressed by human beta cells and 
can be specifically targeted with the radiolabeled 
analogue dihydrotetrabenazine (DTBZ). Whether 
the radiotracer is suitable to quantify BCM 
remains to be elucidated. In view of the consider-
able efforts to quantify BCM using DTBZ, mouse 
and rat models were used to characterize the tar-
geting properties of the radiotracer to the recep-
tor. The gene expression profile of VMAT2 in 
rodents was, however, not consistent with the 
human situation, since the receptor was absent in 
the beta cells, and was rather highly expressed by 
the sympathetic nerves of the pancreas when 
compared to human. In such a situation, mouse 
and rat are not suitable models to characterize the 
targeting properties of the radiotracer to the beta 
cells (Schäfer et al. 2013). Alternatively, larger 
animal models such as pigs and primates can be 
used.

24.4.2  Chemically Induced Diabetes 
Models

To investigate the potential of the radiotracer in dia-
betes imaging, a simple and controlled model for 
diabetes should be used. Chemically induced 
 diabetes models are an excellent option. It is possible 
to induce diabetes in most strains of rat and mice, 
although the sensitivity for the chemicals differs per 
strain (Deeds et al. 2011). In these models, a high 
percentage of the beta cells is destroyed, resulting in 
hyperglycemia. After administration of the chemi-
cal, it takes 5–7 days to reach stable hyperglycemia. 
Several chemicals can be used, but the two most 
commonly used compounds to induce diabetes are 
alloxan and streptozotocin (STZ). Both compounds 
have a structure similar to glucose and compete with 
the glucose present in the body. Therefore, fasting 
animals are in general more susceptible to treatment 
with these chemicals (King 2012).

The use of alloxan and STZ is well described 
in the literature, although most studies do not 
provide accurate information on the severity of 
diabetes and the mortality rate in their animals 
(Deeds et al. 2011).

24.4.2.1  Alloxan
Alloxan (2,4,5,6-tetraoxypyrimidine; 5,6-dioxy-
uracil) is a urea derivative with a chemical 
 structure similar to glucose.

Alloxan is taken up in the beta cells by the 
glucose transport 2 (GLUT2) receptor. After 
uptake in the beta cells, the alloxan is reduced to 
dialuric acid, reoxidized to alloxan, creating a 
redox cycle resulting in the formation of free 
radicals. These free radicals induce DNA dam-
age, leading to beta cell death. Alloxan is also 
taken up by the liver, but this organ is less sensi-
tive to the free radicals (King 2012). Besides for-
mation of free radicals, alloxan leads to oxidation 
of essential –SH groups and causes a disturbance 
in the calcium homeostasis in the beta cells lead-
ing to beta cell death (Szkudelski 2001).

Alloxan doses to induce diabetes are in the 
range of 40–200 mg/kg for both mice and rats, 
but the actual required dose depends on strain, 
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route of administration, and nutritional status of 
the animal (King 2012). In general intraperitone-
ally and subcutaneously administered doses 
required to induce diabetes are up to three times 
higher than intravenously administered doses. 
The most commonly used dose in literature is 
around 60 mg/kg intravenously administered. By 
varying the administered dose of alloxan, differ-
ent grades of diabetes can be induced.

Alloxan is very unstable and light sensitive, 
with only a half-life of several minutes at room 
temperature and neutral pH; therefore the solu-
tion should be freshly prepared immediately 
prior to injection and protected against exposure 
to light until injection. Furthermore, administra-
tion of high doses of alloxan can lead to damage 
to other organs, especially the kidneys (although 
kidney toxicity appears to be less pronounced 
than in the case of streptozotocin).

24.4.2.2  STZ
STZ (2-deoxy-2-(3-methyl-3-nitrosoureido)-D- 
glucopyranose, streptozotocin) is produced from 
the Streptomyces achromogenes bacterium.

The chemical structure of STZ is also recog-
nized by the GLUT2 receptor. After entering the 
beta cell, STZ causes alkylation of the DNA result-
ing in beta cell death. In addition to the alkylation 
of the DNA, free radicals also contribute to the 
DNA damage and subsequent beta cell death. In 
contrast to alloxan, calcium is not involved in the 
diabetogenic action of STZ (Szkudelski 2001).

STZ doses required to induce diabetes are in 
the range of 40–60 mg/kg i.v (Szkudelski 2001), 
80 mg/kg i.p in rats, and 150 mg/kg i.p in mice 
(Etuk 2010). Accurate doses depend on strain and 
species. In literature some evidence is found that 
female mice are less susceptible to STZ com-
pared to male mice (Etuk 2010).

STZ is stable for up to 1 h at 37 °C and at neu-
tral pH. Stability can be increased by decreasing 
pH and temperature. It is suggested that regener-
ation of beta cells can occur after administration 
of STZ (King 2012); this should be taken into 
account when performing long-lasting experi-
ments. Another problem in long follow-up  studies 

is the oncogenic activity (Etuk 2010) of STZ. It is 
reported in literature that high doses of STZ can 
induce kidney and liver tumors (Etuk 2010). 
Kidney toxicity of high doses of STZ can lead to 
relevant changes in the biodistribution of tracer 
molecules with renal excretion.

24.4.3  Spontaneous Models of Beta 
Cell Loss

Spontaneous models for type 1 and type 2 diabe-
tes are crucial for validating the utility of beta cell 
radiotracers in monitoring the beta cells in 
diabetes- specific pathophysiological conditions. 
The most commonly used animal models for 
T1D are nonobese diabetic (NOD) mouse and the 
biobreeding diabetes-prone (BBDP) rat (Greiner 
et al. 2001). NOD mouse exhibits insulitis around 
3–4 weeks of age, where B and T lymphocytes 
start infiltrating the islets and cause the specific 
destruction of beta cells. Onset of hyperglycemia 
takes places at 11–14 weeks of age, and the inci-
dence of diabetes is 90–100 % by 30 weeks of 
age in female mice. The onset of diabetes is later 
in male mice, and the incidence is lower (40–
60 % by 30–40 weeks of age). BBDP rats develop 
insulitis and a selective destruction of beta cells 
followed by severe hyperglycemia, which 
requires insulin treatment, between 7 and 16 
weeks of age. Although the course of insulitis 
and the severity of hyperglycemia differ between 
NOD mouse and BBDP rat, the natural course of 
the disease is similar in both models. The 
 inflammatory and the pre-/post-inflammatory 
phases will allow validating the use of the radio-
tracer in monitoring changes in beta cell mass in 
the progress of the disease.

Widely used monogenic models of obesity 
and type 2 diabetes are ob/ob mice and ZDF rats 
(Lindström 2007; Peterson et al. 1990). The ob/
ob mouse does not produce leptin, and ZDF rat is 
deficient in the leptin receptor, and since leptin 
signaling is involved in regulating food intake, 
deficiency in this pathway will induce hyperpha-
gia and obesity in both models.
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Ob/ob mice exhibit islet hyperplasia and 
hyperinsulinemia within 2 weeks of age in 
response to increased demands in insulin and due 
to their genetic background. Despite hyperinsu-
linemia, mice will develop hyperglycemia during 
the fourth week because insulin production 
becomes insufficient to maintain normoglycemia. 
Hyperglycemia peaks between 3 and 5 months of 
age, where mice are under rapid weight gain due 
to very high food intake, and blood glucose levels 
start decreasing gradually between 5 and 7 months 
of age, where weight gain has ceased. Insulin lev-
els peak after 8 months (Westman 1968).

In ZDF rats, beta cells will respond to 
increased blood glucose through hyperplasia and 
massive insulin release in the blood, which is evi-
dent at 8 weeks of age, followed by a decline in 
beta cell mass, which results in uncontrolled 
hyperglycemia at 8–12 weeks of age.

The changes in beta cell mass and function in 
these models allow studies to investigate to the 
relation between BCM and beta cell function.

24.4.4  Imaging of Islet Transplants

Since the establishment of the Edmonton proto-
col, intrahepatic islet transplantation has become 
a promising approach to reverse hyperglycemia 
in type 1 diabetic patients (Ryan et al. 2005). 
However, islets are lost in large amounts immedi-
ately after transplantation (Biarnés et al. 2002). 
Indeed, the presence of the islets in the hepatic 
vascular system triggers an instant blood- 
mediated inflammatory reaction (IBMIR) which 
compromises islet engraftment, blood supply, 
and survival (Nilsson et al. 2011; Moberg et al. 
2002). Other factors such as islet lipo-/glucotox-
icity and (auto)immune rejection are involved in 
long-term graft failure (Biarnés et al. 2002; Lee 
et al. 2007). Finally, the excessive use of immu-
nosuppressive drugs for maintaining immune tol-
erance toward the islets can cause graft failure 
(Campbell et al. 2007; Barlow et al. 2013). 
Current functional tests cannot determine 
whether graft failure is caused by beta cell func-
tional impairment or death. Noninvasive imaging 
methods could enable measurement of the 
amount of beta cells in the islet graft and in this 

way discriminate between loss of beta cell func-
tion and mass. Before implementation in clinical 
studies, these imaging techniques should be char-
acterized in (small) animal models for islet 
transplantation.

In contrast to the clinical setting in small ani-
mal models, islets are transplanted at a variety of 
sites for islet graft imaging with radiotracers. 
These transplantation sites are chosen based on 
the following criteria: They should exhibit an 
environment that allows beta cell survival and 
proper function. They should offer an environ-
ment with high signal-to-background ratio for 
easy visualization and quantification of tracer 
uptake by the islets. The background signal can 
result from the preferred excretion routes of the 
radiotracer or the expression of the target recep-
tor in the organs of the recipient. Finally, the 
transplantation site should allow easy histologi-
cal evaluation of complete transplants, for accu-
rate correlation of tracer uptake with the graft 
volume that is determined by the area of beta cell 
markers (e.g., insulin, nkx6.1, pdx1). Typically, 
fast and accurate histological evaluation of BCM 
can be achieved when islets are engrafted in a 
small area rather than being scattered across the 
transplantation site.

The kidney capsule has been the site of choice 
for in vivo monitoring of islet transplants that are 
prelabeled in vitro with super-paramagnetic iron 
oxide (SPIO), which can be easily detected by 
T2-weighed MRI acquisitions (Medarova and 
Moore 2009). Conversely, the kidney capsule is 
not suitable for imaging of islet transplants 
through in vivo injection of radioactive beta cell 
tracers, due to the preferred renal clearance of the 
tracers that may obscure beta cell-mediated sig-
nal. Several alternative sites (muscle, liver) are 
therefore used in radionuclide of islet grafts.

24.4.4.1  Transplantation Sites 
for Monitoring of Islet Grafts 
by Radionuclide Imaging

Imaging of human islets transplanted in the liver 
using 64Cu-labeled exendin was achieved in 
NOD/SCID mice (Wu et al. 2013). Animals 
transplanted with the islets showed higher PET 
signal when compared to the control group, dem-
onstrating the potential of this strategy for 
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 imaging of intra-portally transplanted islets. 
However, in this model islets are spread in a large 
engraftment area, which renders histological 
determination of BCM difficult as it requires 
assessment of the whole organ.

The skeletal muscle was previously used as a 
clinical transplantation site to accommodate islet 
transplants and reverse hyperglycemia (Pattou 
et al. 2010; Espes et al. 2011; Christoffersson 
et al. 2010). The organ has high angiogenic 
potential allowing the establishment of intra-islet 
blood flow that is comparable to the native envi-
ronment of pancreatic islets (Christoffersson 
et al. 2010). The transplantation procedure is 
minimally invasive and relatively easy to per-
form. Furthermore, the islets can be transplanted 
in muscles located far away from the radiotracer 
excretion routes (e.g., renal excretion) and organs 
that are known to express the target receptor. 
Finally, easy in vivo quantification of tracer 
uptake and fast histological analysis of complete 
transplants are possible, due to the focal trans-
plant in the muscle. Using this model, islet imag-
ing was achieved by 111In-exendin in a mouse 
model, where islet-mediated uptake of the tracer 
was clearly visualized and the accumulation of 
the tracer correlated linearly with transplant size 
(Eter et al. 2015).

The subcutaneous space has been used for islet 
transplantation in humans given its easy accessi-
bility and the safety of the procedure. However, 
the site exhibits low angiogenic potential, which 
represents an obstacle for proper graft survival 
and functioning. The large availability of subcuta-
neous spaces and the possibility to transplant 
islets into a small distribution area offer similar 
advantages as described above for the skeletal 
muscle. Using this model, previous studies dem-
onstrated that human islets transduced with the 
simplex virus type 1 thymidine kinase (HSV1-tk) 
can be targeted in vivo with [18F]FHBG and visu-
alized by PET in mice (Lu et al. 2006).

24.4.4.2  Validation Strategies 
of Radiotracers to Monitor 
Islet Graft Survival

Radiotracers that are validated for imaging of 
endogenous beta cells could potentially also be 
used for monitoring of islet grafts. Before 

 application of the imaging technique, several 
experiments should be performed to validate the 
potential to visualize transplanted islets.

As a first step, the performance of a beta cell 
tracer in quantifying islet numbers can be vali-
dated in syngeneic models, where various 
amounts of islets are transplanted and compared 
to tracer uptake in healthy (normoglycemic) 
recipients. The advantage of this approach is that 
validation of the radiotracer for BCM assessment 
would not be influenced by confounding factors, 
such as immune assaults and hyperglycemia.

Most islet transplantations are performed in 
patients with long history of brittle type 1 diabetes. 
Moreover, islets are transplanted in immune- 
incompatible recipients, requiring immunosup-
pressive drugs for successful islet engraftment. 
Therefore, as a second step, immune-incompati-
bility and hyperglycemia are parameters to con-
sider when validating radiotracers for monitoring 
islet transplants. Ideally, radiotracer uptake should 
not be significantly influenced by inflammatory 
assaults, the immune- suppression regimen, and 
hyperglycemia. Here, syngeneic models can be 
used to study the effect of hyperglycemia on tracer 
uptake by islet grafts, where recipients are ren-
dered diabetic by injection of alloxan or STZ prior 
to islet transplantation (Deeds et al. 2011). 
Allotransplantation and xenotransplantation mod-
els can be used to verify if the tracer can detect 
beta cell loss during immune rejection or quantify 
beta cell survival in animals that receive immuno-
suppressive treatment.

24.5  Current Status 
of Radiotracers 
for Preclinical Diabetes 
Imaging

In the following section, an overview of potential 
targets and their corresponding tracers for beta 
cell imaging is provided.

24.5.1  Exendin

The GLP-1R is a prominent target for noninvasive 
in vivo beta cell imaging. The receptor belongs to 
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a 7-transmembrane-spanning, heterotrimeric 
G-protein-coupled receptor family that also con-
tains the receptors for glucagon, glucagon- like 
peptide 2 (GLP-2) and glucose- dependent insuli-
notropic polypeptide (GIP). GLP-1R expression 
is present in pancreatic beta cells, where receptor 
activation stimulates insulin secretion, insulin 
gene transcription, and biosynthesis. In all other 
endocrine cell types, however, receptor expres-
sion is absent. Furthermore, very limited expres-
sion is found in the exocrine pancreas and the 
surrounding organs, such as the stomach, lung, 
and duodenum (Baggio and Drucker 2007). These 
expression profiles make the GLP-1R an excellent 
potential target for beta cell imaging.

Since the half-life of GLP-1, the natural ligand 
of the GLP-1R, is less than 2 min in circulation, 
it is unsuitable for GLP-1R targeting in vivo. 
Therefore, stable GLP-1R agonists, such as exen-
din- 3 and exendin-4, are applied for in vivo beta 
cell imaging via GLP-1R targeting. Initial studies 
were performed with 123I-labeled exendin and 
showed high uptake in the pancreas and in insuli-
nomas. However, 111In-labeled exendin displays 
much higher uptake and retention in insulinomas 
since the radiometal is trapped in the lysosomes, 
while 123I is cleared after degradation. Nowadays, 
111In-exendin SPECT can be successfully applied 
to visualize neuroendocrine tumors in both 
rodents and patients (Brom et al. 2010b; Eriksson 
et al. 2014a; Wild et al. 2008, 2010).

Radiolabeled exendin cannot only target insu-
linomas, but it can also target GLP-1R on beta 
cells, both in the native pancreas and after trans-
plantation in the liver or the muscle (Wu and 
Kandeel 2010). Pancreatic 111In-exendin uptake 
can be visualized in vivo using SPECT, and quan-
titative SPECT analysis shows a linear correla-
tion of tracer uptake in the pancreas and BCM in 
a rat model with alloxan-induced diabetes.

In alloxan-treated rats, pancreatic 111In-exendin 
uptake drops to the level observed in rats co- 
injected with an excess of unlabeled exendin. 
Furthermore, pancreatic uptake of radiolabeled 
exendin is not influenced by the alpha cells (Brom 
et al. 2015). These observations demonstrate the 
high specificity of 111In-exendin for the beta cells. 
The potential of the radiotracer to visualize the 

beta cells in the pancreas was not only proven in 
rodents but also in humans. The uptake in the 
pancreas of type 1 diabetic patients was clearly 
decreased when compared to healthy volunteers 
(Brom et al. 2014). In diabetic subjects, pancre-
atic uptake dropped to background levels, indi-
cating beta cell specificity.

Another application of radiolabeled exendin is 
noninvasive in vivo imaging of transplanted islet 
of Langerhans. After transplantation in the liver 
and the muscle, islet grafts could be visualized by 
111In-exendin SPECT and 18F-TTCO exendin 
PET, respectively (Eriksson and Alavi 2012). In 
addition to radiolabeling for PET and SPECT 
imaging, exendin can also be coupled to an iron 
oxide nanoparticle for in vivo MRI or with fluo-
rescent dyes for optical imaging (Reiner et al. 
2010; Wang et al. 2014) (Fig. 24.1).

24.5.2  5-Hydroxytryptophan (5-HTP)

Some neurotransmitters found in the central ner-
vous system are also expressed in the endocrine 
pancreas. One of these neurotransmitters, present 
in the islets of Langerhans, is serotonin (5-HT). 
Serotonin has a function in insulin secretion and 
influences beta cell proliferation during  pregnancy. 
Furthermore, alterations in the  serotonergic system 

Fig. 24.1 111In-exendin SPECT/CT image of an islet trans-
plant in the left hind leg of a mouse. The other structure 
showing radiotracer uptake is the urinary bladder (Image 
obtained 2 h p.i. 15 MBq 111In-DTPA-Lys40-exendin)
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are observed in diabetic animal models and 
patients, suggesting involvement of serotonin in 
diabetes pathogenesis. 5-HTP, a precursor of sero-
tonin, can be taken up in the islets via L-type amino 
acid transporters (LATs) and decarboxylated by 
L-amino acid decarboxylase (AADC) to form 
serotonin which is then stored in secretory vesicles 
via the vesicular monoamine transporter 2 
(VMAT2). Interestingly, the serotonin pathway is 
absent in the exocrine pancreas, which renders it an 
attractive target for beta cell imaging.

11C-5-HTP is a PET tracer originally designed 
for in vivo assessment of serotonin biosynthesis in 
the central nervous system. Nowadays, 11C-5- HTP 
PET is clinically applied for the localization of 
neuroendocrine tumors (Rufini et al. 2012). For 
specific islet cell tumor detection, it may even per-
form better than 18F-DOPA PET. Apart from tumor 
imaging, 11C-5-HTP can also be applied for quan-
titative islet imaging. In mixtures of isolated 
human islets and exocrine cells, 11C-5- HTP uptake 
correlates linearly with the amount of islets. 
Initially, 11C-5-HTP is taken up by both endocrine 
and exocrine tissue via LATs. However, the tracer 
only accumulates in cells harboring the serotonin 
synthesis pathway. Therefore, the tracer accumu-
lates in the islets and exits the exocrine tissue rap-
idly. Theoretically, 11C-5-HTP is a marker for all 
endocrine cells since these cell types are serotonin 
positive. However, tracer retention is significantly 
higher in beta cells, resulting in increased accumu-
lation in the beta cells 1 h p.i.

In streptozotocin-induced diabetic rats with 
10–20 % remaining BCM, 11C-5-HTP uptake is 
reduced by 66 % when compared to healthy ani-
mals. Furthermore, the tracer can discriminate 
between rats with severe and less severe beta cell 
loss. Both in type 1 and type 2 diabetic patients, 
11C-5-HTP uptake was decreased compared to 
healthy volunteers. Clinical studies in type 1 dia-
betic patients show a decrease in tracer uptake of 
66 % 1 h p.i., and the main decrease is observed 
in beta cell-rich areas of the pancreas (Eriksson 
et al. 2014b). Furthermore, in vivo 11C-5-HTP 
uptake correlates with C-peptide levels in type 1 
diabetic patients. These findings clearly indicate 
negligible nonspecific uptake in vivo and prefer-
ential beta cell targeting. Nevertheless, one 

should keep in mind that total beta cell depletion 
will only partly reduce endocrine 11C-5-HTP 
uptake due to the presence of other neuroendo-
crine pancreatic tissues retaining 11C-5-HTP.

24.5.3  L 3-,4-Dihydroxyphenylalanine 
(DOPA)

A second neurotransmitter system expressed in 
the islets of Langerhans is the dopaminergic sys-
tem. Furthermore, dopamine receptors are 
expressed in the islets of rodents and humans, 
and receptor expression co-localizes with insulin 
secretion. It is known that dopamine exerts an 
effect on insulin secretion, but its exact function 
remains to be elucidated. Ever since the presence 
of dopamine receptors on islets was revealed, it 
was pointed out as a potential target for beta cell 
imaging.

18F-DOPA is a PET radioligand which has 
been used extensively to investigate dopaminer-
gic transmission in patients with neurodegenera-
tive diseases. The tracer accumulates in the islets 
through the same mechanism as 11C-HTP. After 
18F-DOPA is taken up via LATs, it is decarboxyl-
ated by AADC, and 18F-dopamine is stored in the 
secretory granules in the islets. However, specific 
in vitro beta cell binding is rather low. 
Furthermore, 18F-DOPA displays high uptake in 
the exocrine pancreas which precludes islet 
imaging in the native pancreas using this tracer. 
Nevertheless, 18F-DOPA PET is successfully 
applied to visualize neuroendocrine tumors such 
as insulinomas and to noninvasively distinguish 
between the focal and diffuse form of congenital 
hyperinsulinism of infancy (Souza et al. 2006). In 
these conditions, elevated L-DOPA decarboxyl-
ase activity is observed, which results in increased 
tracer accumulation. Although islet imaging 
using 18F-DOPA PET is not feasible in the native 
pancreas due to exocrine pancreatic uptake, it 
might be a valuable tool to visualize the islets 
after transplantation. Indeed, islets transplanted 
subcutaneously could be imaged successfully 
using 18F-DOPA PET. Also using other dopamine 
receptor ligands such as 18F-fallypride and 
123I-IBZM, it is possible to visualize islet grafts.
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24.5.4  Dihydrotetrabenazine (DTBZ)

DTBZ is a specific inhibitor of vesicular mono-
amine storage and binds with high affinity to 
VMAT2. Thereby, it precludes storage of mono-
amines, such as dopamine and serotonin, in 
secretory vesicles. It is therefore not surprising 
that VMAT2 expression is observed in pancreatic 
islets, making it a potential target for islet 
imaging.

11C-DTBZ is a PET tracer, originally devel-
oped to visualize the striatum in patients suffer-
ing from neurodegenerative diseases. Both in 
streptozotocin-induced and spontaneously devel-
oping (BBDP) diabetic rats 11C-DTBZ uptake 
was decreased compared to healthy animals. In 
BBDP rats, 11C-DTBZ uptake decreased with 
further progression toward diabetes. Also in 
patients with long-standing type 1 diabetes, a 
reduction in tracer uptake was observed in com-
parison with pancreatic uptake healthy volun-
teers (Souza et al. 2006). Conversion of 11C-DTBZ 
to 18F-DTBZ and later to 18F-FP-(+)-DTBZ 
resulted in improved target-to-background ratios. 
However, tracer uptake was never correlated with 
BCM (Wu and Kandeel 2010).

Although radiolabeled DTBZ can visualize 
the pancreas by PET and uptake is reduced in 
type 1 diabetic patients, significant tracer uptake 
was still present in these subjects. When com-
pared to healthy controls, tracer uptake only 
decreased 14 % in type 1 diabetic patients, which 
rises questions concerning the beta cell specific-
ity of the tracer. Residual tracer uptake might be 
caused by VMAT2 expression in the PP cells and 
the sympathetic nerve endings in the pancreas. 
Furthermore, it is suggested that pancreatic 
uptake of radiolabeled DTBZ is mainly due to 
nonspecific exocrine uptake since extensive dis-
placement studies failed to show specific VMAT2 
binding (Eriksson et al. 2014b; Fagerholm et al. 
2010). Another study even showed that VMAT2 
protein might not be expressed in the beta cells of 
adult mice and rats, raising concerns about the 
significance of results obtained in rodent models 
(Schafer et al. 2013).

24.5.5  IC2

Islet cell surface autoantibodies precede the 
onset of type 1 diabetes and are found in a major-
ity of patients. Since these autoantibodies are 
responsible for autoimmune beta cell destruc-
tion, their corresponding antigens might be 
potential targets for beta cell imaging. IC2 is a 
monoclonal antibody (IgM) produced in a rat-rat 
hybridoma specific for the islet cell surface of 
rats and binds to a sulfatide epitope galactose-3 
sulfate, present in the insulin granula (Wu and 
Kandeel 2010). The antibody shows binding to 
normal rat islet cells and insulinomas. 
Furthermore, the expression of islet cell surface 
antigen corresponding to IC2 is dependent on 
the metabolic state of the islets.

Pancreatic uptake of both 125I-IC2 and 111In- 
IC2 correlates with BCM, and no binding to exo-
crine tissue was observed. Furthermore, higher 
tracer accumulation is observed ex vivo in pan-
creata of healthy rats compared to uptake in 
streptozotocin-induced diabetic rats (Souza et al. 
2006). Nevertheless, the feasibility of IC2 for 
noninvasive determination of the BCM in vivo 
needs to be determined.

24.6  Radiopharmaceuticals 
for Beta Cell Imaging: 
From Bench to Bedside

The development of a promising radiopharma-
ceutical for clinical use is a lengthy process, 
which involves several steps including both ani-
mal and human efficacy and safety studies. The 
extent of this process is dependent on the type of 
radiopharmaceutical and its intended application 
in humans.

In Europe, radiopharmaceuticals are consid-
ered as a special group of medicines. Their prepa-
ration and use are therefore regulated by a number 
of European Union (EU) directives. With the 
2001/20/EC directive, the EU has provided a 
 specific legislative framework, which defines a 
guideline for the use of radiopharmaceuticals in 
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clinical trials. The European Association of 
Nuclear Medicine (EANM) has provided some 
guidelines for the radiopharmaceutical commu-
nity on how to comply with the EU legislation. 
These guidelines involve preclinical development 
and production of the radiopharmaceutical as well 
as documentation (EMA 2009; Verbruggen et al. 
2008; Todde et al. 2014; Committee EAoNMR 
2007).

In this section the different steps in the process 
in clinical translation of a new radiopharmaceuti-
cal will be described. The clinical translation of 
the radiolabeled tracers exendin-4 and 5-HTP will 
be provided as examples to illustrate the process.

24.6.1  Regulations: The Necessary 
Steps to Take

The first phase of development of a radiopharma-
ceutical consists of nonclinical safety assessment. 
This assessment includes pharmacology studies, 
toxicity studies, and pharmacokinetic studies. The 
nonclinical safety studies have to provide suffi-
cient information to be able to characterize poten-
tial adverse effects which might occur under the 
intended conditions of use in patients.

The exact amount and type of nonclinical sup-
porting data necessary for the translation to 

exploratory clinical studies is dependent on the 
extend of proposed human exposure, both with 
respect to the maximum clinical dose and the 
duration of dosing (EMA 2009).

Table 24.1 summarizes the nonclinical safety 
studies, which are appropriate in case of an intended 
single i.v. dose of less than 100 μg in humans.

24.6.2  Regulations on Production 
of Radiopharmaceuticals 
for Clinical Use

To ensure the quality of the drug product and its 
precursor, the production of radiopharmaceuti-
cals must adhere to current good manufacturing 
process (CGMP) compliance.

Guidelines for CGMP are related to personnel 
and resources, equipment, facilities, and docu-
mentation. All personnel must possess appropri-
ate education, background, training, and 
experience, and all operations should be carried 
out under the control of a responsible person. 
Specific rules with regard to techniques and 
safety are in place to ensure radiation protection. 
Furthermore, it is necessary to carry out quality 
assurance to oversee the preparation operations 
to secure the preparation of a radiopharmaceuti-
cal of sufficient quality.

Table 24.1 Nonclinical safety studies for microdose trials (adapted from EMA 2009)

Clinical dose to be 
administered

Start and 
maximum doses Pharmacological data

General toxicity 
data

Genotoxicity and 
other data

Total dose ≤100 μg Can be the 
same

In vitro target/receptor 
profiling

Extended 
single-dose 
toxicity study in 
one species 
(usually rodent) by 
intended route of 
administration with 
toxicokinetic data

Not recommended, 
but any studies or 
SARb assessments 
conducted should 
be included in the 
clinical trial 
application

Total dose ≤1/100th of 
the NOAELa

Cannot exceed 
a total 
accumulated 
dose of 100 μg

Appropriate characterization 
of primary pharmacology in 
a pharmacodynamically 
relevant model to support 
human dose selection

Maximum of 
1000-fold the 
clinical dose on a 
mg/kg basis can be 
used

Total dose ≤1/100th of 
the pharmacologically 
active dose

aNo observed adverse effect level
bStructure activity relationship
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Dedicated self-contained facilities, complying 
with specific regulations, have to be in place in 
which the preparations are performed. 
Workstations and equipment must be regularly 
monitored, must be easy to clean, must be disin-
fected and decontaminated, and must be quali-
fied. A further prerequisite is a system planned 
preventative maintenance and calibration.

There is also a need for thorough documenta-
tion of the entire operation, including training of 
personnel, calibration of equipment, production 
procedures, and product release. Finished radio-
pharmaceuticals are only allowed to be released 
after a formal, recorded decision of approval by a 
responsible person according to a written release 
procedure (Committee EAoNMR 2007).

24.6.3  Preparation of Clinical Trial 
Application

The first time that the new radiopharmaceutical 
will be used in humans, the first-time-into-man 
(FTIM) application, requires the classification of 
the radiopharmaceutical as an “investigational 
medicinal product” (IMP) and necessitates, 
besides a detailed study protocol, thorough docu-
mentation in a so-called Investigators Brochure 
(IB) and Investigational Medical Product Dossier 
(IMPD). All of these documents are required by 
the competent authority and the research ethics 
committee.

The IB is intended to provide the investigator 
and others who are involved in the clinical trial 
with relevant information regarding the chemical 
structure of the IMP and all available (non)clini-
cal data. It should also deal with adverse reac-
tions that are observed so far or that can be 
expected and their frequency of occurrence, pro-
vide valuable safety information and guidance to 
the investigator regarding the identification and 
reporting requirements of suspected serious 
adverse reactions (SUSARs). When the IMP has 
a marketing authorization in one of the member 
states, a Summary of Product Characteristics 
(SmPC) can replace the IB. Of note, the condi-
tions of use should not differ from those autho-
rized (Commission E 2008).

The sponsor of the clinical trial should submit 
an IMPD when no information regarding the IMP 
has been sent to the competent authority concerned 
and no cross-reference can be made to information 
submitted by another sponsor. An IMPD contains 
a detailed description of the chemical pharmaceu-
tical data, such as the drug substance (e.g., struc-
ture, general properties, stability) and the finished 
drug product (e.g., pharmaceutical development, 
manufacturing process, control of medicinal prod-
uct) (Verbruggen et al. 2008). If there is some spe-
cial aspect about the (pre)clinical data that requires 
detailed expert explanation or discussion beyond 
what would be included in the IB, this has to be 
submitted as part of the IMPD. When a radiophar-
maceutical is intended for marketing authoriza-
tion, the IMPD has to focus particularly on the risk 
aspects (Todde et al. 2014). In Europe, the prepa-
ration of the IMPD is regulated by the European 
Medicines Agency (EMEA). However, it is rec-
ommended to always contact the competent 
authority to verify specific national requirements 
and regulations, if applicable. Both the IB and 
IMPD must be reviewed on at least an annual basis 
and updated if necessary.

When the clinical trial and accompanying doc-
uments are approved by the ethics committee and 
the competent authority has raised no grounds of 
nonacceptance, one can proceed with the trial.

24.6.3.1  Radiation Exposure
Another aspect that needs to be considered using 
radiopharmaceuticals for clinical research is the 
radiation exposure of the study participants. 
Usually a clear justification of activities that could 
cause or affect radiation exposure is required in 
advance, taking into account the specific objec-
tives of the exposure and the characteristics of the 
individual involved. Furthermore, the dose should 
be limited by (1) constraining the dose and (2) 
optimizing the protection to keep the dose as low 
as possible (Verbruggen et al. 2008). The total 
amount of ionizing radiation exposure of study 
participants must comply with the Helsinki 
 declaration and the guidelines of its application 
prepared by the Council for International 
Organizations of Medical Sciences (Verbruggen 
et al. 2008). The International Commission on 

M. Brom et al.



621

Radiological Protection (ICRP) has formulated 
categories of risk and corresponding societal ben-
efit (Table 24.2). The lowest risk is a probability 
in the order of one in a million to have direct con-
sequences from the exposure and is considered 
trivial. The highest risk category corresponds to 
an effective dose of 10 mSv or more with a prob-
ability of 1 in 1,000 that the participant is experi-
encing direct consequences of the exposure.

Trials in this category can be justified if the 
expected benefit is substantial and related to the 
saving of life or the prevention or mitigation of 
serious disease. Justification for the intermediate 
category can be based on the ability to gain knowl-
edge leading to health benefit or benefits directly 
aimed at the cure or prevention of the disease. This 
category has two subdivisions depending on expo-
sure levels: Category IIa involves exposure levels 
similar to those received by members of the public 
from controlled sources, whereas study partici-
pants in category IIb receive exposure levels up to 
ten times higher. Finally, specific caution should be 
taken concerning pregnant woman. Because of the 
irradiation of the fetus and the accompanying risks, 
pregnant women should not be included for early 
phase clinical trials with radiopharmaceuticals, 
unless the pregnancy itself is central to the research 
and only if any alternative, less-risky techniques 
cannot be used (Verbruggen et al. 2008).

24.6.4  Clinical Application 
of 111In-DTPA-Exendin-4 
and 11C-5-HTP

For clinical translation of a radiotracer, preclinical 
data regarding toxicity and specificity of the tracer 

have to be collected. In case of exendin, single-
dose toxicity studies were performed to assess the 
acute toxicity of DTPA-exendin. Intravenous 
administration of 111In-DTPA- exendin was well 
tolerated by mice and rats with no signs of toxic-
ity (Gotthardt et al. 2006; Wild et al. 2006). 
Biodistribution studies in rodents have been per-
formed showing that 111In-labeled exendin specifi-
cally accumulates in GLP-1R positive tissues, 
such as the lung, stomach, and pancreas. 
Furthermore, it was shown that the pancreatic 
uptake of 111In-labeled exendin was reduced in 
alloxan-induced diabetic rats (Brom et al. 2014; 
Gotthardt et al. 2006). The first-time- into-man 
application was in 2008 (Wild et al. 2008). In this 
proof-of-concept study, 90 MBq of 111In-DTPA-
exendin-4 was injected into two patients with 
insulinomas that could not, or unsatisfactory, be 
localized with conventional imaging methods. 
With a radiation exposure between 1 and 10 mSv, 
the risk category was considered intermediate. 
With this study, the authors provided the first evi-
dence of the potential of this tracer for GLP-1R 
imaging for insulinoma detection in human 
patients. After these initial results, more clinical 
studies followed (Brom et al. 2014; Wild et al. 
2008; Christ et al. 2009, 2013), also with other 
applications, such as the detection and quantifica-
tion of beta cell mass in healthy volunteers and in 
patients with type 1 diabetes (Brom et al. 2014). 
In this study 111In-DTPA-exendin SPECT imag-
ing was performed in five healthy volunteers and 
in five patients with type 1 diabetes showing a 
marked decrease (about 60 %) in pancreatic tracer 
uptake in patients with type 1 diabetes.

11C-5-HTP was originally developed as a PET 
tracer for assessing the rate of serotonin 

Table 24.2 ICRP categories of risk and corresponding societal benefit (from ICRP 62) (adapted from Verbruggen 
et al. 2008)

Level of risk Risk categorya

Corresponding effective dose 
range (adults; mSv)

Levels of expected social 
benefit

Trivial Category I (~10−6 or 
less)

<0.1 Minor

Minor to intermediate Category IIa (~10−5) 0.1–1 Intermediate to moderate
Category IIb (~10−4) 1–10

Moderate Category III (~10−3) >10b Substantial
aExpressed as absolute risk probability (number if events/population)
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 biosynthesis in health and disease (Lundquist 
et al. 2006). 11C-5-HTP is used in the clinic for 
localization of NET. An increased uptake of 
11C-5- HTP in tumorous tissue is observed result-
ing in better tumor visibility. As a consequence 
more lesions are found than with CT and soma-
tostatin receptor scintigraphy (Orlefors et al. 
1998, 2005). However, the observation that 
5-HTP was taken up by pancreatic islets, leading 
to an accumulation of the radioisotope (Gylfe 
et al. 1973), has driven the characterization of this 
tracer as a possible marker for the endocrine pan-
creas (Lee et al. 2007; Campbell et al. 2007). 
These studies show that 5-HTP is taken up in the 
exocrine as well as in the endocrine pancreas, but 
that retention of 5-HTP in the cell only occurs 
when it is further metabolized. Retention there-
fore demands the presence of the entire molecular 
machinery involved in serotonin synthesis, which 
is present in islet cells, but not in the exocrine 
 pancreas causing rapid washout of 5-HTP from 

exocrine cells. Eriksson et al. have shown that 
5-HTP uptake in the entire pancreas of nonhuman 
primates was specific for serotonin biosynthesis 
and that the uptake was significantly reduced in 
rats with induced diabetes, indicating a negligible 
nonspecific uptake of 11C-5-HTP in the exocrine 
pancreas (Eriksson et al. 2014c). Focusing on the 
endocrine pancreas, 5-HTP targets both alpha and 
beta cells, but the retention in the beta cells is four 
times higher compared to that in alpha cells 
(Barlow et al. 2013). Based on these preclinical 
results, the use of 11C-5-HTP as an endocrine 
marker was examined in a clinical trial, published 
in 2014, in which 11C-5-HTP PET imaging was 
performed in ten patients with type 1 diabetes and 
nine healthy volunteers. In this study an average 
66 % reduction of 11C-5-HTP accumulation in 
patients with type 1 diabetes was found compared 
to the healthy volunteers (Eriksson et al. 2014b), a 
reduction which is comparable to the results 
shown with 111In-DTPA-exendin.
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 reproductive cycle and multiparity. In addition to 
having the ability to provide basic information 
using available imaging modalities, animal mod-
els aiming to study human physiology or disease 
by noninvasive imaging should also exhibit 
genetic, anatomical, and physiological similari-
ties to humans. Many developmental studies uti-
lized the rapid reproduction, easy access, and 
optical clarity of developing avian and fish 
embryos for high-resolution fluorescence micros-
copy, while studies of mammals were frequently 
limited to ex vivo imaging. However, over the 
last years, new imaging tools also allow in vivo 
monitoring of development in the mouse, which 
is the most common mammalian model for the 
study of development, genetics, immune 
response, pathology, neurology, and cellular 
mechanisms of action. The following section of 
this chapter will screen the most widely used ani-
mal models for developmental imaging.

25.1.1  Imaging Development in Fish 
and Frogs

An important animal model for optical imaging 
of developmental processes is the transparent 
zebrafish embryo (Ingham 2009). The adult 
zebrafish is small (3 cm in length) and can there-
fore be easily maintained in large numbers. The 
generation time is short, as sexual maturity is 
achieved within 3 months after conception. 
Spawning is external and easily controlled, 
resulting in about 200 eggs per event. Hatching 
occurs within 2–3 days, and the entire develop-
mental process is rapid, as the major organ sys-
tems largely develop by 6 days postfertilization.

By regulation of the environmental tempera-
ture, it is possible to alter the rates of physiolog-
ical processes, including embryonic 
development. Contrary to mammals, the entire 
embryogenesis of the zebrafish takes place out-
side the maternal body, facilitating optical imag-
ing and enabling direct manipulations. The 
transparency of the embryos persists naturally 
for 32 h postfertilization but can be extended 
experimentally for several days. Importantly, 
many fundamental morphogenetic processes are 

evolutionary conserved between zebrafish and 
mammals (Ingham 2009). Genetically engineer-
ing the zebrafish embryos to express fluorescent 
protein reporters, or injection of vital dyes or 
microscopic particles, can be used for molecular 
imaging. In vivo optical imaging is feasible by 
anesthetizing the embryos and mounting them 
in agarose to reduce movements.

Various physiological systems of the zebrafish 
embryo have been studied by optical imaging. 
Taking advantage of the superficial ventral posi-
tion of the heart, cardiovascular development, 
and its response to either pharmacological or 
genetic manipulations were investigated. For 
example, the anatomical patterning of the pri-
mary vascular network was imaged using EGFP 
encoding embryos under the regulation of the fli1 
promoter (Vogt et al. 2009). Mechanism of action 
of macrophages and the development of the nerve 
system in zebrafish embryos were studied by 
using differential interference contrast micros-
copy and harmonic generation microscopy, 
respectively. Two photon microscopy of  zebrafish 
was utilized for delineating the formation of the 
lymphatic vasculature (Yaniv et al. 2006) 
(Fig. 25.1a–g). In addition to optical imaging, 
zebrafish development was also followed by 
ultrasound, magnetic resonance imaging (MRI; 
Fig. 25.1h), and computerized tomography (CT).

Similar to zebrafish embryos, developing frog 
embryos are transparent and can be easily imaged 
using light microscopy; therefore, they are exten-
sively used in development studies. Notably, the 
Xenopus oocytes were used for imaging develop-
ment by MRI, using the reporter probe EgadMe 
that reveals the activity of the reporter gene beta- 
galactosidase (Louie et al. 2000). Furthermore, 
MRI microscopy was used to record the ongoing 
differentiation in the Xenopus laevis embryos 
in vivo (Lee et al. 2007).

25.1.2  Imaging Avian Development

Another widely used animal model for embry-
onic developmental studies is the avian egg, par-
ticularly chicken and quail embryos. Chick 
embryos are relatively transparent and flat and, 
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like the zebrafish embryos, develop outside the 
maternal reproductive system (Ezin and Fraser 
2008). The developmental process is relatively 
rapid, as blastulation, gastrulation, and early neu-
rulation are completed within 36 h. The quail 
embryonic development is slightly faster.

Optical imaging takes advantage of the 
embryo’s transparency and the many possibilities 
for cell labeling. Fluorescent labeling of avian 
embryos is often induced by microinjection of 
either lipophilic dyes or hydrophilic polysaccha-
rides into living cells. Furthermore, microinjec-
tion, electroporation, or viral transfection of 
fluorescent proteins is commonly utilized. 
Interestingly, quail cells transplanted into chick 
embryos can be easily distinguished from the 
host cells due to a unique nuclear characteristic. 
In this way, cell-lineage studies can be carried 

out, avoiding the need for staining (Kulesa 2004; 
Tirosh-Finkel et al. 2006; Rinon et al. 2007).

Several experimental procedures were devel-
oped to allow avian embryogenesis imaging. 
Many studies are based on in vitro culturing of 
the embryos, where the embryo is collected with 
its vitelline membrane and laid ventral side up in 
an incubator, which controls the temperature, 
humidity, and CO2 concentration. Nutrition of the 
embryo is provided by culturing it on a pool of 
thin egg white, Bacto agar, or culture medium 
(Ezin and Fraser 2008). This in vitro method 
allows experimental manipulations of the 
embryo, as well as both dorsal and ventral 
imaging.

Alternatively, in ovo embryos can be imaged 
through a window opened in the eggshell. This 
method allows a long imaging duration, with 

Subcutaneous
injection

Lymphangiography

DA

a

b c d

h

e f g

LV

PCV

Angiography

Fig. 25.1 Functional characterization of zebrafish lym-
phatic vessels. (a) Methods used to image blood or lym-
phatic vessels. Red, approximate region of the trunk 
imaged in b–e and g. Blue, approximate region of the 
trunk imaged in f. LV, lymphatic vessel (thoracic duct). 
(b) Angiography of a 14-d.p.f. Tg(fli1:EGFP)yl zebraf-
ish (green) injected with fluorescent microspheres (red), 
labeling the dorsal aorta (DA, large arrow) and PVC 
(asterisk), but not the lymphatic thoracic duct (small 
arrow). (c) Lymphangiography of 3-week(s) postfertil-
ization Tg(fli1:EGFP)yl zebrafish (green) injected with 
fluorescent microspheres (red), labeling the thoracic 
duct (small arrow), but not the dorsal aorta (large 
arrow). (d) Time-averaged confocal image of a 7-d.p.f. 
Tg(fli1:EGFP)yl (green) and TG(gata1:dsRed) (red) 
zebrafish, showing red fluorescence in the dorsal aorta 

(large arrow) and cardinal vein (CV; asterisk), but not 
the lymphatic thoracic duct (small arrow). (e–g) 
Confocal imaging of an 18-d.p.f. Tg(fli1:EGFP)yl 
zebrafish (green) injected subcutaneously with 2 Md 
rhodamine-dextran (red). (e) Subcutaneously injected 
rhodamine-dextran drains into the thoracic duct (small 
arrow), but does not label the adjacent dorsal aorta 
(large arrow). (f) Numerous rhodamine- dextran-labeled 
vessels (red) are visible between the blood vessels 
(green). (g) Higher- magnification image of blind-ended 
rhodamine-dextran- labeled vessels. Scale bars in b–d, 
g, 50 μ; in e, 20 μ; in f, 100 μ (a–g) (Reprinted by per-
mission from Macmillan Publishers Ltd: [Nature 
Medicine] (Yaniv et al. 2006)). (h) 2D and 3D MRI 
images of zebrafish scanned at 9.4 T (Biton I., unpub-
lished 2009)
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minimal disruption of embryonic tissues. Newly 
developed sagittal slice culture procedures enable 
imaging of deep structures previously optically 
unexposed, such as the developing peripheral 
nervous system (Kulesa 2004). Furthermore, the 
chick embryo model was used to investigate 
developmental processes such as cell lineage and 
migration during axis formation, as well as car-
diovascular, craniofacial, limb, skeletal, and vas-
cular patterning (Kulesa 2004; Tirosh-Finkel 
et al. 2006; Rinon et al. 2007).

Avian development tracking by MRI is feasi-
ble and provides the advantage that the eggshell 
can remain unperturbed (Hogers et al. 2009). 
Thus, wild-type quail embryos imaged by MRI 
showed the entire process of heart development. 
Cardiac malformations, including ventricular 
septal defects and aortic arch interruptions, could 
be visualized in venous clipped embryos (Hogers 
et al. 2009). Furthermore, MRI was recently 
applied for monitoring the developing smooth 
muscle fiber by diffusion tensor imaging (Xu 
et al. 2012).

25.1.3  Imaging Development in Mice

The genetic, anatomical, and physiological simi-
larity to human has led to the adoption of the 
laboratory mouse as the most widely used model 
for the study of reproduction and development. 
Sexual maturity of mice is achieved early in post-
natal development; most commonly at 5–8 weeks 
of age, depending on the mouse strain. The estrus 
cycle lasts for 4–5 days, and once the female is 
pregnant, the whole gestation period lasts for 
only 19–21 days. The average litter size is usu-
ally six to eight pups, but can reach much higher 
depending on the mouse strain.

The cardiovascular and respiratory systems of 
mice are very similar to human (Schneider and 
Bhattacharya 2004). Both have a four-chambered 
heart, with a septated outflow tract, resulting in 
physical separation of the pulmonary and sys-
temic circulations. The respiratory systems in 
both cases consist of the lungs, containing alve-
oli, and of a diaphragm, being the major respira-
tory muscle. Similarities between the two 

organisms are found also in other physiological 
processes, including reproduction and skeleto-
genesis. Importantly, a high degree of phyloge-
netic similarity between human and murine 
genomes facilitates identification of genetic 
homologues between the two species. This kind 
of homology provides justification for major 
efforts to identify roles of human genes by under-
standing their function in mouse model. An 
example of such a research strategy resulted in 
the identification of numerous genes involved in 
congenital heart defects (Schneider and 
Bhattacharya 2004). Moreover, manipulations of 
known human genes can be carried out in the 
mouse, enabling a better understanding of the 
genes function, spatiotemporal expression, and 
mutagenesis.

Methods for genetic manipulation in mice 
include overexpression of genes for studying 
gain-of-function-related phenomena, and dele-
tion or replacement of a specific gene by another 
sequence (knockout or knock-in, respectively), 
for studying loss-of-function-related phenomena. 
Mutagenesis is often used for identification of a 
specific locus within a gene, bearing a unique 
feature, which is important for the gene’s 
function.

Supplementary techniques, often used in 
embryology to study development processes, 
may also be combined with imaging techniques. 
An example is the tetraploid complementation 
method, which is used to create an embryo of a 
specific genetic background bearing extraembry-
onic tissues of a different genetic background 
(Tanaka et al. 2009; Plaks et al. 2011a); it is com-
monly used for analysis and prevention of in 
utero lethality in transgenic mice due to defects 
in placental function.

The fact that the entire embryonic develop-
ment occurs in utero entails major challenges 
for in vivo imaging. Thus, most studies resorted 
to invasive methods, such as ex vivo culture 
and imaging of preimplantation embryos, static 
 postimplantation embryos culture on a micro-
scope stage, collection and fixation of embryos 
for ex vivo analysis, and culturing of embryonic 
slices (Passamaneck et al. 2006). Novel imag-
ing methodologies, predominantly MRI and 
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 ultrasound, now offer the possibility for longitu-
dinal noninvasive in vivo imaging of the mouse 
embryonic development.

25.2  Imaging Modalities

During the very early stages of embryo develop-
ment, prior to implantation in the uterus, the 
mammalian embryo can be cultured in vitro, 
allowing easy imaging by light and fluorescence 
microscopy. Using these tools, it is possible to 
track individual cells during the very early stages 
of fate specification and differentiation.

Previously, most imaging studies of postim-
plantation developing mouse and rat embryos 
and neonates were performed ex vivo. The main 
ex vivo techniques for mouse imaging are optical 
projection tomography (OPT), micro-computed 
tomography (μCT), micro-magnetic resonance 
imaging (μMRI), and microscopic imaging tech-
niques (Weninger et al. 2006; Gerneke et al. 
2007). OPT is well suited for whole mouse 
embryo during the early stages of development 
and can produce three-dimensional (3D) recon-
struction of embryonic tissue. OPT has a spatial 
resolution of 10 μm, and it allows mapping of 
gene expression patterns through the visualiza-
tion of immunofluorescent staining (Dickinson 
2006) or autofluorescence (Gleave et al. 2012). 
Micro-computed tomography can distinguish 
between air, fatty, nonfatty, and bone tissues. 
Furthermore, by injecting radiopaque polymers 
into the vascular space, blood vessels can be 
imaged with a resolution of 10 μm. With the use 
of contrast media, CT can be used to visualize the 
entire vascular network of embryos and their pla-
centas ex vivo (Degenhardt et al. 2010; 
Kulandavelu et al. 2006).

The imaging modalities that are currently avail-
able for in vivo analysis of pregnancy in rodents 
include ultrasound biomicroscopy (UBM), MRI, 
fluorescence and bioluminescence imaging, CT, 
positron emission tomography (PET), and single-
photon emission tomography (SPECT). In select-
ing imaging modalities for developmental biology, 
it is important to take into consideration physio-
logical side effects on the pregnant mice and the 

embryos, particularly in longitudinal in vivo stud-
ies. In this respect, MRI and UBM appear to be the 
tools of choice for most studies (Table 25.1). The 
exposure to high ionizing radiation (X radiation), 
such as in CT, may cause embryonic abnormalities 
(Bang et al. 2002), thus, limiting the use of CT for 
longitudinal monitoring of fetal development. 
Specifically, exposure at embryonic day (E) E11.5 
to radiation dose of 0.5–4 gray (Gy) led to devel-
opmental defects, such as dilatation of the cerebral 
ventricles, cleft palate, growth retardation, and 
reduced head size with increased radiation dose. 
Failed pregnancies, including embryonic mortality 
and resorptions, were significantly more frequent 
when animals were exposed to radiation levels 
above 4 Gy. Similarly, the repeated use of radioac-
tive tracer material and detection of gamma rays, 
another type of ionizing radiation, in SPECT/PET 
can be potentially harmful for embryos. However, 
the feasibility of CT imaging in vivo has been 
demonstrated in near-term pregnant rats and mice, 
showing exquisite bone contrast, and through the 
use of contrast media for visualization of the 
maternal circulation in the placenta (Winkelmann 
and Wise 2009) (Figs. 25.2 and 25.3).

25.2.1  Ultrasound Biomicroscopy

Ultrasound imaging is a safe method commonly 
used to monitor human pregnancy, clinically. In 
the last decade, ultrasound biomicroscopy (UBM) 
has emerged as a key in vivo imaging tool for non-
invasive, in utero imaging of live rodent embryos, 
allowing ultrasonic visualization of living tissue. 
UBM transducers use higher frequencies (10–
70 MHz) than diagnostic clinical transducers 
(typically 2–15 MHz). To date, there is no signifi-
cant evidence for deleterious effects of UBM on 
the developing mouse embryo. However, slight 
growth retardation was documented for mice 
exposed to high-frequency ultrasound between 
E8.5 and 10.5 (Brown et al. 2004).

Similar to clinical imaging modalities, UBM- 
Doppler imaging modalities include cross- 
sectional or two-dimensional (B-mode) imaging, 
one-dimensional M-mode imaging, color 
Doppler, and spectral pulsed-wave Doppler. The 
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Table 25.1 UBM and MRI for in vivo imaging of prenatal development

Ultrasound biomicroscopy (UBM) 
(Phoon 2006)

Magnetic resonance imaging (MRI) 
(Turnbull and Mori 2007)

Applications:
  Early stage embryo
  Late-stage embryo
  Neonates

Transabdominal: limited number of 
embryos visible
Semi-invasive: transuterine, all 
embryos visible

Implantation visible with contrast- 
enhanced (CE) MRI (Plaks et al. 
2006)

Live embryo imaging: both 
transabdominal and transuterine 
imaging
Late embryonic brain imaging not 
possible (mineralization of the skull)

Manganese-enhanced MRI (MEMRI) 
for imaging the central nervous 
system (CNS) (Deans et al. 2008)
Cardiac imaging (Nieman et al. 2009)
Molecular imaging of reporter gene 
expression (Cohen et al. 2007)
Noninvasive position of the embryos 
(Avni et al. 2012)
Placental imaging (Solomon et al. 
2014)

Cardiovascular system and other soft 
tissues

Diffusion tensor (DTI) and MEMRI 
for CNS

Advantages Dynamic, real time
Functional data: Doppler M-mode
Quantitative information on structure 
and function
Temporal resolution/image acquisition 
time
Portable, versatile

Three-dimensional (3D)
Nondestructive, excellent tissue 
contrast
Contrast resolution by administration 
of contrast agents Mn2+, 
macromolecular Gd, cell tracking

Disadvantages Images limited by gas, bone, depth
Operator-dependent image acquisition
No information on biochemical, 
metabolic processes
Limited depth of penetration and poor 
tissue contrast

Temporal resolution/image acquisition 
time
Physiological motion
Limited SNR
Low contrast resolution with difficulty 
in administration of the contrast agent
High cost of the equipment

Image resolution
Spatial
Temporal

30–40 μm axial and 70–90 μm lateral 
resolution
Depth of penetration close to 5–15 mm

Spatial resolution 100–200 μm

Real time, but each embryo needs to 
be scanned separately

Several minutes per scan, but whole 
uterus imaged

Fig. 25.2 Micro-CT imaging of rat fetuses. (a) In vivo 
imaging of a pregnant rat (E21). A single coronal slice is 
shown on the left with multiple fetal skeletons visible 
(white arrows). On the right, a volume rendering of the 
same data set indicating individual fetuses (red arrows). 
(b) In vivo contrast-enhanced imaging of a pregnant rat 
(E21). The coronal slice on the left shows multiple 
contrast- enhanced placentas (white arrows). Individual 

fetal sacs can be visualized, as well as the urinary bladder 
(red arrow). The volume rendering on the right details the 
placental structure and vascular supply (red arrows). (c) 
Volume renderings of ex vivo imaging of a single rat fetus 
show detailed anatomical features. Scale bars = 1 cm 
(Reprinted from J Pharmacol Toxicol Methods 
(Winkelmann and Wise 2009) with permission from 
Elsevier)
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latter permits the detection of flow velocities 
within a specified region of interest, or sample 
volume. Two important determinants of the capa-
bilities for embryonic imaging are the size of the 
sample volume and the frequency of the Doppler 
incident beam; the smaller the sample volume, 
the more specific the flow detection of regions 
within the developing embryo.

In very small rodents, imaging developmental 
processes mandates high transducer frequencies 
to achieve adequate spatial resolution. UBM 

scanners cover high spatial resolution of 
30–40 μm axial and 70–90 μm lateral, depending 
on the frequency. Lower frequencies used for 
clinical transducers appear ideal for deeper tissue 
penetrations, whereas high-frequency UBM 
imaging penetrates only 5–15 mm deep; this 
range, however, is considered sufficient for 
 subsurface, in utero imaging of embryonic mouse 
(Fig. 25.4).

Transabdominal visualization of early stage 
embryos does not allow imaging of all embryos 

a b

c d

Fig. 25.3 In vivo CT imaging of late-stage pregnancy in 
mice (E18). 3D-rendered images of a pregnant mouse 
showing mineralized bone in late-stage fetal mice (white 
arrows) without contrast enhancement (a, c, d) and 
15 min after i.v. injection of radiopaque contrast (b). (a) 
Volume-rendered image showing the rostral part of a 
pregnant mouse visualizing the mineralized rib cage of 
the mother cranially, and several fetuses, caudally (white 

arrows). (b) Abdomen of a pregnant mouse 15 min after 
contrast-agent injection, in which the contrast is washed 
out of the blood into the kidneys (yellow arrows) and both 
urethras appear radiopaque. (c, d) Volume renderings of 
the caudal part of a pregnant mouse picturing the fetuses 
(white arrows), the bladder (red arrow), and the mineral-
ized femora and pelvis of the mother (Vandoorne et al. 
unpublished 2009)
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Fig. 25.4 Functional and structural ultrasound imaging of 
mice embryos. B-mode (a–g, l), pulse-wave Doppler mode (h 
and k), and M-mode (j). (a) Implantation at E5.5 can be visu-
alized at the level of the uterine cavity as a bright hyper-echo-
genic spot (arrows); (b) Living embryo at E9.5; (c) Long-axis 
view of embryo at E11.5 allows its length to be to quantified; 
(d) E14.5 the forepaw; (e) E18.5 the eye; (f) E10.5 the brain 
with the third ventricle and telencephalic vesicle (t, future 
aqueduct); (g) E14.5 the placenta (p), with the umbilical vein 
(uv) and umbilical artery (ua); (h) Doppler velocity 

 waveforms of E14.5 umbilical vein (uv) and umbilical artery 
(ua); (i) E16.5 the embryonic heart with the left ventricle 
(LV), right ventricle (RV), left atrium (LA), and right atrium 
(RA); (j) M-mode of E16.5 embryonic heart with diastolic 
internal diameter (LVID (d)) and systolic diameter (LVID(s)) 
of the LV; (k) Doppler waveforms showing LV inflow and 
outflow velocities of E16.5 embryonic heart. The inflow 
includes the passive E wave and the active A wave, whereas 
the ejection time (ET) contains the outflow into the aorta. 
(E embryonic day) (Vandoorne et al., unpublished 2009)
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in a litter at once and cannot be used for identi-
fying a particular embryo in a genetically het-
erogeneous litter. To overcome these technical 
limitations, a semi-invasive approach was estab-
lished in which the uterine sac is exteriorized 
into warmed physiologic saline in a petri dish 
through an incision in the abdominal wall. Apart 
from the perturbating nature of this procedure, 
this technique has yielded excellent physiologi-
cal imaging conditions, and it allows better res-
olution of embryonic structures. Furthermore, 
the technique allows longitudinal follow-up of 
early stage embryos and the possibility of 
microinjection.

Temporal resolution is important for moving 
objects, such as the rapidly beating embryonic 
heart (Kulandavelu et al. 2006) (Fig. 25.5). 
Historically, the temporal resolution was better 
on clinical ultrasound systems than on UBM 
 systems; however, the frame rates of modern 
UBM systems (up to 1000 fps), using mechani-
cal sector scanning, approach those of clinical 
systems. Current transducer technology yields a 
relatively narrow zone of focus (depth of field; 
up to 15 mm) (Phoon 2006). Fast, respiratory-
gated, in utero acquisition of 3D data from indi-
vidual embryos allowed high-resolution 
high- throughput characterization of volumetric 
changes associated with mouse brain develop-
ment (Aristizabal et al. 2013).

25.2.2  Magnetic Resonance Imaging

Magnetic resonance imaging (MRI) provides 
isotropic, 3D, noninvasive morphological 
imaging; acquisition of dynamic, functional 
information; and the possibility of longitudinal 
studies of development. Ex vivo μMRI offers 
high spatial resolution (25–50 μm), albeit 
at long acquisition times (6–24 h). Spatial 
resolution for in vivo imaging is limited by 
physiological motion, signal- to-noise ratio 
(SNR), and scanning time and is typically on 
the order of 100–200 μm (Deans et al. 2008; 
Nieman et al. 2009; Turnbull and Mori 2007). 
Respiratory, cardiac gating, self- gating, and 
image co-registration are commonly required 

for in vivo studies to reduce motion artifacts 
(Fig. 25.6) (Nieman et al. 2009; Turnbull and 
Mori 2007). The available resolution may be 
sufficient for analyzing the developing brain 
and heart of mid- to late-stage mouse embryos 
(E13.5–18.5 days). However, effective analy-
sis of organogenesis is limited, as early stage 
mouse embryo (E9.5–12.5 days) imaging 
requires better spatial resolution of at least 
50 μm (isotropic); therefore, advances in hard-
ware and techniques for small-animal MRI 
imaging would be beneficial (Turnbull and 
Mori 2007).

Contrast resolution is as important as spa-
tial resolution for detection of anatomical fea-
tures. Contrast resolution presents a special 
challenge in the developing mouse, where 
many cells and tissues are undifferentiated or 
immature, resulting in minimal differences in 
their endogenous MR relaxation properties. 
Sequence design, in combination with admin-
istration of targeted or physiologically rele-
vant contrast agents, can improve MRI contrast 
(Turnbull and Mori 2007). The effective 
maternal-fetal barrier provided by the placenta 
excludes the transfer of most contrast materi-
als from the fetal circulation. Early stage preg-
nancy can be detected by contrast- enhanced 
MRI, which highlights the maternal vascula-
ture in the implantation sites (Fig. 25.7), while 
at later phases of pregnancy, contrast- enhanced 
MRI highlights the maternal circulation of the 
developing placenta (Taillieu et al. 2006; 
Salomon et al. 2005, 2006; Plaks et al. 2006, 
2008; Tomlinson et al. 2010; Chalouhi et al. 
2011; Alison et al. 2013).

Using albumin-based macromolecular MRI, 
contrast material revealed the uptake of maternal 
albumin by fetal-derived trophoblast cells lining 
the maternal vascular space in the placenta (Plaks 
et al. 2011b). The different compartmental behav-
ior of this contrast material, when combined with 
analysis of water motion by pulsed gradient dif-
fusion MRI, could be used for parametric map-
ping of the relative volume contribution of the 
maternal and fetal circulation in the placenta, and 
the rate and type of flow in each compartment 
(Solomon et al. 2014).
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Fig. 25.5 Doppler blood velocity waveforms obtained at 
various sites in the embryonic circulation. Scale bars in 
cm/s (This figure originally appeared in an article by 
Shathiyah Kulandavelu et al. in ILAR Journal 47(2). It is 

reprinted with permission from the ILAR Journal, Institute 
for Laboratory Animal Research, The National Academies, 
Washington DC (www.nationalacademies.org/ilar) 
(Kulandavelu et al. 2006))
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The central nervous system of in vivo late- 
stage embryos was imaged using manganese- 
enhanced MRI (MEMRI), which passes the 
placental barrier and can depict neuronal 
activity in the developing brain (Fig. 25.8) 
(Deans et al. 2008). The pre-myelinated neo-
natal mouse brain provides little relaxation-
based (T1, T2) contrast, which is generally 
dominated in adult mice by regional myelin 
concentration. Neuronal-specific contrast can 
be achieved using MEMRI showing neuronal 
function or diffusion tensor imaging (DTI), 
which is sensitive to the structural forma-
tion of neuronal bundles (Turnbull and Mori 
2007). DTI was applied in order to elucidate 

brain development in neonatal mice (Zhang 
et al. 2003; Mori et al. 2006).

25.3  Parametric Mapping 
of Development

25.3.1  Anatomical Imaging 
of Development

The most widely used application of noninvasive 
imaging in development is for detection of ana-
tomical structures. MRI, CT, and ultrasound pro-
vide 3D information that can be used for parametric 
analysis of fetal anatomy in mice. These three 
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Fig. 25.6 In utero cardiac MRI of E17 mouse embryo. 
Embryonic displacement during the cardiac scan was 
followed by image registration of serially acquired 3D 
images. (a) Five examples of distance displacements 
within the initial imaging slab (b) (curve 5 shows dis-
placement outside the imaging slab). Not correcting for 
embryo displacement results in blurred images (c), 
where long- and short-axis images from the same 3D 
data set are shown at both diastole and systole. (d, f) 

Correction of image displacement with registration 
improves image quality. (e, g) Segmentations of the 
chambers emphasize the changes in 3D shape over the 
cardiac cycle. Image parameters: TE/TR = 6.0/40 ms, flip 
angle = 16°, matrix size = 192 × 78 × 48, NR = 64, TA = 2 h 
40 min, isotropic resolution = 130 μ, reconstructed with 
six 3D image frames per cardiac cycle. In (b), B brain, S 
spine, H heart (Reproduced with permission from 
(Nieman et al. 2009))
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methodologies are complementary due to the dif-
ferences in image contrast, as well as spatial and 
temporal resolution. MRI provides high contrast 
for soft tissues and high spatial  resolution, but rel-
atively low temporal resolution. Ultrasound pro-
vides better temporal resolution, while CT 
provides the best resolution for mineralized bones.

25.3.1.1  Following Anatomy 
by Ultrasound 
Biomicroscopy (UBM)

Like clinical monitoring of pregnancy, embry-
onic size and cross-sectional area can be deter-
mined by UBM (Fig. 25.4). Similarly, UBM can 
be used to obtain real-time images, providing 

quantitative measurements of dimensions and 
morphological information of different fetal 
organs of the mouse, such as the eye, brain, heart, 
and placenta (Phoon 2006). Acquiring in vivo 
cardiac morphology is difficult because of the 
small size of individual structures (valves or 
myocardial wall) and the rapid beating (200–
300 beats/min). However, major events in cardiac 
morphogenesis can be visualized, such as cardiac 
looping (E9.5), outflow tract septation (E11.5, 
E12.5), and ventricular chamber septation (E12.5, 
E13.5), including the appearance of the atrioven-
tricular valves (E13.5) (Fig. 25.5). Nevertheless, 
it remains difficult to determine the internal anat-
omy of the embryonic heart at early gestational 
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Fig. 25.7 Quantitative MRI assessment of mouse fetal 
implantation. Maximal intensity projections acquired 
7.5 min after i.v. injection of biotin-BSA-GdDTPA of 
E4.5 (a) and E5.5 (b) implantation sites (arrows; indi-
vidual implantation sites). (c, d) Ex vivo visualization of 
implantation sites highlighted by i.v. administration of 
Evans blue for the mice shown in (a) and (b),  respectively. 

(e) Correlation between the number of implantation sites 
detected by MRI in vivo and the number detected ex vivo 
(N = 11 total mice; N = 5 spontaneously nonpregnant; 
overlapping points at 0, 0). ov ovaries, K kidney, B blad-
der (Reproduced with permission from (Plaks et al. 
2006))
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stages before E15.5, since the nucleated red 
blood cells in the mouse embryo are echo-dense 
(Le Floc’h et al. 2004), thus reducing the ability 
to discriminate boundaries (Phoon 2006).

The developing neural tube (brain, spine) in 
early- and mid-gestational embryo can be visu-
alized, although UBM is not well suited for 
imaging late embryonic brain development, 
because of the limited penetration of high-fre-
quency ultrasound through the skull (Deans 

et al. 2008). Developmental processes such as 
implantation, growth, and placentation have 
been imaged in a qualitative manner; the inner 
cell mass of recently implanted embryos (E5.5) 
and the three cavities of the embryo, the amni-
otic cavity, the coelomic cavity, and the ectopla-
cental cavity (E7.5), could be visualized. The 
placenta could be imaged as it formed during 
gestation. Embryonic structures such as the 
lungs, liver, limbs, and eye can also be imaged, 

E12.5 E14.5 E17.5

a

d e f g
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Fig. 25.8 Manganese-enhanced MRI of the mouse 
embryonic CNS. Developmental stage-dependent 
changes were detected by Mn enhancement (Mn dose 
80 mg/kg). (a–c) Sagittal images of E12.5, E14.5, and 
E17.5 embryos showed increasing forebrain enhance-
ment with age (scale bar, 0.5 mm). The spinal cord (SC) 
and ventral brain enhanced at all time points (d–f), with 
progressive enhancement from the posterior to anterior 

and ventral to dorsal with increasing age (scale bar is 
1 mm). At E17.5, the boundaries of brain subregions, 
including the cortex (aqua), thalamus (magenta), BG 
(green), and pyriform cortex (red) could be appreciated 
(g), enabling semiautomated segmentation and 3D anal-
ysis of these structures, as well as the olfactory bulbs 
(orange) and SE (blue) (h) (Reproduced with permission 
from (Deans et al. 2008))
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illuminating the process of embryonic pattern-
ing and development (Fig. 25.4) (Phoon 2006).

Ultrasound biomicroscopy allowed detection 
and longitudinal monitoring of fetal development 
of the retina lens and cornea in the mouse eye 
(Foster et al. 2003). The rate of growth of the 
major axis was linear throughout development, 
starting at E8.5 when the eye was close to the sys-
tem spatial resolution limit. At E11–12, blood 
vessels were still not detectable by ultrasound.

25.3.1.2  Following Anatomy 
by Magnetic Resonance 
Imaging (MRI)

MRI studies of fetal development exploit the 
exquisite endogenous soft tissue contrast mecha-
nisms to depict specific anatomical features 
beyond measurements of fetal and organ size. 
Postnatal development was studied by DTI and 
MEMRI, for maximizing contrast in the central 
nervous system (CNS) in mice from the earliest 
postnatal stages. Recently, diffusion-weighted 
MRI has been used to study uteroplacental com-
partments (Solomon et al. 2014). Employing 
respiratory gating to decrease motion artifacts, in 
utero MEMRI was used in studies of the embry-
onic CNS and allowed MEMRI-facilitated CNS 
segmentation and 3D analysis in mid- and late-
stage embryos. Moreover, quantitative MEMRI 
analysis of Nkx2-1 knockout mice demonstrated 
volumetric changes in the septum and basal gan-
glia, as well as alterations in hypothalamic struc-
tures (Fig. 25.8) (Deans et al. 2008; Turnbull and 
Mori 2007).

A method for in utero cardiac imaging has 
been described using self-gating data and image 
co-registration to permit reconstruction of images 
in the presence of both periodic physiological 
motion and nonperiodic rigid-body motion, 
including gastrointestinal peristalsis, uterine con-
tractions, shifts of the head or torso, and embry-
onic movement in utero (Fig. 25.6). Long-axis 
and short-axis slices at systole and diastole were 
reconstructed, along with 3D rendering of the 
heart chambers (Fig. 25.5) (Nieman et al. 2009). 
Neonatal cardiac MRI has been described to 
accurately follow postnatal cardiac function 
(Wiesmann et al. 2000).

Another way to assess fetal well-being in utero 
involves measurements of specific skeletal param-
eters, such as limb length, crown-to-rump length, 
and cranial size. High-throughput, ex vivo mor-
phological phenotyping of mouse embryos and 
neonates by MRI and automated segmentation 
has been used to evaluate soft tissue with or with-
out gadolinium staining (Petiet et al. 2008; Norris 
et al. 2013). Digital atlases of normal develop-
ment are available for the identification of subtle 
phenotypic differences (Cleary et al. 2011).

In a recent study, MRI, UBM, and CT were 
applied for monitoring cardiovascular function 
during development. Reduced contractile func-
tion detected by UBM in Akt1 null fetuses was 
consistent with dilated cardiomyopathy, and 
ventricular septum defects were detected ex vivo 
by CT and histology, as well as reduced myocar-
dial capillaries and coronary vessels (Vandoorne 
et al. 2013).

25.3.1.3  Following Anatomy 
by Micro- computerized 
Tomography (μCT)

Ex vivo μCT provides images of radiopaque 
structures with a voxel resolution of up to 10 μm 
(Oest et al. 2008). Iodine staining can be used to 
phenotype the embryonic cardiovascular system 
(Degenhardt et al. 2010, 2013; Vandoorne et al. 
2013). μCT replaced the more conventional his-
tological method used previously to assess skel-
etal development and growth. Compared with 
histology, μCT enables fast, 3D imaging, and 
reconstruction of the entire bone. Using μCT, 
parameters such as material density, bone vol-
ume fraction, and trabecular architecture 
(including trabecular thickness, number, separa-
tion, connectivity, and orientation) can be 
retrieved and analyzed.

The endogenous contrast of bones can be used 
for anatomical in vivo imaging of fetal skeletal 
development in pregnant rats (Fig. 25.2) 
(Winkelmann and Wise 2009). This methodology 
is particularly valuable during the last stages of 
pregnancy, when bone mineralization is a critical 
determinant of fetal size. The inherently low soft 
tissue contrast and the lack of transfer of contrast 
media across the placenta limit the use of CT for 
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soft tissue fetal analysis. When considering lon-
gitudinal monitoring by μCT, the cumulative 
effects of the administered radiation dose should 
be considered.

25.4  Functional Parametric 
Mapping

While anatomical information can be derived 
from noninvasive imaging, it can also be acquired 
ex vivo. However, one of the key strengths of 
in vivo imaging is access to functional physiolog-
ical information that is lost when analyzing fixed 
specimens.

25.4.1  Functional Imaging 
of Development by UBM

Fetal blood velocity can be detected through the 
Doppler frequency shift in the signal reflected from 
the moving red blood cells and is routinely used 
to assess developmental cardiovascular physiol-
ogy. UBM is well suited to study embryonic and 
postnatal developmental cardiovascular physiol-
ogy (Figs. 25.4 and 25.5). It can be used as soon as 
the heart starts to beat on E8.5 in the mouse. From 
this moment onward, it is possible to use Doppler 
to measure heart rate and to detect heart failure. 
Blood-flow velocity in the vitelline circulation 
to the yolk sac is also first detected at this stage. 
By E9.5, the umbilical circulation is formed, and 
Doppler arterial waveforms can be obtained from 
the umbilical artery and from the inflow or outflow 
tracts of the heart. By E13.5, when embryos are 
in a suitable orientation to obtain a four-chamber 
view of both ventricles and both atria, the pulsed 
Doppler sample volume can be placed within either 
the left or right ventricular chamber to record the 
mitral or tricuspid inflow, or within the ascending 
aorta to record the outflow blood velocity wave-
forms. Doppler waveforms can also be obtained 
at other sites, such as the ascending and descend-
ing aorta, the pulmonary artery, the umbilical and 
vitelline arteries, the umbilical vein, the ductus 
venosus, and the inferior vena cava (Phoon 2006; 
Kulandavelu et al. 2006).

To obtain information on the motion and 
dimensions of the cardiac chambers over time, 
the M-mode cursor can be placed over the heart. 
By E13.5, when fetuses are in a suitable orienta-
tion to obtain a long-axis view of the left and 
right ventricles, it is possible to obtain M-mode 
recordings of the motion of the heart walls, in 
addition to the intraventricular waveforms. The 
UBM (both Doppler and M-mode) gives similar 
information in newborn mice. Because the opera-
tor has more freedom to position and change the 
transducer or body angle to obtain the best imag-
ing plane, imaging of postnatal animals might be 
easier. UBM can characterize the pathophysiol-
ogy of embryonic cardiovascular system and has 
been applied to define in utero heart and vascular 
malformations (Vandoorne et al. 2013; Phoon 
et al. 2004).

25.4.2  Functional Imaging 
of Development by MRI

Functional imaging by MRI has been used to 
identify fetal implantation sites and to analyze 
early vascular changes during implantation 
(Plaks et al. 2006). This approach was used to 
study implantation failure. Contrast-enhanced 
(CE) MRI using high molecular weight contrast 
media allowed high-resolution detection and 
quantitative assessment of mouse embryo 
implantation sites as early as E4.5, and subse-
quent vascular expansion at E5.5. Vessel perme-
ability was elevated in E4.5 implantation sites, 
relative to the non-implanted uterus, followed by 
increased blood volume in implantation sites 
between E4.5 and E5.5 (Fig. 25.7) associated 
with ablation of dendritic cells from the implan-
tation site (Plaks et al. 2008). A similar MRI 
approach was recently applied for detection of 
failure of implantation of blastocysts derived 
from oocytes that are deficient in Cx43 (Plaks 
et al. 2014).

Blood oxygenation provides another impor-
tant endogenous contrast mechanism that 
can be utilized by MRI. While oxygenated  
hemoglobin is diamagnetic, deoxyhemoglobin 
is paramagnetic, resulting in reduced  signal  
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intensity in R2*-weighted images. Blood 
 oxygenation  level-dependent (BOLD) contrast 
MRI was applied for monitoring changes in 
blood oxygenation in rat embryos (Girsh et al. 
2007). Cloprostenol, a prostaglandin-F2α ana-
log, reduced fetal blood oxygenation, which 
resulted in increased deoxyhemoglobin concen-
tration and decreased signal in R2*-weighted 
MRI images. The changes in BOLD contrast 
correlated with placental expression of vascular 
endothelial growth factor (VEGF) (Girsh et al. 
2007).

BOLD contrast was recently used for detec-
tion of the response to hyperoxia in a rat model of 
in utero growth retardation (IUGR). BOLD MRI 
at 1.5 T showed significant response to maternal 
hyperoxygenation, but response was lower for 
IUGR fetuses (Aimot-Macron et al. 2013).

25.5  Molecular and Cellular 
Mapping of Development

Significant progress in imaging technologies in 
recent years has led to the possibility of map-
ping molecular and cellular events in live ani-
mals. A number of these technologies have also 
been utilized for imaging fetal development. In 
particular, UBM provides the ability to manipu-
late and deliver materials to embryos, while 
MRI permits monitoring of reporter gene 
expression during cell differentiation and track-
ing of cell migration.

25.5.1  Molecular and Cellular 
Imaging of Development 
Using UBM

Ultrasound biomicroscopy can facilitate the 
manipulation of the mouse embryo, especially 
at the early stages of pregnancy, to help gain 
insight into specific developmental processes. 
Cells, viruses, or other agents can be injected 
under UBM guidance, into precise locations in 
the developing embryo at various developmen-
tal stages. Following microinjections into 

 specific sites within the embryonic mouse brain, 
for example, investigators have studied progeni-
tor engraftment, ectopic gene expression with 
gain- of- function, cell lineages, and tumor induc-
tion. Nevertheless, these intraembryonic injec-
tions are perturbing even for the normal embryo 
and may carry a substantial mortality rate of 
approximately 50 % (Phoon 2006).

25.5.2  Molecular and Cellular 
Imaging of Development 
Using MRI

In vivo cell tracking and imaging of gene 
expression can supply critical new insights into 
the dynamics of developmental processes. In 
vivo imaging of gene expression and cell track-
ing after magnetic labeling with gadolinium 
has been carried out in studies of frog embryo 
development using single-cell microinjection 
and micro- MRI (Louie et al. 2000). Such cell 
tracking has not yet been done in vivo for fetal 
development of mice. However, ex vivo MRI 
of fixed mouse embryos was recently used to 
detect micron- sized iron oxide particles, inter-
nalized in cells of mouse blastocyst-stage 
embryos, more than a week later in E11.5 
embryos (Shapiro et al. 2004; Turnbull and 
Mori 2007).

MRI contrast can be generated by overex-
pression of ferritin, the iron storage protein, 
which can serve as a reporter for the detection 
of gene expression by MRI. Tetracycline-
regulated overexpression of ferritin resulted in 
specific alterations of the transverse relaxation 
rate (R2) of water. Transgene-dependent 
changes in R2 were detectable by MRI in fetal 
developmental induction of transgene expres-
sion in utero. Specific endothelial cell differen-
tiation was visualized using mice in which 
expression of ferritin was regulated by the pro-
moter of vascular endothelial cadherin 
(VE-cadherin). Thus, tet-hfer MRI reporter 
mice provide a new transgenic mouse platform 
for in vivo molecular imaging of reporter gene 
expression by MRI during embryonic develop-
ment (Fig. 25.9) (Cohen et al. 2007).
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25.6  Specific Applications

25.6.1  Detection of Interventions

An important role for imaging lies in the analysis 
of the consequence of interventions on the devel-
oping embryo. In particular, longitudinal, multipa-
rametric imaging is critical for those interventions 
that result in variable response such that the 
dynamic changes cannot be inferred from com-
parison of histological specimens taken from dif-
ferent embryos. Multiple studies have evaluated 
the use of imaging as part of the phenotyping 
efforts on genetically modified mice (Turnbull and 
Mori 2007; Phoon 2006; Dickinson 2006; 
Kulandavelu et al. 2006). A specific type of inter-
vention providing important insight is the  selective 

ablation of cells. Such manipulation can be 
achieved by genetic introduction of suicide genes 
or by selective introduction of specific toxins. 
Using this approach, dynamic contrast-enhanced 
MRI revealed that ablation of dendritic cells 
resulted in failure of fetal implantation, due to 
impaired decidual angiogenesis (Plaks et al. 2008).

25.6.2  Detection of Fluorescent 
and Bioluminescent Reporter 
Genes

Another study examined the role of invading fetal 
precursor cells in maternal angiogenesis using 
bioluminescence imaging (BLI) (Nguyen Huu 
et al. 2007). During pregnancy, fetal endothelial 
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Fig. 25.9 In utero MRI detection of VE-cadherin medi-
ated expression in E13.5 fetal liver and heart. (a) MRI of 
a pregnant homozygous tet-hfer transgenic dam mated 
with a heterozygous VE-cadherin-tTA male (8 embryos at 
E13.5). (b) Embryos were genotyped as dTG 
(VE-cadherin-hfer; green) or sTG (tet-hfer; white). (c) R2 
relaxation rate was significantly elevated in the liver and 
heart, but not in the brain, of dTG (green) embryos. (d) R2 
difference values (ΔR2 = (R2 in liver + heart) – R2 in brain) 
differentiated between the sTG (gray) and dTG (green) 

embryos. (e, f) Sagittal MRI and whole embryo (line, 
coronal slice, as in g, h). (g) No EGFP was detected in 
sTG (left) and high EGFP in the liver, with lower expres-
sion in the brain in dTG (right) embryos. (h) Coronal 
images (top) and R2 maps (bottom) of sTG (left) and dTG 
embryo (right) show elevated R2 in the liver, heart, and 
posterior region of the dTG embryo. P placenta, H heart, 
L liver, B brain (Reprinted by permission from Macmillan 
Publishers Ltd: [Nature Medicine] (Cohen et al. 2007), 
copyright (2007))
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precursor cells invade the maternal circulation. 
Using Vegfr2-luciferase males mated with wild- 
type females, it was possible to detect biolumi-
nescence of endothelial cells originating from the 
embryo in sites of inflammation and in newly 
formed blood vessels.

High-resolution fluorescence microscopy pro-
vides additional possibilities for imaging-based 
analysis of development. Recent studies 
described the generation of a novel transgenic 
mice line, in which the endothelial cell mem-
branes were labeled with the red fluorescent pro-
tein mCherry, and the nuclei of the same 
embryonic endothelial cells were labeled with 
the yellow fluorescent protein EYFP (Larina 
et al. 2009). The combination of the two proteins 
enabled imaging of the entire vasculature, as well 
as identification of specific endothelial cells 
within the blood vessels. Using confocal 
 microscopy of E7.5–E12.5 cultured mouse 
embryos, the authors were able to image ex vivo 
the vascular plexus in the yolk sac, the blood ves-
sels in the embryo trunk, the brain, the eye, and 
the endocardium of the heart. Rapid image acqui-
sition enabled imaging of the beating heart in cul-
tured E8.5 embryos.

25.6.3  Detection of Fluorescent 
Probes

Detailed electrophysiological analysis of heart 
development can be conducted ex vivo using 
optical probes for cell membrane potential, 
namely, voltage-sensitive dyes (Efimov et al. 
2004; Rothenberg et al. 2004). These dyes bind 
the plasma membrane of cardiac cells and exhibit 
changes in fluorescence as a result of transmem-
brane voltage alternations. Unlike traditional 
microelectrode recordings, optical signals 
derived from voltage-sensitive dyes enable simul-
taneous detection of electrical activation from 
multiple sites within the embryonic heart.

Optical mapping was applied to study the pat-
terning and organization of the conduction sys-
tem and working myocardium in the developing 
avian and mammalian hearts. In mice, as it is 
impossible to apply this method in utero, the 

embryonic heart must be excised and bathed in a 
solution of voltage-sensitive dyes. A light source 
then excites the cells and causes emission of a 
fluorescent signal, proportional to the change in 
cell membrane voltage. Disadvantages of this 
method are the inability to retrieve absolute 
transmembrane potentials due to the absence of 
standard calibration, as well as its invasiveness, 
which prevent follow-up studies of the same 
embryos throughout pregnancy.

25.6.4  Imaging of Brain 
Development

Both voltage-sensitive dyes and MRI methods 
have been used to follow embryonic brain devel-
opment (Mori et al. 2006). MRI allows a 3D 
characterization of the brain, consisting of differ-
ent contrast mechanisms, usually based on water 
relaxation parameters T1, T2, and T2*. Adjusting 
acquisition parameters enables detection of dif-
ferent anatomical structures within the brain, 
including the ventricles, and the large white and 
gray matter structures. However, various white 
matter tracts cannot be detected using these con-
ventional MR contrast mechanisms, and their 
analysis requires application of diffusion tensor 
imaging (Zhang et al. 2003).

25.6.5  Imaging Skeletogenesis

Imaging of transgenic mice is important for 
understanding skeletogenesis and the genes 
involved in this process, as well as quantification 
of structure-function relationships in the bone. 
Vascularization of the bone growth plate is 
important for its adequate development during 
embryogenesis and during bone repair and regen-
eration following injury in the adult. Imaging of 
this process reveals a precise spatial regulation of 
vascularity, based on vascular regression and 
invasion to the hypertrophic zone of the growth 
plate. Using contrast agents, 3D vascular net-
works within the bone can be imaged by μCT 
either in vivo or postmortem. Micro-CT further 
allows imaging of skeletogenesis of E17–E19 
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mouse embryos (Oest et al. 2008; Guldberg et al. 
2004). The overall increase in fetal size through-
out development was detected, as well as the 
increase in bone volume and the changes in quan-
tity of mineralized tissue. Measurements of spe-
cific bones lengths were found to be well 
correlated with measurements taken using the 
standard clear-stained technique, suggesting μCT 
as an appropriate technique for skeletogenesis 
analysis. Although most studies were done 
ex vivo, fetal bone mineralization can also be 
detected in utero in both rats and mice (Figs. 25.2 
and 25.3) (Winkelmann and Wise 2009; 
Vandoorne et al. 2010).

25.7  Animal Preparation

Pregnancy and fetal development are sensitive to 
many of the procedures that are routinely 
included in in vivo imaging studies.

25.7.1  Anesthesia Procedures

Anesthetic agents are frequently used to immobi-
lize mice to reduce motion artifacts during image 
acquisition or other procedures. For imaging pro-
cedures under 30–45 min in length, injectable 
anesthetics are successfully used. Most com-
monly, a combination of ketamine with a tran-
quilizer such as xylazine is administered i.p., 
although i.m. or i.v. administration is also possi-
ble. Ketamine increases cardiac output, heart 
rate, and blood pressure in normal patients. On 
the other hand, xylazine causes an initial increase 
in total peripheral resistance of the cardiovascu-
lar system, with increased blood pressure fol-
lowed by a longer period of hypotension. Cardiac 
output may be reduced, but respiration is unaf-
fected by xylazine. Because this adrenergic-α2 
agonist may increase uterine tone, xylazine 
should be used with caution during pregnancy. 
Xylazine depresses thermoregulatory mecha-
nisms, which might cause considerable mortality. 
Diazepam is also commonly mixed with ket-
amine but has been implicated as a teratogen in 
humans and, thus, is less appropriate for pregnant 

mice. Barbiturate anesthetics, such as pentobar-
bital, have a widely variable response to anes-
thetic dose and a narrow therapeutic index, which 
lead to considerable anesthetic mortality with i.p. 
injections in mice. Barbiturate anesthesia in the 
mouse is much safer by i.v. injection than by i.p. 
injection (Lukasik and Gillies 2003). For new-
borns, injectable anesthetics proved to be unsafe, 
whereas hypothermia is used as an effective and 
safe long-term method for reducing motion 
(Danneman and Mandrell 1997).

For procedures lasting longer than 30–45 min, 
inhalant anesthetics are preferred to injectable 
drugs. Inhaled anesthesia results in reduced risk 
for intrauterine injury that can occur with intra-
peritoneal administration, readily adjustable dos-
age, precise control of the duration of anesthesia, 
and rapid anesthetic induction and recovery 
(Kulandavelu et al. 2006). Also, in newborns, 
inhalation anesthetics are reported to be safer 
than injectable anesthetics (Kulandavelu et al. 
2006).

The most commonly used inhalant anesthetic 
today is isoflurane. All of the inhalant anesthetics 
cause some degree of myocardial and respiratory 
depression but undergo very little hepatic metab-
olism. Elimination is via the lung. Consequently, 
recovery is usually rapid after discontinuing 
inhalant administration and takes just a few 
 minutes, regardless of the length of anesthesia, as 
long as the animals are supported (e.g., tempera-
ture) while anesthetized. Additionally, in contrast 
with injectable anesthesia where depth is contin-
uously decreasing as drug metabolism takes 
place (Lukasik and Gillies 2003), isoflurane pro-
vides a stable depth of anesthesia during the 
entire length of the anesthetic episode.

Pregnant rodents are typically induced with 
5 % isoflurane in oxygen and maintained with 
1–2 % isoflurane in oxygen. Isoflurane is rela-
tively safe when used at appropriate concentra-
tions. Single or repeated exposure to anesthesia 
may have long-term effects on embryonic and 
newborn mice, but these effects have not been 
studied in detail. It has been reported that chronic 
exposure to light isoflurane anesthesia (4 h/day 
daily from E6–15) reduced embryonic growth 
and increased the incidence of cleft palate;  
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however, the effect of repeated exposure to 
deeper levels of anesthesia is largely unexplored. 
Furthermore, isoflurane was not found to reduce 
pregnancy rates and fetal survival significantly, 
so that it is unlikely that isoflurane induces 
severe cardiac malformations. However, there 
may be an increased incidence of anomalies and 
mild growth retardation, and exposed preimplan-
tation embryos exhibit arrested development 
(Kulandavelu et al. 2006).

25.7.2  Animal Preparation 
and Physiological Monitoring

Sedated and anesthetized animals will not close 
their eyelids completely, which may lead to drying 
of the corneas, to corneal ulcer, and eventually even 
to blindness. Therefore, it is advised to protect the 
animal’s eyes with a sterile eye lubricating ointment 
prior to the imaging session. All animals are suscep-
tible to hypothermia while under anesthesia, which 
can be a source of considerable variation in the ani-
mal physiology and may even lead to mortality. 
Maternal body temperature should be monitored 
using a rectal thermometer and maintained between 
36 and 38 °C by wrapping the animal or its extremi-
ties in an insulator, like a plastic wrap, or using an 
external heat source such as heating pad and/or 
infrared lamp. The latter should be used with cau-
tion due to increased risk of thermal injury. Body 
temperature in newborns can be monitored using a 
rectal probe only when older than 14 days of age, 
since insertion of probes in younger mice is unsafe. 
Ventilation and oxygenation are critically important 
for maintaining normal maternal and embryonic 
cardiovascular function, and thus, monitoring the 
depth of the anesthesia by electrocardiography 
(ECG) and respiration is vital. Even in newborns 
ECG monitoring have been reported (Lukasik and 
Gillies 2003; Kulandavelu et al. 2006).

Motion such as spontaneous uterine contrac-
tions, respiratory motion of the mother, or motion 
of later stage embryos can be minimized pharma-
cologically or taken into account through gating 
or ex post facto data processing (Deans et al. 
2008; Turnbull and Mori 2007; Akselrod-Ballin 
et al. 2016).

25.7.3  Fetal Identification 
and Genotyping

A requirement of longitudinal studies is the abil-
ity to identify individual animals and their contri-
butions to the study data. This is particularly 
difficult for longitudinal studies at early stages of 
pregnancy, due to the extensive motion of the 
uterus at this stage.

Newborns can be labeled on a short-term basis 
using permanent marker. The label must be 
refreshed daily. Tattooing on the bottom of the paw 
provides a longer-lasting label. Tattooing lasts for a 
minimum of a month, and at this stage, mice are 
weaned; an ear clipping can be used for subsequent 
identification. Ideally, embryos studied in utero 
should be “tattooed” so they can be identified after 
birth. Inter-litter variance is important. Thus, it is 
necessary to compare embryos within and between 
pregnancies. As a rule, it has been suggested that 
1–4 embryos should be evaluated from at least 
three litters (Kulandavelu et al. 2006).

Some of the problems of identification and 
restraint can be resolved through the use of cul-
tured embryos (Phoon 2006). Isolated mouse 
embryos remain viable and show normal growth 
in culture for 1–2 days despite the disruption of 
the placental circulation.

Recently, bidirectional arterial spin labeling 
MRI has succeeded in identifying fetal position 
within the murine uterus and in identifying posi-
tional and interfetal effects in mouse pregnancies 
(Raz et al. 2012; Avni et al. 2012). These studies 
were consistent with dual arterial maternal blood 
supply to each placenta from the descending 
uterine branch of the ovarian artery and from the 
ascending uterine artery, each irrigating distinct 
regions of each placenta. This functional descrip-
tion stands in contrast with the accepted view of 
anastomosis of these two maternal arteries to 
form a uterine arterial loop (Raz et al. 2012).

25.8  Summary

Noninvasive, in utero fetal imaging of small labo-
ratory animals offers a growing portfolio of 
parameters that can aid in developmental  biology. 
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In particular, imaging is valuable for physiologi-
cal, functional, and molecular mapping of fetal 
development of genetically modified mice. 
Exciting insights are obtained by imaging pertur-
bations of development in transgenic and knock-
out mice and mice carrying specific reporter 
genes, allowing migration and differentiation of 
cells during organ formation to be followed. It is 
clear, however, that the current limitations on 
contrast and on temporal and spatial resolution 
restrict the range of questions that can be 
addressed. Thus, improved technologies would 
be welcome for meeting the challenges of func-
tional mapping of the genome using large-scale 
efforts for genetic modifications in mice.
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26.1  Introduction

Rodents are widely used as model animals in 
gynecology research for several reasons. Their 
breeding and maintenance is uncomplicated and 
cost-efficient. They exhibit a short and regular 
estrous cycle, including the stages of proestrus, 
estrus, metestrus, and diestrus, which can reliably 
be determined by cytological analysis of vaginal 
lavage samples. Accordingly, the selection of ani-
mals in the same cycle stage allows for the per-
formance of standardized studies, excluding 
discrepancies between individual animals due to 
different sex hormone levels. Alternatively, 
rodents can easily be ovariectomized and substi-
tuted with defined doses of estrogen and proges-
terone to induce constant hormonal conditions. 
Moreover, they exhibit a short life cycle, which 
reduces the time of puberty, pregnancy, and 
delivery and, thus, facilitates research focusing 
on reproductive function and dysfunction. Mainly 
in mice, there is the possibility of genetic manip-
ulations for the investigation of gene functions 
and the establishment of novel gynecological dis-
ease models. The use of immunocompromised 
nude or SCID mice further bears the advantage of 
studying pathophysiological processes in xeno-
grafts, such as endometriotic lesions or tumor tis-
sue of human origin.

In the past, gynecology research in rodents was 
mainly based on histological, immunohistochemi-
cal, or gene expression analyses of tissue samples, 
which were isolated after surgery or necropsy. 
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Accordingly, this invasive approach provided 
data based on single observation time points, not 
allowing sequential dynamic studies performed in 
the same animals. However, such studies are espe-
cially important for the examination of the female 
reproductive organs, which are continuously 
changing during the estrous cycle. Moreover, to 
assess the increasing amounts of novel, targeted 
therapies for the treatment of severe gyneco-
logical diseases, such as gynecologic cancer or 
endometriosis, it is desirable to measure changes 
in tissue proliferation and regression over time 
in clinically relevant rodent models. Therefore, 
sophisticated small animal imaging technologies 
have been introduced in the field of gynecology 
research during the last years, which allow for the 
noninvasive and repetitive analysis of physiologi-
cal and pathological processes within the female 
reproductive organs. These include the technique 
of intravital fluorescence microscopy, biolumi-
nescence, ultrasound biomicroscopy, computed 
tomography (CT), and magnetic resonance imag-
ing (MRI). All of these technologies contribute to 
limit the statistical variability of preclinical stud-
ies, to reduce the number of animals required for 
each study, and to maximize the amount of data 
obtained from each animal according to the phi-
losophy of the 3Rs model (refinement, reduction, 
and replacement) of Russel and Burch (Flecknell 
2002). This chapter highlights some of the most 
interesting and relevant small animal models and 
imaging technologies, applied in central gynecol-
ogy research fields, including physiology of the 
ovary and ovarian tissue transplantation, placen-
tal pathology, gynecologic oncology, as well as 
endometriosis.

26.2  Physiology of the Ovary 
and Ovarian Tissue 
Transplantation

The ovary is beside the uterus one of the dynamic 
organs in the adult, which exhibit periodic growth 
and regression. In fact, the ovarian cycle is char-
acterized by the growth of individual ovarian fol-
licles, which continually leave the large pool of 
resting, primordial follicles. During their develop-
ment, they produce increasing amounts of 

 estrogens and finally approach ovulation. 
Subsequently, the remaining cells of ruptured fol-
licles form the corpus luteum, which is critical for 
successful maintenance of pregnancy in mam-
mals, because it is the primary source of proges-
terone. All of these steps are tightly regulated by 
the hypothalamic-pituitary axis via the release of 
the gonadotropins follicle-stimulating hormone 
(FSH) and luteinizing hormone (LH). Accordingly, 
folliculogenesis and corpus luteum formation are 
essential for the regulation of physiological repro-
ductive function and hormonal state.

Recently, the technique of high-resolution 
ultrasound imaging has been introduced for the 
noninvasive imaging of follicles and corpora lutea 
in rodents. By means of ultra-high frequencies of 
25–70 MHz, this technique allows the generation 
of images with a resolution, which is near to con-
ventional microscopy. Therefore, it is also called 
ultrasound biomicroscopy. Using this imaging 
tool, it is possible to easily localize the ovaries in 
rabbits, rats, and mice, to assess their volume, and 
to count and measure non- proliferating and pre-
ovulatory follicles as well as corpora hemorrhag-
ica and corpora lutea due to their different 
echogenic patterns (Pallares and Gonzalez-Bulnes 
2008) (Fig. 26.1). Importantly, the ultrasound 
waves do not induce tissue damage and genetic 
alterations, such as X-rays, and thus can be applied 
without the risk of negative effects on the repro-
ductive process. Moreover, repeated exposure to 
anesthesia during ultrasound imaging does not 
affect the estrous cycle (Jaiswal et al. 2009).

A major prerequisite for cyclic folliculogene-
sis and corpus luteum formation is angiogenesis, 
which is defined as the formation of new capillar-
ies from preexisting blood vessels. During the 
ovarian cycle, vascular changes are tightly regu-
lated by the expression of numerous pro- and 
anti-angiogenic growth factors in that angiogen-
esis is turned on for brief periods and then com-
pletely inhibited. Correspondingly, the ovary 
represents a unique system for the study of physi-
ological angiogenesis and blood vessel  regression 
in the adult, where angiogenesis is normally 
restricted to pathological processes, such as 
tumor growth, wound healing, or inflammation. 
Moreover, some types of infertility may directly 
be caused by disturbed follicular angiogenesis. 
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For instance, the polycystic ovarian syndrome is 
associated with excessive development of new 
blood vessels, while the ovarian hyperstimulation 
syndrome is characterized by an increase in 
 capillary permeability. Thus, the analysis of ovar-
ian angiogenesis and its regulation is also of 
major importance for the establishment of new 
therapies in gynecology, which control inappro-
priate follicle development due to enhanced or 
decreased angiogenesis.

The rapid changes in blood vessel development 
and regression within the ovary are accompanied by 
equally rapid changes in rates of blood perfusion. 
Measurement of ovarian blood flow and volume by 
means of color-coded Doppler ultrasound imaging 
or ultrasound biomicroscopy with microbubbles as a 
contrast agent may therefore be useful for studying 
dynamic angiogenesis and vascular remodeling 
associated with the ovarian cycle or for detecting 
chemotherapy- induced side effects on the ovary 
(Bar-Joseph et al. 2011). Alternatively, pulsed arte-
rial spin labeling MRI has been suggested for the 
analysis of ovarian tissue perfusion in small animal 
studies (Tempel-Brami and Neeman 2002). In this 
type of measurement, the MRI signal is tagged in the 
upstream of the ovary by pulsed slice selective satu-
ration. By this, perfusion within the ovary can be 

calculated by monitoring the saturation transfer due 
to perfusion without the need for exogenous admin-
istration of contrast agents. Pulsed arterial spin label-
ing MRI of the rat ovary showed that preovulatory 
follicles exhibit poorly perfused regions, indicating 
that physiological hypoxia may play a crucial role in 
the ovulation process (Tempel-Brami and Neeman 
2002). Of interest, the MRI technology may not only 
be used to assess perfusion rates. Dynamic contrast- 
enhanced MRI additionally enables the noninvasive 
analysis of vascular density, vessel permeability, and 
interstitial convection in ovarian tissue (Israely et al. 
2004). Moreover, the novel generation of MRI scan-
ners with high field strengths of 11.7 T even allows 
for the in vivo imaging of preovulatory follicles 
(Stephenson et al. 2012).

For the detailed in vivo analysis of the mor-
phology and perfusion of individual microvessels 
within ovarian tissue, follicles, and corpora lutea 
can be transplanted into the dorsal skinfold cham-
ber (Vollmar et al. 2001) (Fig. 26.2). This well-
established rodent model allows for the repetitive 
analysis of microcirculatory processes in mice, 
hamsters, and rats by means of intravital multi-
fluorescence microscopy over a time period of 
3–4 weeks (Menger et al. 2002). For the implanta-
tion of the chamber, the back of the anesthetized 

a b

c

Fig. 26.1 High-resolution ultrasound imaging of a rat ovary 
(a, borders marked by arrows) by means of a Vevo 770 high-
resolution imaging system (VisualSonics) and a 704 scan-
head with a center frequency of 40 MHz and a focal depth of 
6 mm. (b, c): Higher magnification shows typical stages of 

folliculogenesis, such as premature ovarian follicles  
(b, arrows) and mature, preovulatory follicles (c, border 
marked by arrows), which are characterized by a large 
anechoic antral cavity and an echogenic cumulus oocyte com-
plex (c, arrowhead). Scale bars: a = 1.2 mm; b, c = 350 μm
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Fig. 26.2 Dorsal skinfold chamber model for the noninva-
sive and repetitive in vivo imaging of physiological angio-
genesis in ovarian follicles by means of intravital 
fluorescence microscopy. (a) Syrian golden hamster 
equipped with a dorsal skinfold chamber (chamber 
weight ~ 4 g). (b) Within the observation window of the 
chamber (arrow), all segments of the microcirculation 
including arterioles, capillaries, and venules of the striated 
skin muscle and subcutaneous tissue can be directly visual-
ized. (c, d) For the analysis of ovarian follicles, the ovary of 
a donor hamster (c) is carefully microdissected using 
27-gauge needles under a stereomicroscope. A handpicking 
procedure guarantees single connective tissue- free follicles 
(d), which subsequently can be transplanted onto the 

 striated muscle within the dorsal skinfold chamber. (e–g) 
Intravital fluorescence microscopic images of an ovarian 
follicle directly after transplantation (e) as well as at day 2 
(f) and day 4 (g) after transplantation into the hamster dor-
sal skinfold chamber. Note the initial lack of nutritive capil-
laries within the freshly transplanted graft (e, asterisk). On 
day 2 after transplantation parts of the follicular graft dis-
play newly formed microvessels (f, arrowheads), while 
some areas still lack vascularization (f, arrows). On day 4 a 
dense glomerulum- like network of newly formed microves-
sels covers the entire graft (g). (e–g): Blue light epi-illumi-
nation with contrast enhancement by 5 % FITC-labeled 
dextran 150,000 iv. Scale bars: a = 2.2 cm; b = 9 mm; c, 
d = 1.1 mm; e–g = 200 μm
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animal is shaven and depilated before two sym-
metrical titanium frames are implanted on the 
extended dorsal skinfold, so that they sandwich 
the double layer of skin. One layer of skin is com-
pletely removed in a circular area of ~15 mm in 
diameter, and the remaining layers consisting of 
striated skin muscle, subcutaneous tissue, and 
skin are covered with a removable coverslip 
incorporated into the observation window of one 
of the titanium frames. The coverslip of the obser-
vation window can be temporarily removed to 
transplant ovarian follicles or corpora lutea onto 
the striated muscle within the chamber. After 
application of the fluorochrome fluorescein- 
isothiocyanate (FITC)-labeled dextran (MW 
150,000 Da) for contrast enhancement by stain-
ing of blood plasma, intravital fluorescence 
microscopy can be performed to visualize in vivo 
angiogenic sprouting and network formation 
within the ovarian tissue and to quantify in vivo 
morphological (vascularized area, functional cap-
illary density) and microhemodynamic (vessel 
diameters, red blood cell velocity, volumetric 
blood flow) parameters of follicular and luteal 
microcirculation. Using additional fluorochromes, 
this microscopic in vivo approach also enables for 
the assessment of cellular and molecular aspects, 
such as leukocyte-endothelial cell interaction, 
platelet adhesion, or apoptotic cell death (Menger 
et al. 2002). By means of the dorsal skinfold 
chamber model of Syrian golden hamsters, it 
could be demonstrated that the theca interna is 
essential for the vascularization of follicles 
(Vollmar et al. 2001). Moreover, bilateral ovariec-
tomy of the animals accelerates angiogenesis and 
improves vascular blood perfusion, which may be 
best interpreted in that lack of steroid negative 
feedback and high gonadotropin secretion con-
tribute to vascular growth and nutritive perfusion 
of ovarian follicles (Laschke et al. 2002).

However, ovarian tissue transplantation is not 
only an experimental approach for the noninva-
sive in vivo analysis of physiological angiogene-
sis but also represents a clinical treatment strategy 
for preservation of ovarian function in women, 
who suffer from premature ovarian failure due to 
aggressive chemotherapy or radiation therapy. 
For this purpose, small ovarian tissue fragments 

are isolated from patients and are cryopreserved 
until their transplantation back into the patients 
after successful cancer therapy. A major prereq-
uisite for the restoration of the grafts’ hormonal 
and fertility function after cryopreservation is the 
development of a new vasculature. Therefore, the 
aforementioned imaging technologies have also 
been used to study angiogenesis and blood perfu-
sion within cryopreserved ovarian grafts and to 
establish approaches, which may accelerate and 
improve the angiogenic process. In this context, 
intravital fluorescence microscopic studies 
revealed that cryopreservation does not affect 
angiogenesis and revascularization of freely 
grafted ovarian follicles (Laschke et al. 2003). In 
addition, dynamic contrast-enhanced MRI analy-
ses of the vascular permeability of rat ovarian 
xenografts demonstrated that intramuscular 
implantation provides a better maintenance of 
functional blood vessels compared to subcutane-
ous implantation (Israely et al. 2003). Finally, 
high-resolution ultrasonography and biolumines-
cence imaging have been shown to be reliable 
methods to trace the survival and follicular devel-
opment of ovarian grafts with excellent sensitiv-
ity and spatial resolution (Fassbender et al. 2007; 
Lin et al. 2011).

26.3  Placental Pathology

During pregnancy, the placenta ensures nearly 
all exchanges of respiratory gases, nutrients, and 
metabolites between the fetal and maternal organ-
ism. Thereby, the rate of transplacental exchange 
is critically dependent on the maternal (uteropla-
cental) and the fetal (umbilicoplacental) circula-
tion. Abnormalities in placental blood perfusion 
are associated with serious pregnancy disorders, 
such as maternal preeclampsia or fetal intrauterine 
growth restriction. To establish preventive strate-
gies and effective therapies for these diseases, 
sophisticated small animal models are needed, 
which allow for the study of the mechanisms 
underlying placental pathology. For this purpose, 
mice are an appropriate species, because their 
placenta is quite similar to the human placenta 
regarding cellular and  circulatory  architecture 
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as well as gene expression. In addition, mutant 
mouse lines have already been identified, which 
exhibit different pathological placenta pheno-
types (Rossant and Cross 2001). To adequately 
analyze the pathogenesis of human pregnancy 
disorders in these mice, noninvasive imaging 
methods have been introduced in gynecology 
research, including ultrasound biomicroscopy 
and dynamic contrast-enhanced MRI.

High-resolution Doppler ultrasound imaging 
is an easy and reliable tool to quantify blood flow 
velocities in the uterine artery as well as in the 
uteroplacental and umbilicoplacental circulation 
throughout gestation in mice (Mu and Adamson 
2006; Khankin et al. 2012). Importantly, blood 
flow velocity waveforms in mice are similar in 
shape and show similar changes during gestation 
when compared to those observed in human 
pregnancy (Mu and Adamson 2006). This indi-
cates that abnormal uterine hemodynamics, 
which are typically associated with severe pre-
eclamptic and fetal intrauterine growth restric-
tion pregnancies in humans, may be phenocopied 
in corresponding mutant mouse models. For this 
purpose, high-resolution Doppler ultrasound 
imaging represents an attractive technology, 
because it parallels the routine ultrasound imag-
ing used in clinical practice. Due to its high reso-
lution, it further allows for the visualization of 
the calcification of the placenta (Akirav et al. 
2005). Finally, placental size of pregnant mice, 
which is also an early predictor for poor preg-
nancy outcome in humans, can be repetitively 
quantified in vivo (Mu et al. 2008).

Dynamic contrast-enhanced MRI offers the 
possibility to quantify the rate at which a contrast 
agent crosses from the intravascular compart-
ment into other compartments. Accordingly, this 
technology ideally suits for the noninvasive 
determination of placental perfusion and perme-
ability in mice (Taillieu et al. 2006). For this pur-
pose, gadolinium should be used as contrast 
agent, because it can easily cross the placental 
barrier due to its low molecular weight and small 
particle size. Moreover, high gadolinium doses of 
0.5 mmol/kg body weight are recommended in 
mice to increase fetal uptake and, thereby, facili-
tate permeability measurements. By means of 

dynamic contrast-enhanced MRI it could be 
demonstrated that noradrenaline, which has been 
implicated in the pathogenesis of preeclampsia, 
reduces placental perfusion in mice (Salomon 
et al. 2006). Exposure to hypoxia near the end of 
mouse pregnancy also reduces placental perfu-
sion, which is associated with fetal growth 
restriction (Tomlinson et al. 2010). These results 
indicate that dynamic contrast-enhanced MRI is 
an interesting technology for functional evalua-
tion of the placenta in small animal models, 
which may help to gain new insights into the 
pathology of severe pregnancy disorders. The 
technology may even be a future diagnostic tool 
in clinical practice, although the routine use of 
contrast agents in humans during pregnancy is to 
date not recommended in order to prevent poten-
tial deleterious effects to the fetus.

26.4  Gynecologic Oncology

Breast cancer and cancer of the female reproduc-
tive organs belong to the most common types of 
cancer in women. In the United States approxi-
mately 82,000 women per year are diagnosed 
with gynecologic cancer. Small animal models 
are important experimental tools to investigate 
mechanisms of tumor development and to evalu-
ate the efficacy of novel therapeutic strategies. 
For this purpose, noninvasive approaches to ana-
lyze angiogenesis, metastasis, and tumor growth 
have also been introduced in the field of gyneco-
logic oncology during the last years.

For a long time, the standard technique for the 
study of different gynecologic tumor types was 
the subcutaneous implantation of human tumor 
cells or tissue fragments into immunodeficient 
mice. By this, the growth of the xenografts could 
be determined in vivo by external caliper mea-
surement where the tumor volume is calculated 
by means of the modified ellipsoid formula 0.5 
× length × width2. However, this method is often 
affected by errors, because of variability in tumor 
shape or skin thickness. Moreover, it is associated 
with a large interobserver variability. To over-
come these problems, high-resolution ultrasound 
imaging, microCT, or MRI may  alternatively be 

M.W. Laschke and M.D. Menger



657

used for growth measurements of subcutane-
ous tumors in rodents. Nonetheless, one should 
be aware that such subcutaneous tumor models 
often do not reflect the real clinical situation, 
because they are usually based on the analysis of 
larger tumors. For instance, the majority of newly 
diagnosed breast cancers in women are very 
early tumor stages, such as preinvasive ductal 
carcinoma in situ (DCIS), which can nowadays 
be detected in clinical practice due to improved 
mammography techniques. However, in the past 
most imaging studies of mouse mammary cancer 
have focused on large tumors that were extremely 
advanced and, thus, do not realistically reflect 
early breast cancer. In contrast, spontaneous 
developing rodent tumors progress through all 
disease stages and thus mimic their human coun-
terpart much better. Interesting examples of such 
tumor models in gynecology research are the 
uterine leiomyoma model of the Eker rat (Walker 
et al. 2003) or the transgenic mouse models of 
mammary and ovarian cancer (Hensley et al. 
2007; Jansen et al. 2008).

Preclinical studies of spontaneous gyneco-
logic tumors in rodents present unique chal-
lenges, including variable latency of tumor 
formation and detection of very small tumors, 
which are located deep within the female repro-
ductive organs. Accordingly, numerous noninva-
sive imaging techniques have been proposed for 
the in vivo analysis of gynecologic tumors, such 
as ultrasound biomicroscopy, bioluminescence, 
MRI, microCT, and recently also flat-panel detec-
tor volume CT. Each technique bears many spe-
cific advantages and disadvantages relating to the 
analysis of tumors, whose detailed description 
would go beyond the scope of this section and 
can be found in other chapters of this book.

26.5  Endometriosis

Endometriosis is a frequent gynecological dis-
order, which affects approximately 10–15 % of 
all women in reproductive age. The disease is 
diagnosed by clinical evidence of proliferating 
endometrium–like tissue outside the uterine 
cavity. Classical symptoms of endometriosis are 

dysmenorrhea, dyspareunia, dysuria, severe 
abdominal or pelvic pain, as well as infertility. 
Despite the high prevalence of endometriosis, 
many questions about its etiology and pathogen-
esis are still unanswered. However, the disease 
is most likely caused by retrograde menstrua-
tion, i.e., reflux of endometrial fragments in the 
fallopian tubes during menstruation and their 
implantation and development to endometriotic 
lesions in the peritoneal cavity. Because the 
growth of these lesions is estrogen dependent, 
current medical therapies aim on the suppres-
sion of endogenous estrogen production, which 
may be associated with substantial side effects 
such as osteoporosis or episodes of depression. 
Alternatively, endometriotic lesions are surgi-
cally removed, however, with a high recurrence 
rate of up to ~50–70 %. Accordingly, current 
endometriosis research focuses on the develop-
ment of more effective treatment strategies. For 
this purpose, genetically well-defined rodent 
models, which allow for standardized preclini-
cal studies, are an important approach.

Because the development of spontaneous 
endometriosis is dependent on menstruation and 
thus restricted to humans and subhuman pri-
mates, endometriotic lesions in rodents are usu-
ally induced iatrogenically by grafting isolated 
endometrium from the uterus to ectopic sites 
(Grümmer 2006). For this purpose, the dorsal 
skinfold chamber model can be used, which 
allows for the repetitive in vivo analysis of 
implantation, growth, and angiogenesis of the 
ectopic endometrial tissue using the combination 
of epi-illumination multi-fluorescence micros-
copy and computer-assisted off-line analysis 
techniques (see also Sect. 26.2) (Fig. 26.3). 
Because this experimental approach enables for 
the visualization of individual microvessels with 
a high resolution, it is of particular interest for 
studies focusing on the analysis of blood vessel 
development and regression in endometriotic 
lesions as well as on the establishment of novel 
anti-angiogenic treatment strategies for endome-
triosis therapy (Laschke and Menger 2007). 
However, a major disadvantage of the chamber 
model is the fact that it is restricted in use to a 
time period of only 3–4 weeks. In addition, the 
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environment within the chamber may not exactly 
reflect the physiological profile of cytokines and 
growth factors of the peritoneal fluid and the 
intra-abdominal immune system.

To fulfill these criteria, endometrium has to be 
transplanted directly into the peritoneal cavity. 
For the noninvasive monitoring of intraperitoneal 
endometriotic lesions in mice, the technique of 
bioluminescence has been introduced (Becker 
et al. 2006). For this purpose, luciferase- 
expressing transgenic mice are generated by 
inserting the human ubiquitin C promoter cou-
pled to the firefly luciferase reporter. The trans-
genic endometrial tissue from these mice is 
subsequently transplanted into the peritoneal 
cavity of wild-type mice. By this, systemic injec-
tion of luciferin evokes a specific light signal 
within the endometrial grafts, which can be 
detected and quantified through the abdominal 
wall by a bioluminescence imaging system. 
Importantly, transabdominal luminescence cor-
relates well with the grafts’ implantation, reflect-
ing onset of angiogenesis and tissue growth. 
Accordingly, it could be shown by this imaging 
technology that systemic treatment with the 

angiogenesis inhibitors endostatin peptide mP-1 
and caplostatin significantly delays and sup-
presses angiogenesis within endometriotic 
lesions (Becker et al. 2006). These results indi-
cate that bioluminescence may be a useful tool to 
monitor the efficacy of anti-angiogenic drugs in 
the treatment of endometriosis, especially in 
combination with the first genetic mouse model 
of spontaneous endometriosis (Dinulescu et al. 
2005). However, a major disadvantage of this 
approach is the fact that it is dependent on spe-
cific transgenic mice. Moreover, biolumines-
cence lacks a high spatial resolution.

Another possibility to analyze intraperitoneal 
endometriotic lesions in rodents is the use of 
MRI. Thereby, detection of the lesions has been 
shown to be markedly facilitated by the applica-
tion of contrast agents such as gadofosveset triso-
dium (Schreinemacher et al. 2012) or ultrasmall 
superparamagnetic iron oxides (Lee et al. 2012). 
Accordingly, these contrast agents may be also 
promising tools for future MRI-based endome-
triosis diagnosis under clinical conditions.

Alternatively, intraperitoneal endometriotic 
lesions may be analyzed by high-resolution 

a b

Fig. 26.3 Typical microangioarchitecture and histomor-
phology of endometriotic lesions induced in the dorsal 
skinfold chamber model. (a) Intravital fluorescence 
microscopy of an endometrial graft (borders marked by 
arrows) at day 10 after transplantation into the dorsal 
skinfold chamber of a Syrian golden hamster. The graft 
exhibits a dense network of newly formed blood vessels 
with a glomerulum-like angioarchitecture. Blue light epi-
illumination with contrast enhancement by 5 % FITC-

labeled dextran 150,000 i.v. (b) Hematoxylin-eosin 
stained cross section of an endometrial graft at day 14 
after transplantation onto the striated muscle (arrows) of 
the dorsal skinfold chamber of a Syrian golden hamster, 
displaying typical histomorphological signs of an endo-
metriotic lesion such as cyst-like dilated endometrial 
glands (asterisks) with an intact glandular epithelium sur-
rounded by a richly vascularized endometrial stroma. 
Scale bars: a = 270 μm; b = 80 μm
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 ultrasound imaging (Laschke et al. 2010) 
(Fig. 26.4). Using high-frequency scanheads, this 
technology allows for the noninvasive analysis of 
endometriotic lesions in mice with good soft 

 tissue contrast and without the application of i.v. 
contrast agents. To provide optimal conditions 
for ultrasound imaging, endometrial tissue sam-
ples should be sutured to the abdominal wall, 

a b

c

f g

d e

Fig. 26.4 (a, b) Surgical induction of intraperitoneal endo-
metriosis in mice. For this purpose, a uterine tissue sample 
(a, arrow) is harvested from a longitudinally opened uterine 
horn of a donor animal by means of a biopsy punch. The 
tissue sample is then sutured to the peritoneal wall of a recip-
ient animal (b, arrow). (c–e) High-resolution ultrasound 
imaging of a developing endometriotic lesion (borders 
marked by white broken line) directly (c) as well as 14 and 
28 days (e) after fixation of an uterine tissue sample to the 
abdominal wall. Note that the formation of an anechoic cyst 
(d, e) within the lesion can be visualized with this noninvasive 

technique. Moreover, adhesion formation (e, arrows) around 
the lesion can easily be detected by injecting 1 ml saline 
solution (c–e, asterisks) into the peritoneal cavity, which 
separates the endometriotic lesion at the abdominal wall 
from the surrounding intra-abdominal organs. (f, g) Three- 
dimensional reconstruction of an endometriotic lesion (g, 
blue polygon) with two cysts (g, yellow polygon) based on 
manual image segmentation of two-dimensional ultrasound 
images of the lesion (f, borders marked by white broken 
line). Scale bars: a = 2.9 mm; b = 1.6 mm; c–e = 800 μm; 
f = 1 mm; g = 900 μm
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which makes it easy to detect them and to differ-
entiate them from adjacent intra-abdominal 
organs during repetitive analyses. Importantly, 
this technique provides complete new informa-
tion about endometriotic lesions. The localiza-
tion and extension of anechoic cysts can nicely 
be visualized in three-dimensional image recon-
structions. Furthermore, it is possible to detect 
noninvasively adhesion formation around the 
developing lesions. Tissue perfusion can be mon-
itored by color-coded Doppler ultrasound imag-
ing. In addition, microbubbles targeted to specific 
neovascular endothelial receptors such as αv-
integrins may be used to assess angiogenesis in 
endometriotic lesions. Accordingly, high-resolu-
tion ultrasound imaging is a reliable and easy 
method to gain new insights in the pathogenesis 
of endometriosis. Moreover, it is an excellent tool 
in preclinical research to test the efficacy of novel 
medical therapies for the treatment of this fre-
quent gynecological disease.

26.6  Outlook

Rapid progress in the development of high- 
resolution imaging technologies for small ani-
mals allows now for the noninvasive and 
repetitive in vivo analysis of physiological and 
pathological processes within the female repro-
ductive organs. This option will not only contrib-
ute to the reduction of animals required for future 
preclinical studies but will also significantly 
increase our knowledge about the physiology of 
reproduction and the pathogenesis of numerous 
gynecological diseases. In contrast to the ex vivo 
analysis of isolated tissue samples by means of 
genetic, biochemic, or histological techniques, 
noninvasive imaging methods bear the major 
advantage that they enable for the assessment of 
functional parameters in highly dynamic tissues, 
as they can typically be found within the ovary, 
the uterus, and the placenta. Important examples 
are the measurement of placental perfusion and 
permeability by dynamic contrast-enhanced MRI 
or the determination of functional capillary den-
sity in developing endometriotic lesions by intra-
vital fluorescence microscopy. Accordingly, 

small animal imaging technologies have already 
a major impact on gynecology research and will 
essentially contribute in the future to the estab-
lishment of novel diagnostic and therapeutic 
strategies in clinical gynecology.

26.7  Lab Protocol

The following protocol describes an easy model 
for the surgical induction of standardized intra-
peritoneal endometriotic lesions in mice and their 
noninvasive analysis by means of high-resolution 
ultrasound imaging:

 1. To exclude discrepancies of sex hormone lev-
els between individual mice, female animals 
of the same stage of the estrous cycle are 
selected. For this purpose, 15 μl of 0.9 % 
saline are carefully pipetted into the vagina 
and subsequently transferred on a glass slide 
for examination under a phase contrast micro-
scope. The four different cycle stages can eas-
ily be distinguished by their typical cytology: 
Proestrus (nucleated epithelia and leuko-
cytes), estrus (cornified epithelia), metestrus 
(cornified epithelia and leukocytes), and dies-
trus (leukocytes).

 2. Donor mice are anesthetized by i.p. injection 
of ketamine (75 mg/kg body weight) and xyl-
azine (15 mg/kg body weight).

 3. Both uterine horns are removed and trans-
ferred in a Petri dish containing 37 °C warm 
Dulbecco’s modified Eagle medium (DMEM; 
10 % fetal calf serum, 100 U/mL penicillin, 
0.1 mg/mL streptomycin).

 4. The uterine horns are opened longitudinally 
with micro-scissors under a stereomicroscope 
and tissue samples of comparable size are 
removed using a 2-mm dermal biopsy punch.

 5. For induction of intraperitoneal endometriotic 
lesions, the recipient animals are anesthetized 
by i.p. injection of ketamine/xylazine. After 
midline incision one tissue sample per quad-
rant is fixed with a 7–0 Prolene suture to the 
peritoneal wall.

 6. The laparotomy is closed again with a 6–0 
Prolene muscle and skin suture. During the 
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following weeks to months, the developing 
endometriotic lesions can be repetitively ana-
lyzed by high-resolution ultrasound imaging.

 7. For ultrasound image acquisition, mice are 
anesthetized with 2 % isoflurane in oxygen 
and fixed in supine position on a heated stage.

 8. After chemical depilation of the abdomen to 
prevent air trapped in the fur from interfering 
with ultrasound coupling into the animal, 
ultrasound coupling gel is applied to the skin.

 9. Subsequent ultrasound imaging of developing 
endometriotic lesions, their cysts and adhesion 
formation can, for example, be performed with 
a Vevo 770 high-resolution imaging system and 
a 704 scanhead (VisualSonics, Toronto, ON, 
Canada) with a center frequency of 40 MHz 
and a focal depth of 6 mm (Fig. 26.4).
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27.1  Clinical Challenges 
in Cardiovascular Medicine: 
Rationale for Basic 
Cardiovascular Research 
Involving Small Animal 
Imaging

Cardiovascular events most frequently stem from 
vascular diseases, namely, atherosclerosis, with 
the clinical sequelae myocardial infarction or 
stroke. These clinical scenarios result from com-
plex inflammatory changes in the vascular wall 
(atherosclerotic plaques). If these plaques are 
mechanically unstable (“vulnerable”), a rupture or 
erosion of the plaque surface may eventually lead 
to thrombosis with partial or complete occlusion 
of the respective vessel. Organs heavily depending 
on the blood supply by arteries such as the heart or 
the brain thus suffer from severe acute ischaemia. 
Despite optimised therapy regimes (acute PCI, 
thrombolytic therapies, anti- ischaemic medical 
strategies, etc.), a significant loss of cells due to 
apoptosis and necrosis is observed in many cases 
with clinical consequences ranging from dysfunc-
tion to disability to death.

The incidence of chronic heart failure, a wide-
spread cardiac disease resulting from acute or 
recurrent myocardial infarctions, long-term 
hypertension, valve diseases or cardiomyopathies 
is dramatically increasing worldwide. The risk 
for heart failure approximately doubles with each 
decade of life. Although the progressive decline 
in cardiac contractile function is responsible for 
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the majority of deaths due to heart failure, other 
deadly events might also occur from acute severe 
tachyarrhythmias. Despite highly potent medical 
therapies, the prognosis of heart failure patients 
is as poor as for patients with advanced tumour 
diseases. Prognosis in heart failure is influenced 
by vascular and myocardial factors.

The armamentarium of established diagnostic 
clinical tools (ECG, angiography, perfusion 
SPECT and other stress tests, etc.) together with 
recently emerging improvements in imaging 
technologies such as three-dimensional echocar-
diography, multi-slice/dual source computed 
tomography (MSCT) or magnetic resonance 
imaging (MRI) allows for a detailed characterisa-
tion of the cardiovascular system in men. 
However, these imaging modalities only provide 
insight into the morphological and/or functional 
consequences of cardiovascular diseases (coro-
nary artery stenoses, cardiac dilation and hyper-
trophy, arrhythmias, perfusion deficits, impaired 
contractile function, etc.) and do not assess the 
underlying cellular and molecular pathophysiol-
ogy of the respective diseases. On the other hand, 
significant new insight into the molecular basis of 
cardiovascular diseases has been gained from 
genetic screening and the development and appli-
cation of transgenic animal models.

Atherosclerosis associated with the life- 
threatening risk of plaque ruptures is a good 
example of a cardiovascular disease where indi-
vidual risk stratification is currently impossible. 
The initial atherosclerotic lesion can be triggered 
by various noxae, hypercholesterolaemia, arterial 
hypertension, smoking and such, primarily dam-
aging the endothelium (endothelial dysfunction). 
In the course of the disease, the endothelium 
aims at neutralisation of the initial noxae. If this 
is unsuccessful, a chronic inflammation of the 
vessel wall results. The inflammation is charac-
terised and driven by infiltration of cells into the 
vessel wall, resulting in the long term in a com-
plex lesion (plaque) composed of activated mac-
rophages/foam cells, T lymphocytes, mast cells, 
etc. around a necrotic lipid-rich core. Plaques can 
be occlusive and be detected by clinical signs 
such as pectoral angina and shortness of breath. 
The much more dangerous type of an atherosclerotic 

lesion is the unstable “vulnerable” plaque, which 
can suddenly rupture expelling the thrombogenic 
plaque content into the blood stream triggering a 
thrombotic vessel occlusion and the clinical 
sequelae myocardial infarction or stroke.

A clinically available strategy towards risk 
stratification of individuals is based on analys-
ing known risk factors for atherosclerosis such 
as age, sex, smoking, positive family history, 
diabetes and such, which were identified by 
large epidemiological studies. These findings 
have been implemented into risk calculators, 
which can excellently predict risk for a group 
of patients (e.g. HeartScore of the European 
Society of Cardiology, http://www.heartscore.
org). However, even these approaches finally 
fail to identify individual risk. This means that 
current medicine will have to treat more patients 
than needed. For example, in a typical high-risk 
group of patients, which is identified by risk 
factor analysis, the maximum 10-year risk for 
cardiovascular events can only be as high as 
20–40 %. This implies that only every third to 
fifth patient will suffer from the event. Since we 
cannot identify these patients, we will preven-
tively have to treat all patients.

Amongst other strategies such as blood bio-
marker analysis, vascular imaging for direct 
assessment/visualisation of the specific processes 
involved in atherosclerosis in a single patient is 
expected to contribute to the individual risk 
assessment in the future. Current imaging tech-
nologies, which are predominantly based on mor-
phological and functional imaging approaches 
of vessels and the myocardium, seem to fail in 
this respect. Conventional angiography can only 
detect coronary artery stenoses and is blinded 
to the vessel wall, whereas high-resolution 
MSCT can add information on calcium deposi-
tion and even non-calcified soft plaques in the 
vessel wall. However, although these diagnostic 
tools can identify coronary artery disease with 
high sensitivity, their specificity with respect to 
the prediction of individual outcome and future 
cardiovascular events remains limited. Again, 
the weakness of the morphological imaging 
approaches might be explained by the fact that 
these see only secondary disease processes but 
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not the molecular mechanisms that are decisive 
for the progression and outcome of the disease. 
In the case of atherosclerosis, it is now well 
understood that the molecular composition of 
an atherosclerotic plaque is determining its fate 
rather than its size. About 50 % of cardiovascular 
events result from low-degree stenosis – diam-
eter narrowing of the vessel of less than 50 % 
(Falk et al. 1995). Molecular targets are therefore 
the focus of research; the development of both 
target- specific molecular imaging and therapies 
promises substantial clinical innovations and 
improvements.

Another example for a clinical challenge 
unmet by imaging of the basic pathophysiology 
is the field of life-threatening tachyarrhythmias, 
which can occur in a broad spectrum of dis-
eases ranging from idiopathic diseases includ-
ing the inherited cardiomyopathies to coronary 
artery disease. Although these tachyarrhyth-
mias can be described and characterised by 
Holter recordings, electrophysiological studies, 
etc., prediction of the individual risk for future 
arrhythmic events remains a challenge currently 
unmet by any diagnostic technology. In the 
case of tachyarrhythmias, it is well known that 
amongst others electrical changes on the level 
of the affected myocardium and disturbances 
in nerve function can trigger events. In the lat-
ter respect, sympathetic nerves play an impor-
tant role. Again, their function can be assessed 
by molecular imaging technologies quantifying 
catecholamine recycling, β-adrenoceptor den-
sity and such. First studies have already demon-
strated that these molecular imaging approaches 
can identify patients at risk for future cardio-
vascular events. The combination of molecular 
imaging with emerging knowledge about the 
genetic background of various different types of 
tachyarrhythmias may pave the way for a better 
risk estimation for future arrhythmic events.

These facts justify an intense research effort 
towards both new diagnostic and therapeutic 
approaches with a special focus on the prevention of 
cardiovascular events. In this field of basic and trans-
lational cardiovascular research, high- resolution 
imaging in small animals recently became a sub-
stantial tool; an overview is given here.

Small animal imaging can be and is frequently 
used in different aspects of basic and translational 
cardiovascular research:

• Phenotyping. Imaging to characterise genetic 
or surgical mouse models mimicking human 
cardiovascular diseases. Phenotyping of 
new and existing animal models is substan-
tially supported by functional and molecu-
lar small animal imaging, especially since 
small animal imaging characteristically can 
be performed non-invasively and serially in 
individual animal. Furthermore, whole-body 
imaging is a particular value to discover 
pathologies developing in organs “outside” 
the focus of the study.

• Monitoring. Imaging to monitor morphologi-
cal, functional and molecular changes induced 
by interventional studies (pharmaceutical 
treatment, surgical intervention, gene therapy, 
stem cell therapy). Again, serial non-invasive 
imaging studies do allow to assess intra- 
individual changes in a few animals.

• Development. Since the majority of clini-
cal cardiovascular imaging devices are now 
available in a “miniaturised” fashion for small 
animal imaging with similar imaging charac-
teristics, it seems straightforward to use small 
animal imaging in validation studies to char-
acterise new imaging approaches in animal 
models first and then translate into clinical 
imaging by using the analogous clinical imag-
ing modality. This is especially useful when 
testing new imaging probes for molecular 
imaging (contrast agents, radiopharmaceuti-
cal, optical dyes, etc.).

27.2  Mouse Models of Human 
Cardiovascular Diseases: 
Basis for Small Animal 
Imaging in Cardiovascular 
Research

Appropriate animal models, mimicking the 
pathology of cardiovascular human diseases, are 
essential for progress in the field of cardiovas-
cular research and for the transfer of preclinical 
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results into the clinical setting. In principle, a 
variety of animal species can be used in cardio-
vascular research. Although larger animals such 
as pigs (a classical model for myocardial infarc-
tion) are used in cardiovascular research, in the 
context of this book, only small animal models in 
rats and mice are being discussed.

Animal models of cardiovascular diseases can 
rely both on genetic manipulations and surgical 
interventions and do nowadays cover the wide 
spectrum of cardiovascular human diseases. In 
this context, examples for relevant human car-
diovascular diseases, myocardial infarction and 
atherosclerosis, already being studied by small 
animal imaging rather than a complete overview, 
are given.

27.2.1  Myocardial, Peripheral 
and Cerebral Ischaemia

Induction of acute myocardial infarction – per-
manent and transient occlusion Acute myocar-
dial infarction can be induced in mice by a 
surgical intervention, in which the left ventricu-
lar blood supply will be interrupted by a perma-
nent or transient ligation of the left anterior 
descending (LAD) coronary artery (Kuhlmann 
et al. 2006). Depending on the length of isch-
aemia and the length of reperfusion in the case of 
non- permanent ligation, the degree of ischaemic 
damage and scar formation can be varied. 
However, reproducibility with respect to the 
amount of ischaemic tissue, scarring and locali-
sation is limited by a quite variable coronary 
anatomy in mice. These models can either be 
performed in wild-type or transgenic mouse 
models.

Induction of cerebral ischaemia – stroke 
model The classical animal model resembling 
human stroke is the so-called middle cerebral 
artery occlusion (MCAO) model. In this model, a 
thin thread is inserted into the A. carotis interna 
and guided into the A. cerebri media, which in 
turn is occluded by the thread. The resulting isch-
aemia in the media territory causes focal lesions 
resembling the clinical situation of stroke. The 

procedure is typically controlled by measuring 
the regional brain perfusion by a specialised laser 
Doppler device (Klohs et al. 2009).

Peripheral ischaemia – hind limb model In the 
hind limb model, permanent unilateral ligation of 
the A. femoralis induces chronic peripheral isch-
aemia – a pathophysiological situation often 
associated with diabetes and smoking in patients. 
This model drives neoangiogenesis to circumvent 
the femoral artery ligation and is therefore often 
employed when imaging of angiogenesis is in the 
focus (Dobrucki et al. 2009).

27.2.2  Non-ischaemic Heart Failure

Transverse Aortic Constriction (TAC) Non- 
ischaemic heart failure can be induced in mice by 
a surgical intervention, the so-called transverse 
aortic constriction (TAC) model. Here, the aortic 
arch is partially constricted by using a surgically 
introduced thread inducing cardiac pressure 
overload, finally resulting in pathological hyper-
trophy and subsequently dilative cardiomyopathy 
(Tsujita et al. 2005).

Genetically triggered heart failure Besides the 
surgical approaches to induce heart failure, dif-
ferent genetically determined models have been 
developed. A good example is the survivin- 
knockout mouse. Survivin belongs to the class of 
inhibitors of apoptosis proteins (IAPs); its knock-
out is resulting in a spontaneous progressive 
heart failure (Levkau et al. 2008).

27.2.3  Atherosclerosis

Transgenic mouse models to produce sponta-
neous atherosclerosis When fed a normal and 
species- appropriate diet, mice or rats do typi-
cally not develop any human-like atherosclerosis 
in their lifetime. Therefore, metabolic changes 
incurred by gene knock-in or knockout with addi-
tional diets, e.g. cholesterol-rich food, have to be 
employed to produce atherosclerosis. Typical 
examples are the apolipoprotein E-knockout 

M. Schäfers et al.



667

(ApoE−/−) and the lipoprotein receptor knock-
out mouse, which both do spontaneously pres-
ent with hypercholesterolaemia when compared 
with their littermates, which in the long runs 
(weeks) results in atherosclerosis at predilection 
sites such as the aortic root, the aortic arch and 
the brachiocephalic artery. When feeding high- 
cholesterol diets, the progression of the athero-
sclerosis is accelerated, and the inflammation 
within the vascular lesions is enhanced (Zhang 
et al. 1992).

Surgical local induction of atherosclerotic 
lesions Based on the above-mentioned geneti-
cally determined atherosclerosis models, local 
lesions can be triggered by surgical interventions 
aiming at endothelial damage. Unilateral ligation 
of the common carotid artery in ApoE-/-knockout 
mice causes a vascular remodelling, resulting in 
highly inflammatory plaque-like vascular lesions 
within 4 weeks (Ivan et al. 2002). Another model 
for inducing endothelial damage, thrombosis and 
vascular remodelling is the wire-induced endo-
thelial disruption, where the endothelium of the 
carotid artery is surgically injured by a wire 
(Manka et al. 2000). In contrast to the carotid liga-
tion model, the surgical procedure is more sophis-
ticated, but has the advantage of affecting the 
common carotid artery on its whole run. Since 
these models are based on relatively harsh, non-
pathophysiological interventions, another model 
of carotid atherosclerosis induction was recently 
introduced, the shear stress-induced arterioscle-
rotic plaque development (“cast” model). This 
model employs the surgical placement of a small 
plastic collar (cast), consisting of two longitudinal 
halves of a cylinder, forming together a cone-
shaped lumen, around one common carotid artery 
producing a carotid stenosis. Upstream of the site 
of constriction, lowered shear stress induces 
plaque development in the western diet-fed 
ApoE−/− mouse (Cheng et al. 2006).

Models for spontaneous myocardial infarc-
tion The above-described models of atheroscle-
rosis typically do not exhibit signs of unstable 
plaques and plaque rupture and do not result in the 
clinical sequelae myocardial infarction or stroke. 

Therefore, a great interest exists with respect to new 
models. A good example towards more human-
like models is the model of diet- induced occlusive 
coronary atherosclerosis in SrB1−/−/ApoE-R61h/h 
mice. In this mouse, two genes involved in lipid 
metabolism are modified: the HDL scavenger 
receptor class B, type 1 (SrB1), is knocked out, 
and in addition, mice of that strain express a 
mutant form of murine ApoE, Thr61 → Arg61 
(Arg-61ApoE) (Zhang et al. 2005). When fed with 
a high-fat/high-cholesterol (HFC) diet, atheroscle-
rosis rapidly progresses, including massive plaque 
deposition, plaque rupture, occlusive coronary 
events and myocardial infarctions, causing death 
within approximately 4 weeks after onset of the 
HFC diet (Hermann et al. 2016).

27.3  Applications of High- 
Resolution Small Animal 
Imaging in Cardiovascular 
Research: Examples

27.3.1  Computed Tomography

Over the past three decades, micro-CT imaging 
has rapidly advanced with higher quality resolu-
tion, the introduction of the cone beam recon-
struction algorithm and an increased availability 
of dedicated scanners for non-invasive small ani-
mal imaging research. To achieve the same reso-
lution in relation to object size between human 
and small animal CT systems, small animal CTs 
have to be designed with spatial resolutions of 
100 μm or better. This is especially true when it 
comes to imaging of the heart and vessels in mice 
in vivo, where respiratory and cardiac movement 
additionally degrades image quality. Currently 
CT imaging of the heart and vessels of a living 
mouse therefore remains a huge challenge. The 
typical design of a micro-CT involves a tube and 
a detector array which are rotated around the 
object slowly and noncontinuously (minutes), 
which results in a low or non-existent temporal 
resolution. With a heart rate of ~400 bpm under 
anaesthesia in mice, the movement of the heart 
and the vessels cannot be assessed by micro-CT, 
leading to blurring artefacts. It has been recently 
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shown that using special prospective triggering 
algorithms or employing fast flat panel technol-
ogy CT imaging of the heart cycle is feasible 
(Dinkel et al. 2008). However, these scans do 
characteristically increase radiation dose and 
need a stable contrast enhancement resulting 
in an intravenously injected iodinated contrast 
agent to achieve good image contrast between 
vessels, the myocardium and surrounding tissues. 
While the radiation dose is primarily an impor-
tant issue when studying individual animals seri-
ally over time, the use of contrast agents remains 
a challenge. Contrast agents with a long blood 
circulation time, which are unfortunately cur-
rently rather expensive, can be used or are clini-
cally available. The latter have to be combined 
with an “intelligent” infusion protocol to balance 
a stable contrast with a volume limited as much 
as possible.

With these prerequisites, small animal CT in 
cardiovascular applications so far has mainly been 
used in comparative studies, where a PET, SPECT 
or fluorescence signal is overlaid on the CT to 
project a molecular signal onto morphology.

Vascular anatomy As detailed above, the imag-
ing of small-calibre arteries in mice and rats 
remains a significant challenge. Therefore, publi-
cations describing micro-CT applications in the 
aorta or coronary arteries in mice are rare to non- 
existent. The principal feasibility of imaging 

small arteries was recently nicely demonstrated 
by Kiessling et al. and Schambach et al., which 
imaged tumour-supplying vessels and cerebro-
vascular structures at resolutions of 50 μm and 
better in mice (Kiessling et al. 2004; Schambach 
et al. 2009).

New CT technology will most likely further 
advance the field. Recently, using a novel car-
bon nanotube (CNT)-based x-ray source, it has 
been demonstrated that vascular calcifications in 
the course of atherosclerosis can be imaged in 
ApoE−/− mice (Wait et al. 2013) (see Fig. 27.1).

Imaging of the heart As is true for vascular CT 
applications in mice, small animal CT in mouse 
or rat hearts has been only rarely reported. 
However, studies have shown the principle feasi-
bility of imaging heart anatomy and infarct size 
by delayed contrast enhancement employing 
long-circulating contrast agents (Dinkel et al. 
2008; Nahrendorf et al. 2007) (see Fig. 27.2).

27.3.2  Ultrasound

Ventricular morphology and function Due to 
substantial technical improvements, ultrasound 
has become a key imaging technology for pheno-
typisation of murine models in cardiovascular 
research. Echocardiography is ideally suited for 
cardiac phenotypisation and assessment of left 

a b

Fig. 27.1 High-resolution contrast-enhanced CT 
(Ultravist 300®) of a 25 g mouse where a small plastic 
cast is placed around the left carotid artery (arrow).  

(a) Shows horizontal and sagittal sections and (b) shows a 
segmentation and rendering of the left common carotid 
artery (red) and the surrounding cast (blue)

M. Schäfers et al.



669

ventricular function since it is a real-time method 
which requires minimal instrumentation of the 
mouse, allows fast imaging protocols and can be 
thereby applied even in models with severely 
impaired physical conditions. Most recent trans-
ducer technology ranges from single-element 
transducers which offer a unique spatial resolu-
tion to linear array probes which allow duplex or 
triplex imaging to 4D matrix transducers. This 
wide range of available systems.

A major hallmark in phenotypisation is sys-
tolic left ventricular function. Higher transducer 
frequencies as well as higher frame rates allow 
proper assessment of chamber dimensions, wall 
thickness and global as well as regional left ven-
tricular function (Collins et al. 2003; Gao et al. 
2000). In adult mice, the symmetric shape of the 
ventricle allows proper assessment of LV wall 
thickness, LV mass and global-regional function 
assessed by M-mode using the Teichholz formula. 
However, in asymmetrically shaped ventricles 
(e.g. newborn or juvenile mice) or particularly in 
infarct models, M-mode technology is not ade-
quate for the assessment of left ventricular mass 
and function (Ghanem et al. 2006). 2D and most 
recently 3D echocardiographies have been pro-
posed as the ideal technology for the assessment 
of mass and function in transgenic models pre-
senting with asymmetrically shaped ventricles or 
most importantly cardiac infarction models (Gao 
et al. 2000; Dawson et al. 2004; Ghanem et al. 
2008). High-resolution ultrasound was found to 
be suitable to characterise the scar border zone in 

infarct models and to precisely assess regional 
ventricular function (Ghanem et al. 2008). 
Specialised imaging acquisition algorithms allow 
frame rates of up to 1,000 Hz and offer thereby a 
unique inside into regional ventricular function. 
Stress echocardiography has been found to be 
suitable to identify viable myocardium and to 
assess contractile reserve. In general, 2D echocar-
diography applying mathematical models such as 
the area-length method or the truncated ellipsoid 
model is sufficient for the assessment of global 
left ventricular function and left ventricular mass 
(Collins et al. 2001; Tiemann et al. 2003). In more 
complex models, reconstructive or real-time 3D 
echocardiography is more accurate and superior 
to 1D or 2D echocardiography (Ghanem et al. 
2006; Dawson et al. 2004). LV chamber dimen-
sions, wall thickness and function can be assessed 
either in conscious mice or using volatile anaes-
thesia to avoid cardiodepressive effects as seen by, 
e.g. ketamine/xylazine.

2D echocardiography can be used to analyse the 
shape and the ventricular geometry, allows identi-
fying missing or extra structures and is suited to 
identify structures such as thrombus formation or 
pericardial effusion. In addition, diastolic function 
can be assessed using Doppler technology (PW 
Doppler of mitral inflow), tissue Doppler imaging 
(TDI) or volume-time curves derived by 4D echo-
cardiography. These techniques have been applied 
in models of hypertrophy, heart failure and others. 
Doppler ultrasound, particularly colour Doppler, 
allows to demonstrate shunt flow in congenital 

a b c

Fig. 27.2 Contrast-enhanced CT of a 23 g mouse 
(Ultravist 300®). Sectional images (a transaxial, b hori-
zontal, c sagittal) show a good contrast of the blood in the 

vessels and the ventricles of the heart to the surrounding 
tissues and the myocardium
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heart disease. In adult mice, morphology and func-
tion of the heart valves, particularly the mitral valve 
and aortic valve, can be assessed by 2D echocar-
diography. In addition, regurgitated or stenotic flow 
can be quantified and characterised by PW Doppler 
technology. However, morphological and visual 
assessment of valvular geometry and function is 
limited due to spatial and temporal resolution. 
Thus, the current gold standard for evaluation is 
Doppler technology. New high-resolution imaging 
probes allow the morphological and functional 
assessment of left ventricular structures even in 
utero (Gui et al. 1996; Yu et al. 2008). Due to con-
stant movements, quantification is, however, lim-
ited (see Fig. 27.3).

Vascular anatomy There are several mouse 
models of arteriosclerosis available today 
which mimic lesion phenotypes comparable to 
human disease. Transgene murine models as 
well as operative manipulations (wire injury, 
balloon injury or constrictive models) require 

 high- resolution imaging technology for follow-
up. Recent technical advances now offer real-
time ultrasound imaging of vascular structures 
with a special resolution which allows the assess-
ment of single plaques as well as total plaque bur-
den (Gan et al. 2007). Larger structures such as 
the aorta and larger blood vessels can be easily 
identified by this technology. Branches from the 
aortic arch as well as intravascular thrombi can 
be assessed. Vessel morphology and wall thick-
ness, pulse wave propagation and blood flow 
within the arteries can be analysed by 2D imag-
ing, colour Doppler and PW Doppler technology. 
Identification and quantification of regional and 
total plaque burden are feasible by ultrasound 
biomicroscopy (Gan et al. 2007). This technol-
ogy allows follow-up investigations in athero-
sclerotic models and thereby characterisation 
and quantification of plaque location and growth. 
Intracerebral blood vessels can be identified by 
PW Doppler technology, colour Doppler technol-
ogy or even contrast ultrasound.

Fig. 27.3 High-resolution murine echocardiography (30 MHz). Morphology and function of the murine heart can be 
nicely visualised and quantitatively assessed. Frame rates of up to 1,000 Hz provide an excellent temporal resolution
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Atherosclerotic plaques can be visualised 
and measured en face. Reconstructive 3D tech-
nology allows quantification of plaque volume/
plaque burden. Close correlation between histo-
morphometry and ultrasonic assessment has been 
demonstrated (Gan et al. 2007). Reproducibility 
(intra- and interobservability) was very good 
using this new technology. Blood vessels down to 
the level of the coronary arteries can be assessed 
in real time, and blood flow within these vessels 
can be obtained. Assessment of intima-media 
thickness and elasticity of the blood vessel in 
atherosclerotic plaques is feasible by ultrasound 
biomicroscopy with the advent of high-resolution 
linear area transducers; the limitation in even 
smaller blood vessels needs to be elucidated. In 
vivo assessment of plaque formation allows fur-
ther insight in plaque development, particularly 
since, e.g. intravital thrombus formation can be 
visualised, which is somehow difficult to assess 
by histological techniques (see Fig. 27.4).

Perfusion Contrast-specific imaging modalities 
opened new arena for murine echocardiography. 
Tissue perfusion at the level of coronary micro-
circulation has become possible and allows visual 
assessment of regional perfusion, perfusion 
defects, quantification of risk area and infarct 
size (Scherrer-Crosbie et al. 2000). It has been 
demonstrated that perfusion imaging is superior 
to wall motion analysis in the assessment of 

infarct size and risk area. Contrast-specific 
 imaging probes allow sufficient spatial and tem-
poral resolution for perfusion imaging and pro-
vide real-time segmentation of tissue and regional 
blood volume. Commercially available as well as 
custom-made microbubbles have been used for 
this purpose (Scherrer-Crosbie et al. 2007). 
Besides qualitative assessment of tissue perfu-
sion, infarct size and risk area, quantitative 
approaches have been proposed. This technology 
relies on the ultrasound-mediated destruction of 
contrast microbubbles and the assessment of 
replenishment rate at the level of microcircula-
tion. Mathematical modelling of contrast replen-
ishment allows the assessment of regional blood 
volume as well as replenishment rate and there-
fore allows the assessment of even absolute myo-
cardial blood flow (Thibault et al. 2005; Vogel 
et al. 2005) (see Fig. 27.5).

Molecular targeting Molecular targeting, par-
ticularly of vascular epitopes, has become feasi-
ble due to the introduction of contrast 
microbubbles and contrast-specific imaging 
modalities. Ultrasound contrast agents (micro-
bubbles) remain strictly intravascular after intra-
venous or intraarterial injection. Different shell 
properties and the gas content characterise their 
resonance behaviour and therefore their contrast- 
specific detection by ultrasound as well as their 
stability within the sound field. Inert gases such 

Fig. 27.4 Left: aortic arch in a healthy mouse. Right: cross-sectional view of the aortic arch demonstrating plaque 
formation (arrows) in a mouse model of atherosclerosis (ApoE−/−)
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as perfluorocarbons make them ideally suited for 
ultrasound imaging. Particularly their destructive 
behaviour within the sound field provides a 
unique technology to visualise even single micro-
bubbles (loss of correlation imaging). Molecular 
targeting relies either on intrinsic properties of 
the microbubble shell or the attachment of bind-
ing ligands. Phosphatidylserine-coated micro-
bubbles, for example, stimulate the uptake of 
these particles by macrophages and have been 
therefore used for in vivo imaging of inflamma-
tory cells. This type of imaging (“hotspot imag-
ing”) has been used to characterise inflammation 
in ischaemia-reperfusion models (Kunichika 
et al. 2003). Positively or negatively charged 
microbubbles can be used in addition to facilitate 
unspecific binding. In contrast, specific binding 
ligands have been added to microbubbles for 
target- specific binding. In cardiovascular models, 
particularly selectins and integrins have been 
used today to characterise early stages of athero-
sclerosis and to image various stages of the adhe-
sion cascade (Lindner 2009). Intracellular 
adhesion molecules (ICAM-1, VCAM) and 
selectins such as P-selectin have been targeted 
(Kaufmann 2009). When combined with myocar-
dial perfusion imaging, P-selectin has been found 
to serve as an “ischaemic memory”. P-selectin- 
specific binding demonstrated a late-phase effect 
due to upregulation of P-selectin in a previously 
ischaemic area. Multimodality imaging (contrast 
perfusion imaging, 2D wall motion assessment 
and molecular imaging) allows further insights 
and provides valuable information in addition to 

the molecular signal. Besides inflammation and 
early stages of atherosclerosis, αvβ3 has been 
addressed as a target for angiogenesis in infarct 
models. Again, in combination with perfusion 
and functional imaging, this molecular informa-
tion can contribute to the understanding of vascu-
lar and ventricular remodelling after myocardial 
infarction. Although this technology was suitable 
in areas of microcirculation, a general problem of 
contrast microbubbles was the inability to bind in 
high-flow scenarios such as the aorta or larger 
arteries. The addition of Sialyl LewisX has been 
found to overcome this limitation. Mimicking, 
rolling and sticking of leucocytes by Sialyl 
LewisX, the attachment of targeted microbubbles 
even in high-flow settings such as the aorta could 
be demonstrated. Kaufmann et al. used P-selectin 
as an early marker of atherosclerosis with Sialyl 
LewisX-labelled microbubbles and could demon-
strate specific binding to P-selectin even in the 
aortic arch (Kaufmann 2009). Smaller particles 
(contrast nanoparticles) have been used to image 
thrombus formation in the blood vessels. 
However, there are technical limitations to image 
contrast particles which are smaller than 500 nm 
in size due to the resonance behaviour of these 
particles. Newer imaging strategies which might 
even address intracellular targets rely on the 
release of gas bubbles from these nanoparticles 
which might result in specific detection of even 
intracellular contrast agents.

Multimodality imaging taking advantage 
of contrast ultrasound for molecular targeting 
is a very interesting approach since imaging of 

Fig. 27.5 Contrast-enhanced ultrasound (CEUS). Left: 
long-axis view of a murine heart in harmonic imaging 
mode. Note that almost no signals from the myocardium 
are visible in this mode. Centre: following i.v. injection of 
0.05 ml of Optison®, opacification of the atria and cham-

bers allows delineation of endocardial borders. Since the 
myocardium appears still black, an optimal signal-to- 
noise ratio is achieved. Right: intermittent imaging with 
refreshing the image once per cardiac cycle allows visu-
alisation of myocardial microcirculation by CEUS
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strictly intravascular targets can be compared 
with technologies such as PET or optical imaging 
aiming for intracellular compartments. This com-
plementary approach might offer new insights in 
the development of cardiovascular disease. The 
advent of smaller particles, the new imaging 
technologies including the active release of gas 
bubbles and the development of new ligands have 
to be evaluated for future research projects.

Photoacoustic imaging
A currently very actively promoted new, 
ultrasound- based imaging technology is the pho-
toacoustic imaging, which also has a high poten-
tial for molecular imaging of vessels and the 
heart. As with fluorescence reflectance imaging, 
a pulsed laser is used to activate fluorochromes in 
tissues; however, the readout is not through emit-
ted light but through waves being emitted from 
the heating of the fluorochromes by the laser. 
These waves are in the ultrasound range and can 
travel much longer distances in tissue than light, 
which results in a deeper imaging window in 
organisms (Razansky et al. 2012). Photoacoustic 

signals can be recorded even without contrast 
agents, e.g. haemoglobin has a very specific sig-
nal, which even differentiates between its oxy-
genated and deoxygenated form. Amongst others, 
Rouleau et al. recently provided a feasibility 
study for photoacoustic molecular imaging of the 
VCAM-1 expression in atherosclerotic plaques 
in vivo (Rouleau et al. 2013) (see Fig. 27.6).

27.3.3  Magnetic Resonance Imaging

As for the other imaging modalities discussed 
here, for small animal cardiovascular imag-
ing, the heart and vessels of a mouse-/rat-sized 
animal pose significant challenges for the MRI 
technology with respect to spatial and temporal 
resolution. Since, per se, signal-to-noise ratios 
are dependent on the strength of the magnetic 
field of an MRI scanner, typically scanners with 
field strengths above 3 T have been used for 
small animal cardiovascular MRI studies (Tsui 
and Kraitchman 2009). Because of the small 
object size and fast heart rates in small animals, 

Fig. 27.6 Ultrasound-based imaging (40 MHz, 
greyscale) and photoacoustic window (850 nm, coloured) 
in an ApoE−/− mouse after implantation of a carotid cuff. 

Note the strong photoacoustic signal delineating the vas-
cular wall of the right common carotid artery even without 
fluorochrome injection

27 Imaging in Cardiovascular Research



674

MRI of the heart and vessels typically must be 
performed, employing both ECG and respira-
tory gating, which in itself is not straightforward 
in an MRI scanner on the basis of space restric-
tion, influence of the MRI field on the ECG and 
other effects. This dual-gating approach provides 
unblurred images from either one stage of the car-
diac cycle or a dynamic series of stages from the 
cardiac cycle. MRI is therefore often stated as the 
reference for the assessment of left and right ven-
tricular volumes, myocardial wall thickness and 
ejection fraction. However, since – in contrast to 
clinical scanners – small animal MRI scanners are 
not able to acquire a three- dimensional volume in 
a short time but do a rather slow slice-by-slice fill-
ing of the k-space, significant inaccuracies (shifts, 
inconstistencies etc.) can be detected between 
slices of the volume due to unequal timing of the 
data acquisition in different slices. Furthermore, 
image acquisition time for multiple short- and 
long-axis views can result in imaging times, rang-
ing from 30 min to several hours per animal also 
restricting an efficient “high-throughput” pheno-
typing of mouse models. New methods to image 
multiple mice simultaneously such as employing 
individual receiver coil arrays and parallel imag-
ing techniques have been reported (Ramirez and 
Bankson 2007; Ramirez et al. 2007). However, 
these are currently not routinely available. To 
shorten acquisition time, image acquisition pro-
tocols without cardiac gating, where images are 
retrospectively reconstructed on the basis of a 
separately acquired navigator or the image data 
itself, have been proposed (Heijman et al. 2007). 
Herewith, imaging times can be reduced from 
several hours to a few minutes per imaging slice.

Vascular anatomy Starting already over 10 years 
ago, multiple studies have shown that the assess-
ment of atherosclerosis progression in aortas of 
genetically engineered mice is feasible (Manka 
et al. 2000; Fayad et al. 1998). In the context of 
high-resolution imaging of small plaques in ani-
mal models of atherosclerosis, higher field 
strengths have been found advantageous for 
enhanced spatial resolution of the components of 
atherosclerotic plaques. With the use of paramag-
netic blood-pool contrast agents (e.g. Gd-DTPA), 

MRI is well suited to visualise the lumen of arte-
rial and venous vessels throughout the whole body 
in humans and animals. Conventional high- 
resolution MRI is furthermore capable of detect-
ing lipid-rich atherosclerotic plaques in both 
human atherosclerosis and animal models of ath-
erosclerosis. However, the spontaneous tissue con-
trast of the atherosclerotic vascular wall against 
neighbouring tissues is often limited. Therefore, 
new contrast agents have been tested. A good 
example is the use of paramagnetic liposomes. 
While in conventional multispectral MRI neointi-
mal lesions in an ApoE−/− carotid cast model were 
not distinguishable from the surrounding neck tis-
sue, Mulder et al. found that injecting paramag-
netic liposomes with a mean size of 90 nm resulted 
in a pronounced signal enhancement of >100 % 
immediately after injection, which was sustained 
largely until 24 h postinjection (Mulder et al. 
2006). In contrast, the vessel wall of all controls 
(left carotid artery and animals injected with 
Gd-DTPA) did not show significant contrast 
enhancement at those time points. Further alterna-
tive contrast agents to delineate atherosclerotic 
plaques are currently under investigation in 
humans and will most likely also be used in small 
animals soon (Ibrahim et al. 2009) (see Fig. 27.7).

Fig. 27.7 MR angiography of the neck regions in a 
mouse showing constriction of the right carotid artery by 
a tapered cast (Image is a courtesy of G. Strijkers, TU 
Eindhoven, The Netherlands)
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Ventricular anatomy and function As a first 
attempt to characterise the murine heart, various 
ECG-gated MRI sequences have been developed 
for quantifying left ventricular (LV) mass in 
mice. These methods have been shown to be 
highly accurate (Berr et al. 2005). In addition to 
LV mass, state-of-the-art sequences can also 
quantify wall thickness, wall thickening, LV vol-
ume for each cardiac phase and, subsequently, 
end-diastolic volume, end-systolic volume, 
stroke volume, cardiac output and EF. Multiple 
studies have employed this technology in wild- 
type and animal models of ischaemic or non- 
ischaemic heart failure (Levkau et al. 2008; 
Franco et al. 1999). Recently, it was demon-
strated that measuring morphological and func-
tional cardiac parameters in mice is also feasible 
with the use of a clinical 3 T-MRI with a dedi-
cated small animal coil (Bunck et al. 2009). 
Although the wall is significantly thinner and the 
geometry is more complex, the right ventricle 
can also be assessed by cine MRI. Indeed, it has 
been shown that cine MRI at 7 T with in-plane 
spatial resolution of approximately 0.1*0.1 mm2 
can be used to quantify right ventricle function 
(Wiesmann et al. 2002). Similarly, high- 
resolution cine MRI at 7 T has also been success-
fully applied in the neonatal and juvenile mouse 
heart (Wiesmann et al. 2000).

Apart from the LV morphology and contrac-
tile function, left ventricular perfusion can be 
regionally assessed by first-pass imaging of con-
trast agents such as Gd-DTPA or quantitatively 

by arterial spin labelling (ASL). For long ASL 
has been the only quantitative MRI technique 
that has been developed for imaging myocar-
dial perfusion in mice and was well validated by 
comparison to microspheres (Streif et al. 2005). 
However, high-end MRI techniques such as ASL 
have not seen many preclinical applications so 
far. Recently, a quantitative technique based on 
first-pass perfusion measurements in mice has 
been demonstrated (van Nierop et al. 2013).

The same is true for the imaging of myocardial 
viability in ischaemia/infarction mouse models by 
MRI. Conventional methods to quantify infarct 
size after myocardial infarction in mice are not 
ideal, requiring either tissue destruction for his-
tology or relying on nondirect measurements such 
as wall motion. Bohl et al. therefore successfully 
implemented a fast, high-resolution method to 
directly measure infarct size in vivo using three-
dimensional late gadolinium enhancement small 
animal MRI resembling the clinically established 
late enhancement protocol (Bohl et al. 2009). 
Established and emerging applications of con-
trast-enhanced MRI to characterise post-infarct 
myocardium have been reviewed (Coolen et al. 
2012; Geelen et al. 2012) (see Fig. 27.8).

Molecular and cellular targeting Experience 
with cardiovascular molecular MRI in the myo-
cardium and vessels is significantly less exten-
sive than that with nuclear imaging agents, 
although in principle the characteristics of MRI 
make it well suited for myocardial imaging. 

a b c

Fig. 27.8 Horizontal long-axis (a) and two short-axis images (b = end diastole, c = end systole) of a murine heart 
(Images are courtesy of G. Strijkers, TU Eindhoven, The Netherlands)
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As reported above, MRI is able to assess a range 
of anatomical, physiological and functional 
parameters in the myocardium. Although the spa-
tial resolution of MRI is excellent, its limitation 
when it comes to molecular imaging applications 
lies in its low sensitivity for the detection of con-
ventional imaging agents (Sosnovik et al. 2007). 
To increase the sensitivity for cardiovascular 
molecular imaging, a variety of new gadolinium- 
containing contrast agents consisting of either 
small molecules or large supramolecular struc-
tures such as liposomes were developed (Mulder 
et al. 2007a). Furthermore, iron oxide-based 
magnetic nanoparticles have been developed and 
are now available for functionalisation by anti-
bodies or other target-affine ligands (McAteer 
et al. 2009). Their small size (20–50 nm), long 
blood circulation and detectability at nanomolar 
sensitivity with T2-weighted pulse sequences 
make them particularly well suited for targeted 
imaging in the cardiovascular system.

An early attempt to targeted molecular cardio-
vascular MRI was the use of antimyosin 
 antibodies labelled with iron oxide-based mag-
netic nanoparticles to image myocardial necrosis 
following acute myocardial infarction in rats 
(Weissleder et al. 1992).

In the same scenario of ischaemia/infarc-
tion as well as in heart failure, apoptosis plays 
an important role in cardiovascular patho-
physiology. Small animal MRI in vivo using 
AnxCLIO-Cy5.5, an annexin-labelled magneto- 
fluorescent nanoparticle, has been successfully 
employed to study apoptosis in mice (Sosnovik 
et al. 2005).

Besides molecular targeting by functionalised 
contrast agents, non-functionalised contrast 
agents have also been used to label and track 
cells. For example, carbohydrate-coated mag-
netic nanoparticles are efficiently phagocytosed 
by macrophages and other cells. Using these 
myocardial macrophage infiltrations in infarct, 
healing was demonstrated recently (Nahrendorf 
et al. 2007). Using similar contrast agent con-
structs, stem cells injected into the myocardium 
can be followed and tracked by MRI (Ly et al. 
2008). Flögel et al. showed that fluorocarbons 
which are phagocytosed by macrophages can 

be used in combination with 19F-MRI to image 
macrophages with high contrast due to the lack of 
significant background noise in 19F-MRI imaging 
(Flogel et al. 2008).

Besides myocardial applications of molecu-
lar MRI, a variety of applications are already 
pursued or can be foreseen for molecular MRI 
of atherosclerotic plaques, where inflammatory 
cells and molecular targets are of great interest 
(Te Boekhorst et al. 2012). Similar to their use in 
myocardial infarction, iron oxide-based nanopar-
ticles can be used to detect macrophages invading 
atherosclerotic plaques in mouse models (Tang 
et al. 2009). A broad spectrum of liposome or 
nanoparticle-based molecular MRI approaches 
to characterise atherosclerotic plaques ranging 
from the targeting of proteases over integrins for 
assessment of angiogenesis to cell apoptosis has 
been described in the literature and was recently 
excellently reviewed by Mulder et al. (Mulder 
et al. 2007b). Recently, den Adel et al. showed 
that retrospectively gated cine MRI allows only 
for quantifying contrast enhancement in the aorta 
of ApoE−/− mice, but from the same scan, plaque- 
correlated changes of arterial wall stiffness can 
be analysed. In ApoE−/− a correlation of both sig-
nals could be demonstrated (den Adel et al. 2013) 
(see Fig. 27.9).

27.3.4  Scintigraphic Imaging: SPECT 
and PET

With the general development and excitement 
of molecular imaging, scintigraphic imaging, 
one of the traditional functional and molecular 
imaging modalities, has recently again received 
novel attention. Together with fluorescence opti-
cal imaging, scintigraphic approaches provide 
the highest molecular sensitivity of all imaging 
modalities in vivo. With this extraordinarily high 
sensitivity, radionuclide imaging can be based 
on the injection of only trace amounts of target- 
affine ligands with radioisotopes (radiopharma-
ceuticals), which do not influence the organism 
under investigation. Scintigraphic imaging 
allows the functional and molecular study of 
various functional aspects of the heart, including 
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ejection fraction, regional wall motion, perfu-
sion, viability, oxygen consumption, glucose and 
fatty acid metabolism and such. Also, coronary 
artery functions and related diseases, such as 
ischaemia, infarction and atherosclerosis, can be 
investigated.

In contrast to any other imaging modality, 
a broad spectrum of commercially available 
radiolabelled tracers or cyclotron-produced 
radiopharmaceuticals is clinically available 
for functional and molecular imaging and used 
in routine algorithms. Scintigraphic methods 
are currently the only clinical molecular imag-
ing tools. Preclinical molecular imaging can 
straightforwardly make use of these existing 
radionuclide techniques and apply these using 
dedicated small animal devices to animal mod-
els of cardiovascular diseases and has therefore 
enjoyed much progress. Furthermore, new radio-
active biomarkers and radiopharmaceuticals 
have been developed for cardiovascular imaging. 
These prerequisites have fuelled the application 
of preclinical scintigraphic imaging in the past 
years. Besides “pure” preclinical applications to 
test new radiopharmaceuticals or to characterise 
mouse models, successful preclinical molecular 
scintigraphic imaging can be directly translated 
to clinical studies, where the same trace amount 

principle is realised. Scintigraphic methods 
therefore gained particular importance for drug 
development and translational molecular imag-
ing from in vitro to patients (McAteer et al. 
2009; Riemann et al. 2008).

To accustom the clinical scintigraphic technol-
ogy to the preclinical scenario with small object 
sizes and – especially true for the murine heart – 
fast and significant motion, dedicated SPECT 
and PET devices have been designed in the past 
years. In SPECT, an adequate spatial resolution 
for cardiovascular studies can only be achieved 
by using pinhole techniques, which nowadays 
allow for spatial resolution well beyond 1 mm 
FWHM (Pissarek et al. 2009; van der Have et al. 
2009). The same is true for PET: while the widely 
installed state-of-the-art crystal- based small ani-
mal PET systems provide spatial resolution close 
to 1 mm FWHM only in the centre of the field 
of view, a so-called multiwire chamber-based 
system (quadHIDAC, Oxford Positron Ltd., UK) 
offers a submillimetre (0.7 mm FWHM) homo-
geneous resolution in a large field of view (16 * 
28 cm) (Schafers et al. 2005; Rowland and Cherry 
2008). The resolution of all existing SPECT and 
PET devices in comparison to a wall thickness 
of ~1.0 mm in the left murine heart, of ~0.5 mm 
in the right murine heart and of ~0.1 mm in the 

a b

Fig. 27.9 Mouse carotid artery with atherosclerotic plaque at baseline (a) and 24 h (b) after injection with collagen- 
targeted CNA35-micelles (Images are courtesy of G. Strijkers, TU Eindhoven, The Netherlands)

27 Imaging in Cardiovascular Research



678

murine aorta leads to significant partial volume 
artefacts when imaging the murine heart and ves-
sels. These have to be corrected for quantitative 
measurements and for improving detectability of 
small lesions.

A significant improvement of cardiac small 
animal scintigraphic imaging was realised by the 
introduction of gated SPECT and PET acquisi-
tions. Besides improvement in spatial resolution in 
the single gates of the acquisition, functional 
parameters can be derived from scans with 
myocardium- affine tracers such as 18F- FDG. When 
using contour-finding algorithms adapted from 
clinical gated SPECT and PET to small animal 
imaging, end-diastolic and end- systolic volumes 
and ejection fraction can be reliably and reproduc-
ibly derived with high-resolution scanners even in 
the mouse heart (Schafers et al. 2006; Stegger 
et al. 2009; Vanhove et al. 2005; Constantinesco 
et al. 2005). The drawback of gated imaging in 
scintigraphic imaging is the loss in statistics in a 
single gate, which is even worse when gating for 
both cardiac and respiratory cycles. Currently, for 
human and preclinical use, methods are being 
developed to detect and compensate myocardial 
motion to come up with an optimal non-blurred 
and maximum- statistics image (Dawood et al. 
2008). These algorithms seem to be mandatory for 
the future imaging of novel radiopharmaceuticals 
especially in coronary artery plaques, which are 
small and heavily moving.

Myocardial perfusion and metabolism Translated 
from clinical algorithms to diagnose myocardial 
parameters, the field of small animal SPECT and 
PET was initially established using clinically 
available tracers. Still, a majority of cardiovascu-
lar applications are based on the use of various 
perfusion tracers and 18F-fluorodeoxyglucose; the 
latter is regularly available in PET centres through 
in-house production involving a cyclotron or 
through distribution networks worldwide.

Several studies have used pinhole SPECT in 
combination with 99mTc-labelled clinically avail-
able perfusion tracers to obtain high-quality 
myocardial perfusion images in rats and mice 

(Constantinesco et al. 2005; Hirai et al. 2000). 
This technique can achieve excellent quantita-
tive accuracy for in vivo measurement of even 
small myocardial infarctions in rats (Acton et al. 
2006).

In the ninetieth to the twentieth century with 
the improved resolution of the developed small 
animal PET systems imaging of the heart of a rat 
and later of mice became feasible; 13NH3 ammo-
nia was mostly used in a transfer of clinical PET 
protocols to study regional and absolute myocar-
dial perfusion in rats and mice by small animal 
PET, which is especially interesting when study-
ing the effect of pharmaceutical interventions 
on myocardial perfusion (Inubushi et al. 2004; 
Croteau et al. 2004) (see Fig. 27.10).

Myocardial FDG uptake is heavily determined 
by the concentration of glucose in the plasma at the 
time of injection, insulin levels, depth and type of 
anaesthesia (isoflurane increases uptake), tempera-
ture and such. Reproducible and  standardised prep-
aration of the animals (starved vs. fed, baseline vs. 
insulin/glucose load, awake vs. anaesthetised, etc.) 
is therefore crucial to compare between individuals 
and to optimise the myocardial signal according to 
the scientific question (see Fig. 27.11).

Multiple studies have shown the principle 
feasibility of using FDG-PET to measure infarct 
size and to metabolically characterise myocardial 
infarctions in rats (Higuchi et al. 2007) or mice 
(Stegger et al. 2006). Results for the quantifica-
tion of myocardial infarct size were typically 
validated against histology and/or MRI/echocar-
diography (see Fig. 27.12).

Apart from analysis of relative glucose utili-
sation in the heart of small animals, PET was 
also employed to study absolute cardiac sub-
strate metabolism. To assess absolute myocardial 
 glucose uptake, either compartmental modelling 
or quantification in correlation to the injected 
radioactive dose (% injected dose) can be used. 
Shoghi et al. have shown that Zucker diabetic 
fatty (ZDF) rats utilise significantly less glucose 
in the myocardium than their lean littermates 
(Shoghi et al. 2008). Levkau et al. demonstrated 
that in a knockout mouse model resulting in 
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Fig. 27.10 Perfusion tracers such as 13N-ammonia for 
PET in man can also be used in mice to study myocardial 
ischaemia. The figure shows representative 0.4 mm thick 

sections of the reoriented murine left ventricle (SA short 
axis, VLA vertical long axis, HLA horizontal long axis) 
with a physiological perfusion

a b c

Fig. 27.11 Myocardial uptake of 18F-FDG is heavily depen-
dent on animal preparation. This figure displays typical hori-
zontal whole-body slices of the same mouse with a good heart 
uptake following i.v. injection under isoflurane anaesthesia 

(a) or i.p. co-injection with an insulin/glucose cocktail in the 
awake animal (b) and virtually no heart uptake in the case of 
i.p. injection in the awake mouse (c). In all cases, the animal 
was allowed food ad libitum before the start of the protocols
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 progressive heart failure myocardial 18F-FDG 
uptake was increasing with the degree of heart 
failure (Levkau et al. 2008). FDG-PET was also 
used to show a switch in cardiac substrate utilisa-
tion towards glucose in myoglobin−/− mice, which 
was correlated with an overexpression of GLUT4 
(Flogel et al. 2005).

Further tracers for assessing the myocardial 
metabolism were and are studied by small animal 
PET and SPECT. For instance, in a dual-tracer PET 
study in rats, Herrero et al. compared 11C-acetate 
and H2

15O-water to quantitatively assess myocar-
dial perfusion (Herrero et al. 2006); 11C-acetate was 
also used by the same group to measure free fatty 
acid utilisation in ZDF rats (Welch et al. 2006). 
Free fatty acid metabolism in the myocardium was 
studied in the course of ischaemia/reperfusion in 
the rat heart by 123I-BMIPP (Higuchi et al. 2005).

Because of the anatomic information, soft 
tissue differentiation and additional functional 
information offered by coregistered MR images, 
dual-modality preclinical small animal SPECT/
MRI and PET/MRI systems are under active 
research and development (Wehrl et al. 2009). 
These developments should aid both the molecu-
lar imaging of the myocardium and of the vessels 
(see Fig. 27.13).

27.3.5  Emerging Cardiovascular 
Applications of Molecular 
and Cellular Targeting 
by Small Animal PET 
and SPECT

Myocardial innervation The autonomic nervous 
system plays an important role in regulating car-
diac function and is implicated in many cardiac 
diseases, ranging from coronary heart disease, 
congestive heart failure and cardiomyopathies to 
life-threatening arrhythmias. Although less estab-
lished in clinical practice than perfusion and meta-
bolic imaging, examination of the cardiac 
autonomic nervous system is potentially equally 
valuable. A variety of tracers targeting the pre- and 
postsynaptic sympathetic innervation of the heart 
is available and further developed. Since for imag-
ing of receptors such as the beta- adrenoceptors on 
the myocardium maximum sensitivity is needed to 
avoid interference between the tracer dose and the 
receptor, imaging of myocardial innervation 
remains an exclusive field of SPECT and PET. 
11C-HED-PET and 123I-MIBG-SPECT can be 
employed to study sympathetic innervation in rats 
or mice (Tipre et al. 2008; Goethals et al. 2009). 
PET and SPECT studies investigating  postsynaptic 

Fig. 27.12 Polar maps (left) and single slices (SA short 
axis, VLA vertical long axis, HLA horizontal long axis) of 
high-resolution 18F-FDG-PET in a control mouse (upper 

row) and a mouse following myocardial infarction (bot-
tom row) nicely depicting the loss of myocardial viability 
in the apex of the left ventricle
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beta- adrenoceptor density in small animals have 
not been reported so far.

Apoptosis Apoptosis, or programmed cell death, 
occurs in many cardiovascular diseases such as 
myocardial infarction, atherosclerosis, cardiomy-
opathies and post heart transplantation. As for other 
imaging methodologies, radiolabelled annexin V 
targeting phosphatidylserine occurring in the course 
of apoptosis on the outer cell membrane was used to 
image apoptosis in animal models and patients. 
Annexin V has been labelled with 99mTc for SPECT 
and 18F, 64Cu or 124I for PET studies (Cauchon et al. 
2007; Yagle et al. 2005; Kietselaer et al. 2004; Keen 
et al. 2005). Kietselaer and coworkers have already 
successfully applied 99mTc-annexin V in humans 
(Kietselaer et al. 2004). However, phosphatidylserine 
is not an exclusive in vivo target for apoptosis. It is 
also elevated in other forms of cell stress not neces-
sarily leading to apoptosis. Activation of caspases 
inside the cells signals the initiation of the pivotal 
cascade towards apoptosis. Caspases, therefore, are 
likely to be better targets for molecular imaging of 

apoptosis. Targeting an intracellular enzyme with a 
radiotracer, e.g. a radiolabelled caspase inhibitor, is 
conceptually more challenging than targeting a cell 
surface receptor such as phosphatidylserine. First 
approaches have recently been reviewed (Faust 
et al. 2009).

Angiogenesis In cardiovascular medicine, there is 
tremendous interest not only in therapeutic 
approaches that strive for preventing angiogenesis, 
e.g. in the context of restenoses after  angioplasty 
with or without stent implantation, but also in 
approaches that promote angiogenesis either by 
administration of angiogenic factors, such as the 
vascular endothelial growth factor (VEGF), or by 
gene therapeutic approaches in patients with isch-
aemic heart disease. The non-invasive molecular 
imaging of angiogenesis is a formidable means to 
improve therapy monitoring. VEGF is a key medi-
ator of angiogenesis. Lu et al. have shown in an 
in vivo animal experiment in rabbits that uptake of 
VEGF121 labelled with the SPECT radionuclide 
111In is considerably higher in an ischaemic hind 

Fig. 27.13 Pilot-integrated MRI/18F-FDG-PET scan of a 
murine heart in vivo. The scan was acquired on an experi-
mental APD-PET insert in a 7 T preclinical MRI scanner 

developed at the University of Tübingen (Prof. Bernd 
Pichler). ECG-gated images depict a myocardial infarction 
with an apical aneurysm (ED end diastole, ES end systole)
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leg compared to the contralateral non-ischaemic 
hind leg (Lu et al. 2003). Another important medi-
ator is the αvβ3 integrin receptor, a heterodimeric 
transmembrane glycoprotein with α and β subunits 
that mediates not only adhesion but also prolifera-
tion and differentiation of endothelial cells. Since 
the expression of αvβ3 integrin is upregulated with 
angiogenesis, it should be a suitable target for 
molecular imaging. Peptides containing the amino 
acid sequence arginine- glycine- aspartic acid 
(RGD) can interact with the αvβ3 integrin receptor. 
Consequently, a large number of radiotracers con-
taining the RGD sequence have been developed 
and evaluated. The iodinated compound *I-gluco-
RGD, where * can stand for any of 123I, 124I, 125I 
and 131I, and the fluorinated PET radiotracer 
18F-galacto-RGD have been applied in several pre-
clinical and clinical imaging studies (Beer et al. 
2014; Laitinen et al. 2013; Gaertner et al. 2012). 
Most recently, 18F-galacto-RGD was employed for 
imaging of vascular inflammation in atheroscle-
rotic mice (Laitinen et al. 2009).

Vascular inflammation in atherosclerosis One rap-
idly growing area of cardiovascular molecular 
imaging is the development of methods to charac-
terise atherosclerotic plaques, which are the patho-
physiological basis for most of the cardiovascular 
events. As detailed above, the vulnerability/instabil-
ity of atherosclerotic plaques is dependent rather on 
the cellular and molecular composition of these 
plaques than their size. Inflammatory targets play 
an utmost role and are therefore in the focus of new 
radioligand developments to image plaque vulner-
ability. Here, besides imaging of apoptosis and 
angiogenesis, both processes are involved in the 
progression of plaques; the molecular imaging of 
proteases such as matrix metalloproteinases 
(MMPs) and other inflammatory pathways is of 
great interest. A variety of MMP inhibitors typically 
based on small non-peptidic compounds such as 
hydroxamates or barbiturates was labelled in the 
past years by different  radioligands for SPECT and 
PET (Wagner et al. 2006). These have been 
 successfully applied to different animal models of 
atherosclerosis and are now awaiting their first clin-
ical application (Schafers et al. 2004; Fujimoto 
et al. 2008). Comprehensive overviews of various 

inflammatory targets and tracers can be found here 
(Orbay et al. 2013; Tarkin et al. 2014; Hag et al. 
2013).

Although small animal SPECT and PET offer 
unique molecular sensitivity, these techniques are 
often difficult to interpret on their own because of 
the lack of correlation with anatomic structures 
or biologic landmarks. This is especially true for 
the imaging of atherosclerosis in animal models. 
Because CT images provide excellent anatomic 
information, multimodality SPECT/CT and PET/
CT or even SPECT/PET/CT has become available 
for clinical and small animal molecular imaging 
systems. However, even with these novel tech-
nologies, perfect coregistration which is needed 
for high-resolution imaging of the murine vessel 
wall is not straightforward, since motion detec-
tion and correction are currently not implemented. 
Furthermore, the resulting complex multimodal 
datasets need special workup to be visualised and 
interpreted. As an example, a dedicated software 
to analyse mouse aorta PET/CT data was pub-
lished (Ropinski et al. 2009) (see Fig. 27.14).

Gene reporter imaging Therapeutic strate-
gies based on the introduction of genes into the 
genome of living organisms have been developed 
for several cardiac diseases, e.g. atherosclerosis, 
myocardial infarction, heart failure and arrhyth-
mias. To monitor efficiency, safety, etc., there is a 
considerable interest in molecular imaging tech-
niques that offer the unique possibility to closely 
monitor gene distribution and gene expression 
in vivo non-invasively as a direct way to assess the 
efficacy of gene transfer. SPECT and PET can be 
used in combination with a reporter gene which 
is co-expressed with the gene of interest. Several 
reporter gene/probe systems have been developed 
for molecular radiotracer imaging, which utilise 
different kinds of interaction, such as enzyme-
based reporter gene imaging using the herpes sim-
plex virus type 1 thymidine kinase reporter gene 
(HSV1-tk) or its mutant derivative HSV1-sr39tk 
to induce thymidine kinase which phosphory-
lates nucleoside reporter probes such as 5-iodo-
1-(2-deoxy-2-fluoro-β-D-arabinofuranosyl)uracil 
(FIAU) and 9-(4-fluoro- 3-hydroxymethylbutyl)
guanine (FHBG). This reporter gene/probe 
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 system has seen application in small animal PET 
imaging and even in humans (Wu et al. 2002). A 
variety of further approaches is summarised else-
where (Min and Gambhir 2008).

Cell tracking With the development and evalua-
tion of novel algorithms for regenerative cardiovas-
cular medicine involving stem cells and other cells 
in various cardiovascular diseases, molecular 
imaging and tracking of the biodistribution and fate 
of the applied cells have become an important 
research area. Here, challenges for imaging are the 
dynamic localisation and quantification of the 
number of such cells in vivo, over long periods. For 
tracking cells with radioactive isotopes, two princi-
pal strategies exist: one is the direct labelling of 
cells, e.g. by incubation with 111In-oxine or 18F-
FDG in vitro, and the other is the use of gene 
reporters as detailed above (Zhang et al. 2008). For 
instance, by taking advantage of radionuclides with 
relatively long half-lives, small animal SPECT has 
been used to track the migration of radiolabelled 
stem cells to myocardial infarction (Brenner et al. 
2004). Newer approaches involve labelled antibod-

ies that are internalised and target immune cells 
specifically. A recent example is targeting of T 
cells by a T-cell-specific antibody labelled with 
64Cu for PET imaging (Griessinger et al. 2015).

27.3.6  Optical Imaging

In the last decade, the existing molecular imag-
ing armamentarium is being strengthened by the 
development of fluorescent imaging approaches. 
With the heart and most vessels being located 
deep in tissues, especially in men, scattering of 
light plays an important role and is limiting the 
applications of optical imaging in cardiovascu-
lar research. Furthermore, absorption of light by 
haemoglobin in the well-perfused organs heart 
and vessels is another thread for the technol-
ogy. The development of near-infrared sensors 
and imaging probes has broadened this tech-
nique’s scope. Further developments aim at novel 
catheter- based approaches for imaging of vascu-
lar signals. While having a theoretically similar 
sensitivity, the main advantages of fluorescence 

Fig. 27.14 Post-processing of high-resolution multi-
modal imaging data is needed for integrated analysis and 
potential future diagnostics. These figures show an exam-
ple of multiple linked views which are employed to allow 

a comparative visualisation of aortic arches of mice 
scanned by PET and CT. For more detailed information, 
visit http://www.uni-muenster.de/Voreen/
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imaging over radioisotope-based imaging are the 
stability of the imaging agents as well as the abil-
ity to activate/switch-on imaging agents in vivo. 
Furthermore, fluorescence can also be measured 
by high-resolution microscopy of the same tis-
sue sample, allowing an accurate correlation of 
in vivo molecular imaging signals and histology 
parameters (Megens et al. 2015).

As is true for radioisotope-based imaging, 
fluorescence imaging has the potential to provide 
a wealth of cellular and molecular information. 
However, although this technique has seen a tre-
mendous variety of applications in tumours and 

other applications, cardiovascular applications 
in vivo in small animals such as mice and rats 
comparable to those involving the other imaging 
modalities reviewed here are still rare. Review 
on the status and the potential can be found here 
(Sinusas et al. 2008; Nahrendorf et al. 2009).

As detailed above, photoacoustic imaging 
holds promise for vascular and cardiac imag-
ing due to its ability to penetrate deep tissues. 
Especially intravascular photoacoustic imaging 
seems feasible and should see its first applica-
tion in mice and men (Jansen et al. 2014) (see 
Fig. 27.15).

a b

Fig. 27.15 White light (a) and fluorescence reflectance 
imaging (b) of an atherosclerotic plaque (P) developing 
after left carotid ligation in an ApoE−/− mouse using 

Cy5.5-labelled RGD (Reproduced from Waldeck et al. 
2008). In this case, the skin was opened to get direct imag-
ing access to the carotid arteries
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28.1  Introduction

Over the last decades, the development of animal 
models of neurological disorders and cancer has 
progressed rapidly. Many in vitro and in vivo 
models of brain tumours have been developed 
and have proven to be important tools for our 
understanding of human cancer. Progression in 
neurosciences, especially in neurooncology, also 
increasingly required improvements in imaging 
methodologies to provide non-invasive measures 
of a broad range of tumour-relevant parameters, 
both at the cellular and the molecular level.

In recent years there has been a rapid increase 
in the variety of ways to non-invasively monitor 
animal tumour models. Refinement in specialised 
hardware dedicated to small-animal imaging that 
overcomes the limitations of spatial resolution 
and sensitivity associated with the use of clinical 
scanners for imaging small-sized laboratory ani-
mals (dedicated small-animal computed tomog-
raphy (CT) (Paulus et al. 2000), positron emission 
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or single-photon emission computed tomography 
(PET/SPECT), magnetic resonance imaging 
(MRI) and PET/MRI scanners (Pichler et al. 
2008; de Kemp et al. 2010; Thompson et al. 
2014; Fine et al. 2014)) has taken place. 
Moreover, there has been a further development 
of new imaging techniques for non-invasive 
imaging on the cellular and subcellular level 
(optical imaging (OI), intravital imaging, confo-
cal microscopy, two-photon microscopy, fibred 
fluorescence microscopy, Raman spectroscopy 
and photoacoustic tomography (Pierce et al. 
2008; Wang 2008; Yao and Wang 2014; Pittet and 
Weissleder 2011)). Furthermore, the application 
of improved imaging probes for selective accu-
mulation in tumours or for activation by tumour- 
specific molecules and of new imaging 
methodologies such as detection of reporter 
transgene expression in vivo had great impact on 
versatility, sensitivity and specificity of tumour 
imaging in living subjects. Moreover, as repeti-
tive measurements can be performed in the same 
animal over time, a dynamic picture of the pro-
gressive changes of biological parameters under 
investigation can be generated, and statistical sig-
nificance can be achieved using far less animals 
than with conventional laboratory experiments. 
These developments profoundly influenced our 
basic understanding of in vivo tumour biology 
and comprise a strong tool which should be used 
to test the in vivo efficacy of new therapeutic 
intervention strategies (e.g. molecular-targeted, 
gene and cell-based therapies) and to characterise 
factors that influence chemo- or radioresistance.

This chapter will give an overview of the 
recent developments in the application of small- 
animal imaging in neurooncology. Particular 
emphasis has been placed on the use of MRI, 
PET/SPECT and OI, since these approaches had 
the most significant impact on small-animal can-
cer research in recent years (Table 28.1).

28.2  Brain Tumour Models

Many in vitro and in vivo models of brain tumours 
have been developed. The ideal animal tumour 
models should be able to accurately recapitulate 

all aspects of human tumour physiology such as 
angiogenesis, tumour-stroma and tumour-host 
interaction and tumour environment and should 
also address the various factors that underlie the 
molecular and genetic lesions associated with 
tumour heterogeneity.

The study of brain tumour models have 
increased our understanding of brain tumour ini-
tiation, formation, progression and metastasis 
and provide an excellent experimental system to 
discover novel therapeutic targets and test vari-
ous therapeutic agents (Fomchenko and Holland 
2006). Many tumour-derived cell lines have been 
established, and they are often employed for 
screening of novel drugs in cell culture or xeno-
graft experiments because of their ready avail-
ability and ease of use. Xenograft models, 
induced either by subcutaneous or by orthotopic 
(into native tumour sites) injection of primary 
tumour cells or tumour cell lines, represent the 
most frequent in vivo cancer model system. 
However, both cell culture and xenograft model 
systems lack the stepwise genetic alterations 
thought to occur during tumour progression and 
do not recapitulate the genetic and cellular het-
erogeneity of primary tumours and the complex 
tumour-stroma interaction. Increasing knowl-
edge of human cancer biology and technical 
improvements has led to tumour models that bet-
ter reflect human disease, such as genetically 
engineered mouse models and orthotopic patient- 
derived xenograft models. These models recapit-
ulate more accurately the causal genetic events 
and subsequent molecular evolution in situ. They 
give rise to tumour-stroma interactions resem-
bling those of the native tumours and also  harbour 
cellular subpopulations like cancer stem cells 
thought to be of central importance to the devel-
opment, maintenance and drug resistance of 
brain cancer (Huse and Holland 2009). In recent 
years, a variety of such mouse models have been 
developed and for in-depth information, several 
excellent reviews exist (Fomchenko and Holland 
2006; Huse and Holland 2009; Simeonova and 
Huillard 2014; de Jong et al. 2014; McNeill et al. 
2014; Tentler et al. 2012). However, it should be 
kept in mind that till now no true ‘humanised’ 
animal tumour model has been developed that-
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fully imitates the human disease or a particular 
disease stage. Consequently, the translational 
value of many animal studies remains controver-
sial, and obtained results in these models will not 
necessarily be translatable to 100 % in the human 
situation.

Many cancer cell lines used in xenograft mod-
els are transgenic cell lines that exhibit overex-
pression, depression or complete inactivation of a 
gene of interest to provide insights in the molecu-
lar and functional impact of this specific gene on 
tumour pathophysiology. Moreover, in addition 
to this gene of interest, often a reporter gene is 
introduced and allows for non-invasive pheno-
typing of the effects of the induced molecular 
alterations by molecular imaging techniques.

28.3  Imaging Through Transgene- 
Based Approaches

Many recent advances associated with imaging 
tumours in small animals have arisen from the 
application of non-invasive reporter gene 
imaging.

Reporter transgenes have been developed for 
optical, nuclear and to a lesser extent also for MR 
imaging modalities. The choice of a reporter gene 
is dependent on the question to be addressed, the 
available imaging modality, the need for translati-
onability to larger animals or humans and the 
desired throughput of the analyses (Gross and 
Piwnica-Worms 2006; Youn and Chung 2013; 
Brader et al. 2013). Reporter genes can be used to 
visualise the levels of expression of particular 
exogenous and endogenous genes and several 
intracellular biologic phenomena such as specific 
signal transduction pathways, nuclear receptor 
activities, protein–protein interactions and post-
translational protein modifications (Kang and 
Chung 2008).

Regardless of the examined process, any strat-
egy for imaging genetically encoded reporters is 
comprised of three major components: (i) a reporter 
gene that generates an imageable signal, (ii) a regu-
latory element governing the activity of the reporter 
gene and therefore generating contrast, and (iii) a 
detection device able to  non- invasively sense and 

quantify the signal produced by the reporter gene 
within the intact cell or organism (Gross and 
Piwnica-Worms 2005).

Genetically encoded reporters can produce 
signal: (i) Intrinsically by the reporter (e.g. fluo-
rescent proteins). (ii) Through enzymatic activa-
tion of an inactive substrate by the reporter (e.g. 
firefly luciferase (FLuc) that catalyses the light- 
producing reaction from the substrate D-luciferin 
in the presence of O2, Mg2+ and ATP, 
β-galactosidase that enzymatically cleaves an 
inactive paramagnetic chelate or quenched fluoro-
phore into an active contrast agent). (iii) By enzy-
matic modification of an active (e.g. radiolabelled) 
substrate resulting in its selective trapping in the 
reporter cells (e.g. selective retention of 
[18F]-labelled 9-[4-fluoro-3-(hydroxymethyl)
butyl]guanine, [18F]FHBG, or [124I]-labelled 
2′-fluoro-2′-deoxy-1-β-D-arabinofuranosyl-5-
iodouracil, [124I]FIAU, by the herpes simplex 
virus type 1 thymidine kinase enzyme, HSV-1- tk). 
(iv) By direct binding or import of an active sub-
strate by intracellular or extracellular receptors 
and/or transporters (e.g. binding of radiolabelled 
somatostatin to somatostatin receptor type 2 
[SSTR2]-expressing cells, accumulation of radio-
active iodine in cells expressing the human thy-
roid sodium/iodide symporter (hNIS) gene or 
accumulation of superparamagnetic transferrin 
probe or iron in cells expressing an engineered 
human transferrin receptor or the metalloprotein 
ferritin, respectively) (Youn and Chung 2013; 
Gross and Piwnica-Worms 2005; Gilad et al. 
2007; Lee et al. 2012; Vandsburger et al. 2013).

A common feature of all reporter constructs 
is the cDNA expression cassette containing the 
reporter transgenes of interest. The versatility 
of reporter gene imaging results in part from the 
flexibility to tailor the expression cassette to an 
individual need. Regulation of the reporter genes 
can be achieved at the transcriptional level (e.g. a 
constitutively active or inducible promoter or an 
upstream cis-regulatory element) or at the post- 
transcriptional/post-translational level (e.g. a regu-
latory polypeptide sequence fused in frame with 
the reporter). Conditional elements regulating 
transgene expression can restrict their expression 
to a certain time frame, a desired organ or a certain 
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biological event (e.g. tetracycline and mifepris-
tone responsive elements, Cre- recombinase/lox 
and Gal4-dependent transactivation) (Waerzeggers 
et al. 2009a).

One major disadvantage of reporter gene imag-
ing is the need to transduce or transfect the target 
tissue, which limits its clinical use. The cDNA 
containing vector can be used directly to transfect 
the cells, mostly facilitated by cationic lipid-based 
transfection agents or electroporation; or the vec-
tors can be wrapped into a recombinant viral vec-
tor which is then used to transduce the cells. 
Several currently available vector types can be 
used (e.g. retrovirus, adenovirus, adeno- associated 
virus, lentivirus, herpes simplex virus). Reporter 
transgenes can be introduced in vitro into xeno-
grafted or allografted cells, directly delivered to 
tissues by somatic gene transfer or cloned into the 
genomes of transgenic animals.

28.4  Imaging Tumour Growth 
and Metabolism

Tumour growth and survival are dependent on the 
maintenance of cell energy metabolism and on 
protein and DNA synthesis and are governed by 
the adequate delivery of necessary metabolites 
(glucose, amino acids and nucleosides) through 
development of a tumour vascular network. 
Conventional PET and MR techniques have been 
the imaging techniques of choice for diagnosis 
and staging of patient with brain tumours by 
monitoring the above-mentioned mechanisms 
(Gao and Jiang 2013; Suchorska et al. 2014). The 
increased cell metabolism in tumour cells results 
in a strongly increased glucose uptake and metab-
olism (glycolysis) compared to normal tissue. In 
the past, PET imaging with [18F]-labelled glucose 
([18F]FDG) has been used to diagnose or to assist 
in the evaluation of malignancy in patients with 
known or suspected abnormalities (Oriuchi et al. 
2006). The molecular targets of FDG are glucose 
transporters, such as the insulin-dependent 
GLUT1 transmembrane transporter, and hexoki-
nase, both of which are overexpressed in many 
cancers. Once phosphorylated, FDG-6 phosphate 
is retained in cells in proportion to their glyco-

lytic activity. [18F]FDG has been widely used for 
imaging glucose transporter expression and 
hexokinase activity and is commonly used for 
brain tumour diagnosis (Herholz et al. 2007). In 
clinical neurooncology, [18F]FDG has been used 
to detect the metabolic differences between nor-
mal brain tissue, low-grade and high-grade glio-
mas and radionecrosis. Moreover, increased 
intratumoural glucose consumption correlates 
with tumour grade, cell density, biological 
aggressiveness and patient survival in both pri-
mary and recurrent gliomas. However, due to the 
relatively high glucose metabolism in normal 
grey matter, clear tumour localisation and delin-
eation with [18F]FDG PET is difficult. The use of 
[18F]FDG is further limited due to its non-specific 
uptake in proliferating non-cancerous cells or tis-
sues (such as inflammatory cells or granulation 
tissue) and to the high glucose metabolism of 
normal brain tissue. Together these factors reduce 
its detection sensitivity and compromise the abil-
ity of [18F]FDG PET to monitor the therapeutic 
response of intracranial lesions (Oriuchi et al. 
2006; Herholz et al. 2007). Therefore, other PET 
and SPECT probes have been developed for 
tumour identification via a variety of different 
tumour-specific mechanisms.

Because of the uncontrolled and accelerated 
growth of cancer, the process of protein synthesis 
in tumours is increased. As a consequence, the 
demand for amino acids, the building blocks of 
proteins, is increased. Amino acids that have 
been used for cancer imaging include [11C]methi-
onine (MET), [18F]fluoroethyl tyrosine (FET) 
and [18F]fluoromethyltyrosine (FMT). In 
 neurooncology, radiolabelled methionine and 
tyrosine compounds have been shown to be more 
specific tracers in tumour detection, delineation 
and staging owing to their relatively low uptake 
in normal brain (Herholz et al. 2007; Singhal 
et al. 2008; Juhasz et al. 2014; Crippa et al. 2012).

As a high rate of cellular proliferation is a key 
feature of malignant tumours, in recent years 
much attention has been attracted to the search 
for cellular proliferation markers, the uptake of 
which would accurately reflect DNA synthesis. 
Thereby, most emphasis is put on the  development 
of tracers based on thymidine. There are two 
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main pathways involved in thymidine metabo-
lism: (i) the exogenous or ‘salvage’ pathway, 
which utilises thymidine from outside the cell 
that is phosphorylated by thymidine kinase 1 
(TK1); and (ii) the endogenous, de novo path-
way, in which uridine monophosphate can enter 
DNA synthesis after reductive methylation by 
thymidylate synthase (Sherley and Kelly 1988).

A variety of nucleic acids have been radiola-
belled as PET tracers for cellular proliferation 
such as 11C-labelled thymidine and 18F-labelled 
3′-deoxy-3′-fluoro-thymidine (FLT) (Herholz 
et al. 2007). After its intravenous administration, 
[18F]FLT is distributed extracellularly and is sub-
sequently transported into the cytosol, where it is 
phosphorylated by TK1, a cytosolic enzyme that 
is expressed during the S phase of the cell cycle 
(Sherley and Kelly 1988). In its phosphorylated 
form, [18F]FLT is metabolically ‘trapped’ in the 
cell, with essentially no incorporation into 
DNA. It has been demonstrated in many types of 
cancer, including glioblastoma, that [18F]FLT 
uptake in vivo is a measure of tumour prolifera-
tion activity and that there exists a significant cor-
relation between [18F]FLT uptake and the 
proliferation marker Ki-67 (Ullrich et al. 2008; 
Chalkidou et al. 2012). Bradbury et al. investi-
gated whether [18F]FLT can be used to detect and 
assess proliferative activity in genetically engi-
neered mouse high-grade glioma models 
(Bradbury et al. 2008). The authors characterised 
the intracranial gliomas by both static and 
dynamic small-animal PET imaging of [18F]FLT 
uptake and developed and implemented a com-
partmental modelling approach, using a three- 
compartment, four-parameter model that permits 
the discrimination of tracer transport and delivery 
from tumour proliferation. The ability to distin-
guish between the delivery and retention compo-
nents of radiotracer uptake may become 
particularly important in the evaluation of treat-
ment responses. Without information on the rela-
tive contributions of the delivery and metabolic 
trapping of [18F]FLT to overall uptake, incorrect 
interpretations regarding tumour proliferation 
status can result, particularly under conditions in 
which delivery largely dictates overall tumour 
uptake; for example, reduced delivery of [18F]

FLT to hypoperfused tumours may result in a 
spuriously low estimate of proliferation status. 
Other limitations of [18F]FLT have been recog-
nised, such as blood–brain barrier (BBB) perme-
ability restrictions (Viel et al. 2012) and a lower 
sensitivity than other tumour tracers (FDG or 
FET) (Gulyas and Halldin 2012; Nowosielski 
et al. 2014). Moreover, [18F]FLT uptake reflects 
tumour proliferation as a function of thymidine 
salvage pathway utilisation resulting in the fact 
that [18F]FLT PET cannot discriminate moder-
ately proliferative, thymidine salvage-driven 
tumours from those of high proliferative index 
that rely primarily upon de novo thymidine syn-
thesis (McKinley et al. 2013). Furthermore, it 
was demonstrated that endogenous thymidine 
can compete with [18F]FLT for binding to nucleo-
side transporters or the catalytic site of TK1 
(Zhang et al. 2012a). It was also shown that thy-
midine phosphorylase can influence endogenous 
thymidine levels and hence uptake of [18F]FLT 
(Schelhaas et al. 2014; Lee et al. 2014). 
Accordingly, the magnitude of [18F]FLT uptake 
cannot be considered a universal surrogate of 
proliferative index (McKinley et al. 2013). 
Nevertheless, [18F]FLT PET seems to be a valu-
able method to detect early treatment responses 
in glioma, in the preclinical (Viel et al. 2013a) as 
well as the clinical (Corroyer-Dulmont et al. 
2013) setting. For instance, in an orthotopic 
mouse model of glioblastoma multiforme (GBM) 
treated with temozolomide (TMZ, an alkylating 
agent that induces DNA methylation) chemother-
apy, our group could demonstrate that as early as 
2 days after TMZ treatment, significant changes 
in [18F]FLT accumulation can be observed in 
TMZ-treated vs. control tumours. The changes in 
[18F]FLT accumulation at early stage (day 2) cor-
related positively with changes in tumour size 
later on (day 7) (Fig. 28.1) (Viel et al. 2013a).

Although PET tracers based on altered tumour 
metabolism are most commonly used in the clini-
cal setting, they are not always suitable for the 
precise identification and differentiation of vari-
ous tumour states (Gao and Jiang 2013). 
Therefore, researchers have attempted to develop 
alternative diagnostic probes, directed to more 
specific tumour characteristics such as surface 
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receptors or signalling pathways, which will be 
discussed more in detail further in this chapter.

MR imaging is the most common tech-
nique to assist the management of patients with 
brain tumours. MRI techniques, such as T1- 
and T2-weighted imaging, contrast-enhanced 
T1-weighted imaging, dynamic contrast- enhanced 
(DCE) imaging and diffusion-weighted imaging 
(DWI), have excellent soft tissue specificity and 
provide information on tumour localisation and 
extent, local BBB damage and brain invasive-
ness, regional blood flow and blood volume and 
tumour cellularity which, in the clinical setting, 
are known to be associated with glioma grade 
and prognosis (Herholz et al. 2007). Also, sec-
ondary changes associated with tumour growth, 
such as oedema, brain shift or hydrocephalus, 
can be determined on two- or three- dimensional 
MR images. Not only in the clinical settings but 
also in preclinical research, MR imaging has been 
used increasingly to characterise murine brain 
tumour models (Borges et al. 2012). Recently, 
McConville et al. demonstrated that MRI can 
be used to predict tumour grade and survival in 
a genetically engineered mouse model of glioma 
(McConville et al. 2007). In the employed Ntv-a 
model, approximately 100 % of mice spontane-
ously develop gliomas by 3 weeks of age, with 
30 % of these tumours displaying high-grade his-
tologic features. T2-weighted and T1-weighted 
gadolinium-enhanced MRI could distinguish 

between high- and low-grade tumours on the 
basis of their growth rate and contrast enhance-
ment. However, care should be taken when inter-
preting contrast leakage as an indicator of BBB 
breakdown due to malignant degeneration as this 
sign can be absent in diffuse infiltrative tumour 
regions, non-specific or induced by therapeutic 
intervention (Herholz et al. 2007). Especially, the 
treatment with antiangiogenic compounds can 
restore the BBB in angiogenic regions without 
concomitant tumour regression. This underlines 
the need for alternatives to gadolinium-based con-
trast-enhanced MRI to detect progressing tumour 
portions that are not associated with angiogen-
esis and thus BBB disruption, but are based on 
an angiogenesis- independent tumour growth, for 
instance, via co- option of pre-existent vasculature 
(Leenders et al. 2004). Although these infiltra-
tive lesions cannot be detected with gadolinium-
based contrast- enhanced MRI, the relatively low 
vascular volume in these tumours, as compared 
to the surrounding tissue, can be exploited to 
detect these lesions using blood pool contrast 
agents such as ultrasmall superparamagnetic 
particles of iron oxide (USPIO) and to evaluate 
the response to antiangiogenic therapy (Claes 
et al. 2008). Furthermore, it has been shown that 
the rim of contrast enhancement at the margins 
of brain tumours detectable on MRI 24 h after 
intravenous injection of USPIOs correlates to 
the presence of iron-loaded  macrophages and 

DMSOa TMZ 25 mg/kgb

Fig. 28.1 Early assessment of the efficacy of TMZ che-
motherapy in experimental GBM using [18F]FLT PET 
imaging. Representative [18F]FLT PET images at days 0 
and 2 and corresponding T2w MR images at day 1 and 
day 6 of two mice bearing an orthotopic i.c. Gli36dEGFR 

xenograft and who received daily injections of DMSO (a) 
or 25 mg/kg TMZ (b). [18F]FLT PET indicates response of 
i.c. growing gliomas to TMZ as early as 2 days after treat-
ment (This research was originally published in Plos One. 
Viel et al. (2013a))
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microglia and can be used for tumour delinea-
tion and evaluation of tumour aggressiveness 
as the level of contrast enhancement seems to 
correlate with tumour proliferation and tumour 
growth (Kremer et al. 2007). When conjugating 
such an MR-detectable iron oxide nanoparticle 
to an optically detectable NIRF fluorochrome, 
this multimodality approach permits the correla-
tion of preoperative MR images to intraoperative 
optical images to guide accurate tumour resec-
tion (Kircher et al. 2003). Another technique to 
follow indirectly in vivo tumour angiogenesis 
as a necessary component of tumour expansion, 
invasion and possible metastasis is DCE MRI that 
enables the longitudinal investigation of changes 
in tumour vascular permeability, vascular density 
and vessel morphology. Veeravagu et al. demon-
strated in an orthotopic murine (GL26) glioblas-
toma model that in vivo changes in blood vessel 
permeability, as shown by DCE MRI, correlate 
with histologic quantification of vascular density 
and vessel diameter as well as with the molecular 
expression of angiogenic factors such as VEGF 
and angiopoietins (ANG-1 and ANG-2) (Veeravagu 
et al. 2008). An alternative MR approach to DCE 
was introduced by Dennie et al. based on the 
ratio of gradient and spin echo relaxation rate 
changes (ΔR2*/ΔR2) after injection of an iron 
oxide-based superparamagnetic contrast agent of 
high molecular weight (Dennie et al. 1998). Since 
ΔR2*/ΔR2 increases with increasing vessel size, 
this method enables calculation of the average 
vessel size within a voxel, which reveals an addi-
tional important parameter of the angiogenic pro-
cess. Based on these findings, Jensen and Chandra 
proposed to map the ratio of Q = ΔR2/(ΔR2*)
(2/3). For a certain concentration threshold of the 
contrast agent, in combination with appropriate 
echo times, Q has the advantage of being inde-
pendent of the concentration of the contrast agent 
and correlates with vessel density (Jensen and 
Chandra 2000). This MR protocol has been used 
by our group in a rodent model of human brain 
tumour to enable non-invasive assessment of 
parameters related to the blood volume in tumour 
microvessels, to the total tumour blood volume, 
to the tumour vessel densities and to the tumour 
vessel size (Viel et al. 2013b). Finally, diffusion-

weighted imaging (DWI) can be used in cancer 
imaging to assess tumour cellularity and infil-
tration and to monitor response to therapy. The 
apparent diffusion coefficient (ADC) of water 
has been found to increase in the early phase of 
anticancer therapies. Treatment-induced killing of 
tumour cells in a 9L brain glioma model, lead-
ing to a decrease of cell density in tumour tissue, 
results in an increase of the ADC that may be 
explained by destruction of tumour cells, widen-
ing of the extracellular space and a consequent 
increase in extracellular, relatively mobile water 
(Chenevert et al. 1997). Moreover, the treatment-
induced increase in ADC values might occur as 
early as 4–5 days after therapy onset and precedes 
volumetric tumour changes (McConville et al. 
2007). By depicting patterns of anisotropic dif-
fusion, diffusion tensor imaging (DTI) and fibre 
tractography permit the visualisation of the struc-
tural integrity and connectivity of neuronal fibres 
surrounding brain tumours, and this approach can 
be used to discriminate the different patterns of 
aggressiveness between C6 or 9L gliomas and 
F98 gliomas (Asanuma et al. 2008; Kim et al. 
2008) and to evaluate the neuroprotective effect of 
a free radical trapping compound against invasive 
glioma growth (Asanuma et al. 2008).

Tumour metabolism can be approached non- 
invasively by means of MR spectroscopy (MRS). 
MRS metabolic profiling has shown a good cor-
relation between metabolic phenotypes and 
tumour type, proliferation index, metabolic activ-
ity and cell death (Griffin and Kauppinen 2007) 
and can be used for assessment of glioma grading 
(Bulik et al. 2013). Metabolic changes associated 
with intracranial tumour growth can be monitored 
with MRS and can be used to evaluate cell dam-
age as early as 2–4 days after ganciclovir treat-
ment in gene therapy of experimental gliomas 
(Hakumaki et al. 1999) and to predict and monitor 
clinical response to TMZ therapy (Guillevin et al. 
2011). Nevertheless, most information on the 
metabolic state of intracranial gliomas can be 
gained with PET imaging, as stated above.

Another, rapidly expanding approach to non- 
invasively and sensitively image tumour load in 
intact animals is optical imaging, especially biolu-
minescence imaging (BLI). In general BLI of 
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tumour load is based on the conversion of a 
 substrate by a specific enzyme called luciferase. 
This chemical reaction is accompanied by the pro-
duction of light. The most prominent example is 
the ATP-dependent conversion of luciferin into the 
light-emitting product oxyluciferin by firefly lucif-
erase (FLuc). The ATP, which is required for the 
enzyme reaction, is endogenously present in viable 
cancer cells, and thus the bioluminescence signal is 
only derived from living cancer cells and not from 
necrotic areas in the tumour (Klerk et al. 2007). 
Several validation studies that correlated BLI sig-
nals with the amount of inoculated tumour cells, 
with tumour volume measurements using callipers, 
with MRI volume measurements, with tumour 
weight measurements or with fluorescence- 
activated cell sorting (FACS) analysis of cancer 
cells in affected tissues indicate that BLI is useful 
to determine tumour load in the course of time, 
with each animal serving as its reference (Dinca 
et al. 2010). However, BLI is less suited for the 
determination of absolute tumour mass because of 
scatter and absorption of light by tissue compo-
nents. Furthermore, the determination of exact 
tumour location is hampered because of the limited 
spatial resolution (Klerk et al. 2007). Nevertheless, 
BLI is particularly useful for longitudinal follow-
up of tumour growth during therapy intervention 
studies (Dinca et al. 2010). Rehemtulla et al. (2000) 
investigated the ability of BLI to non-invasively 
quantify the growth and therapeutically induced 
cell death of orthotopic rat brain tumours derived 
from 9L gliosarcoma cells genetically engineered 
to stably express FLuc. Quantitative comparison of 
tumour cell death determined from serial MRI vol-
ume measurements and BLI photon counts follow-
ing 1,3-bis(2-chloroethyl)-1-nitrosourea (BCNU) 
treatment revealed a statistically significant corre-
lation between both modalities, providing direct 
validation of BLI imaging as a powerful and quan-
titative tool for high-throughput assessment of anti-
neoplastic therapies. In a similar approach, 
Szentirmai et al. evaluated the antiangiogenic treat-
ment effect of adenoviruses encoding antiangio-
genic soluble vascular endothelial growth factor 
(VEGF) receptors in nude mice bearing U87MG 
glioma cells genetically engineered to express the 
firefly luciferase gene (Szentirmai et al. 2006).

28.5  Imaging Response 
to Therapy

Conventional PET and MR techniques have been 
used for a long time to evaluate response to ther-
apy. Most commonly used is T1- and T2-weighted 
MR imaging that relies on the detection of mor-
phological (volume) changes related to therapy. 
In a rat central nervous system lymphoma model, 
Jahnke et al. recently compared T2/fluid- 
attenuated inversion recovery (FLAIR) and gado-
linium contrast-enhanced T1 MRI sequences for 
their ability to monitor response to chemotherapy 
by evaluating image-derived changes in tumour 
volume before and 1 week after treatment (Jahnke 
et al. 2009). In untreated control animals, tumour 
histological volumes correlated well with T2/
FLAIR and contrast-enhanced T1 images; how-
ever, after treatment, only T2/FLAIR correlated 
significantly with histology. Tumour shrinkage is 
usually a late response and dependent on cell 
apoptosis and clearance of non-viable cells. By 
tracking changes in the molecular motion of 
water (designated as apparent diffusion coeffi-
cient, ADC), diffusion-weighted MRI gives 
insights into changes in tumour cellularity and 
membrane permeability that can occur well 
before changes in tumour volume or tumour con-
trast enhancement (McConville et al. 2007) and 
provides a sensitive means to assess dynamic 
therapy-induced responses, including the appear-
ance of changes in drug sensitivity (Lee et al. 
2006). Also [18F]FDG PET has proven to be a 
relative early response marker in a variety of 
tumours (breast cancer, ovarian cancer, rectal 
cancer, oesophageal cancer, lung cancer), with 
significant detectable changes in [18F]FDG 
uptake after a few cycles or a few weeks of che-
motherapy treatment (Pantaleo et al. 2008). 
However, not all tumours are rapidly dividing 
and glycolytic, and many emerging targeted ther-
apies are cytostatic or do not influence tumour 
glucose metabolism. As a result, other more spe-
cific imaging approaches are necessary that are 
also capable of evaluating directly the effects of 
novel targeted therapies and not only secondary, 
relatively non-specific changes. Examples of 
such specific imaging approaches are the direct 
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non-invasive evaluation of apoptosis, angiogene-
sis or growth factors and related signal transduc-
tion pathways.

28.5.1  Apoptosis Imaging

Apoptosis is an essential component of normal 
human growth and development, immunoregu-
lation and tissue homeostasis by providing a 
means for elimination of redundant, damaged 
or diseased cells. Apoptosis may be initiated in 
response to cellular stress and DNA-damaging 
events, such as growth factor deprivation, 
hypoxia, heat, cold or chemical injury (Coppola 
et al. 2008). Furthermore, several genetic altera-
tions associated with cancer, such as bcl-2 acti-
vation, MDM2 overexpression or p53 mutations, 
dysregulate apoptosis and facilitate neoplastic 
transformation. Apoptotic cell death can be ini-
tiated through an extrinsic pathway involving 
activation of cell surface death receptors or by an 
intrinsic pathway via mitochondria (Kelloff et al. 
2005). Both pathways lead to activation of ini-
tiator (e.g. caspase-1, caspase-8, caspase-10) and 
effector (e.g. caspase-3, caspase-6, caspase-7) 
caspases that trigger a proteolytic cascade result-
ing in fragmentation of intracellular compo-
nents and appearance of apoptotic morphology. 
One of the earliest effects of caspase activation 
is the disruption of the translocase system that 
normally maintains phosphatidylserine (PS) on 
the interior of the cell membrane. This results 
in the redistribution of phosphatidylserine to the 
outer membrane leaflet, where it serves as a sig-
nal to phagocytic cells to engulf and digest the 
membrane- enclosed apoptotic cells. Because 
many current cancer therapies promote cell death 
by reinstituting the apoptotic pathways, the ability 
to detect apoptosis by direct imaging of caspase 
activity or PS expression would aid significantly 
in the development and evaluation of such apop-
totic pathway modulators (Blankenberg 2008).

Caspase peptide substrates containing either 
a nuclear (a 18F-labelled caspase-inhibiting ana-
logue) or a bioluminescence label or a far-red 
or near-infrared optical fluorochrome have been 
developed to detect apoptosis (Blankenberg 2008; 

Nicholls and Hyman 2014). The caspase- 3-/cas-
pase-7-specific PET radiotracer [18F]ICMT-11 
(18F-(S)-1-((1-(2-fluoroethyl)-1H-[1,2,3]-triazol-
4-yl)methyl)-5-(2(2,4- difluorophenoxymethyl)-
pyrrolidine-1-sulfonyl)isatin) has shown promise 
for the early detection of drug-induced tumour 
apoptosis in xenograft models of lymphoma and 
breast and colon cancer, in which drug treat-
ment increased probe retention in the tumours by 
1.5- to twofold as early as 24 h post-treatment 
(Nguyen et al. 2009, 2013). Further evaluation of 
this tracer in preclinical models and humans is 
ongoing (Nguyen et al. 2012). Using firefly lucif-
erase-based bioluminescence imaging in nude 
mice, Laxman et al. developed a caspase-cleav-
able reporter probe able to detect tumour apop-
tosis following chemotherapy (Laxman et al. 
2002). In this study, a recombinant luciferase 
reporter molecule was developed in which lucif-
erase activity was silenced via steric hindrance by 
the oestrogen receptor (ER) regulatory domain. 
Inclusion of a protease cleavage site for cas-
pase-3 (DEVD) between the luciferase domain 
and the silencing domain allowed for protease-
mediated activation of the reporter molecule. 
In vivo studies using a human glioma cell line 
stably expressing the reporter molecule revealed 
that caspase-3 activity by activation upon tumour 
necrosis factor-related apoptosis-inducing ligand 
(TRAIL) treatment could be imaged non-inva-
sively by using BLI. Furthermore, the tempo-
ral pattern of caspase- 3 activity in response to 
TRAIL treatment has been followed: sustained 
TRAIL administration only results in a transient 
induction of apoptosis, whereas concomitant 
treatment with 5-fluorouracil and TRAIL pro-
duces a synergistic and prolonged enhancement 
in apoptosis activation and a prolonged growth 
delay (Lee et al. 2007). In an attempt to develop 
an improved apoptosis reporter with increased 
signal to noise, the same group recently used 
the split firefly reporter strategy (Coppola et al. 
2008). The developed reporter, ANLucBCLuc, 
constitutes a fusion of small interacting pep-
tides (peptide A and peptide B) with the NLuc 
and CLuc fragments of luciferase and with the 
caspase-3 cleavage site DEVD between pep-
ANLuc (ANLuc) and pepBCLuc (BCLuc). 
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During  apoptosis, caspase- 3 cleaves the reporter, 
enabling separation of ANLuc from BCLuc. A 
high-affinity interaction between peptide A and 
peptide B then restores luciferase activity by 
NLuc and CLuc complementation. Treatment of 
live cells and mice carrying D54 glioma tumour 
xenografts with chemotherapeutic agents such as 
temozolomide and perifosine (an alkylphospho-
lipid that exerts its cytotoxic effect by interfering 
with Akt activation) resulted in a dose-dependent 
induction of bioluminescence activity, which 
correlated with activation of caspase-3 as deter-
mined by Western blot analysis and caspase-3 
immunohistochemical staining. Furthermore, 
treatment of mice bearing glioma xenografts 
with combination therapy of temozolomide and 
radiation resulted in increased bioluminescence 
activity over individual treatments and increased 
therapeutic response (tumour shrinkage) due 
to enhanced apoptosis. A follow-up study of 
adenovirus- mediated TRAIL gene therapy in 
human D54 glioma cells stably expressing the 
same caspase-3 biosensor as well as the Renilla 
luciferase (RLuc) gene could visualise and evalu-
ate the induction of apoptosis (by means of BLI 
of the caspase-3 sensor) and the therapeutic 
response (by means of RLuc activity as surro-
gate marker for cell viability) (Singh et al. 2014). 
A multimodality caspase-3 sensor has been 
developed, composed of a fluorescence reporter 
(monomeric red fluorescent protein, mRFP), a 
PET reporter (HSV-1-sr39 thymidine kinase, 
tTK) and firefly luciferase (FLuc), each joined 
by DEVD as peptide linker (Ray et al. 2008). 
In the fused form, all the three reporter proteins 
had markedly attenuated activity. However, 
upon cleavage by activated caspase-3 (induced 
by staurosporine), a significant gain in mRFP1, 
FLuc and tTK enzyme activity could be observed 
by fluorescence-activated cell sorting (FACS), 
enzyme-based assays and in vivo BLI and 
microPET imaging. Also a cyclic herpes simplex 
virus type 1 thymidine kinase reporter (cTK266) 
containing a caspase-3 cleavage domain has been 
developed and used for successful real-time PET 
imaging of apoptosis (Wang et al. 2014).

PS exposure has been the most pursued target 
for the detection for cell death using molecular 

imaging methods (Blankenberg 2008; Neves and 
Brindle 1766). The 40-kDa vesicle-associated pro-
tein annexin V (AnxV) has been the most widely 
used PS-targeting moiety. AnxV binds PS in a cal-
cium-dependent manner and with high (nanomo-
lar) affinity. Initially, AnxV was coupled to 
fluorescent dye molecules and used as an apoptosis 
detection reagent for fluorescence microscopy and 
flow cytometry. Subsequently, AnxV was coupled 
to a radionuclide (99mTc) and used to detect apopto-
sis non-invasively in animals and in the clinic using 
radionuclide imaging techniques. Recent studies in 
oncology suggest that a single scan 24–48 h after 
the start of treatment can identify patients with 
response after one course of chemotherapy. Other 
radionuclide derivatives of AnxV have been devel-
oped, including AnxV labelled for SPECT with 123I 
or for PET labelled with 18F or 124I and 64Cu-labelled 
streptavidin for PET imaging after pretargeting of 
PS with biotinylated annexin V. Photonic imaging 
methods have also been used to image AnxV 
labelled with fluorochromes or near- infrared (NIR) 
fluorochromes, and Schellenberger et al. were the 
first to label AnxV with SPIO nanoparticles for 
MR detection (Schellenberger et al. 2003). Later 
also Gd-containing  AnxV- coated liposomes for 
positive or bimodal MR contrast have been devel-
oped as well as multimodality contrast agents for 
combined MRI and fluorescent imaging.

Besides annexin V, other imaging probes have 
been developed and investigated to visualise PS 
exposure in vivo, including PS binding proteins, 
peptides and small molecules (Niu and Chen 2010). 
For instance, the smaller PS-targeting protein syn-
aptotagmin-I, which also binds PS with nanomolar 
affinity in a calcium-dependent manner, has been 
labelled with SPIO nanoparticles and Gd3+ chelates 
for MRI-based detection (Zhao et al. 2001; Krishnan 
et al. 2008) as well as with 18F and 99mTc for radio-
nuclide-based detection of PS exposure in vivo after 
chemotherapy (Wang et al. 2008, 2011).

28.5.2  Angiogenesis Imaging

A variety of genetic anomalies that trigger 
glioma- associated angiogenesis, such as over-
expression of vascular endothelial growth 
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 factor (VEGF), epidermal growth factor (EGF), 
platelet- derived growth factor (PDGF) and their 
receptors or chronic activation of the hypoxia- 
inducible transcription factor-1 (HIF-1), have 
been identified and can be measured directly or 
indirectly by non-invasive imaging techniques 
and used as read-outs for targeted tumour treat-
ment. Conventional imaging techniques like MRI 
and PET focus on the measurement of physi-
ologic parameters, such as blood flow, blood 
volume, vascular perfusion, permeability and/or 
structure, and represent the radiographic tools in 
current clinical trials of antiangiogenic therapy 
(Waerzeggers et al. 2009b). In glioma patients 
antiangiogenic approaches might initiate trans-
formation from an angiogenic to an infiltrative 
phenotype (Verhoeff et al. 2009). Therefore, our 
group investigated the feasibility of PET and MRI 
to differentiate both phenotypes non- invasively 
with clinically relevant imaging parameters such 
as [18F]FDG, [18F]FLT, [11C]MET, T2-weighted, 
contrast-enhanced T1-weighted and diffusion-
weighted MRI (Fig. 28.2) (Viel et al. 2012). The 
study showed that these imaging techniques are 
very well suited to evaluate the angiogenic GBM 
phenotype (high uptake of [18F]FLT and [11C]
MET, relatively low uptake of [18F]FDG, clear 
tumour delineation on T1- and T2-weighted MRI 
with strong gadolinium enhancement). However, 
they fail to detect the infiltrative tumour growth 
especially in the absence of BBB breakdown 
(no accumulation of [18F]FLT and [11C]MET, 
impaired uptake of [18F]FDG, absent gado-
linium enhancement, low contrast on T1- and 
T2-weighted MRI). We also evaluated the MR 
approach introduced by Dennie et al. (Dennie 
et al. 1998) relying on the gradient and spin 
echo relaxation changes after injection of an iron 
oxide-based superparamagnetic contrast agent of 
high molecular weight (Viel et al. 2013b). This 
method enables non-invasive assessment of the 
anatomy and physiology of the vasculature of 
experimental gliomas. Combined with [11C]MET 
and [18F]FLT PET for monitoring biochemi-
cal markers of angiogenesis and proliferation in 
addition to vessel anatomy, this imaging protocol 
is particularly useful to improve our understand-
ing of antiangiogenic therapy response of gliomas 

and in particular how tumours can escape therapy 
despite normalisation of vasculature (Fig. 28.3).

Although imaging of physiologic parameters 
related with tumour-associated angiogenesis is 
viable and widely practised, the use of contrast 
agents targeted to molecular cancer markers is 
more straightforward and facilitates early and 
accurate diagnosis and treatment follow-up, lead-
ing to improved and personalised patient man-
agement. Especially with the rising use of 
targeted antiangiogenic therapies like bevaci-
zumab (Avastin), the possibility to directly image 
the molecular markers of angiogenesis (and thus 
the targets of the antiangiogenic therapy) has 
become increasingly important.

During the last years, intense research focused 
on VEGF/VEGFR-targeted molecular imaging, 
and a wide variety of targeting molecules (pep-
tides, proteins, antibodies and nanoparticles) 
have been labelled with various imaging labels 
(such as radioisotopes, fluorescent dyes, T1/T2 
agents and microbubbles) for PET, SPECT, opti-
cal, MR or contrast-enhanced ultrasound  imaging 
of tumour angiogenesis (Cai and Chen 2008; Toy 
et al. 2014). Hsu et al. (Hsu et al. 2007) used mul-
timodality (BLI, MRI and PET) molecular imag-
ing to determine the antiangiogenic and 
antitumour efficacy of a vasculature-targeting 
fusion toxin (VEGF(121)/rGel) composed of the 
VEGF-A isoform VEGF(121) linked with a G(4)
S tether to recombinant plant toxin gelonin (rGel) 
in an orthotopic glioblastoma mouse model. In 
this study, the level of target expression was mon-
itored before therapy by [64Cu]-1,4,7,10- 
tetraazacyclododedane- N,N′,N″,N‴-tetraacetic 
acid (DOTA)-VEGF(121)/rGel PET, whereas 
[18F]FLT scans were obtained before and after 
treatment to evaluate VEGF(121)/rGel therapeu-
tic efficacy. In VEGF(121)/rGel-treated mice, a 
significant decrease in [18F]FLT uptake and peak 
BLI tumour signal intensities could be observed 
as compared to non-treated mice, and these 
results were validated by histologic analysis.

Also expression of cell adhesion molecules, 
such as integrins, is significantly upregulated 
during tumour growth and angiogenesis, and 
αvβ3 expression has been correlated with tumour 
aggressiveness. αvβ3 integrin expression can be 
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Rat model of angiogenic gliomaa

Rat model of infiltrative gliomab

Fig. 28.2 Non-invasive assessment of glioma phenotype 
by multi-tracer PET and MRI. Nude rats were implanted 
with spheroids derived from two human glioblastoma, 
giving an angiogenic and an infiltrative glioma model. 
[18F]FDG, [18F]FLT and [11C]MET PET scans, together 
with T2w, T1w, gadolinium-enhanced T1w and diffusion- 
weighted MR scans were performed during week 6 after 
glioma implantation. PET and MR images were coregis-
tered based on anatomical MR information using the soft-
ware Vinci (http://www.nf.mpg.de/vinci3/). (a) For the 
angiogenic model, [18F]FDG uptake was reduced in the 
entire ipsilateral hemisphere but was heterogeneous 
(black arrow), whereas [18F]FLT and [11C]MET uptake 
increased substantially. Tumours were discernible on T2- 
and T1-weighted MRI scans before injection of 

 gadolinium contrast agent and were enhanced after injec-
tion. Reduced ADC in tumour, compared with contralat-
eral brain, revealed dense tumours. Nestin staining of 
brain sections confirmed the presence of circumscribed 
tumour. (b) For the infiltrative phenotype, only the low 
[18F]FDG uptake revealed clearly the presence of tumour. 
Only minor [11C]MET uptake was observed, while [18F]
FLT failed to detect this glioma. Extent of infiltrative 
tumours was observed by T2- and T1-weighted MRI 
(white arrows), but contrast was low and did not enhance 
after gadolinium injection. Nestin staining of brain sec-
tions confirmed the presence of an infiltrative tumour 
(This research was originally published in JNM. Viel et al. 
(Viel et al. 2012). © by the Society of Nuclear Medicine 
and Molecular Imaging, Inc)
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measured by targeted radiolabelled, paramag-
netic or fluorescent molecules (cyclic arginine- 
glycine- aspartic acid RGD peptides), and this 
method can be used to selectively target suicide 
gene therapy or drug delivery (Cai and Chen 

2008) and to non-invasively monitor therapy 
response (Zhang et al. 2012b).

Non-invasive imaging of HIF-1 activity in vivo 
has been performed for the first time using a HIF-
1-dependent reporter system for PET imaging. 
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TreatedFig. 28.3 Non-invasive imaging of 
glioma vessel size and densities in 
correlation with tumour cell 
proliferation by small-animal PET 
and MRI. T2w, T2*w and diffusion- 
weighted MR sequences were 
performed with injection of iron 
oxide contrast agent to calculate 
maps of parameters related to 
microvessel blood volume (μCBV) or 
vessel densities in rats developing 
orthotopic glioma and treated with an 
antiangiogenic compound 
(bevacizumab). This MR protocol 
was combined with [11C]MET 
PET. A transaxial section of the 
different coregistered images of the 
brain of two rats are presented here. 
A reduction of the tumour 
microvessel blood volume, the 
tumour vessel density and the [11C]
MET tumour accumulation upon 
treatment could be observed, while 
no reduction of the tumour volume 
could be measured at this stage 
(Modified from Viel et al. (2013b) 
with permission)
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Serganova et al. (Serganova et al. 2004) developed 
a dual reporter gene cassette to monitor non-inva-
sively the dynamics and spatial heterogeneity of 
HIF-1-specific transcriptional activity in tumours 
and showed that HIF-1- mediated activation of thy-
midine kinase green fluorescent protein (TKGFP) 
reporter gene expression in hypoxic tumour tissue 
can be non- invasively and repeatedly visualised 
in living mice using PET imaging with [18F]-2′-
fluoro-2′-deoxy-1β-D-arabionofuranosyl-5-ethyl-
uracil (FEAU). Tumour cells transfected with 
this construct may be used to study how treat-
ment modulates hypoxia and subsequent HIF-
1-mediated gene expression. Since then, several 
approaches for non-invasive PET imaging of 
HIF-1 activity have been reported (Ueda and Saji 
2014). Also a HIF-1-sensitive bioluminescence 
reporter system has been developed and used for 
the detection of spontaneous solid tumour devel-
opment (Goldman et al. 2011).

28.5.3  Imaging Growth Factors

The epidermal growth factor receptor (EGFR) is 
one of the most studied molecules as a target for 
cancer therapy (Brandes et al. 2008). EGFR is a 
cell surface receptor with tyrosine kinase (TK) 
activity that belongs to the c-erb family. 
Dysregulation of EGFR is associated with sev-
eral key features of cancer, such as autonomous 
cell growth, inhibition of apoptosis, angiogenic 
potential, invasion and metastases (Fig. 28.4), 
and aberrant EGFR pathway activation may be 
the result of different molecular abnormalities 
which include gene amplification, receptor muta-
tions, growth factor overexpression or cross-link 
activation of downstream signalling pathways. 
EGFR has been shown to be differentially dereg-
ulated, overexpressed, mutated or amplified in 
many types of cancer, including 40–60 % of glio-
blastoma, and has been associated with a poor 
prognosis, especially when occurring in younger 
glioblastoma patients (Brandes et al. 2008). The 
EGFR family comprises four members: EGFR 
(also known as HER1), HER2 (also known as 
Neu), HER3 and HER4. They share similar struc-
tures, with an extracellular ligand-binding 

domain, a transmembrane domain and a func-
tional intracellular TK domain (except for 
HER3). Two main categories of EGFR mutations 
exist: deletion or point mutations in the extracel-
lular domain and somatic mutations in the TK 
domain (Brandes et al. 2008). The type III EGFR 
mutant (EGFRvIII), which lacks the amino acid 
residues 6–273 in the extracellular domain, is the 
most common one and is observed in 60–70 % of 
EGFR-overexpressing glioblastomas. Since 
EGFRvIII lacks a large portion of the ligand- 
binding domain and hence is unable to bind either 
EGF or other EGFR ligands, it is constitutively 
active and can initiate downstream signalling 
because the deletion results in a conformational 
change that mimics the one induced by ligand 
binding in wild-type EGFR. These EGFRvIII- 
positive tumours are reported to be associated 
with a worse prognosis and shorter life expec-
tancy. The other category of EGFR mutations 
involves changes in the TK domain that can influ-
ence the binding of TK inhibitors (TKIs). These 
mutants exhibit increased activation compared to 
wild-type EGFR, but at the same time are much 
more sensitive to inhibition by EGFR TKIs. 
However, mutations in the tyrosine kinase 
domain could not be shown in malignant gliomas 
so far (Brandes et al. 2008). Monoclonal 
 antibodies (mAbs) against EGFR and small mol-
ecule inhibitors targeting tyrosine kinases that 
bind to the intracellular part of the receptor and 
thereby block receptor phosphorylation are the 
two major strategies for inhibiting the EGFR 
pathway and have been introduced in clinical 
practice for patients with malignant gliomas 
(Waerzeggers et al. 2009c). However, findings 
reported in studies evaluating EGFR inhibitors 
are surprisingly contradictory, and no clear pre-
dictive role of receptor status on anti-EGFR drug 
response could be found (Brandes et al. 2008). 
These results indicate the need for the develop-
ment and validation of non-invasive imaging 
techniques targeted to EGFR expression to pre-
dict which patients will likely respond to anti-
EGFR therapy and to monitor patient response to 
such personalised cancer management. Different 
imaging approaches have been developed to spe-
cifically detect EGFR expression, from OI 
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modalities to nuclear and MR technologies, and 
two different labelling strategies have been stud-
ied so far: labelling small molecules such as TK 
inhibitors or analogues and labelling antibodies 
directed to the extracellular domain of the recep-
tor (Pantaleo et al. 2009; Gelovani 2008; Cai 
et al. 2008; Qiao et al. 2014; Corcoran and 
Hanson 2014).

A number of 11C, 18F and radioiodine-labelled 
EGFR kinase inhibitors that bind reversibly or 
irreversibly to the EGFR kinase ATP-binding 
pocket have been developed. The radiolabelled 
irreversible EGFR inhibitors demonstrate the 
greatest potential for derivatisation into effective 
EGFR kinase imaging agents, as compared to 
those developed based on reversible inhibitors due 
to the rapid washout of the latter. Especially, PET 

imaging with (E)-but-2-enedioic acid [4-(3[124I]
iodoanilino)-quinazolin-6-yl]-amide-(3-mor-
pholin-4-yl-propyl)-amide (morpholino[124I]
IPQA) seems to be very promising as this tracer 
binds covalently to the ATP- binding site in acti-
vated EGFR but not in inactive EGFR (Pal et al. 
2006). In vitro studies demonstrated rapid accu-
mulation and progressive retention post washout 
of morpholino[123I]IPQA in A431 cells and in 
U87MG human glioblastoma cells genetically 
modified to express EGFRvIII (U87ΔEGFR), but 
not in the wild-type U87MG cells (which have 
low kinase activity) under serum-starved condi-
tions. Also, the in vivo studies demonstrated a 
significant difference in the accumulation of the 
 radiotracer in A431 carcinoma xenografts that 
reflected the EGFR expression and EGFR  activity 
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Fig. 28.4 Schematic representation of relevant signal 
transduction pathways and cell cycle control pathways 
known to be dysregulated and involved in glioma initiation 
and growth. GF growth factor; GFR growth factor receptor; 
RTK receptor tyrosine kinase; EGF epidermal growth fac-
tor; VEGF vascular endothelial growth factor; PDGF plate-
let-derived growth factor and their respective receptors 
EGFR, VEGFR and PDGR; MAPK mitogen- activated pro-
tein kinase; ERK extracellular signal- regulated kinase; 
MEK MAPK/ERK kinase; PLC phospholipase C; PKC 

protein kinase C; PI3K phosphatidylinositol- 3-kinase; 
PTEN phosphatase and tensin homology deleted on chro-
mosome 10; Akt protein kinase B; mTOR mammalian target 
of rapamycin; HIF-1 hypoxia-inducible factor-1; 
INK4a/ARF inhibitor of kinase 4/alternative reading frame 
tumour suppressor genes; CDK4 cyclin-dependent kinase 
4; MDM2 murine double minute 2 oncogene; p53 protein 
53 transcription factor; Rb retinoblastoma tumour suppres-
sor protein; E2F1 transcription factor (activator) from E2F 
family of transcription factors
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in comparison to K562  control xenografts. The 
authors concluded that PET imaging with morpho-
lino-124I-IPQA should allow for identification of 
tumours with high EGFR signalling activity, such 
as brain tumours expressing the EGFRvIII mutant 
and non-small cell lung cancer (NSCLC) express-
ing gain-of- function EGFR mutants expected to 
have an increased sensitivity to EGFR TKIs (Cai 
et al. 2008). However, it should be pointed out that 
PET imaging was not carried out in U87ΔEGFR 
human glioma xenograft mice. Also, pegylation 
of known irreversible compounds with vari-
ous lengths of polyethylene glycol (PEG) chains 
seems very promising due to increased stability 
and solubility of the radiolabelled tracers (Dissoki 
et al. 2007). 

Labelling monoclonal antibodies with radio-
isotopes represents another strategy for the 
in vivo visualisation of EGFR tumour expres-
sion, but it seems more complicated. In compari-
son to labelling TK inhibitors, fewer studies have 
been conducted with the attempt of synthesising 
monoclonal antibody-based probes (Pantaleo 
et al. 2009; Cai et al. 2008; Corcoran and Hanson 
2014). The natural ligand of EGFR, EGF, has been 
labelled with 76Br or 68Ga for direct targeted PET 
imaging or with 99mTc (Cornelissen et al. 2005) or 
131I for tumour detection and evaluation of ther-
apy response with SPECT imaging. Also, mono-
clonal antibodies (mAbs) against EGFR, used 
for anti-EGFR therapy such as cetuximab, have 
been labelled with positron emitters, e.g. 64Cu, or 
gamma-emitters, e.g. 99mTc and 111In, with good 
tumour contrast and good correlation between 
tumour uptake and tumour EGFR expression level 
as measured by Western blot (Sihver et al. 2014). 
However, MRI with a ferromagnetic anti-EGFR 
mAb in athymic rats bearing EGFR-positive 
tumours revealed that the targeted contrast agent 
only gave modest EGFR- specific MR contrast 
in vivo (Suwa et al. 1998). Additionally, optical 
imaging studies on EGFR expression have been 
carried out with fluorescently labelled EGF or 
anti-EGFR mAbs (Diagaradjane et al. 2008). In an 
attempt to follow the role of growth factor  receptor 
expression in glioma progression and to image 
therapeutic efficacy of targeted therapies, Arwert 
et al. genetically engineered glioma cells to visu-
alise the dynamics of EGFR and targeted  therapies 

in real time in vivo (Arwert et al. 2007). The 
authors created lentiviral (LV) reporter constructs 
containing fusions between EGFR or EGFRvIII 
and the bioluminescent-fluorescent fusion pro-
tein marker GFP-RLuc to transduce Gli36 glioma 
cells expressing FLuc-DsRed2. In vivo imaging of 
mice bearing EGFR-GFP-RLuc/FLuc-DsRed2 or 
EGFRvIII-GFP-RLuc/FLuc-DsRed2 gliomas in 
the right frontal lobe revealed that there is a direct 
correlation between EGFR expression (RLuc 
activity) and glioma cell proliferation (FLuc activ-
ity) in the initial stages of glioma progression. 
Using the same tumour model, the authors also 
could show that EGFR-targeted therapies (short 
hairpin RNAs, shRNA, targeting the two variants 
of EGFR or a monoclonal EGFR- antibody, cetux-
imab) result in a considerable reduction in glioma 
cell proliferation in culture and glioma burden 
in vivo that can be monitored in real time. Similar 
results have been obtained with HSV-1 amplicon 
vector-mediated shRNA targeting EGFR and eval-
uation by BLI (Saydam et al. 2005).

Another tyrosine kinase receptor that is impli-
cated in the malignant progression of glioblastomas 
is c-Met, the receptor for the hepatocyte growth fac-
tor (HGF). Expression of HGF has been shown to 
be associated with poor prognosis of malignant gli-
omas, and both HGF and c-Met have emerged as 
key determinants of brain tumour growth and 
angiogenesis (Arrieta et al. 2002; Abounader and 
Laterra 2005). C-Met expression can be non-inva-
sively imaged with MRI by specifically tagging the 
receptor with an anti-c-Met antibody linked to bio-
tinylated gadolinium (Gd)-diethylene triamine 
penta acetic acid (DTPA)-albumin (anti-c-Met-Gd-
DTPA-  albumin) (Towner et al. 2008).

28.5.4  Imaging Signal Transduction 
Pathways

Recent advances in preclinical research have led 
to the development of several targeted reporters 
to interrogate the activity of other receptors or 
elements in intracellular signalling cascades 
related to cell growth and proliferation. Direct 
non-invasive imaging of therapy-induced changes 
in the cell cycle regulatory pathways controlled 
by PI3K/Akt/mTOR or further downstream 
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 signalling moieties such as p53 or E2F offers 
additional strategies for cancer diagnosis and to 
develop and evaluate targeted therapies directed 
to specific cancer-related molecular alterations 
(Fig. 28.4) (Gaikwad and Ray 2012).

Our group constructed a Cis-E2F/
LucIRESTKGFP reporter system to non- invasively 
assess E2F-1-dependent  transcriptional  regulation in 
culture and in vivo (Monfared et al. 2008). In this 
reporter system the reporter genes firefly lucifer-
ase, HSV-1 thymidine kinase and green fluorescent 
protein are placed under control of an artificial cis-
acting E2F-specific enhancer element. We could 

show that this reporter system is sensitive to non-
invasively monitor various changes in cellular E2F-1 
levels following DNA damage-induced upregula-
tion of E2F-1 activity (Fig. 28.5). Following ret-
roviral transduction of U87 glioma cells, exposure 
to 1,3-bis(2-chloroethyl)-1-nitrosourea leads to 
increased E2F-1 expression levels in a dose- and 
time-dependent manner, which can be quantified by 
in vivo imaging in established xenografts. Activation 
of the transcription factor E2F-1 via alteration of the 
p16-cyclin D-Rb pathway is one of the key molecu-
lar events in the development of gliomas and repre-
sents a promising anticancer target.
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Fig. 28.5 Imaging E2F-1 signal transduction. (a) E2F- 
regulated cells and negative and positive control cells 
were implanted as a set of four tumours in the back of 
different groups of experimental mice. Mice were fol-
lowed over time by bioluminescence imaging until 
tumours could be clearly visualised. Mice were then sub-
jected to BCNU treatment (50 %) or control treatment 
(50 %), and repeat imaging was performed 24 h later. An 
increased luciferase signal was observed only in mice 
bearing E2F-1-regulated cells and not in mice bearing 

negative and positive control cells. Colour scale, lumi-
nescent signal intensity; blue, least intense signal; red, 
most intense signal. (b) Mean of the total bioluminescent 
signals emitted from E2F-1-regulated tumours and nega-
tive and positive control tumours in response to BCNU 
administration. Columns, mean of three independent 
experiments with n = 6 animals per group; bars, 
SD. Significant differences are indicated by * (P < 0.05) 
and ** (P < 0.05) (Modified from Monfared et al. (2008) 
with permission)
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In a similar model system, Doubrovin et al. used 
the HSV-1 thymidine kinase reporter gene to image 
p53-dependent gene expression in an animal tumour 
xenograft model system, following DNA damage 
induced by the alkylating chemotherapeutic agent 
carmustine (Doubrovin et al. 2001). Damage-
induced upregulation of p53 transcriptional activity, 
measured by elevated transgene HSV-1-thymidine 
kinase enzyme activity in vivo, correlated with the 
expression of p53-dependent downstream genes.

The PI3K/Akt/mTOR signalling cascade is 
one of the prime cell survival pathways involved 
in oncogenesis and chemoresistance, and its ther-
anostic value is gaining increased attention. Zhang 
et al. (Zhang et al. 2007) constructed a recombi-
nant bioluminescent Akt reporter containing an 
Akt consensus substrate peptide, consisting of 
a domain that binds phosphorylated amino acid 
residues (FHA2) flanked by the amino-(NLuc) 
and carboxyl-(CLuc) terminal domains of the 
firefly luciferase reporter molecule. In the pres-
ence of Akt kinase activity, phosphorylation of 
the Akt consensus substrate sequences within the 
reporter results in its interaction with the FHA2 
domain, thus sterically preventing reconstitu-
tion of a functional luciferase reporter molecule. 
In the absence of Akt kinase activity, release of 
this steric constraint allows reconstitution of the 
luciferase reporter molecule whose activity can be 
detected non-invasively by bioluminescent imag-
ing. By the use of this reporter, the authors could 
monitor quantitatively and dynamically Akt activ-
ity (Akt phosphorylation) in cultured cells and 
human glioma xenografts in response to upstream 
signalling pathway modulators such as EGF or 
PI3K inhibitors. On the other hand, mTOR inhib-
itors acting  downstream of Akt did not result in 
reporter bioluminescence alteration. These results 
indicate the utility of the reporter to determine the 
pharmacodynamics of compounds that modulate 
this signalling  pathway. Based on the fact that Akt 
is recruited to the plasma membrane upon activa-
tion, the same authors also constructed a modi-
fied membrane bound version of this reporter 
molecule whose bioluminescence activity enables 
monitoring Akt activity at the cell membrane 
(Zhang et al. 2008). This membrane- targeted Akt 
reporter was demonstrated to be more  sensitive 

and quantitative. Furthermore, the reporter 
seemed to be sensitive to inhibition of upstream 
signalling kinases such as EGFR and PI3K. In 
another study, Chan et al. developed an Akt sen-
sor based on a split firefly luciferase complemen-
tation strategy to monitor Akt phosphorylation 
(Chan et al. 2009). The authors demonstrated a 
temporal- and dose-dependent increase in com-
plementation of firefly luciferase activities upon 
treatment with kinase inhibitors. Although opti-
cal imaging strategies are very useful for high-
throughput screening in preclinical research, the 
translational potential of such strategies for human 
application is rather low for which nuclear or MR 
strategies would be more favourable. Recently, 
1-(4-(4-(8-oxa-3- azabicyclo[3.2.1]octan-3-yl)-1-
(2,2,2- trifluoroethyl)-1H-pyrazolo-[3,4-d]pyrimi-
din-6-yl)phenyl)-3-(2-fluoroethyl)urea (ATPFU), 
a highly potent and specific inhibitor of mTOR, 
could be radiolabelled with 18F, opening the pos-
sibility for mTOR-specific PET imaging (Majo 
et al. 2014). However, most PET and MR stud-
ies evaluating the treatment of PI3K/Akt/mTOR 
modulators image the downstream effects of 
such therapies, e.g. changes in proliferation ([18F]
FLT PET) or metabolism ([18F]FDG PET, MRS) 
(Keen et al. 2014; Beloueche-Babari et al. 2011).

Elevated expression of the translocator pro-
tein (TSPO) has been detected in various cancer 
types, including brain tumours, and associated 
with disease progression, invasiveness and sur-
vival (Vlodavsky and Soustiel 2007; Batarseh and 
Papadopoulos 2010). Several studies investigated 
the quantitative assessment of brain- tumour- 
related TSPO expression with selective and 
highly specific TSPO ligands such as [18F]PBR06 
(Buck et al. 2011) and [18F]DPA-714 in synge-
neic and allogeneic rat glioma models (Tang et al. 
2012; Winkeler et al. 2012), thereby confirming 
the potential of TSPO tracers to act as a predic-
tive cancer imaging modality. Furthermore, [18F]
DPA-714 has been used to non-invasively and 
quantitatively evaluate the treatment efficacy of 
proapoptotic treatment. Awde and colleagues 
could detect a statistically significant reduction 
of [18F]DPA-714 uptake in intracranial rat 9L 
gliomas 8 days after treatment with erucylphos-
phohomocholine (ErPC3), an apoptosis-inducing 
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alkylphosphocholine (Awde et al. 2013). These 
findings could be validated with autoradiography 
and immunolabelling of brain sections of ErPC3-
treated animals showing reduced [18F]DPA-714 
and TSPO expression.

28.6  Imaging Gene and Cell- 
Based Therapies

Classic gene therapy approaches for oncologi-
cal application relied on two prodrug systems 
(cytosine deaminase/5-FC and HSV-1-tk/gan-
ciclovir) and used viral particles for transgene 
transfer (Pulkkanen and Yla-Herttuala 2005; 
Altaner and Altanerova 2012). In recent years, 
much effort has been made to increase the effi-
cacy of gene therapy, including the development 
of more effective delivery systems with increased 
tumour tropic properties, such as cellular or tar-
geted delivery vehicles, the delivery of more 
effective therapeutic molecules, such as cyto-
kines or proapoptotic genes, or the development 
of more effective monitoring systems. Especially 
the development of effective non-invasive in vivo 
imaging techniques for monitoring vector deliv-
ery and subsequent gene expression and treat-
ment efficacy has received particular attention 
over the last years (Waerzeggers et al. 2009a). For 
this purpose, a reporter gene is commonly linked 
to the therapeutic gene by a shared promoter, 
which results in a proportional coexpression of 
both genes. This means that from the activity of 

the reporter gene (level of signal intensity), the 
activity of the therapeutic gene can be deduced. 
Several reporter gene systems have been devel-
oped for nuclear, optical and MR imaging. 
Especially, the herpes simplex virus type 1 thy-
midine kinase gene, HSV-1-tk, has been studied 
extensively for gene therapy purposes due to the 
fact that it can serve as suicide and reporter gene 
simultaneously depending on the administered 
substrate (the prodrug ganciclovir or the radio-
labelled ligands [18F]FHBG, [18F]FIAU or [18F]
FEAU, respectively) (Kang and Chung 2008; 
Waerzeggers et al. 2009a). Our group has suc-
cessfully applied small-animal PET imaging to 
monitor gene expression and to evaluate gene 
therapy in vivo. Employing an “imaging- guided” 
suicide gene therapy protocol, we showed in a 
subcutaneous glioblastoma model a response 
rate of 68 % of tumours in vivo transduced with 
an HSV-1 amplicon vector proportionally co-
expressing E. coli cytosine deaminase (cd) as a 
therapeutic gene and HSV-1-tk as a combined 
PET marker and therapeutic gene (Jacobs et al. 
2007). In this study, MRI was used for tumour 
localisation, and PET, using the radiotracers 
[18F]FDG, [18F]FLT and [11C]MET, was used for 
identification of actively proliferating tumour tis-
sue and guidance of targeted vector application 
(Fig. 28.6a). The latter is an  important aspect in 
a gene therapy protocol as only viable tumour 
tissue is likely to respond to the introduced 
therapeutic genes, whereas necrotic tissue will 
show no benefit. These radiotracers displayed 

Fig. 28.6 Imaging-guided gene therapy paradigm. (a) 
Experimental protocol for identification of viable target tis-
sue and assessment of vector-mediated gene expression 
in vivo in a mouse model with three subcutaneous gliomas. 
Row 1: localisation of tumours is displayed by MRI. Row 2: 
the viable target tissue is displayed by [18F]FDG PET; note 
the signs of necrosis in the lateral portion of the left-sided 
tumour (arrow). Rows 3 + 4: following vector application 
into the medial viable portion of the tumour (arrow), the 
tissue dose of vector-mediated gene expression is quanti-
fied by [18F]FHBG PET. Row 3 shows an image acquired 
early after tracer injection, which is used for co-registra-
tion; row 4 displays a late image with specific tracer accu-
mulation in the tumour that is used for quantification. (b) 
Response to gene therapy correlates to therapeutic gene 
expression. The intensity of cdIREStk39gfp expression, 
which is equivalent to transduction efficiency and tissue 

dose of vector-mediated therapeutic gene expression, is 
measured by [18F]FHBG PET (in %ID/g), and the induced 
therapeutic effect is measured by [18F]FLT PET (R = 0.73, 
P < 0.01). Therapeutic effect ([18F]FLT) was calculated as 
the difference between [18F]FLT accumulation after and 
before therapy. (c) Relation between changes in volumetry 
and [18F]FLT uptake. Changes in tumour volume and [18F]
FLT uptake were plotted for tumours grown in 11 nude 
mice. There is a strong correlation between volumetry and 
change in [18F]FLT uptake (R = 0.83) for those tumours 
responding to therapy (complete responders) and a weaker 
correlation (R = 0.57) for those tumours not responding to 
therapy (nonresponders). No correlation was found for 
those tumours where focal alterations of [18F]FLT uptake 
occurred which did not lead to a reduction in overall tumour 
volume (Partial responders; adapted from Jacobs et al. 
(2007) with permission)
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 homogeneous uptake in small tumours and het-
erogeneous uptake in larger tumours. In the lat-
ter, no radiotracer uptake occurred in the central 
part of the tumours indicative of central necro-
sis. For image validation, transaxial PET images 
were coregistered with histology showing a cor-
relation between the lack of tracer accumulation 
and the histological signs of necrosis, whereas 
positive tracer accumulation correlated with via-
ble tumour tissue. Tumour-to-background ratios 
for the various radiotracers ranged from 1.9 to 
8.0 in viable tumour tissue and from 0.4 to 1.2 in 
necrosis. In this study [18F]FLT was also used to 
determine the gene therapy-induced inhibition of 
proliferative activity of the tumour and thus ther-
apeutic efficacy. Furthermore, [18F]FHBG was 
used as a marker for the exogenously introduced 
therapeutic (HSV-1-tk) gene expression and to 
predict response to therapy (Fig. 28.6a). Specific 
[18F]FHBG accumulation could localise the trans-
duced tissue dose of therapeutic gene expression. 
Moreover, the primary transduction efficiency 
as measured by [18F]FHBG PET was correlated 
to the induced therapeutic effect as measured by 
[18F]FLT PET (Fig. 28.6b, c). Overall, this study 
showed the feasibility of a multimodal imaging 
approach for (i) identification of viable target 
tissue that might benefit from gene therapy, (ii) 
quantification of the transduction efficiency and 
(iii) monitoring of therapeutic efficacy. Wang 
et al. compared various PET tracers for their 
ability to assess response in tumours undergoing 
HSV-1-tk plus ganciclovir (GCV) prodrug activa-
tion gene therapy (Wang et al. 2006). The tracers 
evaluated interrogated therapy-induced changes 
in tumour glucose metabolism ([18F]FDG), pro-
tein synthesis ([18F]FET) and cell proliferation/
DNA synthesis (5-[18F]-fluoro-29-deoxyuridine, 
[18F]FUdR). In addition, [123I]FIAU SPECT 
imaging was performed to evaluate HSV-1-tk 
gene expression. In agreement with the study of 
Jacobs et al., the authors found that [123I]FIAU 
SPECT imaging was the most reliable method for 
prediction of tumour response to GCV therapy, 
which was proportional to the magnitude of HSV-
1-tk expression in tumour tissue. Furthermore, 
the authors showed that PET imaging with [18F]
FUdR reliably visualises proliferating tumour 

tissue and is most suitable for the assessment of 
responses in tumours undergoing HSV-1-tk plus 
GCV prodrug activation gene therapy, whereas 
PET imaging with [18F]FDG or [18F]FET can be 
used as additional ‘surrogate’ biomarkers of the 
treatment response, although these radiotracers 
are less sensitive than [18F]FUdR for monitor-
ing tumour responses to prodrug activation gene 
therapy with HSV-1-tk and GCV in this model.

Especially bioluminescent reporter genes 
have emerged as particularly useful for evalua-
tion of therapeutic gene transfer and treatment 
response due to the operational ease, low cost 
and  high- throughput of OI. For example, our 
group introduced the FLuc gene in a lentivirus 
expressing shRNA against the DNA repair pro-
tein O6-methylguanine-DNA methyltransferase 
(MGMT) (Viel et al. 2013c). MGMT is respon-
sible for resistance against temozolomide treat-
ment, the standard chemotherapy in clinical 
application. The goal of the study was to use the 
highly specific and efficient RNA interference 
pathway to modulate MGMT expression to 
increase temozolomide efficiency in resistant 
gliomas. In this study, we used BLI to follow the 
success of viral transduction as well as the com-
bined treatment effect (Fig. 28.7). In another 
study, Söling and co-workers monitored suicide 
gene therapy in malignant glioma employing the 
prodrug activating system HSV-1-tk/GCV with 
BLI (Soling et al. 2004). The authors developed 
a fusion construct of HSV-1-tk and FLuc and 
showed that GCV-induced cytotoxicity in 
U87MG glioma xenografts stably expressing the 
fusion construct could be monitored by serial 
bioluminescence imaging and that biolumines-
cent signal intensities correlated to tumour vol-
ume changes measured with callipers. Especially 
the ability to image two or more biological pro-
cesses in a single animal greatly increases the 
utility of luciferase imaging for gene therapy 
purposes. Dual luciferase imaging takes advan-
tage from the fact that the luciferases from 
Renilla and firefly have different substrates, coel-
enterazine and D-luciferin, respectively, and thus 
can be imaged in the same living mouse with 
kinetics of light production being separable in 
time by separate injections of these two  substrates 
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(Waerzeggers et al. 2009a). Dual biolumines-
cence imaging has been used to monitor gene 
delivery via a therapeutic vector and to follow 
the effects of the proapoptotic therapeutic pro-
tein TRAIL in gliomas (Shah et al. 2003). Glioma 
cells stably expressing FLuc were implanted 
subcutaneously into nude mice, and the tumour 
growth was monitored in vivo over time by lucif-
erin administration and BLI. HSV amplicon vec-
tors bearing the genes for TRAIL and RLuc were 
injected directly into the FLuc-positive gliomas 
allowing superimposition of gene delivery to the 
tumour by coelenterazine administration and 
BLI. In contrast to mock-injected gliomas, 
tumour regression could be monitored with BLI 
after luciferin administration in TRAIL-treated 
gliomas over time. In a subsequent study, the 
same authors took advantage of the glioma track-
ing capabilities of neural progenitor cells (NPCs) 
to deliver therapeutic molecules to intracranial 
tumours (Shah et al. 2005). The authors engi-
neered mouse NPCs to simultaneously express 
FLuc and deliver a secreted form of TRAIL 
(sTRAIL) (NPC-FL-sTRAIL). By using a highly 
malignant human glioma model expressing 
Renilla luciferase, they showed that intracrani-
ally implanted NPC-FL-sTRAIL expressing 
both firefly luciferase and sTRAIL migrated into 
the tumours and induced profound antitumour 
effects. Again, using the dual luciferase imaging 
method, both NPC migration and tumour burden 
could be monitored in the same animal over time. 

Recently, a triple luciferase reporter system has 
been developed and characterised for in vivo 
monitoring of three distinct biological phenom-
ena over time with BLI using three different spe-
cific substrates (Maguire et al. 2013). In this 
system a codon-optimised luciferase from 
Vargula hilgendorfii (VLuc) is multiplexed with 
Gaussia (GLuc) and firefly (FLuc) luciferase, 
and the activity of these three reporter genes can 
be visualised after injection of the substrates, 
vargulin, coelenterazine and D-luciferin, respec-
tively. The triple luciferase reporter system has 
been used to monitor the response of glioma 
cells to a gene therapeutic approach using the 
secreted soluble variant of the anticancer agent 
TRAIL. In this study, VLuc imaging showed 
efficient sTRAIL gene delivery to the brain, 
while FLuc imaging revealed a robust antiglioma 
therapy. Further, nuclear factor-kB (NF-kB) acti-
vation in response to sTRAIL binding to death 
receptors in glioma cells was monitored by GLuc 
imaging (Maguire et al. 2013).

For gene therapy protocols to be effective, not 
only the level and duration of transgene expres-
sion are important. Even more essential are 
selective delivery and expression of the thera-
peutic transgenes in the tissue of interest, mostly 
cancer cells, with sparing of the surrounding 
normal cells to reduce side effects and the pos-
sibility of temporal induction of therapeutic gene 
expression to turn on/off therapeutic gene 
expression at the desired time point (e.g. when 
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Fig. 28.7 BLI to follow up a combined gene and chemo-
therapy protocol. Combined MGMT gene therapy and 
TMZ chemotherapy induces an inhibition of the tumour 
growth of resistant glioblastoma xenografts. LN18 wild- 
type cells were xenografted in nude mice. The lentiviral 
vector expressing the luciferase reporter gene and the 
shMGMT2 sequence (LV-CMVLuc-shMGMT2) was 
injected into the left tumours. The lentiviral vector 

expressing the luciferase reporter gene and the control 
small hairpin RNA (shRNA) sequence (LV-CMVLuc- 
shControl) were injected into the right tumours. Two days 
after virus injection, mice were divided in two groups and 
treated with daily intraperitoneal injections of 50 mg/kg 
TMZ (a) or dimethyl sulfoxide (DMSO) (b) (Modified 
from Viel et al. (2013c) with permission)
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vectors  maximally reached the target tissue or 
when the desired therapeutic effect has been 
reached). To demonstrate that non-invasive 
imaging of regulated expression of any type of 
gene after in vivo transduction by versatile vec-
tors is feasible, our group generated regulable 
HSV-1 amplicon vectors carrying hormone 
(mifepristone) or antibiotic (tetracycline)- 

regulated  promoters driving the proportional 
coexpression of two marker genes (a fluorescent 
gene [rfp or egfp] with either a PET [HSV-1-tk] 
or an optical [fluc] imaging gene) (Winkeler 
et al. 2007). Inducible and regulated gene expres-
sion could be monitored by fluorescence micros-
copy in culture and by PET (Fig. 28.8) or BLI 
in vivo (Fig. 28.9). Moreover, several strategies 

-mifepristone

MRI

[18F]FLT/
[18F]FDG

[18F]FLT/
[18F]FDG

- doxycycline + doxycycline

[18F]FHBG

[18F]FHBG
4.0h

-mifepristoneFig. 28.8 In vivo imaging 
of regulated gene 
expression. Multimodal 
imaging ([18F]FLT, [18F]
FDG and [18F]FHBG PET) 
of inducible gene 
expression by PET in nude 
mice bearing subcutaneous 
human Gli36dEGFR 
xenografts employing 
HSV-Switch-TG17 or 
HET6C-tk39. Mice were 
randomised to 
mifepristone- or 
doxycycline-treated (each 
group n = 7) and 
mifepristone- or 
doxycycline-untreated 
(n-mif = 8; n-dox = 12) 
groups. Indicated 
xenografts (arrowhead) 
were injected with 
HSV-Switch-TG17 and 
HET6C-tk39, respectively, 
48 h prior to PET imaging 
resulting in high 
accumulation of [18F]FHBG 
in HSV-Switch-TG17 or 
HET6C-tk39-infected and 
mifepristone- or 
doxycycline-treated 
tumours as compared to 
some background activity 
in non-treated tumours 
(This research was 
originally published in Plos 
One. Winkeler et al. (2007))

Y. Waerzeggers et al.



713

have been developed and  evaluated to selectively 
deliver and/or express transgenes in the tissue of 
interest. These strategies either utilise tissue- or 
tumour-specific promoters to drive transgene 
expression (transcriptional targeting) or use a 
variety of modifications on vector tropism (trans-
ductional targeting) (Waerzeggers et al. 2009a). 
For instance, Liang et al. coated an adenovirus 
expressing firefly luciferase from the CMV early 
promoter (AdCMVFLuc) with a recombinant, 
bi-specific molecule containing the soluble 
 portion of coxsackie- and adenovirus receptor 

(CAR) fused to epidermal growth  factor (EGF). 
By this procedure CAR-dependent adenovirus 
infection to normal tissue could be blocked and 
redirected to specific, EGFR- expressing, target 
cells (Liang et al. 2004a, b). After systemic 
administration of coated AdCMVFLuc, lucifer-
ase expression was reduced in the liver and was 
facilitated in tumour xenografts expressing high 
levels of the EGFR, as quantitatively demon-
strated by BLI.

The use of neural and mesenchymal stem cells 
for the treatment of brain tumours has attracted 
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Fig. 28.9 In vivo bioluminescence imaging of 
doxycycline- dependent gene expression over time. 
Bioluminescence imaging of induced Luc expression and 
image validation by histology. Unit for all colour scales 
as well as the histogram on temporal analysis was defined 
as photons/s/cm2/sr (p/s/cm2/sr). (a) Temporal analysis 
of up- and downregulation of Luc expression. HET-6C 
injection was performed intratumourally at day 0. Days 
where bioluminescent images were obtained are indi-
cated at the upper right corner, days of doxycycline treat-
ment at the top. (b) Quantitative analysis of luciferase 
signal (OFF- ON- OFF) in response to doxycycline. (c) 
Temporal analysis of up- and downregulation of Luc 

expression in the intracranial glioma model (OFF-ON-
OFF-ON). Indicated are the days of tumour growth. (d) 
Image validation by histology. BLI of a mouse bearing a 
subcutaneous glioma stably expressing Luc on its left 
shoulder after in vivo transduction with HET6C-Luc in 
the tumour on the right shoulder. Representative histo-
logical sections taken from the in vivo transduced tumour 
showing co-localisation of eGFP, expressed constitu-
tively from the herpes viral immediate early 4/5 pro-
moter, and RFP, expressed from the bidirectional 
regulated promoter (scale bar overlay, 150 mm; exposure 
time, 0.5 s) (This research was originally published in 
Plos One. Winkeler et al. (2007))
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much interest in recent years (Waerzeggers et al. 
2009a; Altaner and Altanerova 2012). The char-
acteristics of neural stem cells (NSCs) that make 
them attractive vehicles for targeted delivery are 
their tropic behaviour towards neoplasms. 
Aboody and colleagues (Aboody et al. 2000) first 
documented that modified exogenous NSCs 
injected into the contralateral hemispheres 
migrate over long distances to sites of gliomas in 
mice. Several groups have reported promising 
results with extended survival or reduced tumour 
growth after neural stem cell-based gene therapy 
in animal models of high-grade gliomas (Brekke 
et al. 2007). An intrinsic tumour-inhibition effect 
of neural stem cells has been observed after co- 
inoculation of NSCs with glioma cells or grafting 
into established gliomas. Also, due to the pluri-
potency of neural stem cells, their potential role 
may be to repair the damage caused by the brain 
tumours themselves and the neurological impair-
ment that is frequently associated with traditional 
cancer treatment approaches (Brekke et al. 2007). 
Until recently, the in vivo study of particular pop-
ulations of cells, such as NSCs, was mainly based 
on snapshot images from ex vivo histology. Thus, 
imaging techniques for in vivo longitudinal 
detection of the dynamics of these cells became 
desirable. Over the past years, the tumour- 
targeting abilities of implanted neural stem and 
progenitor cells have been monitored non- 
invasively with various imaging modalities, and 
most extensive information has been gained with 
reporter genes and optical imaging. Also cellular 
MR imaging techniques have been used increas-

ingly, and even PET imaging has been applied to 
detect stem cell migration and therapy in intra-
cranial glioma models. By the use of biolumines-
cence imaging systems, Shah and co-workers 
simultaneously monitored both the migration of 
NSCs towards gliomas and the efficacy of 
sTRAIL on the glioma burden in real time by 
dual enzyme substrate (RLuc/FLuc) imaging 
(Shah et al. 2005). However, in general, BLI 
offers poor tissue penetration and poor spatial 
resolution. Miletic et al. (Miletic et al. 2007) 
together with our group used a multimodal imag-
ing protocol combining multi-tracer PET and 
MRI to demonstrate that a subpopulation of bone 
marrow-derived mesenchymal stem cells can be 
used as tumour-infiltrating therapeutic cells 
against malignant glioma. The stem cells geneti-
cally engineered to express HSV-1-TK were 
injected into rat intracranial 9L gliomas. After 
transplantation, stem cell localisation and distri-
bution could be monitored non-invasively by 
means of the HSV-1-TK-specific PET radioli-
gand [18F]FHBG. In addition, the therapeutic 
effect of ganciclovir treatment could be moni-
tored sequentially by MRI and [11C]MET PET 
(Fig. 28.10) and strongly correlated with histo-
logical analysis.

Cellular imaging by magnetic resonance 
imaging (cellular MRI) provides another non- 
invasive dynamic method for evaluating the seed-
ing, migration and homing of magnetically 
labelled NSCs (Modo et al. 2005), as well as an 
excellent soft tissue differentiation with a high 
spatial resolution. This led Zhang and co-workers 

Fig. 28.10 Multimodal imaging of cell-based therapy. 
Representative three-dimensional MRI (T1-weighted 
FLASH, echo time = 5 ms, repetition time = 70 ms, 60° 
pulse, resolution 121 × 121 × 242 μm, postadministration 
of gadopentetic acid [Gd-DTPA]), [11C]MET PET and 
[18F]FHBG PET scans. Time points after tumour implan-
tation: (a–c) 6 days, MRI before ganciclovir (GC) treat-
ment; (d–f) 7–8 days, [11C]MET PET before GC 
treatment; (g–i) 12 days, [18F]FHBG PET during GC 
treatment; (j–l) 13 days, MRI during GC treatment; (m–o) 
14 days, [11C]MET PET during GC treatment; (p) 21 

days, MRI after GC treatment; (q) 22 days, [11C]MET 
PET after GC treatment. The three different groups were 
treated as described: (a, d, g, j, m, p, q) with injection of 
bone marrow-derived tumour-infiltrating cells expressing 
the genes for thymidine kinase and green fluorescent pro-
tein (BM-TIC-tk-gfp) injection and GCV treatment; (b, e, 
h, k, n) with BM-TIC-tk-gfp injection without GCV treat-
ment; (c, f, i, l, o) 9LDsRed only with GC treatment (daily 
intraperitoneal injections of 30 mg per kg GC for 10 days, 
starting at day 4 after BM-TIC-tk-gfp implantation) 
(Adapted from Miletic et al. (2007) with permission)

Y. Waerzeggers et al.



715

BMTIC-tk+GC BMTIC-tk 9LDsRed+GC

Day 6
MRI

Day 7–8
[11C]MET

Day 14
[11C]MET

Day 22
[11C]MET
(BMTIC-tK+GC)

Day 21
MRI
(BMTIC-tK+GC)

Day 12
[18F]FHBG

Day 13
MRI

a b c

d e f

g h

j k l

m n o

p q

i

28 Imaging in Neurooncology



716

(Zhang et al. 2004) to successfully monitor neu-
ral progenitor cells labelled with superparamag-
netic iron oxide particles (SPIO) in a rat 
gliosarcoma model using in vivo MRI as they 
infiltrated the tumour mass or as they tracked 
down invading tumour cells. Also, migration and 
incorporation of magnetically labelled NSCs into 
the angiogenic vasculature of brain tumours has 
been studied (Modo et al. 2005). Brekke and col-
leagues (Brekke et al. 2007) investigated the 
potential of cellular MR imaging to monitor 
in vivo the migration and infiltration of GRID- 
labelled murine NSCs (MHP36) from the seed-
ing site to the tumour region in a rat glioma model 
using longitudinal multiparametric MR imaging. 
Additionally, the authors were able to demon-
strate the therapeutic potential of the mere injec-
tion of neural stem cells through an MRI-based 
measurement of tumour growth and development 
of vasogenic oedema. Fulci et al. (2006) used cel-
lular MRI to non-invasively monitor innate 
immune response (iron oxide  nanoparticle- loaded 
macrophages) after glioma virotherapy in a syn-
geneic rat glioma model. Furthermore, the 
applied image protocol enabled the authors to 
image the increased efficiency of oncolytic viro-
therapy after preadministration of cyclophospha-
mide. The increased efficiency was credited to 
the immunosuppressive action of cyclophospha-
mide. Other studies used a combination of cellu-
lar MRI and nuclear imaging to evaluate the 
administration of stem cells as combined gene 
carrier and imaging systems (e.g. stem cells 
expressing the human sodium iodide symporter, 
hNIS, or HSV-1-tk and labelled with iron oxide 
or gadolinium) (Varma et al. 2012, 2013; Ribot 
et al. 2011).

Simultaneous tracking of transplanted stem 
cell fate and function non-invasively in vivo has 
gained increased attention as it can address many 
safety aspects of the use of these cells as targeting 
vehicles for gene therapy (stem cell distribution, 
normal or aberrant stem cell proliferation, extent 
and duration of transgene expression, response to 
therapy). To address this issue, Cao et al. (2007) 
stably transduced murine embryonic stem (ES) 
cells with double or triple fusion reporter gene 
constructs expressing monomeric RFP, firefly 

luciferase and truncated HSV-1-TK, respectively, 
injected these cells subcutaneously into nude 
mice and tracked cell survival non-invasively by 
bioluminescence and PET imaging. Such multi-
modality imaging approaches are successful to 
monitor transplanted stem cell survival and pro-
liferation in vivo and to assess the efficacy of sui-
cide gene therapy as a backup safety measure 
(death switch) against teratoma formation or for 
selective elimination of the cellular vehicles post 
tumour treatment (Alieva et al. 2012; Martinez- 
Quintanilla et al. 2013). Also our group addressed 
the feasibility of multimodal imaging for non- 
invasive and early detection of the safety aspects 
related with the use of stem cells as delivery vec-
tors for gene therapy. In this study, mouse NPCs 
genetically engineered to express HSV-1-TKGFP 
and FLuc (C17.2-LITG) were injected in the 
brains of mice bearing highly malignant human 
gliomas, either within the tumours or within the 
opposite brain hemisphere, or mice not bearing 
intracranial gliomas (Waerzeggers et al. 2008). 
BLI could not only detect migration of injected 
NPCs towards gliomas growing in the contralat-
eral hemisphere but was also able to detect aber-
rant cell migration towards the cerebellum and 
the spine, even in animals not bearing intracranial 
gliomas (Fig. 28.11). Furthermore, BLI and [18F]
FHBG PET imaging showed excessive prolifera-
tion of intratumourally injected NPCs. These 
results highlight the importance of non-invasive 
imaging as safety switch in cell-based studies. 
Most importantly, multimodal imaging of these 
cells transplanted into pre-established gliomas 
was obtained by MRI, PET and OI demonstrating 
for the first time that cells can be detected and 
followed by multimodal imaging in a clinically 
applicable imaging protocol (Fig. 28.12).

28.7  Imaging Tumour Chemo- 
and/or Radiosensitivity

Resistance to chemoradiotherapy is an impor-
tant cause of treatment failure in patients with 
cancer, including brain tumours, and one of the 
most significant obstacles in improving the effi-
cacy of cancer treatment. Non-invasive  imaging 

Y. Waerzeggers et al.



717

approaches to predict response to chemo- or 
radiotherapy would significantly aid in guiding 
more efficient clinical management at an early 
time point.

Chemotherapeutic failure is a multifactorial 
phenomenon related to initial resistance intrinsic 
to the tumour cells, resistance acquired by 

tumours during treatment or physiologic factors 
extrinsic to tumours (e.g. individual variations 
and pharmacokinetic behaviours of drugs). 
Moreover, resistance may be heterogeneous with 
respect to either different tumours in the same 
individual or even different cells in the same 
tumour (Hsueh et al. 2006). The term multidrug 

Fig. 28.11 Bioluminescence imaging of aberrant stem 
cell migration. C17.2-LITG cells were injected into the 
left striatum of a non-glioma-bearing mouse, and their 
behaviour over time was monitored with optical imaging. 
NPC migration in the direction of the cerebellar 

 hemispheres (red arrow) could be demonstrated 13 days 
after injection (red arrow); at 3 weeks, NPCs also local-
ised at the level of the thoracolumbar spine (green arrow) 
(Adapted from Waerzeggers et al. (2008) with 
permission)

Fig. 28.12 Multimodal imaging of intracranially injected 
C17.2-LITG cells. FeO-labelled C17.2-LITG cells were 
co-injected together with Gli36dEGFR human glioma cells 
(2 × 105 cells, 1:1) into the right striatum of a nude mouse, 

and in vivo imaging was performed by OI, PET and MRI to 
detect glioma growth ([18F]FLT PET and Gd-enhanced 
T1-weighted MRI) and stem cell survival and location 
(BLI, [18F]FHBG PET and T2*-weighted MRI)
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resistance (MDR) is commonly used to indicate 
an overexpression of the transmembrane protein 
P-glycoprotein (P-gp) encoded by the mdr1 gene. 
P-gp acts as an energy-dependent efflux trans-
porter that efficiently enhances outward transport 
and/or prevents entry of compounds such as anti-
cancer drugs, thereby resulting in decreased 
intracellular accumulation and thus decreased 
cytotoxicity. P-Glycoprotein confers cross- 
resistance to unrelated drugs that differ widely 
with respect to molecular structure and target 
specificity, including many natural product 
agents (e.g. paclitaxel, vincristine, doxorubicin, 
verapamil), as well as targeted anticancer agents 
(e.g. Gleevec, a kinase inhibitor) (Pichler et al. 
2005). P-gp is not only expressed in tumour cells 
but also in normal, non-malignant tissue involved 
in drug excretion and absorption such as the kid-
neys, liver and colon. Furthermore, P-gp is highly 
expressed in endothelial cells at the blood–brain 
interface and is an essential element of its barrier 
function and protects against neurotoxicity. The 
mechanism of mdr1 regulation in these tissues, 
particularly in response to xenobiotics and other 
environmental and physiologic stimuli, is not 
fully understood.

Several radiopharmaceuticals have been used 
as general probes for functional imaging of MDR 
pumps by measuring the efflux of these probes 
via the P-gp and other membrane transporters. 
The most commonly applied tracers are [99mTc]
sestamibi and [99mTc]tetrofosmin for SPECT 
imaging and [11C]verapamil and [18F]fluoropacli-
taxel for PET imaging, which can be used to 
quantify P-gp activity to predict response to che-
motherapy (Kelloff et al. 2005; Hsueh et al. 2006) 
or to monitor P-gp inhibition by cyclosporine 
(Sasongko et al. 2005). Also coelenterazine, the 
bioluminescent substrate of the reporter gene 
Renilla luciferase, is a well-known substrate for 
the multidrug transporter P-gp thereby enabling 
P-gp transport activity to be monitored in intact 
cells and living animals with non-invasive biolu-
minescence imaging. This approach has been 
used to non-invasively image the reversal of mul-
tidrug resistance in mice (Pichler et al. 2004). In 
cultured living cells, stably transfected with a 
codon-humanised Renilla luciferase, it was 

shown that low baseline coelenterazine-mediated 
bioluminescence could be fully enhanced 
(reversed) to non-P-gp-matched control levels 
with potent and selective P-gp inhibitors. This 
study emphasises the role of coelenterazine as a 
P-gp substrate, but at the same time raises con-
cerns regarding the indiscriminative use of 
Renilla luciferase and aequorin as reporters in 
intact cells and transgenic animals, since P-gp- 
mediated alterations in coelenterazine permeabil-
ity may affect results (Gross and Piwnica-Worms 
2005). Inhibition of the activity or expression of 
P-gp represents a valuable means to circumvent 
the drug resistance of cancer cells, and several 
approaches have been tested. In a study by Pichler 
et al., the effectiveness of a P-gp inhibition strat-
egy using shRNA interference against human 
MDR1 mRNA was tested and could be moni-
tored by direct bioluminescence imaging using 
coelenterazine (Pichler et al. 2005). Recently 
Park et al. investigated the feasibility of a combi-
nation of chemo- and radioiodide therapy and 
non-invasive imaging with a dual therapeutic 
vector expressing MDR1 shRNAi and a human 
sodium iodide symporter (hNIS) (Park et al. 
2008). The authors showed that shMDR-NIS- 
expressing cells showed a significant decrease in 
the expression of MDR1 messenger RNA and 
P-glycoprotein and that this inhibition enhanced 
the intracellular accumulation of paclitaxel, 
resulting in increased sensitivity to this chemo-
therapeutic agent. Furthermore, the shMDR- 
NIS- expressing cells showed a significant 
increase of 125I uptake and a marked decrease in 
cell survival rate after 131I treatment. Interestingly, 
the combination of doxorubicin and 131I displayed 
synergistic cytotoxicity that correlated with 
MDR1 inhibition and NIS expression in shMDR- 
NIS- expressing cells. In mice with shMDR-NIS- 
expressing tumour xenografts, small-animal PET 
with 124I clearly visualised shMDR1-NIS- 
expressing tumours.

To gain a better understanding of mdr1 tran-
scriptional regulation, Gu and colleagues 
recently developed a knock-in mouse model that 
uses a firefly luciferase gene inserted by homol-
ogous recombination into the murine mdr1a 
genetic locus and flanked by loxP sites, so that 
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Cre- mediated recombination is required to con-
figure the FLuc gene directly under the control 
of the endogenous mdr1a promoter (Gu et al. 
2009). The authors showed that this knock-in 
model can be used for non-invasive assessment 
of basal and xenobiotic-induced regulation of 
mdr1aFLuc expression in real time. With the 
chosen vector design, which requires Cre-
mediated recombination to achieve the FLuc 
knock-in, it should also be possible to control 
mdr1aFLuc expression spatially by mating 
mdr1aflox mice with Cre- donor mice that 
express Cre in a tissue-restricted way. Therefore, 
this mouse model represents a unique tool to 
study the magnitude and kinetics of mdr1a 
induction under a variety of physiologic, phar-
macologic, genetic and environmental 
conditions.

Since over 40 years, it is known that tumour 
cells at low oxygen tension are relatively radiore-
sistant (Belkacemi et al. 2007). In recent years, 
more and more studies indicate that hypoxia can 
also induce the expression of specific genes and 
promote a more aggressive tumour phenotype. 
These findings suggest that procedures which 
could accurately measure the hypoxic fraction of 
individual tumours before, during and after ther-
apy would permit valuable predictive informa-
tion about tumour response and identification of 
subgroups of patients that would benefit from 
hypoxia-targeted therapies, such as hyperbaric 
oxygen treatment, neutron radiotherapy or 
hypoxic radiosensitiser administration. As with 
chemoresistance, tumour radioresistance can be 
constitutional or acquired during treatment. The 
hypoxic fraction of individual tumours can be 
defined by microelectrode techniques or non- 
invasive imaging assays using different radiola-
belled products of the imidazole family. These 
markers are selectively reduced and accumulate 
in hypoxic cells and tissues. Most studied are 
18F-labelled 2-nitroimidazole derivates (MISO, 
FAZA, HX4) or the copper chelate Cu-diacetyl- 
bis(N4-methylthiosemicarbazone) (Cu-ATSM), 
and a significant correlation between tumour 
ligand uptake and radioresistance could be dem-
onstrated (Belkacemi et al. 2007; Wijsman et al. 
2013). Tumour hypoxia can also be measured 

indirectly with reporter genes sensitised to 
 overexpress genes being induced under hypoxic/
anoxic conditions, such as HIF-1. Hypoxic glioma 
tumour tissue has been imaged non- invasively and 
repeatedly in vivo through HIF-1-mediated activa-
tion of HSV-1-TKGFP reporter gene expression 
and PET imaging with [18F]FEAU (Serganova 
et al. 2004). Furthermore, Wen et al. showed the 
equivalence between hypoxia detection by the 
intratumoural distribution of [124I]FIAU or by [18F]
MISO (Wen et al. 2004). Furthermore, several MR 
imaging techniques can be applied to evaluate tis-
sue oxygenation and tumour hypoxia, such as 
dynamic contrast-enhanced (DCE) MRI, blood 
oxygen level dependent (BOLD) MRI, tissue oxy-
gen level dependent (TOLD) MRI, mapping of 
oxygen by imaging lipid relaxation enhancement 
(MOBILE) MRI or a combination thereof, and 
these techniques have been reviewed in depth by 
Price et al. (2013).

 Conclusion

Continuous refinements in available brain 
tumour models together with improvements in 
small- animal imaging techniques have led to a 
rapid progress in a variety of ways by which 
tumour biology can be monitored non-inva-
sively in living animals. Insights into the 
pathophysiological processes related to dis-
ease initiation and progression resulted in the 
identification of new molecular targets or 
treatment strategies. Functional and molecular 
imaging probes directed to disease-specific 
alterations have been developed and opti-
mised. These advances greatly increased our 
knowledge of disease dynamics and refined 
the design of effective therapeutic interven-
tions in a true translational manner. Ultimately, 
application of non-invasive imaging in animal 
brain tumour models will result in improved 
patient-tailored care by an individualised 
imaging-guided therapy approach.
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TE Echo time
TI Inversion time
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The aim of this chapter is to introduce several 
models of neuroplasticity and to illustrate how 
basic neuroplastic events including learning and 
cognition can be unraveled with different in vivo 
magnetic resonance imaging (MRI) tools.

29.1  Neuroplasticity 
and Cognition in Animal 
Research

One of the most crucial paradigm shifts in the 
field of neurosciences of the twentieth century 
was the notion that the adult brain is not fixed or 

immutable but can adapt structurally and func-
tionally in response to experience or injury. 
Today, this phenomenon is defined as experience- 
dependent neuroplasticity and is regarded as an 
interaction between innate genotype and environ-
mental stimuli to ensure proper functioning of 
neural networks and to maintain homeostasis 
upon changing surroundings (Butz et al. 2009; 
Nagy and Turecki 2012).

29.1.1  Timing: Critical Period 
Versus Adult Neuroplasticity

The brains’ ability to adapt is highest through-
out infancy and adolescence. When reaching 
adulthood, neuroplasticity is dramatically 
downregulated to stabilize and consolidate the 
patterns of cortical connectivity shaped by prior 
experience (Jon 2012). Although plasticity 
becomes downregulated, the adult organism is 
still able to acquire novel skills, to learn and 
retain memory (Takesian et al. 2013; Lövdén 
et al. 2013; Lamprecht and LeDoux 2004), and 
to overcome possible functional losses due to, 
e.g., stroke or trauma (May 2011; Overman and 
Carmichael 2014).

29.1.1.1  Critical Period Plasticity
Numerous examples exist illustrating the crucial 
importance of early life experiences on shaping 
adult behavior. Children suffering congenital cat-
aract or deafness should receive medical treat-
ment before, respectively, 6 weeks or 2 years 
after birth as to ensure, respectively, visual acuity 
(Fledelius et al. 2014) or auditory perception and 
language acquisition in later life (Svirsky et al. 
2004; Kral 2013). These observations can be 
explained by the existence of critical periods or 
precisely delineated time windows in early life 
during which environmental stimuli most 
potently shape cortical brain circuitries responsi-
ble for the acquisition of various skills needed 
later in life (Jon 2012). Interestingly, if the same 
stimulus is applied prior to or post opening or 
closure of the critical period, it will have a 
reduced effect (Jon 2012; Berardi et al. 2000), 
implying that the brain is only receptive to the 
specific input at the respective maturational win-
dow. Up to today, most research on critical period 
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mechanisms was dedicated to the development of 
the sensory systems such as the visual (critical 
period for ocular dominance plasticity (Hensch 
2004; Levelt and Hübener 2012)), auditory (Kral 
2013), and somatosensory system (whisker- 
barrel pathway (Erzurumlu and Gaspar 2012)) in 
mammals.

A very interesting model which displays a 
remarkable analogy with the critical period for 
human speech learning can be found in song-
birds, especially zebra finches (Doupe and Kuhl 
1999; Brainard and Doupe 2013). Indeed, similar 
to humans, zebra finches learn the tutor song dur-
ing two well-described partly overlapping critical 
periods in early life (for review, see Doupe and 
Kuhl (1999)). When the critical period for vocal 
learning closes, male zebra finches will sing one 
stereotyped song for the rest of their lives. The 
advantage of songbirds in plasticity research is 
that they produce an easily quantifiable behav-
ioral output, i.e., song, which reflects the respec-
tive phase of song learning and which can be 
easily related to the observed functional and 
structural brain changes. This makes songbirds a 
highly attractive model to study critical period 
plasticity beyond the acquisition of basic senso-
rimotor skills.

29.1.1.2  Maladaptive Critical Period 
Plasticity

Many neurological disorders result from 
improper critical period neuroplasticity. 
Evidence for this statement has been put for-
ward by Berger and colleagues who postulate 
that besides the involvement of genetic mecha-
nisms, early closure of the critical period for 
integration of sensory input, language, and 
social skills may lay at the basis of the behav-
ioral phenotype of autism spectrum disorder 
(Berger et al. 2013). Furthermore, several other 
neurodevelopmental disorders have been linked 
to maladaptive critical period plasticity, i.e., 
developmental intellectual disabilities such as 
Down and Rett syndrome (Fernandez and 
Garner 2007), schizophrenia (Bitanihirwe and 
Woo 2014), epilepsy (Coghlan et al. 2012), etc. 
In addition, animal models for drug addiction 
(Lüscher 2013), chronic pain (Petersen-Felix 
and Curatolo 2002), stress, and depression 
(Stepanichev et al. 2014) display maladjustive 

functional, structural, and biochemical brain 
plasticity along the course of pathology.

29.1.1.3  Learn and Retain Memory 
in Adulthood

Fortunately, neuroplasticity necessary for the 
establishment of higher cognitive skills is never 
entirely downregulated enabling adult organisms 
to learn in adult life. Pavlov described one of the 
first reports on animal learning when he noticed 
that dogs started salivating upon hearing the 
sound of the bell that previously always coin-
cided with serving food. From then onward an 
array of different learning and conditioning para-
digms have been developed, e.g., defensive with-
drawal reflex, eyeblink conditioning, operant 
conditioning, taste aversion conditioning, and 
fear conditioning. Other experimental procedures 
exist to assess the ability of laboratory animals to 
learn and retain memory, e.g., dry and water- 
based mazes, to investigate spatial learning.

A natural model, displaying spontaneous neu-
roplasticity throughout adulthood, is found in 
seasonal songbirds like the canary and the star-
ling. The neural substrate in control of singing 
displays substantial seasonal plasticity, i.e., the 
volume and interconnectivity between the song 
control nuclei dramatically increases in anticipa-
tion of the breeding season, preparing birds to 
sing (Tramontin and Brenowitz 2000; De Groof 
et al. 2008). Moreover, most seasonal songbirds 
are capable of adapting and extending their song 
repertoire on a yearly basis. Therefore, it leaves 
no surprise that seasonal songbirds have been 
studied extensively as a superior model for adult 
neuroplasticity related to learning and memory 
(De Groof et al. 2008, 2009, 2013a; De Groof 
and Van der Linden 2010; Van der Linden et al. 
2009a).

29.1.2  Recovery 
from Functional Loss

The brains’ ability to recuperate from injury is 
highest in early life but is not completely van-
ished during adulthood (Nahmani and Turrigiano 
2014). Interesting in this context is the impor-
tance of experience-dependent plasticity to pro-
mote recovery (Hannan 2014; Särkämö et al. 
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2014). Another example related to functional 
recovery post injury can be found in crossmodal 
plasticity defined as an adaptive reorganization 
of cortical circuitries in order to reallocate a spe-
cific brain area to process a new function after 
loss of the original one, following, e.g., congeni-
tal blindness or peripheral deafferentation (for 
review, see Frasnelli et al. (2011), Bavelier and 
Hirshorn (2010)).

29.1.3  Neurogenesis

Goldman and Nottebohm were the first to 
relate memory acquisition and retention to 
adult neurogenesis both in the context of song 
learning (Goldman and Nottebohm 1983; 
Nottebohm 1985) and in spatial memory of 
food caching in songbirds (Barnea and 
Nottebohm 1994, 1996; Leuner et al. 2006). 
Only by the late 1990s, this idea was supported 
in mammals by findings showing that newly 
generated cells are incorporated in the hippo-
campus and olfactory bulb (Carlén et al. 2002). 
Despite this information, the exact implication 
of neurogenesis in (hippocampal) memory for-
mation and retention remains elusive (Leuner 
et al. 2006; Stuchlik 2014).

Interestingly, several studies have found a 
positive correlation between physical exercise 
and the rate of hippocampal neurogenesis 
(Olson et al. 2006). Moreover, environmental 
enrichment, i.e., supplying the basic animal 
housing conditions with supplementary species-
specific challenges such as running wheels, lab-
yrinths, etc. (Baumans 2005), has been shown to 
increase the extent of neurogenesis (Brown 
et al. 2003) (for review of human and animal 
studies discussing the effects of exercise and 
environment on learning and cognition, see 
Hötting and Röder (2013), Voss et al. (2013)). 
Since neurogenesis alters the number of neurons 
in a given network and neurogenesis is pro-
moted upon physical exercise or upon housing 
in a more stimulating enriched environment, 
one can conclude that neurogenesis can be 
regarded as experience- dependent neuroplasti-
city as well.

29.2  Mechanisms Underlying 
Neuroplasticity

One of the most vital concepts describing the 
essence of all neuroplastic events can be found in 
the postulates of Donald Hebb summarized as 
“Cells that fire together, wire together.” Indeed, 
neuroplasticity relates to functional adaptations, 
such as long-term potentiation (LTP) and depres-
sion (LTD) (Malenka and Bear 2004), over 
microscale structural alterations such as the for-
mation of dendritic protrusions (Anthony and 
Karel 2009; Chen et al. 2014), to the establish-
ment of axonal projections, neurogenesis, and 
macroscale reorganization of functional and 
structural connectivity between distinct brain 
areas (De Groof et al. 2008; Oboti and Peretto 
2014; Gheusi et al. 2014; Barnes and Finnerty 
2010). Using invasive methodologies, several tar-
gets in control of creating a permissive environ-
ment for plasticity to take place have been put 
forward, i.e., (i) structural factors, e.g., myelina-
tion and perineuronal nets; (ii) metabolic mecha-
nisms, e.g., excitation-inhibition balance through 
GABA and glutamate; and (iii) molecular ele-
ments, e.g., BDNF, Otx-2, etc. (for review, see 
Tropea et al. (2009)). Recently, epigenetic mech-
anisms were proposed to be part of the interface 
between environmental stimuli experienced dur-
ing early life critical periods and the sustained 
molecular, cellular, and complex behavioral phe-
notypes (Fagiolini et al. 2009).

The ultimate goal of studying neuroplasticity 
would be to “unlock the brain” (Jon 2012) and 
restore levels of early neuroplasticity in adult-
hood as strategy to treat certain CNS disorders. 
Several attempts have been made (Jon 2012; Sale 
et al. 2010; Gervain et al. 2013), yet, further 
investigation is highly necessary and requires the 
appropriate tools to track the functional, bio-
chemical, and structural changes. In vivo nonin-
vasive magnetic resonance imaging (MRI) 
strongly complies with this and has proven to be 
an exquisite tool to guide more localized invasive 
methods to disentangle the observed neuroplastic 
events and cognitive processes up to the molecu-
lar level.
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29.3  In Vivo MRI: The Method 
of Choice to Study 
Neuroplasticity

MRI is a commonly used (pre)clinical imaging 
modality to visualize soft tissues such as the 
brain (for principle of MRI: Chapter 12). Most 
often the field of view occupies the entire brain, 
where high-resolution three-dimensional infor-
mation can be obtained, and the datasets can be 
viewed and virtually sliced along any possible 
plane. The noninvasive nature of this method 
allows performing dynamic longitudinal studies 
where functional, structural, and metabolic brain 
changes can be followed up in vivo over time or 
upon treatment where each animal serves as its 
own reference. This essential feature makes MRI 
an exceptional tool to observe neuroplastic adap-
tations both acutely and in more extended time 
frames and to establish causal correlations 
between the observed MRI findings and behav-
ioral to even molecular data from the same 
animal.

29.3.1  MRI: A Wide Range 
of Possibilities

A variety of MRI pulse sequences exist which 
exploit different characteristics of water protons 
in tissue. The most conventional and widely used 
MRI contrasts are found in T1-, T2-, T2

*-, and pro-
ton density-weighted images. The resulting 
images provide superior anatomical contrast 
allowing a qualitative assessment of overall brain 
anatomy easily distinguishing gray and white 
matter. Slight adaptation of the basic T1- and T2- 
weighted MRI pulse sequences enables a quanti-
tative evaluation of tissue properties reflecting 
tissue density, myelination, etc. (Deoni 2010). 
Besides anatomical assessment, specialized MRI 
techniques entail information on blood flow 
(arterial spin labeling, dynamic susceptibility 
contrast), diffusion properties (diffusion- 
weighted imaging, diffusion tensor imaging, dif-
fusion kurtosis imaging), functional activation 
(functional MRI, resting state functional MRI, 

pharmacological MRI), and even the metabolic 
profile of tissues (magnetic resonance spectros-
copy, chemical exchange saturation transfer). 
Most of these imaging contrasts do not require 
the administration of exogenous contrast agents 
as opposed to, e.g., PET (radioactive tracers), and 
do not rely on hazardous ionizing radiation, e.g., 
CT, making MRI a truly noninvasive and safe 
imaging tool.

29.3.2  Spatial and Temporal 
Resolution

The spatial and temporal image resolution is 
determined by the MRI modality of choice, the 
corresponding imaging pulse sequence, the 
signal- to-noise ratio, the acquisition time, and 
the available hardware. Temporal resolution pri-
marily affects functional imaging modalities. 
Despite many efforts to speed up acquisition by, 
e.g., echo planar imaging pulse sequences, multi-
band acquisition, and parallel imaging, fMRI still 
relies on the detection of the intrinsic hemody-
namic response of neural tissue to a given stimu-
lus which is markedly slower than the actual 
neural activity experienced by neurons, i.e., 
hemodynamic response situated in the order of 
seconds, whereas neuronal activity goes well 
beyond this frequency (Logothetis and Wandell 
2004; Logothetis et al. 2001). Besides its rela-
tively low temporal resolution, fMRI provides an 
excellent three-dimensional spatial resolution 
(0.2–1.0 mm) covering the entire brain and 
excluding the need for an a priori selection of 
brain regions involved. This strongly contrasts to 
other functional imaging techniques such as 
EEG, MEG, NIRS, and PET which in turn bene-
fit from a substantially higher temporal resolu-
tion (sampling frequency: ms).

Recently, in vivo microscopic imaging tech-
niques such as two-photon laser imaging have 
been applied to study the dynamics of synapse 
formation, synaptic reorganization, and cortical 
spine mobility (Vivo et al. 2013; Denk and 
Svoboda 1997; Majewska 2013). Unfortunately, 
this falls beyond the resolution of structural 
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MRI. In theory, the physical limitation of MR 
image voxel size is situated around 10 μm (Mori 
and Zhang 2006). In practice, however, achieving 
a reasonable signal-to-noise ratio coming from a 
(isotropic) resolution of 10–100 μm requires a 
large number of averages which results in a long 
acquisition time, merely confining such spatial 
precision to ex vivo experiments (for details: Part 
IV: Ex Vivo Validation Methods). On average, 
in vivo MRI experiments take up to 0.5–3 h and 
are characterized by a spatial resolution of 100–
200 μm (in plane).

29.4  In Vivo Imaging Techniques 
to Visualize Key Features 
of Neuroplasticity 
and Cognition

The previous sections discussed several biologi-
cal phenomena implicated in neuroplasticity as 
well as a few arguments in favor of using MRI to 
follow up neuroplasticity and cognition in vivo. 
The following paragraphs will provide an over-
view of each imaging modality with (1) a brief 
introduction, explaining the origin of the obtained 
tissue contrast in combination with its major 
advantages and disadvantages; (2) practical 
examples of the application of in vivo MRI to 
assess functional, structural, and metabolic 
aspects of neuroplasticity and cognition in rele-
vant animal models; and (3) references to papers 
or reviews concerned with practical details on 
how to optimize experimental protocols – from 
animal procedures to MRI pulse sequences – and 
how to analyze and interpret the data.

29.4.1  Functional MRI

Since its introduction over 20 years ago (Ogawa 
et al. 1992; Kwong et al. 1992), functional mag-
netic resonance imaging (fMRI) has become one 
of the most popular techniques in the field of cog-
nitive neurosciences for studying the localization, 
pattern, and time course of brain activity in (pre)
clinical and fundamental research (for reviews on 
the technique, see Di Salle et al. (1999), Logothetis 

(2008), Bandettini (2012)). To infer brain activity, 
fMRI measures activity- driven changes in local 
cerebral blood flow (CBF), blood volume (CBV), 
and metabolic rate of oxygen (CMRO2). This 
makes fMRI an indirect indicator of neuronal 
activity assessing what is commonly referred to as 
the hemodynamic response function (HRF). The 
complex interplay between CBF, CBV, and 
CMRO2 comprised in the HRF can be measured 
using blood-oxygen-level-dependent (BOLD) 
fMRI. BOLD is by far the most popular contrast 
used for fMRI and is based on the paramagnetic 
properties of deoxygenated hemoglobin. 
Figure 29.1 illustrates how neural activation can 
give rise to altered BOLD signals in fMRI (for 
review, see Logothetis and Wandell (2004b), 
Logothetis and Pfeuffer (2004), Malonek et al. 
(1997)). In order to accurately sample the hemo-
dynamic response to a specific task, MRI pulse 
sequences with a sufficient temporal resolution 
are required. Over recent years, numerous varia-
tions to the well-established EPI and GRASE 
pulse sequences have been developed realizing a 
repetition time up to 0.500 s (for review of recently 
implemented fast- and high-resolution fMRI 
sequences, see Feinberg and Yacoub (2012)).

Besides the BOLD contrast, it is possible to 
specifically detect brain activity based on changes 
in CBF or CBV. For CBV-weighted fMRI, an 
exogenous intravascular contrast agent is admin-
istered to increase the sensitivity of the functional 
imaging protocol (for review, see Smirnakis et al. 
(2007) and Kim et al. (2013) and chapter contrast 
agents). Using arterial spin labeling (ASL), a 
method in which blood protons in the brain- 
feeding arteries are magnetically tagged to serve 
as endogenous tracer, activity-induced changes 
in CBF can be measured directly (Detre and 
Wang 2002). One can use fMRI to study neuronal 
activity in response to a certain task (activity- 
induced fMRI), during rest (resting state fMRI, 
rsfMRI) or in response to acute drug challenges 
(pharmacological MRI, phMRI).

29.4.1.1  Activity-Induced fMRI
The primary and most exploited use of fMRI is 
the inference of neural activity in response to a 
certain sensorimotor or cognitive task. Along 
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with the choice of the right stimulus associated 
with the hypothesis, the way these stimuli are 
presented to the subject should be judiciously 
determined. The most commonly used stimulus 
presentation designs for fMRI experiments are 
(i) a block design and (ii) an event-related design 
(for review on fMRI study designs, see (Amaro 
and Barker (2006)). Most small animal fMRI 
studies are performed while animals are anesthe-
tized. This creates difficulties as anesthetics 
often affect vasculature and/or neuronal signal-
ing to different extents (Masamoto and Kanno 
2012). Therefore, depending on the animal 
model, the type of stimulus, and the expected 
effect, different anesthetics might be preferred 

(Schroeter et al. 2014; Tsurugizawa et al. 2010; 
Williams et al. 2010; Boumans et al. 2007). In 
case of phMRI, when the stimulation paradigm 
is combined with or consists of a pharmacologi-
cal challenge, not only the effect of the anes-
thetic on the neurovascular coupling should be 
evaluated but also the impact of the anesthesia 
on the targeted neurotransmitter system as well 
as the possible interactions between the anes-
thetic and the drug of interest. Although the use 
of anesthesia seems necessary to reduce motion 
and stress, efforts are being made to train ani-
mals, including rats (King et al. 2005; Ferris 
et al. 2006), mice (Jonckers et al. 2014; Desai 
et al. 2011), and even birds (De Groof et al. 
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Fig. 29.1 Schematic overview of the principle of BOLD 
fMRI. (a) When the brain is stimulated, local neural activ-
ity gives rise to a cascade of events which result in local 
changes in oxygen consumption and blood flow. This 
translation from neural to vascular signals is termed the 
‘neurovascular coupling’. First, the increased local meta-
bolic activity (including cerebral metabolic rate of O2 
(CMRO2)) results in a decrease in the ratio between oxy-
genated (oxy-Hb) to deoxygenated hemoglobin (deoxy-
Hb) in the blood. The paramagnetic properties of deoxy-Hb 
will induce an initial small dip in the BOLD signal reflected 
in changing T2(*) contrast (number 1 in panel a and c). 
Second, the initial, activity-induced oxygen consumption 
will be compensated by a massive increase in local blood 
flow (CBF) and vasodilatation resulting in an increased 

cerebral blood volume (CBV). The net increase in oxy-Hb/
deoxy-Hb ratio will overcompensate the metabolic O2 
demand resulting in a large peak in the BOLD signal 
(number 2 in panel a and c). (b) Small fluctuations in the 
BOLD response are present when no stimulus is given. 
The time course of the BOLD signal measured in resting 
state fMRI (rsfMRI) experiments can be extracted from 
different brain regions and is used to study functional con-
nectivity. (c) A typical time course of stimulus-induced 
BOLD signal changes. The percentage signal change com-
pared to the rest condition is indicated. When the temporal 
resolution allow it, the first small dip at the initiation of the 
stimulation followed by a peak in the BOLD signal can be 
picked up. The shape of the response follows the theoreti-
cal model of the hemodynamic response function
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2013b), to be scanned awake and to design 
adapted restraining setups (Lahti et al. 1998). 
The possibility of using awake animals in fMRI 
experiments extends the type of questions that 
can be addressed, but as the training is very time-
consuming, its implementation is not feasible for 
all fMRI studies. Finally, instabilities in physio-
logical parameters can greatly influence the HRF 
(Birn et al. 2006; Kalisch et al. 2001; Wise et al. 
2004). During the experiment one should there-
fore strive to maximal physiological stability or 
at least allow to account for instabilities within 
the data analysis steps by monitoring parameters 
such as body temperature, breathing rate, etc., 
closely while scanning.

To date, no consensus has been reached on the 
method of choice for fMRI data processing to 
extract activated brain regions from the fMRI 
time series. Typically, a voxel-based approach is 
opted. Prior to the voxel-based statistical model-
ing, some basic procedures are performed includ-
ing (1) slice-timing correction and realignment, 
(2) co-registration of functional and structural 
images and normalization to a standardized ste-
reotactic space, and (3) smoothing. A clear over-
view of these processing steps can be found in, 
e.g., Amaro and Barker 2006, Lindquist 2008, 
James et al. 2014. After preprocessing, the applied 
stimulation design (e.g., block design: box-car 
function) is convolved with a function which best 
describes how the BOLD signal evolves (e.g., 
HRF) in order to have a better estimation of the 
true design-related BOLD signal (Lindquist et al. 
2009). Finally, statistics can be performed via 
parametric or nonparametric methods resulting in 
statistical maps indicating areas of activation sur-
viving a preset statistical threshold. These maps 
are first created on single- subject level (first-level 
analysis) after which they are used in second-level 
analysis to perform group statistics. Besides maps 
indicating activated regions, alternative process-
ing techniques are available, e.g., dynamic causal 
modeling (DCM) which models interactions 
between activated regions to infer effective con-
nectivity (Friston et al. 2003).

Various human fMRI studies demonstrated 
altered neuronal activity caused by pathological 
conditions and/or associated with learning and 

memory processes. In early blind subjects, for 
example, fMRI studies have been very valuable 
in the study of crossmodal plasticity by visualiz-
ing neuronal activity in the visually deprived cor-
tex in response to a wide variety of nonvisual 
sensory inputs (e.g., Ptito et al. (2012)). 
Translational fMRI studies in animal models are 
of inestimable value to further elucidate the 
mechanisms controlling (the degree of) such neu-
ronal plasticity and their temporal profile (Van 
der Linden et al. 2009b; Pelled 2011).

Cortical reorganization after injury or disease 
can be reflected in changes in localization and 
magnitude of task-induced fMRI responses. 
Using fMRI in rodents, neuroplastic coping or 
recovery mechanisms were observed in models 
with lesions in the central and peripheral ner-
vous system (Li et al. 2013; Pelled et al. 2007; 
Pawela et al. 2010; Yu et al. 2010; Endo et al. 
2007). Indeed, after complete transection of the 
mid- thoracic spinal cord in rats, Endo et al. 
showed an enlarged region of activation partly 
invading the adjacent sensory-deprived hind 
limb cortical territory when stimulating the non-
affected forelimb (Endo et al. 2007). At present 
(experimental) stroke is one of the most popular 
models to study altered cortical activation using 
fMRI (Dijkhuizen et al. 2012; Pelled et al. 2002). 
Using contrast- enhanced CBV-weighted fMRI, 
Dijkhuizen et al. (2003) demonstrated an 
increased contralesional activation in the senso-
rimotor cortex early post- stroke which evolved 
into a partial recovery of ipsilesional and dimin-
ished contralesional activation patterns in the 
chronic phase (Dijkhuizen et al. 2003). This 
study indicates that activation patterns can also 
inform on lateralization of brain function. 
Alongside surgical interventions,  maladaptive 
plasticity has also been assessed in models of 
drug addiction (fMRI and/or phMRI).

In the healthy brain, fMRI can be used to 
study the effect of experience on shaping brain 
functional organization and activity. Researchers 
at Columbia University demonstrated in human 
subjects that fMRI activation patterns within the 
hippocampal formation changed over the course 
of an associative memory task (Small et al. 2001). 
Subsequently, they proved the contribution of 
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CA3 hippocampal neurons to the observed 
experience- dependent shift in brain activation by 
repeating the fMRI experiment in CA3 NMDA 
receptor knockout mice using an adapted sensory 
task, i.e., olfactory stimulation (Kent et al. 2007).

The mechanisms behind experience- 
dependent plasticity have been explored with 
fMRI by mapping functional network reorgani-

zation acutely after artificial induction of LTP in 
the hippocampus of adult rats. This study pro-
vided the first evidence of LTP-mediated global 
changes in brain activity and the feasibility of 
detecting rapid LTP-induced changes by in vivo 
BOLD fMRI (Alvarez-Salvado et al. 2014, 
Canals et al. 2009) (Fig. 29.2). In awake rabbits, 
fMRI was used to map changes in cerebellar 
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Fig. 29.2 Visualization of long-term potentiation (LTP) 
induced network reorganization using fMRI. LTP was 
induced in urethane-anesthetized rats with a protocol of 
high-frequency stimulation (HFS) of the perforant path, 
the main cortical input of the hippocampal formation 
(HF). (a) Functional maps thresholded and overlaid on 
anatomical scans, showing brain areas active during per-
forant path stimulation before (control) and after LTP 
induction (potentiation). The black arrowhead indicates 
the position of the tip of the stimulation electrode. LTP of 
hippocampal synapses resulted in increased responses in 
the hippocampus itself including areas contralateral to the 
stimulated perforant path (white arrows) illustrating 
increased interhemispheric communication. In addition, 

fMRI revealed recruitment of new structures including the 
nucleus accumbens (Acb), the anterior olfactory nucleus 
(AON), and the perirhinal (PRh) and prefrontal cortex 
(PFC). The black arrow points to the anterior commis-
sure, and asterisks mark image artifacts due to the ear 
channel. The color-coded scale represents positive and 
negative BOLD response in percent change from baseline. 
Potentiation of the responses is further illustrated by (b) 
changes in the BOLD signal time courses at different 
ROIs and (c) the number of significantly (p < 0.01) active 
voxels, indicating the volume of activated brain, before 
(black) and after (red) LTP induction. *p < 0.05, paired 
t-test (Reprinted from Canals et al. (2009) with permis-
sion from Elsevier)
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activity during an associative learning eyeblink 
paradigm. Evolution was seen in the laterality, 
location, and time course of the response within 
the cerebellum, demonstrating the latter’s 
involvement in eyeblink conditioning (Miller 
et al. 2003).

So far, most small animal fMRI studies are 
performed in adult animals. As a starting point for 
future fMRI studies in rodent ontogeny, age- 
related changes in the hemodynamic response 
itself were studied by using parallel fMRI and 
electrophysiological techniques with somatosen-
sory stimulation in the rat between postnatal day 
13 and adulthood. The results of this study showed 
a systematic decrease in latency and increase in 
amplitude of the BOLD signal over the studied 
time period and can be used as prerequisite in the 
interpretation of BOLD imaging data acquired in 
ontogeny (Colonnese et al. 2008).

As mentioned before, songbirds are an excel-
lent model to study plasticity induced by hor-
monal influences, vocal learning processes, and 
even memory (Van der Linden et al. 2009). The 
review by Van Ruijssevelt et al. (Van Ruijssevelt 
et al. 2013) discusses the implementation of audi-
tory fMRI in zebra finches along with the encoun-
tered technical challenges and applications so far 
(Van Ruijssevelt et al. 2013). Songbirds can be 
used to investigate brain activation patterns in 
response to simple and complex learned acoustic 
communication signals (De Groof et al. 2013a; 
Boumans et al. 2008; van der Kant et al. 2013; 
Poirier et al. 2009). In the paper by De Groof et al. 
(2013a), the technique was used to demonstrate 
hormone-induced (seasonal) changes in the fMRI 
activation patterns in response to songs with dif-
ferent social relevance even without changing the 
spectro-temporal properties of the songs (De 
Groof et al. 2013a) (Fig. 29.3).

29.4.1.2  Resting State fMRI
Brain activity continues even beyond participa-
tion to explicit tasks; as a result, activity- 
independent or spontaneous fluctuations of the 
BOLD signal can be observed when the subject is 
at rest. Since brain regions with comparable fluc-
tuation patterns are thought to be functionally 
connected (Lowe et al. 2000), these spontaneous 

low-frequency fluctuations of the BOLD signal 
(LFFs; typically ranging from 0.01 to 0.10 Hz) 
are used to investigate the functional architecture 
of the brain. Dedicated resting state fMRI 
sequences – most often gradient echo EPI – ben-
efit from a higher temporal resolution and shorter 
scan times as compared to stimulus- induced 
fMRI. In recent years, rsfMRI has become a sen-
sitive marker to study changes in brain circuitry 
beyond direct structural connections that are usu-
ally evaluated with anatomical techniques. For a 
more rigorous and detailed explanation of this 
method, we wish to refer to the many excellent 
textbooks and review articles available, e.g., van 
den Heuvel and Hulshoff Pol (2010); Kelly et al. 
(2012).

When performed in small animals, the sub-
jects are usually anesthetized during acquisition 
with varying effects of the used compound on 
functional connectivity (Williams et al. 2010; 
Jonckers et al. 2014; Peltier et al. 2005). 
Therefore, similar to stimulus-induced fMRI, 
caution should be taken when choosing the type 
of anesthetic for a particular study. Alternatively, 
the technique can also be performed in awake 
animals after habituation training (Jonckers et al. 
2014; Liang et al. 2011).

Preprocessing of resting state fMRI time series 
may include motion correction, slice- timing cor-
rection, global signal regression, spatial normal-
ization, temporal filtering, and spatial smoothing. 
The benefit of using these preprocessing steps 
remains, however, a controversial topic 
(Weissenbacher et al. 2009; Gavrilescu et al. 
2008; Chang and Glover 2009). For the post-pro-
cessing of rsfMRI data, various software pack-
ages exist supporting different processing 
strategies (van den Heuvel and Hulshoff Pol 2010; 
Margulies et al. 2010). The most widely used 
methods in the analysis of resting state data to 
infer functional connectivity are ROI-based 
(Biswal et al. 1995), seed-based analyses, and 
model-free, data-driven approaches such as inde-
pendent component analysis (ICA) (Calhoun 
et al. 2001; Beckmann et al. 2005). Besides ICA, 
other model-free methods include: hierarchical, 
partitional, and spectral clustering approaches and 
graph analysis (for methodological reviews, see 
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van den Heuvel and Hulshoff Pol (2010), 
Margulies et al. (2010)). Over the last years, graph 
analysis has gained substantial interest as rsfMRI 
data analysis approach (especially in combination 
with MRI contrasts sensitive to structural connec-
tivity such as diffusion tensor imaging (Bullmore 
and Sporns 2009)). Finally, by applying Granger 
causality analysis, rsfMRI data can be used to 
approach effective connectivity in which the 
directionality of the connectivity between regions 
is considered (Roebroeck et al. 2005).

Functional connectivity assessed using 
rsfMRI is believed to reflect the basic and intrin-
sic organization of the resting brain. In humans 
and to some extent also in rodents, large-scale 
“resting state networks” can be detected includ-
ing brain regions involved in, e.g., auditory pro-
cessing, motor function, visual processing, 
memory, executive functioning (Damoiseaux 
et al. 2006; Jonckers et al. 2011), and the so- 
called default mode network which is active 
during rest and deactivated during goal-directed 
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Fig. 29.3 The effect of season on differential song pro-
cessing. (a) Statistical map of voxels displaying a signifi-
cant seasonal difference in differential song processing 
i.e. a stronger response to songs used for individual recog-
nition (INDIV) compared to songs used for species-spe-
cific recognition and sharing within the group (SPEC) 
between breeding and nonbreeding season ([INDIV vs. 
SPEC] breeding vs. [INDIV vs. SPEC] nonbreeding); 
F-test from repeated measures ANOVA; N = 5). F-values 
are color coded according to the scale displayed on the 
right. The position of the slice along the X (left/right)-axis 

is indicated (the + sign indicates that results are from the 
right hemisphere). (b) Estimates of the relative (vs. rest) 
response amplitude (+ SEM) of neural activations elicited 
by the different song stimuli in the cluster illustrated in (a) 
(values from the voxel with the maximum F-value). The 
zero level corresponds to the estimated mean activation 
during rest periods. The circle indicates that the difference 
between seasons shows a trend (°p < 0.1), and the star 
indicates statistically significant difference between sea-
sons (∗p < 0.05) (Reprinted from De Groof et al. (2013a) 
with permission from Frontiers)
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behavior (Lu et al. 2012; Fransson 2005). These 
large-scale networks can be further divided in 
subregions reflecting network topology. By 
examining alterations in functional connectivity 
within or between these networks, rsfMRI is a 
powerful tool to study aspects of plasticity 
involving cortical reorganization, global net-
work rearrangements, and changes in region-to-
region functional connectivity. As such, rsfMRI 
has emerged as a useful tool to study large-scale 
brain network maturation in infants and young 
children (Uddin et al. 2010). The utility of the 
technique for the assessment of maladaptive 
neuroplasticity in neurodegenerative disease is 
illustrated in a study investigating a transgenic 
mouse model for Alzheimer’s disease in which 
increased functional connectivity was revealed 
between CA1 and cortical areas after environ-
mental enrichment (Little et al. 2012) which 
might be linked to previously demonstrated 
increased hippocampal neurogenesis in similar 
circumstances (Herring et al. 2009). 
Furthermore, in a rat model of stroke, behav-
ioral recovery of sensorimotor function was cor-
related to a re-establishment of resting state 
interhemispheric functional connectivity in the 
same animals (van Meer et al. 2010). 
Interhemispheric neuroplasticity was also stud-
ied following peripheral nerve injury in rats 
(Pawela et al. 2010) and following transcranial 
direct current stimulation in humans where 
increased interhemispheric connectivity is 
believed to be associated with the beneficial 
effects of the stimulation on cognitive functions 
such as working memory and planning ability 
(Park et al. 2013).
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29.4.2  Structural MRI

The most well-established relationship between 
functional and structural brain changes is found 
in the physiological mechanism underlying learn-
ing and memory, i.e., the effects of LTP on syn-
apse formation (Butz et al. 2009; Muller et al. 
2002). The following paragraphs will discuss dif-
ferent MRI contrasts designed to evaluate brain 
volume and shape, intrinsic tissue properties and 
microarchitecture, overall structural connectivity, 
and neuronal migration.

29.4.2.1  Quantitative Anatomy

Volumetry and Morphometry
Conventional T1-, T2-, and proton density- 
weighted images provide qualitative informa-
tion on overall (brain) anatomy, realizing a clear 
structural segmentation between gray and white 
matter and facilitating the localization of abnor-
malities, e.g., tumors or traumata. In case of suf-
ficient image resolution, volumetric (volume, 
size) and morphometric (shape) analyses can be 
performed by very simple delineation of brain 
ROIs. In addition to manual delineation, several 
automated segmentation procedures exist which 
are perfectly suited for volumetric and morpho-
metric analyses (Galinsky and Frank 2014; 
Focke et al. 2014). The latter include three main 
approaches: (1) deformation-based morphome-
try, focused on finding differences in relative 
position of structures within the brain (Chung 
et al. 2001); (2) tensor-based morphometry, 
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concentrated on local shape changes of distinct 
brain regions (Freeborough and Fox 1998); and 
(3) voxel-based morphometry (VBM) which 
infers group differences in gray and white mat-
ter concentration after discounting for individ-
ual differences in overall anatomy and position 
(Ashburner and Friston 2000; Whitwell 2009). 
VBM is the most commonly used method. A 
subset of different preprocessing steps needs to 
be fulfilled before a statistical map indicating 
structural differences is obtained. In brief, all 
structural images need to be segmented (in gray 
matter, white matter and CSF) and spatially nor-
malized to a common stereotactic frame (i.e., 
template or atlas) after which the resulting 
images are smoothed (a clear overview of the 
different preprocessing steps can be found in 
(Whitwell 2009; Mechelli and et al. 2005)).

One of the first applications of VBM in a 
research setting was a study by Maguire et al. 
who revealed a size difference in the posterior 
hippocampus of London taxi drivers compared to 
age-matched controls suggesting that the poste-
rior part of the hippocampus is involved in spatial 
navigation and memory (Maguire et al. 2000). 
The first VBM studies showed the power of using 
a voxel-based approach and inspired many other 
researchers to apply this technique to reveal ana-
tomic changes induced by, e.g., motor learning 
such as juggling in healthy subjects (Sampaio- 
Baptista et al. 2014; Boyke et al. 2008), structural 
changes resulting from daily music listening to 
facilitate recovery after stroke (Särkämö et al. 
2014), as well as volumetric and morphometric 
alterations of brains suffering from, e.g., 
Alzheimer’s disease (Li et al. 2012; Busatto et al. 
2008). Also in animal research, where it is often 
more difficult to “mathematically” discriminate 
between gray and white matter, VBM revealed an 
increased hippocampal volume after a prolonged 
period of voluntary wheel running in mice 
(Biedermann et al. 2012) (Fig. 29.4) and wide-
spread gray matter volume changes after 7 days 
of voluntary wheel running in rats (Sumiyoshi 
et al. 2014). In addition, VBM was successfully 
implemented in several species to assess the neu-
roanatomical characteristics of healthy aging in, 
e.g., dogs (Tapp et al. 2006) and primates (Sawiak 

et al. 2014). Hopkins and coworkers identified 
gray matter asymmetries in the chimpanzee cor-
tex using VBM (Hopkins et al. 2008). 
Alternatively, deformation-based morphometry 
has been applied in high-resolution ex vivo three- 
dimensional datasets to examine rapid structural 
neuroplastic adaptations elicited by different 
maze training protocols (Lerch et al. 2011), to 
uncover the structural correlate of memory loss 
in Alzheimer mice (Lau et al. 2008), and to assess 
early structural shape differences in the striatum 
of Huntington mice compared to wild types 
(Lerch et al. 2008).

One should bear in mind that when studying 
developing or injured brains, the overall brain 
architecture and intrinsic tissue properties 
undergo massive changes either due to matura-
tion or recovery which directly affect T1- and T2- 
relaxation properties (Paus et al. 2001; Dubois 
et al. 2014). Changing T1 and T2 properties 
implies that the ideal TR and TE evolve over 
ontogeny, which indicates that if a constant com-
bination of TR and TE is applied over the entire 
development, this might lead to suboptimal 
image contrast thus interfering with accurate 
delineation of brain ROIs. Moreover, certain neu-
roplastic events might involve very subtle altera-
tions in volume or shape that can easily be missed 
when merely considering volumes or shapes of 
tissue. Interestingly, since the longitudinal and 
transverse relaxation rates are intricately linked 
to tissue microstructure and biochemistry, quan-
titative analysis of the T1- and T2- relaxation 
times provides a wealth of information on neuro-
plastic changes associated with brain maturation, 
disease, etc.

Quantitative Relaxometry
Slight adaptation of the basic T1- and T2-weighted 
inversion recovery and spin-echo pulse sequences 
allows quantitative assessment of T1- and T2- 
relaxation times which are intrinsically linked to 
ultrastructural tissue characteristics in terms of 
local tissue density, concentration of paramag-
netic atoms, protein and lipid constitution, and 
abundance of macromolecules (Deoni 2010). 
Quantitative T1 and T2 mapping is often referred 
to as “quantitative relaxometry” and is commonly 
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used to follow up early brain development and 
aging as well as disease-related tissue alterations 
involving myelination and/or demyelination, 
inflammation- edema, necrosis, iron accumula-
tion, axonal growth, gyrification, etc. (for meth-
odological review, see Deoni (2010)).

In order to determine the T1- or T2-relaxation 
time of a specific brain region of interest, the 
same dataset needs to be acquired several times 
where each acquisition is performed with a dif-
ferent TI or TE, respectively. Then, a voxel-wise 
exponential fitting of the obtained datasets is per-
formed, where for each acquisition the signal 
intensities of a given voxel are set out to the 
proper TI or TE. Based on this exponential fit, a 

map is created where each voxel encodes the 
actual (absolute) relaxation time (T1 or T2). A 
more elaborate discussion of the acquisition and 
processing of T1 and T2 maps can be found in 
Deoni (2011), Dula et al. (2009), Crawley and 
Henkelman (1987), Shrager et al. (1998). Besides 
the advantage of assessing quantitative parame-
ters which directly relate to specific tissue char-
acteristics, relaxometry is independent of the MR 
system or hardware used, enabling to compare 
results obtained in different institutions.

Similar to the volumetric and morphometric 
analyses mentioned above, regions of interest can 
be delineated on the estimated T1 and T2 maps after 
which quantitative indices (T1- or T2- relaxation 

a

b

Fig. 29.4 Visualization of the outcome of voxel-based 
morphometry statistics comparing a group of voluntary 
running and sedentary mice. (a, b) are color-coded statisti-
cal maps indicating all voxels where the exercise group 
showed significantly higher gray matter volumes compared 

to the control group. Both clusters can be colocalized with 
either the left or the right hippocampus. The results are 
overlaid to a T2-weighted template image (p < 0.001 uncor-
rected, 200 voxels cluster size) (Reprinted from Biedermann 
et al. (2012) with permission from Elsevier)
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time) can be extracted and statistically analyzed. In 
addition, also voxel-based approach has been intro-
duced in this field (Pell et al. 2004). Instead of 
using the actual transformation parameters, e.g., 
the deformation fields, the voxel intensities of nor-
malized datasets to which the deformation fields 
have been applied provide the necessary input for 
statistics. In other words, after successful spatial 
normalization, macroscopic shape and volume dif-
ferences are discounted leaving only differences in 
voxel intensity – relaxation time – to be tested.

Several research groups have used quantitative 
relaxometry to follow up developmental brain 
changes in ontogeny in both healthy subjects and 
mice (Dubois et al. 2014; Kara et al. 2013; Ding 
et al. 2004). Kharatishvili and colleagues revealed 
that T2-relaxation alterations could be linked to 
acute and long-term neurodegenerative changes 
resulting from epileptic seizures evoked by pilo-
carpine treatment (Kharatishvili et al. 2014) or 
TBI (Kharatishvili et al. 2009). Myelination char-
acteristic to brain maturation during ontogeny is 
regarded as one of the major critical period delin-
eators since it structurally inhibits neuroplasticity. 
Besides T2 relaxometry, several other methods 
exist which extend information on different 
aspects of myelin content and organization within 
the brain. Recently, multicomponent relaxometry 
has been introduced (MacKay et al. 1994). This 
method is used to determine the myelin water 
fraction or the water trapped in between myelin 
sheets as in indirect measure of myelin content 
(MacKay et al. 2006). For a technical review on 
water- based myelin imaging tools, we refer to 
Alonso- Ortiz et al. (2015). Besides relaxometry, 
alternative methods are available to monitor white 
matter changes, e.g., magnetization transfer 
imaging (MTC) and diffusion tensor imaging 
(DTI).

Review

• Deoni SCL. Quantitative relaxometry of the 
brain. Top Magn Reson Imaging. 2010;21(2): 
101–13. doi: 10.1097/RMR.0b013e31821e56d8.

• Dula et al. Optimal echo spacing for multi- 
echo imaging measurements of bi-exponential 
T2 relaxation. J Magn Reson. 2009.

• Crawley and Henkelman. Errors in T2 estima-
tion using multislice multiple-echo imaging. 
Magn Reson Med. 1987.

• Shrager et al. Optimal time spacings for T2 
measurements: monoexponential and biexpo-
nential systems. NMR Biomed. 1998.

29.4.2.2  DTI
Diffusion tensor imaging (DTI) was introduced 
in the 1990s by the research group of Le Bihan 
(Basser et al. 1994). As compared to conventional 
MRI, DTI provides a noninvasive means for 
characterizing tissue microstructure and macro-
scopic fiber orientation in, e.g., muscle (Longwei 
2012) and nervous tissue (Le Bihan et al. 2001), 
by measuring the random molecular Brownian 
motion (diffusion) of water molecules. The quan-
tification of diffusion in tissues is achieved by 
supplementing a standard spin-echo pulse 
sequence with diffusion-encoding gradients 
(Stejskal and Tanner 1965). The phase difference 
induced by the translational motion of water mol-
ecules (during the two diffusion- encoding gradi-
ents) forms the basis of quantifying the diffusion 
properties of tissue (detailed description in Mori 
and Zhang (2006)).

By characterizing the overall three- dimensional 
diffusion profile of water molecules within a 
voxel, inferences can be made concerning the tis-
sue microarchitecture situated within that voxel. 
For example, cerebrospinal fluid imposes few 
boundaries on the movement of water molecules 
resulting in a  direction- independent or isotropic 
diffusion profile. In contrast, white matter con-
tains myelinated axons and cell membranes which 
force water molecules to move along fibers as 
compared to traveling perpendicular to them; this 
is referred to as an anisotropic diffusion profile 
(Beaulieu 2002). Then the question remains how 
to “measure” the three- dimensional diffusion 
profile.

The simplest diffusion-weighting experiment 
consists of two acquisitions: firstly a regular data-
set without diffusion weighting and secondly the 
same dataset with application of a diffusion gra-
dient is acquired. This way an apparent diffusion 
coefficient (ADC) map can be calculated where 
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the intensity of each voxel is proportional to the 
extent of diffusion. ADC maps are a valuable tool 
in the clinic to detect brain areas affected by, e.g., 
acute stroke (Campbell and Macrae 2015). The 
combination of the strength, duration, and shape 
of the applied diffusion gradient defines the dif-
fusion weighting and is represented by the “b 
value” (expressed in s/mm2). ADC maps, how-
ever, only inform about the overall diffusion in a 
given voxel without deriving any information on 
specific character of interactions between tissue 
and water molecules or on the three-dimensional 
spatial diffusion profile. Moreover, the ADC con-
trast and thus diffusion measurement per se are 
highly dependent on the direction of the applied 
diffusion gradient: only water motion along the 
applied diffusion gradient axis can be detected. 
This observation leads to the notion that the 
three-dimensional diffusion profile of water mol-
ecules within one voxel can be characterized 
when at least six independent measurements are 
performed, each applying a diffusion gradient 
along a different noncoplanar direction (Basser 
et al. 1994). This is exactly what is aimed for in 
DTI (for detailed information, see Jones (2010), 
Mori and Tournier (2013)).

Starting from the raw diffusion-weighted data, 
several quantitative indices can be extracted 
which inform on the estimated diffusion profile 
of water molecules within one voxel, i.e., the 
three diffusion tensor eigenvalues (λ1, λ2, λ3), 
mean diffusivity (MD), and fractional anisotropy 
(FA; for detailed overview of DTI (pre)process-
ing pipeline, see Soares et al. (2013)). These 
parameters are computed for each voxel in the 
dataset, which results in different maps, each 
containing information on a specific DTI 
 parameter. In general, a diffusion gradient sam-
pling scheme including at least 30 unique and 
evenly distributed diffusion gradient orientations 
is needed to robustly estimate FA, MD, and the 
tensor orientation represented by the eigenvalues 
(Jones 2004). Again several basic processing 
techniques can be applied, i.e., histogram analy-
sis, extraction of quantitative DTI parameters 
from manual or automatic delineation of ROIs, or 
comparing DTI-parameter maps between groups 
on a voxel-based level (for technical comparison 

between two most often used voxel-based DTI 
processing tools, see Abe et al. (2010)). The latter 
two techniques, ROI- and voxel-based analyses, 
are in line with the previously described princi-
ples. Histogram distributional analysis on the 
other hand informs on global diffusion altera-
tions enabling to detect subtle changes that affect 
the entire brain (after removal of CSF signal). An 
elaborate discussion on the different processing 
strategies in a group-versus-group study design 
can be found in Chapter 29 of Jones (2010). In 
addition to these basic processing techniques, 
also more advanced methods exist, e.g., tractog-
raphy (Chung et al. 2011) and graph theory-based 
connectivity mapping (especially interesting 
when performed together with functional MRI 
(Bullmore and Sporns 2009)). For these more 
advanced applications such as fiber tractography, 
it is recommended to acquire as many diffusion 
gradient directions (high angular resolution) as 
possible within the experimental time frame 
(Jones 2004; Mangin et al. 2013). The estimation 
of more complex spatial diffusion profiles can be 
realized by alternative methods, e.g., HARDI 
(high angular diffusion imaging (Tuch et al. 
2002)), Q-ball imaging (Tuch 2004), etc. The lat-
ter method is expected to resolve subvoxel geom-
etries such as multiple intra-voxel fiber 
orientations such as crossing, bending, twisting, 
or fanning fibers.

A low signal-to-noise ratio (SNR) – due to dif-
fusion weighting – and a long acquisition time 
are inherent to DTI. The first can be overcome by 
increasing the number of diffusion gradient 
directions within a given experiment, which then 
again results in a longer acquisition time. SNR 
should be closely evaluated since low SNR can 
cause underestimation of the diffusion anisotropy 
of the effective diffusion tensor (Jones and Basser 
2004). The latter can partly be overcome by utili-
zation of state-of-the art rapid imaging tech-
niques such as EPI (echo planar imaging) and 
parallel imaging. Although EPI markedly reduces 
the total acquisition time (100–150 ms/image), 
this sequence induces severe image distortion 
which markedly aggravates with higher magnetic 
field strengths. This imposes several practical 
challenges for in vivo small animal research. In 
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addition, EPI sequences can only achieve a lim-
ited spatial resolution, which is often confined to 
0.2 mm slice thickness for in vivo preclinical 
imaging and is extremely prone to movement 
artifacts evoked by, e.g., breathing. Similar to 
quantitative relaxometry, DTI is highly sensitive 
but unfortunately notoriously unspecific to a 
wide range of biological phenomena making that 
the biological interpretation of the obtained 
results is not always straightforward (Mori and 
Zhang 2006; Jones et al. 2013), especially since 
different microscopic tissue properties might 
result in a similar parameter readout. 
Consequently, in order to establish a profound 
knowledge of the underlying neuroplastic events, 
additional measures need to be undertaken.

DTI has been thoroughly explored in the field 
of small animal MRI. Concha 2014 provides an 
extensive overview of how diffusion MRI data 
can inform on biological tissue remodeling and 
white matter pathologies both in clinical and 
research environments (Concha 2014). Ample 
evidence of structural remodeling in response to 
motor and spatial maze learning has been pub-
lished as well (Sampaio-Baptista et al. 2014; Sagi 
et al. 2012; Hofstetter et al. 2013; Blumenfeld- 
Katzir et al. 2011). Disregarding the often long 
acquisition times needed for acquiring high- 
resolution DTI datasets, several groups report on 
using in vivo DTI to study early ontogeny. 
Olaverria and colleagues propose to use DTI as a 
tool to predict the critical period for the visual 
system in different species by targeting callosal 
and cortical projections related to the visual sys-
tem in young animals (Jaime et al. 2012). In line 
with this statement, Chan and coworkers investi-
gated the effects of early visual impairment on 
retinal and callosal projections in rats by using 
DTI in combination with MEMRI. They showed 
that the anterior and posterior retinal projection 
projecting from the deprived (enucleated) eye 
possessed a significantly lower FA, whereas the 
non-deprived eye was characterized with a higher 
FA as compared to controls (Chan et al. 2012). 
Another study by Cai and colleagues reported on 
acquiring high-resolution DTI data in rat pups at 
the fifth postnatal day. By inducing a state of 
mild-to-moderate hypothermia, they succeeded 

in lowering physiological motion-related arti-
facts. Their main research interest was focused 
on investigating the (micro)structural effects of 
cocaine exposure to dams on their offspring (Cai 
et al. 2011). However, since the water diffusion 
constant is highly dependent on the temperature 
(Einstein 1905), changes or fluctuations in body 
temperature strongly affect diffusion per se and 
thus will change the DTI outcome (diffusion 
MRI thermometry (Le Bihan et al. 1989)). This 
stresses the need to strictly control the animals’ 
body temperature during acquisition.

Besides its use in mammalian species, DTI 
has proven to be the perfect tool to noninvasively 
assess morphological and cellular changes of the 
songbird brain in different conditions both relat-
ing to the photoperiod (season) and to specific 
endocrine status (reviewed by De Groof and Van 
der Linden (2010)). In brief, De Groof and 
coworkers succeeded in detecting seasonal 
changes in connectivity between distinct parts of 
the neural circuitry in control of singing behavior 
(De Groof et al. 2008) (Fig. 29.5); moreover, they 
were the first to describe seasonal plasticity in the 
optic chiasm, interhemispheric connectivity, and 
the avian analogue of the social behavioral net-
work directing aggressive and courtship behavior 
(De Groof et al. 2009).
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damage, repair, and plasticity of white matter. 
Neuroscience. (0).

• Abe O, et al. Voxel-based analysis of the dif-
fusion tensor. Neuroradiology. 2010;52(8): 
699–710.

29.4.2.3  Contrast-Enhanced MRI
The intrinsic MR contrast attributable to differ-
ences in relaxation properties of water molecules 
in the tissues is not always sufficient to accurately 
differentiate brain architecture; moreover, the 

Fig. 29.5 Seasonal reinforcement 
of the pathway directly 
responsible for the motoric aspect 
of song production in adult male 
starlings. The top row displays 
two sagittal FA maps (left rostral, 
right caudal) of the same starling 
in spring (left) and summer 
(right). The tract connecting two 
nuclei of the song control system 
(HVC and RA) is indicated by an 
arrowhead. The second row 
presents two histological tissue 
sections stained with Luxol 
(myelin), at the same anatomical 
location as the first row. The third 
row contains fiber tracking results 
with a seed point near nucleus 
RA. The inserts below present 
voxel-wise glyphs (schematic 
representation of the diffusion 
tensor) of the OM tract connecting 
the HVC-RA tract to the 
downstream vocal organ. The 
main finding of this study was that 
the connectivity between both 
nuclei strongly changed over the 
season, indicated by in vivo DTI 
and confirmed by postmortem 
histology (Reprinted from De 
Groof et al. (2008) with 
permission from John Wiley and 
Sons)
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MR signal is not always sensitive enough to pick 
up specific biological phenomena including 
activity-dependent neural connectivity, neuro-
genesis, and cell migration. This highlights the 
need for exogenous specific contrast-enhancing 
agents.

In general two main groups of MR contrast 
agents can be distinguished. The first group of 
compounds directly reduce the T1 relaxation of 
the tissue where they accumulate, resulting in 
hyperintense (bright) signal on T1-weighted 
images (positive MRI contrast, e.g., gadolinium 
or manganese). The latter contrast agents induce 
local magnetic field inhomogeneities which 
actively shorten T2-/T2*-relaxation time of pro-
tons in close vicinity of the administered contrast 
agent. This results in a faster signal decay visible 
as hypointense (dark) signal on conventional 
images (negative MRI contrast, e.g., iron oxide 
particles). A more elaborate discussion of MR 
contrast agents can be found in Sect. 13.2 MR 
Contrast Agents of this book; in the following 
sections, specific applications of manganese- 
enhanced MRI (MEMRI) and iron oxide parti-
cles will be discussed in detail.

MEMRI
Pautler and colleagues (1998) were the first to 
successfully visualize murine olfactory and visual 
pathways by using in vivo manganese- enhanced 
MRI (MEMRI) (Pautler et al. 1998). Manganese 
(Mn2+) is an essential trace metal element (Erikson 
et al. 2005) vital for controlling a number of dif-
ferent cellular reactions (Erikson and Aschner 
2003). In the brain, it primarily functions as a 
cofactor for various enzymes (Santamaria 2008). 
Consequently, Mn2+ deficiency or toxicity can 
lead to various pathological phenotypes (Erikson 
et al. 2005; Avelino et al. 2014; Dobson et al. 
2004). Interestingly, besides its many biological 
functions, Mn2+ also acts as a Ca2+ analogue. As a 
result, Mn2+ can be transported across the blood-
brain barrier (BBB), into excitable cells such as 
neurons and cardiac cells, upon activation of sev-
eral types of Ca2+ channels (Roth et al. 2013; 
Gavin et al. 1990). In addition to these passive and 
active transporters, Mn2+ is also able to enter the 

CNS through leaky vasculature at the circumven-
tricular organs and the choroid plexus (Aschner 
2006) and via the olfactory and retinal receptor 
neurons as well (Chan et al. 2012; Tjälve et al. 
1996). Once inside glial cells and neurons, Mn2+ 
can follow axons by anterograde microtubule-
dependent transport (Sloot and Gramsbergen 
1994) and is able to cross synapses to neighboring 
neurons (Takeda et al. 1998).

Another remarkable physical feature of Mn2+ 
is that it is paramagnetic. Consequently, Mn2+ 
evokes a positive contrast on T1-weighted (and 
T2*-weighted) images by markedly reducing the 
T1 relaxation of water molecules in the adjacent 
tissue (where it accumulates). The combination 
of both physical and biochemical properties 
makes Mn2+ an exceptionally suited MRI con-
trast agent (1) to study brain anatomy using the 
tissue- specific distribution of Mn2+ (similar to 
other contrast agents such as gadolinium), (2) to 
highlight brain regions activated upon certain 
task (activity-induced MEMRI or AIM-MRI), 
and (3) to assess neuronal connectivity (tract 
tracing (Pautler et al. 1998)). The latter two char-
acteristics rely on an activity-dependent accu-
mulation of Mn2+ in cells (through voltage-gated 
Ca2+ channels). This implies that the signal 
intensity is a direct readout for neural activity, as 
opposed to fMRI which is an indirect measure 
for brain activation since it relies on the detec-
tion of the hemodynamic response of the brains’ 
vasculature to a given stimulus. In addition, 
Mn2+ (MnCl2) can be administered peripherally 
after which the animal is exposed to a certain 
stimulus during wakefulness, without the need 
for anesthesia in contrast to most small animal 
BOLD fMRI (Bissig and Berkowitz 2009). The 
disadvantage of AIM-MRI as compared to fMRI 
is that Mn2+ does not easily cross the BBB in 
nonphysiological concentrations. Therefore, it is 
often administered in combination with a  
BBB-disrupting chemical such as mannitol. 
Interestingly, alternative routes of administration 
have been described when the auditory, visual, 
somatosensory, and olfactory systems were the 
topic of investigation (Pautler et al. 1998; Bissig 
and Berkowitz 2009; Yu et al. 2005). The second 
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main disadvantage of AIM- MEMRI is that only 
one stimulus can be assessed per imaging exper-
iment. This is in contrast to fMRI where several 
different stimuli can be presented within the 
same imaging session. In addition, before apply-
ing a second stimulus, the brain needs to be 
cleared from the previously applied Mn2+, which 
entails that the second measurement cannot take 
place earlier than 1 week after the first.

Anatomical MEMRI has been used to visual-
ize brain regions which otherwise appear indis-
cernible from its surrounding tissue, e.g., distinct 
cortical layers in rats and mice (Silva et al. 2008) 
and individual glomeruli in the olfactory bulb of 
rats (Chuang et al. 2010). Anatomical MEMRI 
has also been applied to visualize tissue remodel-
ing at the cellular level acutely post-status epilep-
ticus in a rat model for temporal lobe epilepsy, 
where the difference in Mn2+ signal in the dentate 
gyrus and CA3 subfield of the hippocampus cor-

responded to sites displaying mossy fiber sprout-
ing, confirmed by postmortem histology 
(Nairismägi et al. 2006) (Fig. 29.6). The obtained 
anatomical contrast can also be used for volumet-
ric assessments. Golub and coworkers described 
a volumetric decline in the hippocampus and 
amygdala of mice suffering posttraumatic stress; 
moreover, they also observed trophic changes 
upon housing the traumatized mice in an enriched 
environment (Golub et al. 2011).

Interestingly, because of the ability of Mn2+ to 
travel transsynaptically to neighboring neurons, 
Mn2+ can be used to investigate cortical projection 
fields of sensory neurons. This has been shown in 
several sensory systems such as the auditory 
(tonotopic mapping in inferior colliculus in mice 
(Yu et al. 2005)), visual (retinotopic mapping in 
superior colliculus (Chan et al. 2011)), and olfac-
tory network (connectivity between olfactory 
bulb and downstream brain areas (Gutman et al. 

a b

c

Fig. 29.6 The detection of acute mossy fiber sprouting 
evoked by status epilepticus in rats. T1-weighted 
manganese- enhanced MRI (a) and Timm-stained histo-
logical sections of the corresponding brain area (b and 
inset c) clearly show that the hyperintensities found 
in vivo correspond to hippocampal brain areas display-
ing extensive mossy fiber sprouting. MRI datasets and 

sacrification for histology were performed at, respec-
tively, 14 and 20 days post induction of status epilepti-
cus. Abbreviations: iml molecular layer of the dentate 
gyrus, h dentate hilus, g granule cell layer. Scale bar 
panel B represents 1 mm (Reprinted from Nairismägi 
et al. (2006) with permission from Elsevier)
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2013)). Also in vivo cortico- cortical and thalamo-
cortical connectivity has been described in rodents 
(Tucciarone et al. 2009). They concluded that the 
timing of acquisition post injection is crucial to be 
able to observe the expected effect. A more elabo-
rate discussion of in vivo tract-tracing  experiments 
in mice, rats, and nonhuman primates can be 
found in Pautler (2004).

The same technique has been applied to visual-
ize components of the brain circuitry in control of 
singing behavior in starlings and canaries (for 
review, see Van der Linden et al. (2004)). Unlike 
the mammalian brain, the gray matter of the avian 
forebrain is organized in dense nuclei rather than 
cortical layers. Using conventional imaging tech-
niques, it is difficult to distinguish between dis-
tinct brain nuclei such as those delineating the 
song control system (Van der Linden et al. 1998). 
However, after stereotactic injection of MnCl2 in 
nucleus HVC, a hyperintense signal was found in 
HVC but also in nucleus RA and Area X, two 
downstream song control system nuclei to which 
HVC sends afferent projections (Fig. 29.7). This 
was one of the first successful in vivo attempts at 
obtaining anatomical contrast of nucleus RA and 
Area X. Moreover, by exploiting the activity- 
dependent tract-tracing characteristics of Mn2+, 
Van der Linden and colleagues found a functional 
dimorphism in the pathway connecting HVC and 
Area X (Van der Linden et al. 2002). Besides the 
investigation of sexual dimorphisms, songbirds 
provide a valuable model to study mechanisms 
underlying seasonal plasticity. Using AIM- 
MEMRI, a seasonally dependent olfactory sensi-
tivity to a specific biologically relevant odor was 
found in adult male starlings (De Groof et al. 
2010). A similar study has been performed in rats, 
where peripheral MnCl2 administration, together 
with mannitol injection and (left)  whisker stimu-
lation, leads to the establishment of a statistical 
map showing all voxels where the signal intensity 
(Mn2+ uptake) differs significantly between the 
whisker-stimulated and non- stimulated group. 
The cluster could be colocalized with the right 
whisker-barrel cortex (Weng et al. 2007). In addi-
tion, also higher cognitive functions have been 
assessed using MEMRI, e.g., fear conditioning in 
mice (Chen et al. 2007).
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Iron Oxide Particles
Since the late 1960s after the discovery that neu-
rogenesis persists far into adulthood (Altman 
and Das 1965), hope was raised that endogenous 
stem or progenitor cells could be engaged as 
innate therapy treating various CNS pathologies 
(Gage et al. 1995; Eriksson et al. 1998; Bazarek 
and Peterson 2014; Felsenstein et al. 2014). 
Indeed, several neurodegenerative disorders and 
injury-induced brain pathologies are character-
ized by altered neurogenesis and migration pat-
terns of newborn neurons (Villasana et al. 2014; 
Sierra et al. 2014). Recently, it has been shown 
that cell death in adult and adolescent rats can 
be prevented significantly when participating to 
 specific effortful learning tasks, e.g., trace eyeb-
link associative training (Curlik et al. 2014). In 
the mammalian brain, adult neurogenesis takes 
place exclusively in two distinct brain niches, 
i.e., the subventricular zone near the lateral ven-
tricles and the dentate gyrus of the hippocampus 
(Oboti and Peretto 2014; Ma et al. 2009; Fuchs 
et al. 2014).

Shortly after the discovery of adult neurogen-
esis, efforts were made to track neuronal migra-
tion upon neurogenesis longitudinally in vivo 
using relatively noninvasive imaging tools, e.g., 
PET (Rueger et al. 2010), bioluminescence, but 
also several MRI-based methods such as MRI 
reporter genes, MRS, and an array of different 
iron oxide particles (for review, see Couillard- 
Despres et al. (2011)). These in vivo imaging 
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tools are most often focused on labeling stem 
and/or progenitor cells originating from the sub-
ventricular zone and following them along the 
rostral migration stream toward the olfactory 
bulb. Neurons born in the dentate gyrus migrate 
to the subgranular zone of the hippocampus 
which is too close to accurately discriminate 
with, e.g., MRI or PET, even at high resolution. 
Indeed, Coquery et al. (2012) implanted rat bone 
marrow-derived mesenchymal stromal cells 
labeled with very small superparamagnetic iron 
oxide particles and used in vivo MRI to visualize 
the graft 1, 20, and 50 days after transplantation. 
The graft persisted in the same location. In addi-
tion, only a small signal reduction was seen over 
time which is in contrast to histological findings 
showing that a vast number of graft cells die 

 during the first days posttransplantation. The 
authors refer to blooming or oversaturation 
effects explaining that even a small number of 
iron oxide particles can cause drastic hypoin-
tense signal changes (signal attenuation is 
dependent on iron content of the particles). 
Consequently, to quantitatively assess the num-
ber of surviving cells upon transplantation, one 
cannot solely rely on T2*-weighted MRI 
(Coquery et al. 2012). Several research groups 
have been successful at applying iron oxide par-
ticles to visualize migration of neuroblast cells 
in vivo along the rostral migration stream (Vreys 
et al. 2010; Shapiro et al. 2006; Nieman et al. 
2010) (Fig. 29.8). An in-depth study describing 
interactions between cells and MPIOs over time 
can be found in Roose et al. (2014).

March

Area X
3D volume reconstructionsME-MRI Images

RA

July

RA RAArea X Area X

2h 3h 4h 5h 6h 7h

1 cm

a c

b

d

e

Fig. 29.7 MEMRI to explore song control system nuclei 
dynamics in a seasonal songbird. (a–b) Simplified sche-
matic overview of the song control system in songbirds. 
(c) The left panel provides sagittal sections in which both 
the MnCl2 injection site (HVC indicated by *) and the 
downstream nuclei (RA and Area X) can be found. The 
left panels provide a three-dimensional view of the vol-

ume difference picked up by MEMRI when comparing 
spring to summer. (d–e) Changes in signal intensity at 2, 
3, 4, 5, 6 and 7 h post MnCl2 injection in the brain of a 
female starling. Over time a hyperintense signal can be 
colocalized with Area X (row d) and nucleus RA (row e) 
(Reprinted from Van der Linden et al. (2002) and Van 
Meir et al. (2006) with permission from Elsevier)
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Unfortunately, there are some disadvantages 
inherent to this technique. The contrast on the 
generated MR images only refers to the presence 
of iron oxide particles (passive contrast agent); it 
does not inform on the viability or identity of 
cells carrying the contrast agent. Since more than 
half of the newly differentiated neurons die 
before being integrated in their specific neuronal 
target (Winner et al. 2002), cell debris will be 
engulfed by cells of the immune system. This 
lack of specificity might lead to biologically 
irrelevant, nonspecific observations. In addition, 
in order for the cells to become labeled with par-
ticles, the particles need to be delivered in situ via 
an intracerebroventricular injection near the 
niches where neurogenesis takes place, where 
neural progenitor and/or stem cells will take up 
the particles via endocytosis, or, alternatively, 
after in vitro labeling of the progenitor and/or 
stem cells, the cell graft can be transplanted in 
situ in the brain.

Review

• Couillard-Despres S, et al. In vivo monitoring 
of adult neurogenesis in health and disease. 
Front Neurosci. 2011;5.

• Vande Velde G, et al. In situ labeling and 
imaging of endogenous neural stem cell pro-
liferation and migration. Wiley Interdiscip 
Rev Nanomed Nanobiotechnol. 2012;4(6): 
663–79.

• Roose D, et al. Multimodal imaging of 
micron-sized iron oxide particles following 
in vitro and in vivo uptake by stem cells: down 
to the nanometer scale. Contrast Media Mol 
Imaging. 2014: p. n/a-n/a.

29.4.3  Biochemical Basis 
of Neuroplastic Events

While structural and functional changes can be 
detected with MRI, MRS provides a wealth of 
information on various aspects of in vivo neuro-
chemistry, including neuronal health, gliosis, 
osmoregulation, energy metabolism, neuronal- 
glial cycling, and molecular synthesis rates in the 

brain, which may be associated with neuroplasti-
city in early development, in relation to learning 
or post injury (Bartha et al. 2008; Choi et al. 
2003; Jessen et al. 2001; Krishnan et al. 2003).

29.4.3.1  Basics of the MRS
The interaction of nuclei, such as 1H, with its sur-
rounding molecules induces metabolite-specific 
alterations in the magnetic field which affect the 
spin frequency of the atom. Consequently, this 
change in frequency, otherwise termed as “chem-
ical shift” and expressed in parts per million 
(ppm, represented on the x-axis in the spectrum), 
is directly related to the biochemical environment 
of the nuclei which enables to deduce the meta-
bolic content of the volume of interest (de Graaf 
(2007b)). MRS can be acquired on a variety of 
nuclei such as phosphorus (31P), fluorine (19F), 
carbon (13C), and sodium (23Na); however, most 
often 1H MRS is used in (pre)clinical research 
because of its natural abundance and high sensi-
tivity to magnetic manipulations (de Graaf 2007a; 
Frangou and Williams 1996; Webb et al. 1994). 
This is the main reason why we will focus on 1H 
MRS in this chapter.

A detailed description on the practical aspects 
and theory behind MRS can be found in Sect. 13.4 
of this book and in de Graaf (2007a), Bothwell and 
Griffin (2011), Pagani et al. (2008), Drost et al. 
(2002), and Poole et al. (2011). In brief, after 
shimming – to exclude for local inhomogeneities 
in the magnetic field – and water suppression (only 
in case of 1H MRS), the spectra are acquired by 
applying a radio frequency (RF) pulse at a particu-
lar resonant frequency to detect the signal of spe-
cific nuclei, such as 1H, 31P, etc., in the volume of 
interest. When the excitation RF pulse is turned 
off, the spins relax to their equilibrium state by 
emitting RF waves. These RF waves are collected 
as the free induction decay (FID) in the time 
domain (Bothwell and Griffin 2011). The FID is 
converted to frequency-domain data (i.e., the spec-
trum) using a technique called Fourier transforma-
tion where the data are presented in the form of a 
one- or two-dimensional spectrum. The spectro-
scopic data is acquired by using either a localized, 
i.e., single-voxel or multi-voxel techniques, e.g., 
chemical shift imaging (CSI) (de Graaf 2007a), or 
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whole-brain techniques (Gonen et al. 1998). The 
most commonly employed single-voxel spectro-
scopic sequences are point-resolved spectroscopy 
(PRESS) and stimulated echo acquisition mode 
(STEAM). A more elaborate discussion on the 
advantages and disadvantages of single- and multi-
voxel MRS techniques along with examples of 
possible commercial and noncommercial software 
packages can be found in de Graaf (2007b), Webb 
et al. (1994), and Drost et al. (2002).

The obtained 1H MRS spectra inform on a vari-
ety of metabolic signals such as N-acetylaspartate 
(NAA), choline (Cho), creatine/phosphocreatine 
(Cr/PCr), lactate (Lac), glutamine (Gln), glutamate 
(Glu), γ-aminobutyric acid (GABA), and lipids 
whose concentrations range between 0.5 and 
10 mM. On average, the concentration of the 
metabolites is estimated using the area under the 
peak and depends among others on multiple instru-
mental and biophysical parameters such as relax-
ation times of metabolites, J-modulation of multiple 
resonances, and echo time used in the pulse 
sequence. Quantitative analyses of MRS data can 
be achieved by expressing metabolites as absolute 
(millimolar (mM)) or relative  concentrations, 

i.e., proportional to the resonance frequency of an 
internal standard such as creatine (Cr, metabolite/
Cr). Importantly, to allow for relative quantifica-
tion, the concentration of the internal standard 
should be stable (de Graaf 2007b; Marino et al. 
2011). Since the concentration of metabolites in the 
brain is often 104 lower than the water concentra-
tion present in the brain, special MRS sequences 
are commonly used to suppress the signal from 
water. Water suppression provides better baseline 
measurements, which result in a more reliable 
quantification of metabolite concentrations (de 
Graaf 2007b).

29.4.3.2  Neurochemical Markers 
of Neural Plasticity

Based on the relative concentration of metabo-
lites present in the spectra and on preexisting 
knowledge of the pathways where those com-
pounds are involved, information on the underly-
ing neuroplastic events can be deduced. For 
example, NAA is generally considered to be a 
marker of neuroaxonal integrity; creatine/phos-
phocreatine provides information about energy 
metabolism; glutamine is a precursor of both 
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Fig. 29.8 Application of MPIOs to visualize the rostral 
migration stream noninvasively in rodents. (a) Graph indi-
cating an estimation of the number of voxels displaying 
hypointense spots in the core region of the olfactory bulb 
ipsilateral to the injection site at 3, 5, and 8 weeks post- 
particle administration. Four different protocols were 
applied, i.e., 10.0 μl MPIO’s (b), 1.5 μl MPIO’s (c), 1.5 μl 
MPIO’s + poly-L-lysine hydrobromide (PLL, d), and 

1.5 μl MPIO’s + Fugene-6 (FUG, e). PLL and FUG are 
two nonviral transfection agents. (b–e) Minimum inten-
sity projections (ex vivo MRI) indicating that only two of 
four methods were successful at visualizing neural pro-
genitor cell migration along the rostral migration stream 8 
weeks post-intraventricular injection, similar to what was 
suggested by panel (a). (Reprinted from Vreys et al. 
(2010) with permission from Elsevier)
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GABA and glutamate; glutamate and GABA are 
neurotransmitters serving as main excitatory and 
inhibitory signaling, respectively, in the brain; 
choline compounds are cell membrane markers; 
myo-inositol is a glial cell marker and serves as 
an osmolyte; lactate is a product of anaerobic 
glycolysis; and lipids are products of brain dam-
age (de Graaf 2007a; Soares and Law 2009; Oz 
et al. 2014; Albrecht et al. 2010).

1H MRS has been used to detect altered meta-
bolic profiles of brain regions associated with 
functional and structural reorganization following 
memory formation (Ferguson et al. 2002), physi-
cal exercise (Biedermann et al. 2012), recovery 
from stroke (Takeuchi and Izumi 2013; Dimyan 
and Cohen 2011; Munoz Maniega et al. 2008; 
Sztriha et al. 2012), epilepsy (Hiremath and Najm 
2007), and ocular dominance (Chow et al. 2011). 
For example, a positive correlation between both 
NAA/total creatine (tCr) and Cho/tCr ratio in the 
parietal cortex and verbal memory performance of 
healthy men aged 65–70 years old has been 
observed suggesting that these metabolites may 
reflect cognitive performance (Ferguson et al. 
2002). Biedermann and colleagues (2012) revealed 
alterations in control of metabolite levels in the 
hippocampus of mice after 6–8 weeks of voluntary 
wheel running, i.e., running mice displayed an 
increased glutamate peak as compared to seden-
tary mice (Biedermann et al. 2012). Similar find-
ings have been reported previously in humans, 
where an increase in Lac/Cr and Glu/Gln was 
observed in the visual cortex post vigorous exer-
cise (Maddock et al. 2011). The most common 
inhibitory (i.e., GABA) and excitatory (i.e., Glu) 
neurotransmitters can be detected via 1H MRS, 
which has been commonly employed in preclini-
cal epilepsy research (Hiremath and Najm 2007) 
as well as in motor cortical plasticity (Stagg 2014). 
However, it should be noted that MRS measure-
ments not only reflect the neurotransmitter pools 
but also overall brain levels; consequently, extra-
cellular neurotransmitters and intracellular storage 
pools both participate to the signal.

Besides the establishment of novel functional 
and structural connections (Takeuchi and Izumi 
2013; Dimyan and Cohen 2011; Munoz Maniega 
et al. 2008; Sztriha et al. 2012), recovery after 

stroke is characterized by a changing neurochemi-
cal profile. Indeed, van der Zijden et al. (van der 
Zijden et al. 2008) showed a significant decrease 
in NAA, Cho, and Glu/Gln turnover and increased 
Glu and Lac immediately after ischemic stroke in 
rats using 1H/13C MRS imaging (van der Zijden 
et al. 2008). In addition, early visual deprivation 
and blindness have both been useful model sys-
tems for understanding both developmental and 
crossmodal plasticity (Wiesel and Hubel 1965a, 
b). A recent study reported on using 1H MRS to 
investigate metabolic changes in the visual cortex 
of macaque monkeys after optic nerve transec-
tion, to address questions related to crossmodal 
plasticity (Wu et al. 2013). They demonstrated a 
decreased NAA/tCr ratio and increased Ins/tCr 
and Cho/tCr ratios in the visual cortex compared 
to those acquired from visual cortex of healthy 
animals. A relatively similar example relating to 
cortical reorganization in response to visual depri-
vation early in life can be found in a study by 
Chow et al. (Chow et al. 2011). They reported a 
decrease in taurine and NAA levels in the left 
visual cortex 3 weeks after right eye monocular 
enucleation, i.e.,  surgical removal of one eye 
(Chow et al. 2011) (Fig. 29.9).

Despite the many studies using MRS to 
describe plastic changes in response to insults or 
in neurodegenerative disorders, MRS has only 
been poorly explored in, e.g., early life plasticity 
or to characterize biochemical alterations attrib-
utable to cognitive training or challenges. 
Therefore, future studies might find MRS a pow-
erful tool to further disentangle the neurobio-
chemical basis of plastic events in the brain.

Review

• Bothwell JH, Griffin JL. An introduction to 
biological nuclear magnetic resonance spec-
troscopy. Biol Rev Camb Philos Soc. 
2011;86(2):493–510.

• de Graaf R. In vivo NMR spectroscopy. 2nd 
ed. England: Wiley Interscience Chiechester; 
2007.

• Pagani E, et al. Basic concepts of advanced 
MRI techniques. Neurol Sci. 2008;29(Suppl 
3):290–5.
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29.5  Concluding Remarks

In vivo MRI represents a unique tool in plasticity 
and cognitive research given its power to capture 
functional, structural, and biochemical informa-
tion from the entire brain on a relatively short 
time frame. In addition, its noninvasive nature 
allows repeated measures where the same animal 
can be followed up along, e.g., the course of 
development and aging, or over different training 
sessions. Importantly, this also enables to test for 
the existence of a causal relationship between the 
observed neuroplastic events and additional mea-
sures such as behavioral assessments or scores of 
cognitive tests. As compared to other whole-
brain imaging methods, MRI does not rely on 
radiation or radioactive substances, which is of 
great importance as repeated exposure might pro-
voke deleterious side effects obscuring the actual 
biologically relevant information. Still, one 
should not overlook the possible effect of 
repeated anesthesia – standard for all in vivo 

imaging methods except after habituation train-
ing – on the organisms’ physiology or response 
to treatment.

Despite the three-dimensional abundance of 
structural, functional, and biochemical informa-
tion, still relatively little information is given on 
the underlying biological nature of the observed 
effects. This lack of specificity can partly be over-
come by combining different imaging modalities 
aimed at a multimodal imaging strategy (Uludağ 
and Roebroeck 2014), MR fingerprinting (Ma 
et al. 2013), or by co-registration to ex vivo 
modalities such as histology, MALDI, and in situ 
hybridization (cf. Part IV Ex Vivo Validation 
Methods). In addition, by using quantitative MRI 
contrasts, “subvoxel” information on the underly-
ing tissue properties such as water content, 
myelination, etc., can be deduced. Indeed, this 
was nicely illustrated by Canals et al. (2009) and 
Sagi et al. 2012, as they both succeeded in detect-
ing experience-dependent changes beyond the 
typical in vivo sampling rate and voxel size (Sagi 
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Fig. 29.9 MRS after monocular enucleation to study 
critical period plasticity of the visual system in rats. (a) 
Visualization of the voxel positioning to acquire 1H MRS 
spectra in the left and right visual rat cortex. (b) 1H MRS 
spectra of left and right visual cortex 3 weeks after right 
monocular enucleation (eye removal). A clear reduction 

in taurine signal is observed in the left visual cortex con-
tralateral to the enucleated eye. The spectrum of the right 
eye shows great resemblance to intact animals (controls, 
data not shown). Abbreviations: L left, R right, A anterior, 
P posterior; metabolites can be found in the text (Reprinted 
from Chow et al. (2011) with permission from Elsevier)
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et al. 2012; Canals et al. 2009). So far, most struc-
tural and functional MRI contrasts have been 
widely explored in the field of plasticity and cog-
nitive research. Yet, the versatility of MRS in neu-
roplasticity research is only beginning to be 
explored. Given the possibility to detect fluctua-
tions in the balance of metabolites such as GABA 
and glutamate, MRS will become a valuable tool 
to address future questions relating to both early 
and adult plasticity.

Besides a proper methodology, the assessment 
of neuroplasticity and cognition in preclinical 
and fundamental research require the appropriate 
animal models. Natural models of plasticity, such 
as songbirds, might lead to more fundamental 
and mechanistic insights, whereas treatment- 
induced models displaying, e.g., injury-induced 
plasticity are likely to include effects of, e.g., 
inflammation which possibly obscure the under-
lying plasticity, but, on the other hand, are 
expected to be more translational to the clinic.
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Positron emission tomography (PET) plays an out-
standing role among imaging technologies since it 
enables visualization of physiological and patho-
physiological processes at the molecular level in 
real time. Moreover, it combines low invasiveness 
with high sensitivity, and numerous biological pro-
cesses can be measured repeatedly and quantita-
tively. Therefore, it is ideally suited for translational 
animal research to investigate different patholo-
gies. Especially neurodegenerative diseases are of 

particular interest since a plethora of imaging 
agents exist (Table 30.1), which allow to investi-
gate different molecular targets involved in neuro-
degenerative processes. Furthermore, various 
animal models with neurodegenerative diseases are 
available, facilitating to elucidate dysfunctions 
associated with the progression of neurodegenera-
tion. Above all, small animal models of Alzheimer’s 
and Parkinson’s disease are mainly used in this 
field since they are the most common pathologies 
of neurodegenerative diseases.

30.1  Alzheimer’s Disease

Alzheimer’s disease (AD) is the most common 
form of senile dementia characterized by mem-
ory loss and cognitive impairment in the elderly 
population (Cheng et al. 2015). Its structural hall-
marks are two types of insoluble protein aggre-
gates, the extracellular amyloid-ß neuritic 
plaques and the intracellular tau neurofibrillary 
tangles. Both proteins form fibers with a cross-ß 
spine, consisting of two stacked pairs of opposed 
ß-sheets, a so-called steric zipper (Landau et al. 
2011; Sawaya et al. 2007). Each part of the zipper 
is composed of one protein molecule, either U 
shaped (amyloid-ß: ß-strand-turn-ß-strand motif 
(Luhrs et al. 2005)) or straight (tau: one ß-strand 
motif flanked by two unstructured domains 
(Wegmann et al. 2013)). It has been hypothesized 
that small molecule tracers bind near the ß-sheets, 
parallel to the fibril axis (Wu et al. 2011). 
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Table 30.1 PET tracers used in small animal models of neurodegenerative diseases

Abbreviation Full name
Target 
protein Chemical structure

[11C]PiB Pittsburgh compound B;  
N-[11C]methyl-2- 
(4′-methylaminophenyl)- 
6- hydroxybenzothiazole

Amyloid-β

[18F]FDDNP 2-(1-{6-[(2-[18F]Fluoroethyl) (methyl)
amino]-2-naphthyl} ethylidene)
malononitrile

Amyloid-β

[18F]IBT8 2-(p-Methylaminophenyl)-7- 
(2-[18F]fluoroethoxy) imidazo[2,1-b]
benzothiazole

Amyloid-β

[11C]IBT5 2-(p-[11C] Methylaminophenyl)- 
7- methoxyimidazo[2,1-b]benzothiazole

Amyloid-β

[18F]AV-45 = 
[18F]florbetaben

(E)-2-(2-(2-(2-[18F]Fluoroethoxy)
ethoxy) ethoxy)-5- 
(4- methylaminostyryl)pyridine

Amyloid-β

[18F]T807 7-(6-[18F]Fluoropyridin-3-yl)- 
5H- pyrido[4,3-b]indole

Tau

[18F]THK-523 6-(2-[18F]Fluoroethoxy)-2- 
(4- aminophenyl)quinoline

Tau

[11C]PBB3 2-((1E,3E)-4-(6-([11C]Methylamino)
pyridin-3-yl)buta-1,3-dienyl)benzo[d]
thiazol-6-ol

Tau

[18F]anle138b 3-(6-[18F]Fluoro-1,3-benzodioxol-5-yl)- 
5-(3- bromophenyl)-1H-pyrazole

α-synuclein

[18F]
FE-DAA1106

(N-(5-Fluoro-2-phenoxyphenyl)-N-(2-
(2-[18F]fluoroethoxy)-5- 
methoxybenzyl)acetamide)

TSPO
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Table 30.1 (continued)

Abbreviation Full name
Target 
protein Chemical structure

[11C]PK11195 1-(2-Chlorophenyl)-N-[11C]methyl-N-
(1-methylpropyl)-3-isoquinoline 
carboxamide

TSPO

[18F]FDOPA 6-[18F]Fluoro-3,4-dihydroxy- 
L- phenylalanine

AADC

[18F]FP-CIT N-ω-[18F]Fluoropropyl-2β- 
carbomethoxy-3β-(4-iodophenyl)
nortropane

DAT

[11C]CFT [11C]2β-Carbomethoxy-3β- 
(4- fluorophenyl)tropane

DAT

[18F]FECT 2β-carbo-2′-[18F]Fluoroethoxy- 
3β-(4- chlorophenyl)tropane

DAT

[18F]LBT-999 (E)-N-(4-[18F]Fluorobut-2-enyl)-2β- 
carbomethoxy- 3β-(4′-tolyl)nortropane

DAT

[11C]PE2I N-(3-Iodopro-2E-enyl)-2β-[11C]
carbomethoxy-3β-(4′-methylphenyl)
nortropane

DAT

[11C]
methylphenidate

[11C]Methyl-2-phenyl- 
2-(piperidine- 2- yl)acetate

DAT

(continued)
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Table 30.1 (continued)

Abbreviation Full name
Target 
protein Chemical structure

[11C]DTBZ [11C](±)Dihydro  - 
tetrabenazine

VMAT2

[18F]AV-133 [18F]Fluoropropyl-dihydrotetrabenazine VMAT2

[11C]raclopride 3,5-Dichloro-N-[[(2S)- 
1- ethylpyrrolidin- 2-yl] methyl]- 
2- hydroxy- 6[11C]methoxy-benzamide

D2R

4-[18F]ADAM (N,N-Dimethyl-2-(2-amino- 
4-[18F]fluorophenylthio)benzylamine)

SERT

Abbreviations: AADC aromatic amino acid decarboxylase, D2R dopamine D2 receptor, DAT dopamine transporter, 
TSPO translocator protein (18 kDa), SERT serotonin transporter, VMAT2 vesicular monoamine transporter 2

Thioflavin T and its derivatives (e.g., PiB) are 
thought to interact directly with the ß-sheet back-
bone, which is accessible in the wide channels cre-
ated along the filament axis (Wu et al. 2011; 
Jensen et al. 2011). Other tracers, such as the 
naphthalene DDNP, may bind in the tubelike 
 cavity within the steric zipper (Landau et al. 2011). 
Because to date the known radiotracers require 
stacked ß-sheets for binding, protein monomers 
and soluble oligomers are invisible in PET. Notably, 
upcoming innovative strategies use amyloid-ß 
aggregation inhibitors such as the curcumin deriv-
ative CRANAD-58 as probes for fluorescence 
imaging, detecting both soluble and insoluble 
amyloid-ß species (Zhang et al. 2013). While this 
approach still awaits transfer to radiochemistry, 
the development of PET tracers targeting insolu-
ble amyloid-β species has been very successful.

At the beginning, PET imaging in human 
Alzheimer’s disease focused on the visualization 

of amyloid-ß deposits. According to the amyloid 
cascade hypothesis, the central event of the dis-
ease is represented by the excessive accumula-
tion of amyloid-β monomers caused by 
imbalanced amyloid-β clearance. These mono-
mers gradually aggregate into neurotoxic solu-
ble oligomers and finally insoluble fibrils and 
plaques, which triggers all other pathologic 
steps such as tau accumulation, cerebral atro-
phy, and cognitive decline (Karran et al. 2011). 
Several animal models were developed using 
known genetic mutations occurring in familial 
Alzheimer’s disease prone to amyloid-ß accu-
mulation (Ribeiro et al. 2013). Plaque formation 
in these animal models was mainly induced by 
different combinations of human mutated amy-
loid precursor protein (APP) and presenilin-1 
(PS-1).

The first step in animal research was to repro-
duce the findings in humans (i.e., reliable visual-
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ization of amyloid-ß in the advanced clinical 
stage and correlation to other disease symptoms) 
in the available mouse models. Another goal was 
to develop new 18F-labeled tracers with high 
affinity, to allow detection of low amyloid-ß 
loads in preclinical stages (Richards and Sabbagh 
2014) and to study the underlying pathophysio-
logical mechanisms. Successful amyloid-ß imag-
ing in mouse models has been realized with the 
tracers [11C]PiB (Manook et al. 2012; von 
Reutern et al. 2013; Chen et al. 2015), [11C]IBT5 
and [18F]IBT8 (Yousefi et al. 2011a, b), and [18F]
AV-45 (=[18F]florbetaben) (Brendel et al. 2015; 
Poisnel et al. 2012; Rominger et al. 2013). In one 
study, the therapeutic effect of antibodies directed 
against amyloid-ß was monitored using the amy-
loid imaging agents [18F]FDDNP and [11C]
PiB. Amyloid removal after antibody application 
could be clearly demonstrated (Teng et al. 2011). 
Furthermore, microgliosis was shown by target-
ing TSPO overexpression with the neuroinflam-
mation marker [18F]FE-DAA1106 (Maeda et al. 
2007).

In recent years, the amyloid cascade hypothe-
sis was questioned, because all of the amyloid-ß- 
centric therapeutic approaches have failed in 
phase III clinical trials (Karran et al. 2011). 
Disaggregation of amyloid plaques by active or 
passive vaccination was not able to reverse cogni-
tive deterioration in AD patients (Lemere 2013). 
In AD mouse models, anti-amyloid-β antibody 
treatment was ineffective in repairing neuronal 
dysfunction while increasing cortical hyperactiv-
ity (Busche et al. 2015). Furthermore, it was 
shown that amyloid plaque deposition measured 
in postmortem brain tissue hardly correlated with 
cognitive impairment observed in AD patients 
(Guerrero- Munoz et al. 2015). A growing body 
of evidence suggests that soluble amyloid-ß 
oligomers rather than fully aggregated fibrils are 
the active neurotoxic species (Bilousova et al. 
2016). Soluble amyloid-β, which is released in 
high quantities from disintegrating plaques 
(Patton et al. 2006), may be responsible for the 
failure of immunotherapy in patients (Liu et al. 
2015) and also for neuronal hyperactivity found 
in vaccinated mice (Busche et al. 2012). 
Unfortunately, there is no radioactive tracer avail-

able targeting soluble amyloid-ß oligomers, leav-
ing the key players of amyloid-ß toxicity 
undetected in patients as well as in animal 
models.

However, there may be an indirect way to 
identify the destructive actions of oligomers, 
because [11C]PiB binds only to a portion of the 
total aggregated amyloid-ß, which may be asso-
ciated with those oligomers. There is a low- and 
high-affinity species of amyloid-ß with a 30-fold 
difference in affinity (Ni et al. 2013). This 
explains the puzzling finding in humans as well 
as in mouse models that the total amounts of 
insoluble amyloid-ß do not necessarily correlate 
with [11C]PiB binding (Maeda et al. 2007; Klunk 
et al. 2005). There is evidence that the subfrac-
tion with high affinity to PiB is linked to so-called 
lipid rafts (Matveev et al. 2014). These structures 
are detergent-resistant microdomains of the cell 
membrane enriched in cholesterol and sphingo-
lipids as well as certain proteins (Rushworth and 
Hooper 2010). They are involved in many cellu-
lar functions including synaptic plasticity and 
maintenance of dendritic spines. Lipid rafts are 
concentrated in the upper cortical layers in adult 
rats (Nakadate 2015), overlapping with the local-
ization of high-affinity [11C]PiB binding in 
humans (Svedberg et al. 2009). It seems that lipid 
rafts are the physiological site of amyloid-ß pro-
duction by BACE1 and the gamma-secretase 
complex, requiring a direct interaction of APP 
with cholesterol. Furthermore, soluble amyloid-ß 
oligomers bind to glutamate and prion protein 
receptors in the same lipid raft, thereby restrict-
ing their lateral movement, which leads to the 
formation of abnormal receptor clusters contrib-
uting to synapse loss and cell death (Rushworth 
and Hooper 2010). It has been suggested that 
lipid raft components such as cholesterol- 
associated ganglioside GM1 may serve as a seed 
for amyloid aggregation and fibril formation 
(Yanagisawa 2005), inserting and possibly 
anchoring the first monomers in the lipid raft 
bilayer (Nicastro et al. 2016). This may lead to 
oligomers and later to fibrils, which remain 
attached to the raft. We therefore hypothesize that 
[11C]PiB imaging is closer to the toxic events of 
the disease than postmortem histology, which 
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also stains amorphic amyloid-ß deposits 
(Ikonomovic et al. 2008).

A comparison of the three transgenic mouse 
lines APP23, Tg2576, and APPswe-PS1dE9 revealed 
that [11C]PiB with moderate specific activity 
(100 GBq/μmol) is suitable to visualize amyloid-
 ß deposits in APP23 mice, but not in the other 
mouse lines (Snellman et al. 2013). Studies on 
double transgenic APP/PS1 mice have shown 
that they are lacking high-affinity [11C]PiB bind-
ing sites (Klunk et al. 2005), which may apply to 
the other PiB-negative mouse models as well. 
The reasons are so far unclear. Mass spectrome-
try on human brain samples demonstrated that 
the high-affinity PiB binding site is associated 
with the proteins collagen XXVα (CLAC), ubiq-
uitin, tau, and apoE (Matveev et al. 2014). In 
PiB-negative Tg2576 mice, amyloid-ß aggre-
gates form in lipid rafts and are attached to apoE 
and tau as well, suggesting similar mechanisms 
(Kawarabayashi et al. 2004). It is therefore likely 
that there is another crucial factor for high- 
affinity PiB binding, which has not yet been 
discovered.

Because studying solely the actions of amy-
loid- ß has failed to uncover the key mechanisms 
of Alzheimer’s disease, attention has shifted to 
tau hyperphosphorylation and accumulation, the 
latter of which correlates strongly with cognitive 
status (Nelson et al. 2012). Similar to amyloid 
tracers, tau tracers bind to the cross-ß-sheet 
spine of the fibrils, raising the issue of specific-
ity. Tau tracers are designed to detect tau accu-
mulations in the presence of up to 20-fold molar 
excess of insoluble amyloid-ß (Jensen et al. 
2011), to bind an intracellular target and to rec-
ognize the different isoforms and posttransla-
tional modifications of the tau protein leading to 
diverse ultrastructural conformations of neurofi-
brillary tangles (Villemagne et al. 2015). While 
tau-specific PET tracers have been successfully 
applied in human AD patients recently (e.g., 
[18F]T807 (Chien et al. 2013)), small animal 
imaging is less far advanced. Transgenic mouse 
models express human tau with different muta-
tions leading to tau hyperphosphorylation and 
aggregation (Hochgrafe et al. 2013). Tau depos-
its in mice have been visualized using the tracers 

[18F]THK523 (Fodero-Tavoletti et al. 2011) and 
[11C]PBB3 (Maruyama et al. 2013). However, 
there is evidence that soluble hyperphosphory-
lated tau oligomers rather than insoluble neurofi-
brillary tangles are the neurotoxic species 
(Guerrero- Munoz et al. 2015). Much like amy-
loid-ß PET, imaging of tau neurofibrillary tan-
gles therefore shows the final stage of the 
disease – or even the result of an intervening pro-
tective mechanism (Medina and Avila 2014) – 
but fails to visualize the central pathological 
process.

In summary, amyloid-ß and tau tracers are 
invaluable tools for diagnosis in AD patients. But 
for studying disease pathomechanisms, those 
tracers are of limited suitability, because they 
show only late stages in the order of events, 
which extend over several decades of a human 
life.

30.2  Parkinson’s Disease

Parkinson’s disease (PD) is a neurodegenerative 
disorder with protein aggregates very similar to 
Alzheimer’s disease. The aggregating protein is 
α-synuclein, which is involved in synaptic func-
tions such as neurotransmitter release and vesicle 
recycling (Cheng et al. 2011). In Parkinson’s dis-
ease and other synucleinopathies, the natively 
unfolded protein forms intracellular protofibrils 
from pairs of opposing β-sheets composed of 11 
residues (Rodriguez et al. 2015), which is the 
major component of Lewy bodies and Lewy neu-
rites, the hallmark of Parkinson’s disease. 
Because of its affinity to cross-β-sheet structures, 
the amyloid-ß tracer PiB seemed an ideal candi-
date to visualize Lewy bodies as well and even 
showed promising results on α-synuclein fila-
ments generated in vitro (Ye et al. 2008). 
However, postmortem studies with [3H]PiB 
in Parkinsonian brain and in vivo studies with 
[11C]PiB on patients suffering from Parkinson’s 
disease with dementia (PDD) revealed no sub-
stantial PiB binding to cerebral α-synuclein 
deposits (Ye et al. 2008; Maetzler et al. 2008).

A promising approach, which may not only 
target the mature fibrils but also the toxic oligo-
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mers, is provided by aggregation blockers such as 
diphenyl-pyrazole derivatives, which inhibit the 
formation of both prion protein and α-synuclein 
aggregates (Wagner et al. 2013; Levin et al. 
2014). The most effective compound anle138b 
blocks aggregation at the level of small oligo-
mers (Wagner et al. 2013). However, while 
anle138b binds to α-synuclein fibrils in vitro, no 
rigid binding to oligomers could be demonstrated 
(Deeg et al. 2015). 6-[18F]anle138b has been syn-
thesized as a potential PET tracer (Zarrad et al. 
2015), but both human and animal imaging stud-
ies are lacking so far.

Apart from α-synuclein deposits, PD is char-
acterized by progressive degeneration of the 
cerebral monoaminergic systems. Loss of dopa-
minergic neurons in the substantia nigra pars 
compacta is most striking and accounts for motor 
impairments like bradykinesia and rigidity. 
Noradrenergic neurons of the locus coeruleus 
and serotonergic neurons of the raphe nuclei are 
affected as well, which may be responsible for 
resting tremor, attentional problems, impaired 
executive functions, and depression (Brooks 
2007). The reduced number of dopaminergic ter-
minals particularly in the basal ganglia can be 
compensated by increased dopamine release of 
the remaining synapses, which is aided by appli-
cation of levodopa, the dopamine precursor 
(LeWitt 2015). This dopamine substitution ther-
apy is effective for many years or even decades.

Clinical diagnostic PET imaging monitors 
the degeneration of the dopaminergic system 
using a number of approaches: most common 
is PET imaging with the tracer [18F]FDOPA,  
i.e. radiolabeled levodopa, which is able to 
cross the blood- brain barrier (Antonini and 
DeNotaris 2004). Its uptake expresses the 
activity of the enzyme DOPA decarboxylase in 
synaptic terminals of dopaminergic neurons, as 
well as dopamine storage capacity in synaptic 
vesicles. With the help of [18F]FDOPA, differ-
ential diagnosis of PD versus other diseases of 
the motor system (e.g., multisystem atrophy) is 
routinely performed. While in the later stages 
of PD [18F]FDOPA uptake is related to the den-
sity of presynaptic dopaminergic terminals in 
the striatum, DOPA decarboxylase activity 

may be upregulated in early stages, leading to 
underestimation of the degeneration (Antonini 
and DeNotaris 2004). In patients with minor 
clinical symptoms, tracers targeting the dopa-
mine transporter (DAT) may be better suited 
for the estimation of clinical severity (Antonini 
and DeNotaris 2004). Frequently used is 
SPECT imaging with the tracer [123I]FP-CIT or 
[123I]ß-CIT (“DaTscanTM”). However, there is 
evidence that DAT is subject of regulation as 
well, being downregulated in order to increase 
extracellular dopamine concentrations (Lee 
et al. 2000). A third marker for disease pro-
gression is the vesicular monoamine trans-
porter (VMAT), which is responsible for 
dopamine storage in synaptic vesicles. It is not 
specific for dopaminergic terminals, and trac-
ers therefore show the integrity of the mono-
aminergic system in general rather than 
selectively the dopaminergic system (Au et al. 
2005). However, since more than 95 % of the 
monoaminergic nerve terminals in the striatum 
are dopaminergic, VMAT tracers primarily 
reflect DA nerve terminal density (Au et al. 
2005).

Animal models for PD exist for many decades, 
the most common being the 6-hydroxydopamine 
(6-OHDA) neurotoxic model for rodents devel-
oped in 1968 (Ungerstedt 1968). Since 6-OHDA 
does not cross the blood-brain barrier, it has to 
be injected into the brain, usually into the stria-
tum or the medial forebrain bundle. Typically, 
6-OHDA is applied unilaterally, because bilat-
eral lesions affect the animals severely (Blandini 
and Armentero 2012). With unilateral injections, 
asymmetrical behavior develops (e.g., rotation) 
which can be used as a simple behavioral mea-
sure of lesion severity (Mokry 1995). For imag-
ing, these “hemiparkinson” models are 
advantageous as well, because the healthy stria-
tum serves as a convenient baseline control to 
assess relative tracer binding in the affected stri-
atum. The hemiparkinson model is therefore 
suitable to develop new tracers detecting 
Parkinsonian lesions, and numerous rat and 
mouse studies have described how well the dif-
ferent PET and SPECT tracers reflect lesion 
severity compared with ex vivo immunohisto-
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chemistry. Surprisingly, successful [18F]FDOPA 
imaging in 6-OHDA rat models was reported 
only a few years ago (Kyono et al. 2011; Walker 
et al. 2013; Zlatopolskiy et al. 2015), while pre-
vious studies failed to delineate the healthy stria-
tum (mice (Honer et al. 2006); rats (Collantes 
et al. 2008)). In contrast, DAT imaging is widely 
performed, using the PET tracers [11C]CFT 
(Cicchetti et al. 2002), [11C]methylphenidate 
(Fischer et al. 2012), [11C]PE2I (Inaji et al. 
2005), [18F]FECT (Casteels et al. 2010), or [18F]
FP-CIT (Choi et al. 2012) and the SPECT tracers 
[123I]FP-CIT (Booij et al. 2002; Alvarez- Fischer 
et al. 2007), [123I]ß-CIT (Back et al. 2013), or 
[123I]altropane (Gleave et al. 2011). All those 
studies demonstrated that dopaminergic lesions 
reduce [18F]FDOPA uptake and DAT density in 
the ipsilesional striatum. VMAT density is 
reduced as well in the 6-OHDA model, which 
was measured with the tracers [11C]DTBZ (Sossi 
et al. 2007; Li et al. 2014; Molinet-Dronda et al. 
2015) and [18F]AV-133 (Wang et al. 2010).

Despite the availability of numerous trans-
genic mouse lines with human mutant 
α-synuclein, PET imaging in those models has 
not yet been reported. However, a rat model 
with unilateral nigral injection of adeno-associ-
ated viral vectors (rAAV2/7) encoding human 
A53T mutant α-synuclein has been thoroughly 
described with different methods including 
[18F]FECT-PET. Dopaminergic degeneration 
reflected by DAT density develops gradually 
over 30 days after injection and resembles 
6-OHDA-induced lesions (Van der Perren et al. 
2015).

Small animal PET imaging studies in PD 
research go far beyond the mere diagnostic level. 
Neuroprotective therapies were tested on 
6-OHDA models using different strategies: one 
pharmacological approach demonstrated that the 
COX-2 inhibitor celecoxib is able to  suppress 
neuroinflammation measured with [11C]PK11195 
and to prevent degeneration of dopaminergic 
neurons, measured with the DAT tracer [11C]CFT 
(Sanchez-Pernaute et al. 2004). The same result 
was achieved by the nicotinergic α7R agonist 
PHA 543613 (Serriere et al. 2015), whereby 
inflammation was assessed with ex vivo autoradi-

ography using [3H]PK11195, and DAT density 
was measured with [18F]LBT-999.

Gene therapy in PD focuses on enzyme 
replacement (e.g., of tyrosine hydroxylase and 
DOPA decarboxylase) and on the addition of 
neurotrophic factors (Choong et al. 2016). The 
cerebral dopamine neurotrophic factor (CDNF) 
was overexpressed in the striatum of a 6-OHDA 
rat model via adeno-associated virus type 2 
(AAV2), which led to functional recovery of 
dopaminergic neurons, measured with the DAT 
tracer [11C]CFT (Ren et al. 2013).

A second approach of clinical PET imaging is 
to assess secondary changes in the basal ganglia, 
which may lead to medication side effects. 
Striatal dopamine receptors, particularly the D2 
receptors, are often upregulated in PD patients, 
which can be measured under equilibrium with 
D2 receptor ligands such as [11C]raclopride 
(Sioka et al. 2010). Furthermore, in patients 
prone to levodopa-induced dyskinesias, it has 
been shown using [11C]raclopride PET that 
levodopa challenge leads to a strong tracer dis-
placement indicating high and uncontrolled 
dopamine release in the globus pallidus, possibly 
via serotonergic terminals (Smith et al. 2015). 
This may lead to overstimulation of the motor 
output and most likely contributes to the devel-
opment of dyskinesias. A potent antidyskinetic 
drug is (±)3,4-methylenedioxymethamphet-
amine (MDMA, “ecstasy”), which is a sero-
tonin-, dopamine-, and noradrenaline-releasing 
agent and reuptake blocker (Meyer 2013). 
Despite its clear antidyskinetic action in 
hemiparkinson rats with levodopa-induced 
abnormal involuntary movements, dopamine 
release measured with [11C]raclopride was not 
reduced (Lettfuss et al., 2012). Rather than 
affecting dopamine release, MDMA seems to 
act via the serotonergic system (Iravani et al., 
2003).

Dyskinesias are not only induced by chronic 
levodopa treatment but also by dopaminergic cell 
transplantation, a highly controversial therapeu-
tic approach, which has emerged in the 1980s 
(Buttery and Barker 2014). Tissue from human 
fetal ventral mesencephalon was mostly used for 
grafting, and clinical studies revealed that 
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although a certain number of patients gained last-
ing benefits (Ma et al. 2011; Politis and Lindvall 
2012), graft-induced dyskinesias were reported 
as severe side effects (Lane and Winkler 2012). 
However, the current hope is that modern stem 
cell-based striatal transplants applied early in the 
disease process may ameliorate nigrostriatal dis-
ease, although the progress of non-motor symp-
toms will still provide problems (Buttery and 
Barker 2014). Grafting of fetal mesencephalic 
cells in 6-OHDA rat models was used to further 
study the mechanisms of dyskinesias rather than 
to drive novel cell replacement therapies. It has 
been shown that dopamine release via serotoner-
gic terminals measured with [11C]raclopride is 
“buffered” by the presence of grafted dopaminer-
gic neurons (Sahin et al. 2014). Serotoninergic 
terminal density can be visualized using the sero-
tonin transporter ligand 4-[18F]ADAM (Weng 
et al. 2013; Chiu et al. 2015).

In summary, PET imaging using small animal 
PD models is much further advanced than in the 
field of AD. Research is focused not only on the 
diagnostic level, but tackles pathomechanisms 
and therapeutic strategies. An imaging agent tar-
geting α-synuclein deposits is urgently needed 
for further advances in the field.
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31.1  Overview

In the new era of brain research, highlighted by 
the Human Brain Project and BRAIN Initiative, 
how to link the cellular, circuit, and system 
aspects of brain function is one of the key aims of 
this mission. The multimodal neuroimaging 
methodology has provided us a promising plat-

form. Among the numerous efforts on brain func-
tional mapping, the combination of optogenetics, 
calcium signal detection by genetically encoded 
indictors, and functional magnetic resonance 
imaging (fMRI) presents a unique perspective to 
better understand brain function. This chapter 
will focus on the recent application of optoge-
netic tools for fMRI studies, as well as a recent 
development of the fiber optic-mediated simulta-
neous calcium recording with fMRI. These stud-
ies lead to a new concept, the single unit of 
neurovascular coupling (SUNC) (Fig. 31.1), to 
better understand the signal propagation through 
the neuron-glia-vessel network in the brain of 
rodents.

31.2  Methodological Development

31.2.1  Optogenetics

31.2.1.1  Lighten the Brain 
with Channelrhodopsin

The optogenetic studies, i.e., channelrhodopsin- 
mediated optical control of neural activity, can 
be traced back to the study on the phototactic 
responses of Chlamydomonas reinhardtii, a 
single- cell green alga (Schmidt and Eckert 
1976). Calcium ions were reported to mediate 
the swimming direction of the alga (Schmidt and 
Eckert 1976), and the rhodopsin in the eyespot 
of the alga could regulate calcium current in 
response to flash of light (Harz and Hegemann 
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1991) (Fig. 31.2). These studies led to the char-
acterization of the light-sensitive ion channel, 
called channelrhodopsin-1 (ChR1), from the C. 
reinhardtii. The ChR1 showed light-sensitive 
conductance for proton (H+) by expressing the 
ChR1 cDNA in Xenopus oocytes (Nagel et al. 
2002). In the following year, a second channel-
rhodopsin (ChR2) was discovered to show cat-
ion permeability, including Na+ and Ca2+, which 
was tested in both oocytes and mammalian cells. 
The mammalian brain has sufficient baseline 
retinal for ChR2 to be photoactivated. The fast 
kinetics and high cation conductance of the 
ChR2-mediated photocurrent made it ready to be 
used to depolarize the membrane potential of 
neurons. In 2005, Karl Deisseroth’s group 
expressed ChR2 in the rat hippocampal cell cul-
tures through lentiviral vectors, detecting robust 
light-evoked neural spiking events (Boyden et al. 
2005). In contrast to the contemporary geneti-
cally encoded photon- stimulation methods, 
which used synthetized photo-triggering ligand-
gated ion channels, such as P2X2 or TRPV1, or 

engineered K+ channel (Brake et al. 1994; Valera 
et al. 1994; Zemelman et al. 2003; Banghart 
et al. 2004; Lima and Miesenbock 2005), the 
ChR2-based optogenetic method was quickly 
adapted for broad neuroscientific applications. 
Since the ChR2 cDNA can be packaged into the 
viral vectors with different cell type-specific 
promoters, one of the key highlights of the opto-
genetic method is the feasibility to express ChR2 
with cellular specificity.

The cell-specific expression of ChR2 in the 
animal brain has been mainly established in two 
lines of studies. The first one is to establish a vari-
ety of transgenic mouse lines. Using the bacterial 
artificial chromosome (BAC) transgenic strategy, 
a few BAC transgenic mouse lines have been 
established for optogenetic studies (Zhao et al. 
2011a) (Table 31.1). In addition, using a Cre 
reporter mice (Madisen et al. 2010), it is feasible 
to produce the Cre recombinase – inducible ChR2 
knock-in mouse line with robust ChR2  expression 
in specific cell types (Madisen et al. 2012). 
Besides the transgenic mice lines for cell-specific 

Fig. 31.1 The “single unit” of neurovascular coupling is 
based on the fiber optic inserting into the targeted brain 
region of interests. The single-vessel fMRI method was 
previously developed by Yu et al. to specifically map 
fMRI signal from individual vessels penetrating the cortex 
of the rat brain (Yu et al. 2012, 2014). Both light-sensitive 
proteins (e.g., channelrhodopsin-2, ChR2) (Nagel et al. 
2003) and genetically encoded calcium indicators (e.g., 
GCaMP6) (Akerboom et al. 2013) can be specifically 
expressed into neurons or glial cells. Upon optical stimu-
lation, the calcium signal from distinct groups of cells can 

be directly recorded by the fiber optic, and the fMRI sig-
nal from individual vessels (arterioles and venules) sur-
rounding the fiber-optic target regions can be mapped 
simultaneously. The neuron-glia-vessel network can be 
studied in the single-unit perspective with cellular and 
vascular specificity. The fiber optic can be inserted to tar-
get any brain regions of interests, which is not limited to 
the superficial cortex as the conventional optical imaging 
schemes. This SUNC fMRI platform allows the global 
investigation of the neurovascular coupling in the rat brain

X. Yu
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ChR2 expression, the direct in vivo injection of 
viral vectors into targeted brains has been largely 
implemented to study the light-evoked neural 
activity in animals (Adamantidis et al. 2007; 
Alilain et al. 2008; Gradinaru et al. 2009; Sohal 
et al. 2009; Cruikshank et al. 2010; Johansen 
et al. 2010; Stuber et al. 2010; Aponte et al. 
2011). The optogenetic viral vector sequences 
can be found from the optogenetic source center1. 
Meanwhile, the customer-made or commercial 
viral vectors can be directly ordered through the 
Upenn2 and UNC vector core3.

1 The Optogenetics Resource Center can be accessed 
online https://www.med.unc.edu/genetherapy/vectorcore.
2 The Upenn vector core webpage: http://www.med.upenn.
edu/gtp/vectorcore/.
3 The UNC vector core webpage: https://www.med.unc.
edu/genetherapy/vectorcore.

31.2.1.2  Optogenetic Tool 
Development from ChR2

Significant efforts have been made to expand the 
optogenetic tools. The ChR2 provided a model 
protein for genetic modification and homologous 
protein searching from other microbial organ-
isms. Among the numerous opsin candidates, we 
will discuss ChR2 variants and its homologous 
proteins from three aspects: kinetics, spectral 
sensitivity, and ion selectivity. A more detailed 
analysis of the features of ChR2 variants was 
reported by Lin et al. (Lin 2011).

The fast kinetics of ChR2 upon light pulse 
exposure makes it suitable to depolarize the mem-
brane potentials, especially to elicit the millisec-
ond action potential (Fig. 31.3). However, the 
wide-type ChR2 can lead to extra spikes to a sin-
gle pulse, long-term plateau depolarization and 
the lack of sustained spiking at high frequency 
(40 Hz gamma range) (Gunaydin et al. 2010). The 
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Fig. 31.2 Light-induced photocurrent through eyespot of the alga. The left panel is the electrode attached to the eye-
spot of the C. reinhardtii. The right panel is the recorded photocurrent from the alga (Harz et al. 1991)

Table 31.1 The ChR2 transgenic mouse line resources from Jackson Laboratory (Zhao et al. 2011a)

Viral vectors Stock number/mouse lines Web links

VGAT- ChR2(H134R)-EYFP 014548 
B6.Cg-Tg(Slc32a1- COP4*H134R/
EYPF)8Gfng/J

http://jaxmice.jax.org/strain/014548.html

ChAT- ChR2(H134R)-EYFP 014546 B6.Cg-Tg(Chat-COP4*H134R/
EYPF)6Gfng/J

http://jaxmice.jax.org/strain/014546.html

ChAT- ChR2(H134R)-EYFP 014545 B6.Cg-Tg(Chat-COP4*H134R/
EYPF)5Gfng/J

http://jaxmice.jax.org/strain/014545.html

TPH2- ChR2(H134R)-EYFP 014555 B6;SJL-Tg(Tph2- 
COP4*H134R/EYPF)5Gfng/J

http://jaxmice.jax.org/strain/014555.html

Pvalb- ChR2(H134R)-EYFP 012355 B6; SJL-Tg(Pvalb- 
COP4*H134R/EYPF)15Gfng/J

http://jaxmice.jax.org/strain/012355.html
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chimeric combination of the ChR1 and ChR2 
with site-specific mutation, i.e., CHEF channel, 
has faster closure time and can maintain sustain-
able responses to 20 Hz (Lin et al. 2009). In addi-
tion, the ChETA channel with point mutation of 
ChR2 (Glu123 replaced by Thr) has improved 
kinetics to allow sustained spike trains up to 
200 Hz (Gunaydin et al. 2010). Besides genetic 
modification to improve the fast kinetic features 
of ChR2, by replacing the Cys128 of ChR2 by 
Thr, Ala, or Ser, the membrane potential depolar-
ization can be maintained in long timescale as a 
step function (Berndt et al. 2009). The genetic 
modification provided a large pool of variable 
kinetics of the ChR2-mediated spike events.

The development of ChR variants extends 
spectral sensitive range from blue to red light. The 
ChR2 opsin is sensitive to blue light given its peak 
spectral absorption at 480 nm (Fig. 31.4). In the 

multicellular green algae, Volvox carteri, a novel 
opsin called Volvox channelrhodopsin-1 (VChR1) 
was discovered with red-shifted  absorption spec-
trum (Zhang et al. 2008). To fuse the N-terminal 
sequence of the Chlamydomonas reinhardtii 
ChR1 coding sequence (Nagel et al. 2002) with 
the C-terminal sequence of Volvox carteri ChR1 
(Zhang et al. 2008), a chimeric C1V1 channel was 
developed to shift the absorption peak up to 70 nm 
(Yizhar et al. 2011). To further push the light pen-
etration to the tissue so as to elicit the opsin-medi-
ated neural activity, a red-activable ChR variant 
(ReaChR) was developed to be sensitive from 
orange to red light (590–630 nm) (Lin et al. 2013).

Besides the opsin variants permeable to cat-
ions, another light-sensitive ion channel, halor-
hodopsin (NpHR), was discovered from 
halobacterium Natronomonas pharaonis to pump 
to Cl− into cells (Bamberg et al. 1993). Neurons 
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Fig. 31.3 The light-evoked neural activity from the hip-
pocampal slice culture. (a) The lentiviral vector map to 
encode the ChR2 with specific promoter. (b) The dentate 
gyrus granule cells expressing ChR2-EYFP in the adult 
mouse hippocampus (left, EYFP; right, rhodamine- 
conjugated anti-GFP). (c) The inward current in a voltage- 
clamped neuron in an acute slice evoked by 500 ms of 

470 nm blue light (indicated by blue bar). (d) Voltage 
traces showing spikes in a current-clamped hippocampal 
dentate gyrus hilar interneuron evoked by trains of light 
pulses (each blue dash represents one 10 ms light flash) 
(Zhang et al. Nature Methods, 2006) (Reprinted by per-
mission from Macmillan Publishers Ltd: Nature Methods, 
Zhang et al., copyright 2006.)
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expressing NpHR could be hyperpolarized by the 
orange light up to 580 nm (Zhang et al. 2007). 
Genetic modification has made the third genera-
tion of NpHR3.0 to improve the Cl− conductance 
and increased the hyperpolarization efficiency 
(Gradinaru et al. 2008, 2010). In addition, a light- 
sensitive proton pump, called archaerhodopsin-3, 
from Halorubrum sodomense was discovered to 
hyperpolarize neurons by yellow light with the 
similar efficiency to NpHR3.0 (Chow et al. 2010).

These studies make it possible to use optoge-
netic tools to either excite or inhibit neurons in the 
brain. Besides the cellular specificity of the optical 
stimulation scheme, the optogenetic method pro-
vides a unique advantage to combine with fMRI 
brain mapping given the lack of electromagnetic 
inference with radio-frequency (RF) signal.

31.2.2  Genetically Encoded Calcium 
Indicators (GECIs)

31.2.2.1  Read the Brain Calcium Signal 
by Genetically Encoded 
Calcium Indicators (GECIs)

Calcium signal is a key indicator of neuronal activ-
ity and the second messenger to mediate crucial 
intracellular signaling transduction. In contrast 
to the synthetic molecules/chemicals served as 

fluorescent calcium indicators, e.g., Calcium 
Green-1 (Eberhard and Erne 1991), Fluo-3 (Kao 
et al. 1989), Oregon Green 488 BAPTA (OGB) 
(Svoboda et al. 1997), Ca2+ crimson (Aad et al. 
2012), etc., GECIs have high cellular specificity 
and reduced toxicity with advantage of cellular 
specific expression of indictors into the brain 
(Paredes et al. 2008). One scheme of GECI devel-
opment is to bind the blue- or cyan-emitting 
mutant of green fluorescent protein (GFP) and an 
enhanced GFP, with the endogenous calcium indi-
cators, calmodulin, and calmodulin-binding pep-
tide M13 from myosin light chain kinase 
(Miyawaki et al. 1997). Ca binding leads to the 
protein conformational changes and increases the 
fluorescence resonance energy transfer (FRET) of 
the two GFP variants. The emitted fluorescent sig-
nal can be imaged to estimate the calcium signal 
changes in cells expressing GECIs. The FRET-
based calcium indicators include the cameleon 
(Miyawaki et al. 1997, 1999) and FIP-CBSM 
(Persechini et al. 1997; Romoser et al. 1997). In 
contrast to the two GFP variants, a single circu-
larly permutated EGFP (cpEGFP, the N and C ter-
minals of GFP are fused) (Baird et al. 1999) was 
bound to calmodulin and M13, called GCaMP 
(Fig. 31.5), showing the Ca2+-dependent fluores-
cent changes (Nakai et al. 2001). GCaMP was first 
expressed in the smooth muscle of the transgenic 
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Fig. 31.4 The peak photocurrent from different opsins (ChR1/ChR2 (C1, C2), RChR1, and chimeric variants, C1V1) 
and their absorption spectra (Preigg et al. JBC 2012) Preigg et al. Color-tuned channelrhodopsins for multiwavelength 
optogenetics. Journal of Biological Chemistry, 2012; 287:31804-12. With permission from American Society for 
Biochemistry and Molecular Biology.)
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mice to show the feasibility of transient Ca2+ signal 
detection (Ji et al. 2004). The first in vivo mam-
malian study was performed by using the third 
generation of the GCaMP (GCaMP3) to measure 
the calcium signal from the motor cortex of the 
awake mouse (Tian et al. 2009). The GCaMP3 has 
better photostability and is more stable to the body 
temperature than the early generations. The range 
of the fluorescent signal and calcium affinity of 
GCaMPs have been subsequently improved by 
genetic modification. The new generation of 
GCaMPs has multiple variants with different cal-
cium binding kinetics (GCaMP6f, 6m, 6s) (Chen 
et al. 2013). The GCaMP6f (fast kinetics) allows 
the detection of single action potential from the 
neuronal soma (Fig. 31.6).

Besides the GCaMPs, the calcium indicators 
were further developed to emit fluorescent signal at 
a broad spectrum from blue to red light (Fig. 31.7) 
(Zhao et al. 2011b). The multispectral GECIs 
allowed the imaging of calcium signal at multiple 
wavelengths simultaneously. Also, it makes it pos-
sible to measure the light-driven calcium signal 

by optogenetics. By co-expressing RCaMP with 
ChR2 into cells, it is possible to depolarize cells 
and record calcium signal from different spectral 
channels (Akerboom et al. 2013). Thus, the tools 
using photons to study brain function are ready 
to be combined with the proton-based imaging 
methodology.

31.2.3  Small Animal fMRI

31.2.3.1  Basics of Functional MRI 
Methodology

Functional MRI (fMRI) can be considered as a 
variety of MR imaging schemes to map brain 
function, because the typical MRI methods are 
based on the water protons, which are highly 
enriched in the living tissues up to 70 % of the 
brain content so as to provide sufficient MR sig-
nal to be detected. The basic mechanism of fMRI 
brain functional mapping is to detect the altered 
MR properties of the water protons, e.g., relax-
ation times based on spin-lattice interaction or 
spin-spin interaction, in a given voxel of the brain 
area with or without neuronal activation.

The different mapping schemes are based on 
the biological changes in the local active brain 
areas. One of the most popular schemes is the neu-
rovascular coupled hemodynamic changes under-
lying fMRI signal. Ogawa et al. reported that the 
blood deoxyhemoglobin served as the endogenous 
contrast in the brain to decrease the T2*-weighted 
signal in the MRI images due to its paramagnetic 
property (Ogawa et al. 1990). This work revealed 
that the physiological changes, such as the oxy-/
deoxyhemoglobin ratio changes, in the local brain 
area can be detected by MRI directly. In contrast to 
the endogenous hemoglobin as an MRI contrast, 

cpEGFP
CaM

M
13

N

C

Fig. 31.5 The schematic structure of GCaMP protein 
(Nakai et al. Nat. Biotech. 2001) (Reprinted by permission 
from Macmillan Publishers Ltd: Nature Biotechnology, 
Nakai et al., copyright 2001.)

Fig. 31.6 The GCaMP6f-mediated calcium signal was 
detected from the individual neuron. The light blue line is 
the recorded calcium transient signal. The black line is 
the recorded action potentials (* means single action 

potential) (Chen et al. 2013) (Reprinted by permission 
from Macmillan Publishers Ltd: Nature, Chen et al., 
copyright 2013.)
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Belliveau et al. used a gadolinium (Gd)-based 
DTPA contrast agent to map the changes of cerebral 
blood volume (CBV) in the human visual cortex 
with the dynamic susceptibility contrast (DSC) 
MRI (Belliveau et al. 1991). This work demon-
strated the first example to map the human brain 
function with MRI. In 1991, three independent 
groups reported to map the blood-oxygen-level-
dependent (BOLD) fMRI signal from the human 
brain upon neural activation (Bandettini et al. 
1992; Kwong et al. 1992; Ogawa et al. 1992). 
Besides the BOLD contrast, the blood flow 
changes could also be used to map brain function 
as an alternative fMRI method (Kwong et al. 
1992). The arterial spin labeling (ASL) method 
was first developed to noninvasively measure the 
cerebral blood flow (CBF) with MRI in the rat 
brain (Detre et al. 1992; Williams et al. 1992), 
which was not only used for brain functional map-
ping but also for perfusion measurement of brain 
tumors with labeled endogenous water protons. A 
flow- sensitive alternating inversion recovery 
(FAIR) method was later developed to map the 
local CBF changes for functional mapping (Kim 
1995). Meanwhile, the CBV signal changes were 
characterized by measuring the endogenous blood 
volume changes with the vascular-space- 
occupancy (VASO) MRI in the human brain (Lu 
et al. 2003). The series of methodological develop-
ment highlighted the closely coupled neural events 
with vascular responses in the brain and demon-
strated the power of MRI to detect the multifac-
eted features of the hemodynamic signal.

Mapping the hemodynamic signal with MRI is 
to measure the key relaxation properties of water 
protons in the activated brain area. To better 
understand the fMRI signal, let us first review the 
MR readout from water protons of brain tissue: 
T2* or T1. T2* indicated how fast the coherence 

of flipped spins in the transverse plane dephased 
(cancel each other) due to the inhomogeneous 
field in the local brain tissue. The T2* changes 
indicate the fluctuation of the local field homoge-
neity. The spins dephase slower if the field is more 
homogenous, i.e., the larger T2* value. If the field 
becomes less homogenous, the spins dephase 
faster, and we will detect smaller T2* value from 
the water protons. Deoxyhemoglobin is highly 
paramagnetic due to the unpaired electrons in 
contrast to the oxygen- hemoglobin, which is dia-
magnetic. Upon neural activation, the vessels (pri-
marily arterioles and capillaries) will be dilated to 
increase the blood flow. More blood with high 
concentration of oxyhemoglobin from arteriole 
side flows through the capillaries to increase the 
oxy-/deoxyhemoglobin ratio in the venule side. 
The relative concentration of deoxyhemoglobin in 
the activated brain area is reduced, which will 
lead to more  homogeneous field, and then increase 
the T2* values detected by MRI. Thus, we will 
detect positive BOLD fMRI signal changes in the 
activated brain.

The cerebral blood volume changes in the 
activated brain regions can be detected by mea-
suring the T2* values too. The vessel dilation 
leads to increased partial volume contribution of 
the blood per given voxel. The paramagnetic con-
trast agents, such as the gadolinium (Gd)-DTPA 
or superparamagnetic iron oxide particles 
(MION), can be injected into the blood to shorten 
the T2* value of the water protons. The increased 
partial volume contribution from the dilated ves-
sels will show a reduced T2* signal in the acti-
vated brain voxels. Thus, the increased cerebral 
volume signal can be detected as negative MR 
signal changes. Besides reducing the T2* value 
of blood water protons for CBV studies, the 
VASO fMRI studies used an inversion pulse to 

Fig. 31.7 The excitation 
(left panel) and emission 
spectra of B-GECI (blue), 
G-GECI (green), and 
R-GECI (red) with (solid 
line) or without (dotted 
line) calcium (Zhao et al. 
2011b (From Zhao et al., 
Science, 2011b. Reprinted 
with permission from 
AAAS.))

31 When Photons Meet Protons: Optogenetics, Calcium Signal Detection, and fMRI in Small Animals



780

null the signal from blood water protons when 
acquired at specific inversion time (TI) to match 
the nulling point for the blood water proton relax-
ation (T1) (Lu et al. 2003). The VASO method 
allowed the detection of the CBV-based signal 
drop in the activated brain area from the 
T1-weighted MR images. And similarly, the CBF 
fMRI also directly targeted the blood water pro-
tons. In contrast to null the blood signal, the ASL 
method labeled the water protons of the blood. 
The labeling means to flip the spin in the trans-
verse plane. It takes a few seconds (T1 time) for 
the flipped spins (water protons) to relax. The 
labeled blood has sufficient time to flow into the 
brain area and is detected in the T1-weighted 
images. If the blood flow is increased locally in 
the activated brain area, there will be more 
labeled water protons, and it will lead to positive 
T1-weighted signal changes.

Besides measuring the hemodynamic signal, 
there are other MRI schemes to map brain func-
tion. For example, the diffusion fMRI is to detect 
the water diffusion coefficients due to cell mor-
phology changes upon neural activity, e.g., cell 
swelling (Le Bihan et al. 2006). Manganese- 
enhanced MRI (MEMRI) method applied man-
ganese (Mn), as an analog of calcium and a high 
relaxivity contrast, into the animal brain (Lin and 
Koretsky 1997). Mn could be accumulated in the 
activated neurons through the calcium channel. 
The highly accumulated Mn in the activated brain 
region shortened the T1 relaxation time of water 
protons to be detected as brighter signal in the 
T1-weighted MRI images. Since the mechanisms 
underlying these methods are not based on the 
vascular responses but directly interact with the 
neurons, better specificity could be achieved. 
However, the hemodynamic signal-based fMRI 
methods remain the most popular functional 
mapping method given its high sensitivity and 
practicability to be used in both animals and 
human subjects.

31.2.3.2  The Spatiotemporal Limit 
of Hemodynamic fMRI

A key issue of fMRI studies is to improve the 
spatial specificity of the MR signal to its neuronal 
source. Given the increased magnetic field for 

small animal MRI scanners (up to 21 T), the 
strengthened gradient set (>1 T/m), and advanced 
RF coil design, such as cryoprobe, the spatial 
resolution of fMRI images has been improved to 
a few hundred micron isotropic. The submillime-
ter spatial disparity of the neuronal source and 
coupled vascular signal can be revealed directly 
by fMRI mapping methods.

Numerous efforts have been made to improve 
the spatial specificity of the fMRI signal by char-
acterizing the spatiotemporal patterns of the 
BOLD signal in the activated brain area. In the 
spatial domain, the draining veins from the corti-
cal surface dominated the fMRI signals and led 
to mislocalization of the active brain area 
(Ugurbil et al. 2003; Kim et al. 2004; Lu et al. 
2004). To eliminate the contribution of large 
draining veins, spin-echo sequences were 
applied to minimize the MRI sensitivity to large 
vessels (Duong et al. 2003; Zhao et al. 2004; 
Goense and Logothetis 2006; Uludag et al. 
2009). In the temporal domain, the different tem-
poral phases of the fMRI signal were reported to 
show specific coupling features from distinct 
vascular components (Silva et al. 2000; Shmuel 
et al. 2007; Moon et al. 2012). The early fMRI 
onset signal was considered to be more spatially 
associated with activated brain region than the 
fMRI signal of the later phase (Silva and 
Koretsky 2002; Shmuel et al. 2007). In the rat 
somatosensory cortex for forepaw/whisker sen-
sation, the early fMRI signal initiated in the 
deeper layers (Silva and Koretsky 2002; Yu et al. 
2012). The early-onset signal elicited before the 
oxygenated blood reached the venules and then 
surface draining veins, which indicated that the 
early-onset signal originated from the microvas-
culature (arterioles/capillaries) (Silva et al. 2000; 
Silva and Koretsky 2002; Hutchinson et al. 
2006). Besides the BOLD fMRI method, the 
CBV fMRI, and perfusion fMRI were reported 
to be more specific to the hemodynamic signal 
changes from the arteriole and capillaries, which 
demonstrated better localization of the activated 
brain regions (Duong et al. 2001; Zhao et al. 
2005; Kim and Fukuda 2008). These approaches 
have not found widespread use as compared to 
BOLD fMRI due to requirement for contrast 
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agents or low sensitivity. The abovementioned 
studies provided sufficient evidence to show that 
distinct vascular components can contribute to 
the unique spatiotemporal characteristics of the 
fMRI signal.

Recently, the echo-planar imaging (EPI) fMRI 
images were acquired under the high field 
(11.7 T) with in-plane resolution 150 × 150 μm at 
every 200 ms. The peak BOLD fMRI signal was 
primarily located at the penetrating venules in the 
rat somatosensory cortex (Fig. 31.8) (Yu et al. 
2012). This work indicated that the BOLD signal 
could be detected from individual vessels if suf-
ficient signal-to-noise ratio could be achieved 
with high spatiotemporal resolution.

Based on a rat fMRI study with reshuffled 
k-space (Silva and Koretsky 2002), a line- 
scanning fMRI method was reported to analyze 
the BOLD fMRI signal from different cortical 
layers at 50-micron thickness with 20Hz sam-
pling rate (Fig. 31.9) (Yu et al. 2014). The line- 
scanning method was further developed to map 
the fMRI signal from individual arterioles and 
venules in the rat cortex. Both venules and arte-
rioles can be distinguished from the surrounding 
tissues and from each other using a T1-weighted, 
multi-echo technique (Yu et al. 2016). The water 

protons can be saturated in voxels of the brain 
slice after large flip-angle RF pulsing in multiple 
short TRs. However, the saturated water protons 
in vessel voxels are replaced by the unsaturated 
protons due to the blood flow so as to increase 
the T1-weighted MRI signal. This phenomenon 
is called inflow effect. The inflow effect can 
delineate vessel voxels with brighter signal in 
MRI images (Wedeen et al. 1985). In contrast, 
the surrounding tissue signal has been saturated 
and shows lower intensity (Edelman 1993; Bolan 
et al. 2006). At the short TE, both arterioles and 
venules appear as brighter voxels; however, at 
the longer TE, the deoxygenated blood in venules 
has faster T2* decay than surrounding tissues or 
arterioles and leads to darker signal only in 
venules (Reichenbach et al. 1997). Using inflow 
to map vessels has been reported previously 
using a 3D time-of-flight microangiography 
technique (Bolan et al. 2006).

The single-vessel fMRI signal could be spe-
cifically detected from venules as BOLD signal 
and from arterioles as CBV signal in 10 Hz sam-
pling rate (Yu et al. 2016). This work opened a 
new avenue to use single-vessel fMRI maps to 
interpret or represent the unique neurovascular 
coupling patterns of a given stimulus in the brain.

a b

Fig. 31.8 The BOLD fMRI signal detected from the pen-
etrating venules in the rat brain under 11.7 T. (a) The raw 
EPI image was acquired at 200 ms TR showing the pene-
trating venules as dark stripes. The functional maps dem-
onstrated the most active voxels overlapped with the 
venules voxels as brighter signal with higher fMRI signal 

percentage change. (b) The functional maps were shown 
at different time points after the stimulus onset (0.8 and 
1.4 s, upper panel). The time courses of two voxels 
(parenchyma voxel, red color; venule voxel, blue color) 
showed the early fMRI onset from the parenchyma voxel 
(Yu et al. 2012)
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31.3  Multimodal Applications

31.3.1  Optogenetic fMRI Studies

In 2010, Lee et al. reported the first work to 
apply optogenetic tool for small animal fMRI 
study (Lee et al. 2010). AAV viral vectors 
were used to express ChR2 in neurons through 
the CaMKII promoter. Fiber optic was inserted 
into the rat brain to target the area expressing 
ChR2, such as the motor cortex. Upon the 
light exposure, robust fMRI signal was 
detected in the motor cortex (Fig. 31.10) and 
the projected thalamic regions. In addition, if 
the fiber optic targeted the axons expressing 
ChR2, the fMRI signal was detected not only 

in projected areas but also at the area where 
the neuronal soma was located due to back 
propagation.

There were a few studies to verify the 
 temporal and spatial feature of the light-driven 
fMRI signal by optogenetics. Kahn et al. ana-
lyzed the opto-fMRI signal in the transgenic 
mice expressing ChR2 in the layer V pyramidal 
neurons (Kahn et al. 2011). The fiber optic 
delivered light to the cortical surface of the bar-
rel cortex. The light- driven fMRI signal showed 
a linear temporal summation in response to a 
train of light pulses. The spatial pattern of 
hemodynamic signal changes after optical stim-
ulation was mapped with CCD camera based on 
the spectroscopic absorption difference of the 
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 oxy- and deoxyhemoglobin in the  somatosensory 
cortex (Vazquez et al. 2014), as well as the 
BOLD fMRI (Iordanova et al. 2015). The  spatial 

and temporal features of light-driven fMRI 
 signal in the rodent brain were similar to the 
fMRI signal evoked by sensory stimulation.
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Fig. 31.10 The opto-fMRI in the rat motor cortex. (a) The 
schematic plan of the fiber-optic targeting motor cortex 
expressing ChR2 (green color). (b) The light-driven local 
field potential recorded in the motor cortex. (c) The fMRI 
functional map showed light-driven neural activity in the 

motor cortex (* indicates the tip of the fiber optic.) (d) The 
averaged time course of the fMRI signal during the optical 
stimulation block design paradigm (Lee et al. 2010) 
(Reprinted by permission from Macmillan Publishers Ltd: 
Nature, Lee et al., copyright 2010.)
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Two major advantages of the opto-fMRI tech-
niques are the cell type- and neural circuit- 
specific targeting schemes. However, it is crucial 
to better understand the origin of fMRI signal so 
as to correctly interpret the cellular contribution 
to the light-driven fMRI signal, as well as the 
circuit-specific activation of targeted brain 
regions. In 2001, Logothetis reported the better 
correlation of the BOLD fMRI signal with the 
local field potential (LFP) than single-unit and 
multiunit spikes simultaneously detected in the 
visual cortex of the monkey brain (Logothetis 
et al. 2001). This work demonstrated that fMRI 
detected the hemodynamic signal closely cou-
pled to the integrated neural events of the local 
neural network. Thus, it is important to know that 
the fMRI signal detected by optical stimulation 
represented the integrated neural events, similar 
to the peripheral stimulation or microelectrode 
stimulation. The fMRI signal by itself does not 
bear the cellular specificity based on its underly-
ing mechanism (Logothetis 2010). Another con-
cern of opto-fMRI functional mapping is the 
heating-related pseudo-BOLD fMRI signal. In 
the native rats without the ChR2 expression, by 
increasing the light power and exposure time, the 
negative BOLD signal can be readily detected 
from the cortical areas close to the fiber-optic tip 
(Christie et al. 2013) (Fig. 31.11). However, to 
carefully control the light power level and the 
pulse duration, the heat-induced pseudo-fMRI 
signal can be easily eliminated.

The neural circuit-specific excitation by opto-
genetics provides a unique angle for small animal 
fMRI. In the conventional task-related small ani-
mal fMRI studies, fMRI responses were usually 
elicited by an input signal through the sensory 
system. The task-related mapping paradigms 
limit the assessable neural circuits only to those 
relevant to the processing of the input signal. 
Given the complexity of the signal processing 
through the neural network, it remains impracti-
cal to distinguish the circuit-specific fMRI signal 
using the conventional mapping methods.

There are a few other fMRI-based methodolo-
gies to provide information at the functional con-
nectivity level independent of peripheral input 
signal. The resting-state fMRI correlated the 
BOLD signal changes of the individual voxels in 

the absence of any input signal. The functional 
connected brain regions may present highly syn-
chronized spontaneous neural activity. The spon-
taneous neural activity could couple with the 
vascular responses to initiate hemodynamic fluc-
tuation, which mimics the evoked BOLD signal. 
By analyzing the correlation of the BOLD 
dynamic signal, the functional connectivity can 
be specified from different brain regions (Biswal 
et al. 1995). The global brain connectivity can be 
evaluated by the resting-state fMRI, such as the 
default mode network (Raichle et al. 2001). 
Another methodology is to use the simultane-
ously recorded electrophysiological signal from 
the brain regions, such as hippocampus, as a trig-
ger to correlate with the BOLD dynamic signal in 
the brain (Logothetis et al. 2012). This method 
targeted more specific neuronal connection based 
on the unique spiking pattern recorded by elec-
trophysiology, such as the ripple activity of the 
hippocampus. However, these studies applied 
correlation analysis of the BOLD signal dynam-
ics or with the electrophysiological signal to study 
the neural circuits relevant to the source of the sig-
nal detected. It remains challenging to target spe-
cific neural circuit for fMRI brain functional 
mapping. As reported by Lee et al., it is possible 
to target the axons of the neurons expressing 
ChR2 by fiber optic directly. Optical stimulation 
of the axons can lead to neural activity through 
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Fig. 31.11 The negative pseudo-BOLD signal was 
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the afferent inputs in the projected brain regions. 
The fMRI signal detected in the local brain area is 
elicited specifically by the axonal fibers express-
ing ChR2. This phenomenon set the basis to study 
neural circuit-specific fMRI brain mapping.

Microstimulation is a conventional way to 
directly target a brain region to manipulate the 
neural activity, such as the deep brain stimulation 
(Kringelbach et al. 2007). However, the stimula-
tion current will flow through the local neural cir-
cuit without selectivity. The optical stimulation 
bears the circuit-specific selectivity only for the 
axons expressing ChR2. A good example is the 
optical stimulation of the corpus callosum in the 
rat brain (Fig. 31.12) (Yu et al. 2013). The ChR2 
was expressed in the barrel cortex of rats. The 
callosal projection neurons expressed the ChR2 
along their callosal axonal fibers. Because the 
AAV vectors are primarily targeting the neuronal 
soma and express the ChR2 antegradely, only the 
callosal fibers projected from the ChR2-injected 
barrel cortex were labeled with ChR2. In contrast 
to the microstimulation which activated the recip-
rocal callosal projections, the optical stimulation 
only activated the callosal fibers projecting to the 
opposite barrel cortex from the viral vector injec-

tion site. This work made is possible to study the 
callosal fiber-meditated fMRI signal in the rat 
brain. Thus, the combination of fMRI with opto-
genetics provides a circuit-specific targeting 
scheme to map the brain function.

31.3.2  Simultaneous fMRI 
with Calcium Recording

As previously described, the fluorescent calcium- 
sensitive dyes could be loaded into the brain cells. 
Under the two-photon microscopy, the cells labeled 
with the calcium-sensitive dyes, such as the 
Calcium Green-1 or Fluo-4, could be characterized 
by their morphology or specific cellular markers, 
e.g., SR101 for astrocytes (Fig. 31.13) (Stosiek 
et al. 2003; Oberheim et al. 2006). The calcium 
imaging and intrinsic hemodynamic signal optical 
mapping can be performed together in the visual 
cortex of the ferrets (Schummers et al. 2008). The 
hemodynamic signal was spatially coupled to the 
calcium transient signal detected from both neu-
rons and astrocytes, demonstrating similar orienta-
tion-selective features for their receptive fields. The 
astrocytic calcium signal readout is crucial to better 
understand the  contribution of glial cells to the neuro-
vascular coupling underlying the fMRI signal.

By implementing the fiber optic-mediated cal-
cium recording setup in the MRI scanner, Schulz 
et al. detected the fMRI signal with simultaneous 
calcium recording based on the calcium-sensitive 
dyes loaded in the rat brain (Schulz et al. 2012). As 
shown in the Fig. 31.14, the fiber optic was inserted 
into the skull of the rat brain just above the dura. 
The exposed somatosensory cortex (forepaw S1 
area) was previously loaded with calcium indica-
tor, OGB-1. The evoked calcium signal changes 
can be detected as the percentage fluorescent sig-
nal emitted by OGB-1 from the rat brain inside the 
MR scanner through the fiber optic to the photo-
multiplier. The neurons were primarily loaded 
with OGB-1 in the forepaw S1 cortex. Upon the 
forepaw stimulation, the evoked BOLD fMRI and 
calcium signal in the S1 can be detected simulta-
neously. In addition, Rhod-2 was able to be loaded 
specifically in astrocytes. The transient calcium 
signal can be detected simultaneously with the 
BOLD fMRI signal during the block design para-

Fig. 31.12 Target the callosal fibers with optogenetics. 
The upper panel is the schematic of the fiber optic- 
mediated callosal activation. The lower panel shows the 
labeled callosal fibers only from the callosal projection 
neurons located at the left barrel cortex injected with 
ChR2 (Yu et al. ISMRM Proceeding, 2013)
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digm. The existence of the astrocytic calcium ele-
vation can elongate the BOLD signal duration to 
the stimulus, indicating the major contribution of 
glial cell activity to the later phase of the hemody-
namic signal changes.

The fiber optic-mediated calcium recording 
has two advantages. Firstly, in contrast to the pre-
vious calcium imaging work with two-photon 
microscopy, the majority of studies can only focus 
on the superficial layers of the cortex. The detected 
transient calcium signal from different cell types 
upon stimulation only represented the firing fea-
ture of the superficial layers. Although the pene-
trating depth of the two-photon imaging has been 
improved (Tian et al. 2010; Mittmann et al. 2011), 
the signal-to-noise ratio from layer IV/V is much 
lower than the superficial layers, and the photo-
bleaching is a matter of concern for in vivo stud-
ies. The fiber optic can be used to penetrate deep 
region of the brain. It allowed to measure the cal-
cium transient signal from the subcortical regions. 

Secondly, the fiber optic- mediated calcium 
recording setup does not interfere with the fMRI 
acquisition. The simultaneous fMRI and calcium 
signal acquisition is less complicated than the 
simultaneous fMRI and electrophysiological 
recordings because of the lack of RF interference 
with the electrical signal (Logothetis et al. 2001). 
In addition, the cell type-specific calcium signal 
recording makes it possible to decouple the sig-
naling events from different cellular components 
of the neuron-glia- vessel network underlying 
neurovascular coupling.

31.4  Future Studies

To merge optogenetics, GECIs, and fMRI into a 
multimodal imaging platform can serve as a 
major direction of small animal imaging. It pro-
vides the multidimensional framework to analyze 
the readout of the signaling events from cellular 
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Fig. 31.13 The calcium transient signal was detected in 
neurons and astrocytes in vivo. (a) The neuronal cells were 
loaded with Calcium Green-1. The spontaneous transient 
calcium signal from individual neurons was showed in the 
left panel (Stosiek et al. In vivo two-photon calcium imaging 
of neuronal networks, Proceedings of the National Academy 
of Sciences, 2003;100:7319–24, Copyright 2003, National 
Academy of Sciences). (b) The astrocytes were loaded with 

Fluo-4 (right) and specifically labeled with SR101 (left) 
(white triangles). Neurons were not loaded by the calcium 
dyes (orange triangles). (c) Upon the whisker stimulation 
(WS, gray bars), the evoked astrocytic calcium signal was 
shown as the orange trace. The lower panel showed the local 
field potential (Wang et al. Nature Neuroscience, 2006) 
(Reprinted by permission from Macmillan Publishers Ltd: 
Nature Neuroscience, Wang et al., copyright 2006.)
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level to neural circuit, to neurovascular network, 
and to the systems level. The largely expanded 
opsin variants and multispectral sensitive GECIs 
with improved kinetics and sensitivity ensure the 
feasibility to detect the millisecond signaling 
events in vivo. The advanced functional mapping 
method, such as the single-vessel fMRI method, 
makes it possible to detect the vascular signal 
from individual arterioles and venules in the deep 
brain regions. More importantly, the fiber-optic 
targeting scheme readily unites the optical 
method with MRI method to let the protons and 

photons work together for us to better understand 
the brain function.

At last, we summarized a few technical con-
cerns with regard to building up the multimodal 
imaging platform:

 (a) Co-expression of opsin and GECIs in vivo 
for rat fMRI studies

In contrast to the transgenic mouse stud-
ies, AAV viral vectors need to be directly 
injected into the targeted brain regions. When 
two viral vectors were injected together, the 
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Fig. 31.14 The simultaneous fMRI with fiber optic- 
mediated calcium recording. (a) The basic optic setup for 
light path and fiber-optic insertion into the rat skull. The 
coronal brain slice was acquired to show the location of 
the fiber optic (imbedded in agar) above the cortex. (b) 
The simultaneously acquired BOLD fMRI signal and the 
fluorescent signal from the somatosensory cortex upon the 
stimulation. The right panel showed the color-coded func-
tional fMRI maps. (c) The simultaneously recorded cal-

cium transient signal from glial cells by the calcium dye, 
Rhod-2. The BOLD signal (upper blue curves) was 
acquired without the existence of astrocytic calcium sig-
nal (black tracers). The right panel showed the temporal 
difference of the BOLD signal, indicating the elongated 
BOLD signal may be contributed by the glial activation 
(Schulz et al. 2012) (Reprinted by permission from 
Macmillan Publishers Ltd: Nature Methods, Schulz et al., 
copyright 2012.)
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competition to co-transfection factors and 
organelles of the targeted cells has to be con-
trolled. The ratio of the two viral vector titers 
needs to be tested for successful co- 
expression of the two proteins. The different 
serotypes of AAV viral vectors showed 
 distinct efficiency of transfection. Although 
specific promoters determined the expression 
of the protein of interests, it remains crucial 
to adjust the titers of the two viral vectors.

 (b) Spectral cross talk of opsins and GECIs
Multiple light-sensitive opsins are devel-

oped to be activated at different spectra, 
such as ChR2, 470–480 nm; C1V1, 540–
550 nm; and ReaChR, 590–630 nm. 
Meanwhile, the GECIs also include multi-
ple indicators with different excitation/
emission spectra, such as GCaMP6 and 
RCaMP. To measure the calcium signal 
fluctuation, a constant light exposure will be 
delivered at lower power level 
(5–10 μW/200 μm fiber). The evoked cal-
cium signal from neurons has usually 
15–20 ms onset delay. In contrast, the opti-
cal stimulation usually delivers a few milli-
second light pulse. To select opsin variants 
and GECIs with light sensitivity at different 
spectra, such as C1V1-GCaMP6, it is pos-
sible to detect the light-driven calcium sig-
nal with minimal spectral cross talk.

 (c) Fiber selection (Raman scattering), PCF hol-
low air transmission

The optical signal was mainly delivered 
through the fiber optic. To choose the appro-
priate fiber optic is crucial to reduce the 
background noise. The key noise source 
from the fiber optic is the Raman scattering, 
i.e., the low-energy emission after the pho-
tons were absorbed by the fiber-optic mate-
rial. The high-OH fiber optic will cause 
strong Raman scattering. Thus, the low-OH 
fiber optic should be chosen for light trans-
mission. Another choice is the photonic-
crystal fiber, which confines the light 
transmission through the hollow core 
(Russell 2003). The Raman scattering of the 
air is much less than glass or plastic material 
of fiber optic. Meanwhile, the PCF hollow 
cores have very small numerical aperture 

and will provide high specificity for the tar-
geted brain regions.

 (d) MRI image acquisition hardware 
development

The fiber-optic insertion needs to be 
secured on the rat skull with dental cement or 
MRI- compatible glue. To acquire reasonable 
signal- to- noise ratio (SNR), the surface RF 
coil needs to be closely attached on the rat 
head and allows the fiber optic to pass 
through. The securing material between the 
coil and brain occupies the most sensitive 
space for RF signal detection. Different coil 
design or implanted coil scheme has to be 
developed to achieve high SNR. In another 
aspect, a remote MRI-guided device can be 
developed to target the fiber optic to the brain 
regions after the rat is positioned inside the 
MR scanner. An MRI- compatible stereotactic 
controlling arm can maneuver the fiber-optic 
position inside the brain based on the real-
time acquired MRI images. This MRI-guided 
stereotactic arm can allow the fiber optic-
mediated calcium recording in multiple brain 
regions with more precise targeting accuracy.
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32.1 Abstract

Imaging has been extensively used to monitor 
the development and progression of cancer in 
laboratory animals. Imaging also plays an 
increasing role in monitoring tumor response to 
therapeutic interventions. Using modern imag-
ing technologies, tumor volumes can be mea-
sured in subcutaneous and orthotopic models 
longitudinally. Furthermore, animals can be 
screened for the development and progression 
of metastases. Using imaging techniques, it is 
also feasible to study noninvasively the micro-
environment of tumor tissue, such as regional 
perfusion, vascular permeability, or oxygen 
tension.

Depending on the specific scientific question, 
the tumor model, and the location of disease, 
tumors are best studied by ultrasound, optical 
imaging, CT, MRI, SPECT, PET, or a combina-
tion of these techniques. In this book chapter, we 
focus on techniques that have been used to study 
tumor localization and tumor mass, gene and 
protein expression, tumor microenvironment, 
tumor cell proliferation, and metabolism and to 
monitor therapeutic interventions. The aim is to 
provide the reader an overview of the features of 
malignant tumors that can be studied on a rou-
tine basis in small animal imaging laboratories. 
Furthermore, practical guidelines for imaging 
protocols are provided and known “pitfalls” are 
discussed.
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32.2  Introduction

Imaging has been extensively used to monitor the 
development and progression of cancer in labora-
tory animals. Imaging also plays an increasing 
role in monitoring tumor response to therapeutic 
interventions. Using modern imaging technolo-
gies, tumor volumes can be measured not only in 
subcutaneous but also in orthotopic models 
allowing for noninvasive serial studies of the 
treated animals. Furthermore, animals can be 
screened for the development and progression of 
metastases. Using imaging techniques, it is also 
feasible to study noninvasively the microenviron-
ment of the tumor tissue, such as regional perfu-
sion, vascular permeability, or oxygen tension. In 
addition to these studies of tumor size, morphol-
ogy, and functional status, small animal imaging 
is increasingly used for the development of new 
diagnostic and therapeutic agents, since imaging 
studies can greatly reduce the number of animals 
necessary to study the biodistribution of experi-
mental compounds.

Depending on the specific scientific question, 
the tumor model, and the location of disease, 
tumors are best studied by ultrasound, optical 
imaging, CT, MRI, SPECT, PET, or a combina-
tion of these techniques. Given these many appli-
cations and different techniques, it would be far 
beyond the scope of this chapter to provide a 
comprehensive overview of the literature on 
small animal imaging in oncology research. 
Instead we focus on techniques that have been 
used to study the following key areas: (i) tumor 
localization and quantification of tumor mass, (ii) 
imaging gene and protein expression, (iii) char-
acterization of the tumor microenvironment, (iv) 
studies of tumor cell proliferation and metabo-
lism, and (v) monitoring therapeutic interven-
tions. The use and limitations of imaging in these 
five areas are discussed for various organ sys-
tems. Accordingly we do not intend to provide an 
overview on developing or cutting-edge imaging 
technologies, but we focus on techniques that 
have been thoroughly studied and whose applica-
tions and limitations have been critically evalu-
ated. The aim is to provide the reader an overview 
of the features of malignant tumors that can be 

studied on a routine basis in small animal imag-
ing laboratories. Furthermore, practical guide-
lines for imaging protocols are provided and 
known “pitfalls” are discussed.

32.3  Major Applications 
of Imaging in Oncology 
Research

32.3.1  Tumor Detection, 
Localization, 
and Quantification 
of Tumor Mass

In subcutaneous tumors, repeated measurements 
of tumor diameters continue to play a key role in 
oncology research. However, the limitations of 
subcutaneous tumor models are well recognized, 
and orthotopic (and spontaneous) tumor models 
are increasingly used in many areas of cancer 
research. Most orthotopic tumors are not palpa-
ble, and their size cannot be measured with cali-
pers or similar techniques. Imaging thus becomes 
necessary to localize the tumors and determine 
their growth over time. For many applications of 
orthotopic tumor models, a large number of ani-
mals need to be imaged repeatedly. Thus, imag-
ing technologies need to be fast and robust. 
Furthermore, imaging should pose only minimal 
stress to the animals. Ideally, imaging should also 
be highly sensitive and allow for accurate mea-
surements of small lesions. Currently, no single 
imaging technology does meet all these needs in 
all areas of the body. In the following sections, 
the use and limitations of different imaging tech-
nologies are discussed.

32.3.1.1  Tumor Detection 
and Growth Monitoring 
with Optical Imaging

Bioluminescence imaging of tumors expressing 
luciferases allows high-throughput and low-cost 
studies in mice. A key advantage of biolumines-
cence imaging is that no signal is produced until 
the substrate/enzyme interaction of luciferase 
and luciferin occurs. Consequently, there is a 
very low background luminescence level in most 
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animals allowing highly sensitive detection of 
tumor cells. It has been demonstrated that the 
intensity of the bioluminescence signal in general 
correlates with the tumor mass. Furthermore, a 
signal is only produced by viable cells allowing 
investigators to differentiate between necrotic 
and viable tumors. However, sensitivity and spa-
tial resolution quickly degrade for more deep- 
seated lesions. This is caused by a significant 
absorption of light as well as due to scatter of the 
emitted photons. The minimum tumor size that 
can be detected by optical imaging is therefore 
not only dependent on the used imaging equip-
ment but also on luciferase expression levels and 
the location of the tumor. Furthermore, the posi-
tioning of the animal in the imaging system can 
have a significant impact on the measured light 
signal (Cui et al. 2008). For the same reason, it 
can also be challenging to compare the degree of 
tumor involvement in different organs.

Another important parameter is the body tem-
perature of the animal, which has to be kept con-
stant at physiological levels since the enzymatic 
activity of the luciferase (and thus also the 
obtained signal) is temperature dependent and 
strongly decreases if the animal cools down 
under anesthesia.

There is therefore no general answer to the 
question “how many tumor cells can be detected 
by bioluminescence imaging.” Using state-of-the 
art equipment as little as 10–100 superficially 
located cells with high luciferase expression lev-
els can be detected by a whole-body biolumines-
cence imaging, but the minimum number of 
detectable tumors cells may be orders of magni-
tude higher for deep-seated tumors with lower 
levels of luciferase expression (Rabinovich et al. 
2008). Since lesion detectability depends on mul-
tiple factors, it is necessary to validate the corre-
lation between the in vivo light signal and tumor 
cell numbers by pilot studies with tissue sam-
pling at different time points during tumor 
development.

Fluorescent reporter genes such as green fluo-
rescent protein (GFP), red fluorescent protein 
(RFP), and their various mutants have been used 
extensively to tag tumor cells and to study their 
migration and metastasis formation. In this  

context, mutants that show fluorescence emission 
in or nearby the near-infrared range (such as 
“tomato,” “plum,” and “cherry”) provide better 
access to tissues being more deeply localized in 
the body. Expression of these fluorescent proteins 
can be imaged at the cellular and subcellular level 
by advanced microscopy techniques including 
confocal and multiphoton laser microscopy 
(MPM) (Denk et al. 1990).

MPM can be used for in vivo imaging with a 
maximum tissue penetration of about 500 μm. 
This technique, which depends on the simultane-
ous absorption of two infrared photons by a fluo-
rophore, resulting in spatially localized 
fluorescence excitation, is capable of collecting 
fluorescence images with a spatial resolution of 
less than 1 μm in living animals (Dunn and Sutton 
2008). In addition to providing better penetration 
and resolution than previous methods of in vivo 
microscopy, the use of infrared light also makes 
MPM significantly less toxic for the studied tis-
sues (Andresen et al. 2009). Using fluorescent 
probes, it is easy to label both tumor cells and the 
cells that interact with them. MPM systems can 
acquire 1–2 images per second allowing real- 
time imaging of cellular motility, invasiveness, 
and metastasis formation. Subcutaneously 
implanted tumors are easily accessible for MPM 
after an incision in the overlying skin and have 
been most extensively studied. Using a surgical 
access, tumors have also been imaged in several 
organs (Kienast et al. 2010).

Whole-body fluorescence imaging has been 
used to study macroscopic tumors in mice. An 
advantage of using fluorescent proteins as 
reporter genes is that no pharmaceutical needs to 
be injected. Thus, the signal is not dependent on 
the distribution and delivery of luciferase sub-
strates (Hoffman 2005). Detection of small 
tumor’s fluorescence is, however, in many cir-
cumstances limited by autofluorescence of nor-
mal tissues or bowel content. In addition, the 
limited tissue penetration of the green light emit-
ted by GFP makes visualization of deeper lesions 
challenging. RFP provides better tissue penetra-
tion, but is still limited by autofluorescence. In 
comparative studies, whole-body biolumines-
cence imaging provided a better signal-to-noise 
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ratio than fluorescence imaging. Using currently 
available imaging technologies, GFP imaging is 
therefore preferable for ex vivo and in vivo 
microscopy, whereas bioluminescence imaging 
is more sensitive for whole-body in vivo imag-
ing. Multimodality reporter genes have been gen-
erated that allow bioluminescence, fluorescence, 
and PET imaging (Ray et al. 2007). Using such 
reporter genes, cell culture and in vivo micros-
copy studies can be performed using fluorescence 
imaging, whereas tumor growth and metastasis 
formation can be monitored in mice by biolumi-
nescence imaging. The PET reporter gene offers 
the opportunity for studies in larger animals and 
eventually translational research in patients 
(Kang and Chung 2008).

32.3.1.2  Tumor Detection and 
Growth Monitoring 
with Ultrasound

Ultrasound imaging enables an easy and reliable 
size determination of subcutaneous tumors. In 
comparison to caliper measurements, it is of 
advantage that a third dimension can be assessed. 
Modern high-frequency ultrasound devices using 
motor-driven holders of the transducer generate 
3D data sets that can be used for semiautomated 
determination of tumor volumes. This results in a 
highly accurate determination of tumor volumes.

Also tumors deep inside the animal body like 
liver tumors or experimental prostate cancers can 
be localized by ultrasound. However, the access 
to these areas of the body by ultrasound is much 
more difficult, and often the tumors cannot be 
visualized properly. Therefore, ultrasound imag-
ing may be used to check for the existence of 
orthotopic tumors in deep organs and to estimate 
their growth, but for the accurate determination 
of growth kinetics, other imaging modalities like 
MRI or μCT may be preferred.

32.3.1.3  Tumor Detection and 
Growth Monitoring with μCT

μCT enables imaging with a very high spatial 
resolution but usually the tissue contrast is low. 
This can make visualization of subcutaneous and 
orthotopic tumors difficult. For orthotopic tumors 
outside the lungs and bones, contrast agents  

usually have to be applied to differentiate tumor 
from normal tissues. However, optimal timing of 
contrast agent injection and scanning is manda-
tory, and one has to take into account that circula-
tion and elimination of clinical contrast agents in 
mice is up to ten times faster than in humans, 
while high-resolution μCT scans require signifi-
cantly more time than human CT examinations 
with modern multislice systems. If timing is con-
sidered to be difficult, experimental CT contrast 
agents with longer blood half-life such as 
Aurovist (Nanoprobes), Exia (Binitio Biomedical, 
Inc.), or Fenestra (ART Advanced Research 
Technologies, Inc.) may be used (see Sect. 12.2). 
For orthotopic liver tumors, iodinated liposomes 
or gold nanoparticles are helpful, which are inter-
nalized by liver macrophages or hepatocytes and 
enhance the contrast of the normal liver tissue, 
thus enabling the delineation of the tumors as 
darker spot (see Sect. 12.2).

A clear indication for the use of μCT imaging 
is tumors in the lungs and bones (Li et al. 2006). 
Nevertheless, the exposure of animals and tumors 
to x-rays has to be considered carefully in the 
study planning (see Sect. 12.1). Particularly in 
longitudinal studies, x-ray exposure can decrease 
the health status of the animal and affect tumor 
growth. Please also note that for the imaging of 
lung and liver tumors, respiratory gating should 
be applied, which can be done prospectively or 
retrospectively (Dinkel et al. 2008). Depending 
on the scanner type and the chosen spatial resolu-
tion, the measurement time per animal is in the 
range of seconds up to more than 30 min.

32.3.1.4  Tumor Detection and 
Growth Monitoring with MRI

MRI is favorably suited for tumor staging and 
monitoring in small animals. This holds true for 
both subcutaneous and orthotopic tumors. The 
minimal detectable tumor size depends on the 
field strength of the MR scanner. Please note that 
for the detection of submillimeter-sized tumors, 
clinical MR scanners usually will not be 
sufficient.

For the determination of tumor size, simple 
protocols with T2-weighted sequences can be 
used. In this context, the imaging of lung tumors 
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is more difficult as imaging of tumors in other 
areas of the body. If liver or lung tumors are in 
the focus of research, respiratory gating should 
be applied, which is usually done prospectively. 
In general, tumor size determination by MRI 
requires 10–20 min per animal of which 5–15 min 
is pure scan time (the remaining time is needed 
for placing the animal in the MR coil, for the 
adjustment of the MR coil, and for arranging the 
measurement position).

32.3.1.5  Tumor Detection and 
Growth Monitoring 
with Nuclear Imaging 
Techniques

PET and SPECT imaging can provide high- 
contrast images of tumors expressing a variety of 
reporter genes including herpes simplex thymi-
dine kinase (HSV-tk), sodium-iodide symporter 
(NIS), and norepinephrine transporter (NET) 
(Kang and Chung 2008). Since gamma radiation 
is only minimally absorbed in mice, the depth of 
the tumor has only a negligible influence on 
detectability. Images are three-dimensional, 
allowing accurate localization of the tumor, espe-
cially when PET or SPECT studies are combined 
with CT or MRI. Overall, PET and SPECT are 
less sensitive than bioluminescence imaging. 
Typically about 100,000–1 million tumor cells 
can be reliably detected by reporter gene imaging 
with small animal PET (Johnson et al. 2009). 
Furthermore, the costs are considerably higher as 
short-lived radiopharmaceuticals need to be pro-
duced for each imaging study.

A key advantage of nuclear imaging techniques 
is that tumors can also be detected based on the 
increased expression of endogenous receptors, 
transporters, or enzymes. Therefore, it is not nec-
essary to genetically modify tumor cells for PET 
or SPECT imaging studies. This allows, for exam-
ple, studies of spontaneous tumor development in 
transgenic animals. In this context PET imaging 
with the glucose analogon fluorodeoxyglucose 
(FDG) is of particular interest as this radiopharma-
ceutical is extensively used clinically for imaging 
of cancer patients. Thus, FDG is readily available 
for animal studies at most small animal imaging 
facilities located at university hospitals.

When using FDG for such studies, several 
methodological aspects need to be considered. 
First of all, the PET scanner basically measures 
activity concentrations within the body of the 
animal. These can be expressed as counts/voxel 
or as Bq/ml if the scanner is appropriately cali-
brated. In order to standardize the results obtained 
from different experiments, activity concentra-
tions are frequently expressed as the percentage 
of the injected dose per ml tissue (%ID/ml) or as 
standardized uptake values (SUVs). All these 
parameters are not directly related to tumor size 
or mass, because all of them describe the concen-
tration of FDG within the tumor. In practice, 
there is a correlation between the PET signal 
intensity and tumor size, because of partial vol-
ume effects. The typical spatial resolution of 
small animal PET scanners is in the range of 
2 mm. Thus, the true activity concentration is sig-
nificantly underestimated in lesions that have a 
diameter of less than 4 mm. Accordingly SUVs 
or other quantitative parameters will increase 
during tumor growth. However, the relationship 
between tumor size and PET signal is not linear 
and depends on the image reconstruction and 
postprocessing protocols. Furthermore, FDG 
uptake rates may change during tumor progres-
sion. Therefore, increasing FDG uptake over 
time cannot be interpreted as a direct reflection of 
tumor growth.

Finally, the normal distribution of FDG needs 
to be considered. The rapid renal excretion of 
FDG makes imaging of tumors in the pelvis chal-
lenging as the high radioactivity concentration in 
the bladder causes artifacts in the PET images. 
Imaging of tumors in the brain is limited by the 
physiologic FDG uptake of normal gray matter 
and of the Harderian glands.

32.3.2  Imaging of Cancer-Related 
Gene and Protein Expression

The expression of genes and proteins has been 
assessed by genetically encoded reporters and by 
ligands that specifically bind to the protein of 
interest. In the reporter gene approach, a 
reporter gene is put under the control of a 
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promoter/enhance element that regulates the 
expression of the gene of interest. Alternatively a 
fusion gene is generated that consists of the tar-
geted gene and the reporter gene (Kang and 
Chung 2008). In vivo reporter gene imaging was 
initially developed for monitoring cancer gene 
therapy (Tjuvajev et al. 1996). However, subse-
quent research has demonstrated that this 
approach is very versatile and allows for a variety 
of different applications.

The reporter gene approach is fairly general 
and can in principle be used to study the expres-
sion of any gene. In contrast, the number of 
specific ligands for molecular imaging is still 
very limited. The development of ligands with 
the required high affinity and specificity for the 
targeted protein is a complex and slow process. 
In addition to binding with high affinity to the 
target, ligands need to be metabolically stable 
and demonstrate only low levels of unspecific 
binding. Furthermore, the clearance and distri-
bution in normal organs need to be optimized. 
If the clearance is too fast, the amount of ligand 
bound to the target may be too low for imaging. 
Conversely, a slow clearance can result in poor 
contrast between tumors and normal organs. 
Therefore, ligand development and refinement 
need to be repeated for each protein of 
interest.

However, also the reporter gene approach has 
specific limitations: First of all, cells need to be 
transfected with the reporter gene which may 
confound the expression of the target protein. 
Second, the expression of the target protein can 
be influenced by posttranslational regulatory 
mechanisms. These will generally not be cap-
tured by reporter gene imaging. Third, the 
strength of the promoter may be insufficient for 
in vivo reporter gene imaging. This represents a 
frequent limitation for reporter gene imaging. 
Amplification strategies have been developed to 
overcome these limitations (Iyer et al. 2001), but 
these require more complex reporter gene con-
structs and need to be tested for the individual 
application. Fourth, transfection of cells and co- 
expression of a reporter gene can change the 
behavior of cells, e.g., render tumor cells less 
invasive and metastatic.

32.3.2.1  Assessment of Gene 
and Protein Expression 
with Optical Imaging

Optical imaging with genetically encoded report-
ers has been used by several groups to monitor 
gene expression in mice. A well-studied example 
is the use of bioluminescence imaging of 
hypoxia-inducible factor 1 (HIF-1). In order to 
image HIF-1 activity, several groups have created 
a reporter gene based on the fusion between the 
HIF-1α-oxygen-dependent degradation (ODD) 
domain and luciferases. The resulting fusion pro-
tein (ODD-Luc) is degraded in the presence of 
oxygen, whereas hypoxia leads to stabilization of 
the protein. The ODD-Luc signal is therefore 
responsive to hypoxia and allows for noninvasive 
imaging of HIF-1 stabilization and degradation 
in real time (Harada et al. 2005; Moroz et al. 
2009). A mouse that ubiquitously expresses an 
ODD-Luc reporter has been generated (Safran 
et al. 2006). HIF-1 activity has also been imaged 
by transcriptional reporters based on the binding 
of HIF-1 to hypoxia-response elements (HREs) 
which drive reporter genes (Serganova et al. 
2004). Both approaches have been used to moni-
tor HIF-1 levels and the expression of HIF-1- 
dependent genes during various interventions 
(Ou et al. 2009).

In recent years a variety of ligands and enzyme 
substrates have been developed for optical imag-
ing of gene expression. A key enabling technol-
ogy for this development has been near-infrared 
range (NIR) fluorochromes with excitation and 
emission maxima in the NIR between 700 and 
900 nm and a high-quantum yield (Kovar et al. 
2007). Among the various protease substrates 
(Montet et al. 2005) that can be used for optical 
imaging are substrates being activated after 
cleavage by cathepsins (Kirsch et al. 2007) or 
matrix metalloproteinases (MMPs) (Bremer et al. 
2001). Since a signal is only generated in this 
activated state, this class of imaging contrast 
agents is also referred to as “smart probes” or 
“molecular beacons.” These probes are based on 
a quenching-dequenching mechanism. The 
probes are optically silent in their native 
(quenched) state and become highly fluorescent 
after enzyme-mediated release of fluorochromes 
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(Mahmood and Weissleder 2003). The most 
extensively studied groups of enzymes are the 
cathepsins, a group of enzymes which degrades 
polypeptides. Several fluorescent imaging agents 
are commercially available for studies of cathep-
sin activity. The imaging of cathepsin activity 
allows for tumor detection without having to 
genetically engineer the cancer cells.

Quantum dots (QDs) represent another class 
of imaging probes that are currently extensively 
studied for imaging of cancer in murine models. 
QDs facilitate “multiplexed imaging,” since 
quantum dots of different sizes emit a strong flu-
orescence signal of different wavelengths. 
Furthermore, excitation of multiple-colored QDs 
is feasible with a common excitation source 
(Bentolila et al. 2009; Michalet et al. 2005). 
Despite these favorable optical properties, when 
using QDs for imaging, their considerable toxic-
ity has to be considered.

QDs have been coated with a variety of target-
ing agents including antibodies against prostate- 
specific membrane antigen (PSMA) (Gao et al. 
2004), epidermal growth factor (EGF) for target-
ing the epidermal growth factor receptor (EGFR) 
(Diagaradjane et al. 2008), and RGD peptides for 
targeting the αvβ3-integrin (Cai et al. 2007).

Using planar and tomographic devices, pM 
concentrations of fluorescent QDs can be detected 
in superficially located tumors (de la Zerda et al. 
2009), but the signal intensity rapidly decreases 
with the depth of the lesion. Similarly, a submil-
limeter resolution can be achieved for superficial 
lesions, whereas resolution of planar images 
degrades to more than 1 cm at a depth of more 
than 5 mm (de la Zerda et al. 2009). These factors 
need to be considered when interpreting the 
results of optical imaging studies in mice and 
when using the optical signal to quantify the 
expression of proteins over time.

Fluorescent labeling of proteins, peptides, and 
biologicals is straightforward in many cases. 
However, each of these imaging probes needs to 
be carefully validated, since tumor uptake is not 
only dependent on the expression of the target but 
is also influenced by unspecific binding, blood 
clearance, and metabolism (Kovar et al. 2007). 
For QDs the fast blood clearance and high liver 

uptake still represent a significant limitation for 
in vivo imaging. Furthermore, unspecific uptake 
of QDs and other nanoparticles due to the 
enhanced permeability of intratumoral blood ves-
sels needs to be considered (Gao et al. 2004). For 
example, EGF-coated and EGF-uncoated QDs 
showed similar tumor uptake at 1 h post injec-
tion. Subsequently, however, targeted quantum 
dots were accumulated by the tumor tissue, 
whereas untargeted QDs were washed out. At 
24 h post injection, the fluorescence signal had 
returned to baseline value for targeted and untar-
geted QDs (Diagaradjane et al. 2008). This illus-
trates that pharmacokinetic analysis may be 
needed to assess the expression of EGFR in the 
tumor tissue by nanoparticles.

32.3.2.2  Assessment of Gene and 
Protein Expression with MRI

Numerous papers have been published about 
molecularly targeted MRI probes. However, most 
of these publications only present proof of prin-
ciple studies, and the methods have not been 
refined further to be applicable in routine preclin-
ical research. In particular USPIO- and liposome- 
based diagnostics often have the disadvantage of 
showing strong unspecific “enhanced permeabil-
ity and retention (EPR)”-based accumulation in 
tumors and thus a strong unspecific background. 
In addition, the lifetime of these probes within 
tumors is considerably long. Using this kind of 
MR imaging probes, targets at the endothelium 
can be reached more easily, and this may be one 
explanation why many groups prefer to image 
markers of angiogenesis like the αvβ3-integrins. 
There are only few reports on using molecular 
MR imaging to track therapy response. For 
example, Mulder and colleagues showed the 
proof of principle and demonstrated a reduced 
accumulation of αvβ3-targeted liposomes to tumor 
xenografts after antiangiogenic therapy (Mulder 
et al. 2007). Recent promising strategies for 
intravascular targeting include the use of 
micrometer- sized iron oxide particles (MPIOs), 
which remain strictly intravascular and show 
short circulation times (similarly like molecu-
larly targeted microbubbles for ultrasound 
 imaging; see Sect. 14.2) (Jefferson et al. 2012). 
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MRI reporter genes are hardly used due to the 
high complexity of the methods and due to limi-
tations in detection sensitivity. However, some 
highly experimental methods exist that may gain 
more importance in the future:

 1. Modulation of the relaxivity of lanthanide 
complexes by enzymatic cleavage of the 
probe. For example, in Xenopus embryos, 
which were genetically modified to express 
β-galactosidase, the cleavage of galactose 
from a gadolinium-containing chelate com-
plex improved the interaction of the lantha-
nide with the surrounding protons, thus 
leading to a positive MR signal (Louie et al. 
2000).

 2. Modification of the cellular iron uptake and 
storage. By overexpressing the iron storage 
molecule ferritin, a decrease in T2 and T2* 
relaxation time can be achieved, which means 
that a negative contrast of the engineered cells 
is given (Modo and Bulte 2007). The expres-
sion of these genes can be put under control of 
tetracycline, which allows to switch the con-
trast on and of depending on the application of 
the antibiotic drug.

 3. Heterologous proteins that act as chemical 
exchange saturation transfer agents (CEST; 
see Sect. 13.2). Gilad and co-workers con-
structed cells that expressed a lysine-rich pro-
tein. The magnetization transfer between the 
bulk water and the macromolecular protons 
resulted in a detectable CEST effect (Gilad 
et al. 2007).

32.3.2.3  Assessment of Gene and 
Protein Expression with 
Nuclear Imaging Techniques

Radiolabeled reporter probes have been used to 
study gene expression in a variety of tumor mod-
els. Compared to optical imaging approaches, the 
key advantage of PET and SPECT is the ability to 
generate three-dimensional quantitative images 
that are considerably less influenced by the depth 
of the studied lesion. On the other hand, PET and 
SPECT imaging is more expensive than optical 
imaging as short-lived radiolabeled probes need 
to be synthesized for each experiment.

Using similar techniques as described above 
for optical imaging, PET with radiolabeled sub-
strates of HSV1-tk has been used to study the 
expression of HIF1-regulated genes (Serganova 
et al. 2004). Another example is imaging of genes 
regulated by the tumor suppressor p53. In these 
studies the HSV1-tk (Doubrovin et al. 2001) or 
NIS (Kim et al. 2005) was expressed under the 
control of an artificial enhancer p53-responsive 
element (p53RE). Using this reporter gene con-
struct, the upregulation of p53 activity after DNA 
imaged could be assessed noninvasively in cell 
cultures and in tumor xenografts (Doubrovin 
et al. 2001; Kim et al. 2005).

Radiolabeled antisense oligonucleotide probes 
have been used to directly image endogenous 
gene expression at the transcription level. This 
imaging approach is based on short oligonucle-
otide sequences that bind to complementary seg-
ments of target mRNA or DNA. Scintigraphic 
images of endogenous gene expression using 
radiolabeled antisense oligonucleotides have 
been reported (Lendvai et al. 2009; Hnatowich 
1999). However, there are formidable biologic 
barriers for the efficient intracellular delivery of 
oligonucleotides. Furthermore, the low concen-
trations of target mRNA or DNA limit the signal. 
Therefore, antisense imaging still remains exper-
imental (Hnatowich 1999).

There is a variety of radiolabeled ligands for 
imaging of proteins expressed on the cell surface. 
These are based on antibodies, antibody frag-
ments, small proteins, and peptides. A thorough 
discussion of these various ligands is beyond the 
scope of this chapter. Instead, some examples are 
discussed for each class of ligands to illustrate 
the strengths and limitations of the different 
approaches.

Radiolabeling of antibodies provides a very 
general approach to image the expression of cell- 
surface molecules. However, the slow blood 
clearance of antibodies frequently limits the con-
trast between tumors and the surrounding normal 
tissues. Furthermore, antibodies can accumulate 
unspecifically within tumors due to the leakiness 
of the intratumoral blood vessels (enhanced 
 permeability and retention (EPR) effect). The 
specificity of the signal should therefore be 
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confirmed by unspecific control antibodies. Since 
imaging needs to be performed several days after 
injection, radiolabeling with long-lived radioiso-
topes is generally necessary. This can cause 
logistic problems, as radioactive waste needs to 
be stored for longer periods of time. Radioisotopes 
used for labeling antibodies for PET imaging 
include iodine-124 (half-life of 4.18 days) and 
zirconium- 89 (half-life of 3.27 days). Antibody 
fragments of various sizes have also been used 
for PET imaging. They are cleared faster from 
the bloodstream, but frequently also show lower 
tumor uptake. Antibody engineering allows for 
optimization of pharmacokinetic parameters for 
imaging (Olafsen et al. 2005). For antibodies 
with relatively fast binding and excretion, cop-
per- 64 (half-life of 0.53 days) or even fluorine-18 
(half-life of 110 min) can also be used (Wu and 
Senter 2005). Targets that have been successfully 
imaged with radiolabeled antibodies or antibody 
fragments include, among others, carbonic anhy-
drase IX (CA-IX) and HER2, carcinoembryonic 
antigen (CEA), prostate stem cell antigen 
(PSCA), and prostate-specific membrane antigen 
(PSMA) (Wu 2009).

Peptide hormone receptors are overexpressed 
on many malignant tumors. Radiolabeled pep-
tides can be used to image the expression of these 
receptors (Reubi and Maecke 2008). Well-studied 

examples include somatostatin (Ginj et al. 2008) 
and bombesin receptors (Morgat et al. 2014). 
These imaging probes have also been studied in 
patients and therefore allow for translational 
studies. Radiolabeled peptides have also been 
extensively used to image the expression of 
alpha-v beta-3 integrins on cancer cells. A variety 
of ligands based on the arginine-glycine- aspartate 
(RGD) sequence has been tested (Haubner et al. 
2001; Chen 2006). While several integrins bind 
to the RGD sequence, cyclic pentapeptides with a 
specific sterical structure allow for specific imag-
ing of αvβ3-integrins (Chen 2006; Rylova et al. 
2014). These radiolabeled peptides can be used 
to study the expression of αvβ3-integrins and to 
monitor therapeutic interventions targeting this 
integrin (Fig. 32.1).

When interpreting these studies, one needs to 
consider that the relative contribution of integrins 
on the surface of cancer cells as compared to inte-
grins expressed on activated endothelial cells will 
depend on the specific model studied. 
Furthermore, antiangiogenic drugs may affect the 
delivery of the peptide in a complex way that can 
confound the correlation between αvβ3-integrin 
expression and uptake of RGD peptides (Rylova 
et al. 2014). Recently radiolabeled small mole-
cules binding to the enzymatic site of PSMA 
have been shown to provide high-contrast images 
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Fig. 32.1 Imaging the 
expression of alpha-v 
beta-3 integrins with a 
Cu-64-labeled RGD 
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of PSMA-expressing tumors in animal models 
and patients. These agents can be used to study 
prostate cancer in animal models and in the clinic 
(Mease et al. 2013).

Radiolabeled small molecules allow imaging of 
intracellular targets with PET or SPECT. Imaging 
of intracellular targets is more challenging than 
of extracellular targets, since the image probe 
needs to cross the plasma membrane in order to 
reach the target. Then the probe has to be retained 
in cells expressing the target, whereas it should 
wash out rapidly from cells not expressing the 
target. Because of these challenges, considerably 
less intracellular targets than extracellular tar-
gets have been successfully imaged with SPECT 
or PET. Fluorine-18 fluoroestradiol (FES) binds 
with affinity to the estrogen receptor-α and allows 
noninvasive imaging of this target with PET 
(Sundararajan et al. 2007). Conversely, androgen 
receptors can be studied with PET and 16β-18F-
fluoro-5α-dihydrotestosterone (FDHT) (Larson 
et al. 2004). However, imaging with these agents 
in mice can be challenging because high-affinity 
receptors can easily become saturated which lim-
its image contrast.

32.3.3  Characterization of the 
Tumor Microenvironment

The tumor microenvironment has an important 
influence on the growth rate, invasiveness, and 
metastatic potential of cancer cells (Gatenby and 
Gillies 2008). Noninvasive studies to character-
ize the microenvironment are therefore of great 
interest. Parameters that can be studied by imag-
ing include perfusion, vascular permeability, 
oxygen tension, and pH. Noninvasive imaging of 
these parameters allows monitoring of therapeu-
tic interventions that aim to modulate these 
factors.

32.3.3.1  Characterization of the 
Tumor Microenvironment 
with Optical Imaging

Using intravascular fluorescent dyes, the frac-
tional vascular volume can be estimated by fluo-
rescence tomography (Montet et al. 2007). This 

parameter can be used to monitor therapeutic 
interventions targeting intratumoral blood 
vessels.

Furthermore, fluorescent probes directed 
toward markers of angiogenesis, stromal activa-
tion, and inflammation can be used to investigate 
remodeling of the microenvironment. Also 
reporter genes (fluorescent proteins and lucifer-
ase) expressed by inflammatory and other stro-
mal cells like fibroblasts and endothelial cells are 
frequently applied, in particular in combination 
with multicolor intravital microscopy techniques, 
such as two-photon microscopy (see Sect. 16.4).

One of the most frequently addressed targets 
of intratumoral angiogenesis is the αvβ3-integrin, 
which is expressed on the surface of activated 
endothelial cells. Expression of this integrin can 
be imaged with fluorescent compounds based on 
the RGD sequence or non-peptidic ligands (Chen 
et al. 2004; Kimura et al. 2009), and even com-
mercial probes for its in vivo optical imaging are 
available (e.g., IntegriSense, PerkinElmer). 
However, when addressing this target, it is impor-
tant to consider that αvβ3-integrin expression is 
not specific for endothelial cells. In fact, a variety 
of cancer cells also express significant amounts 
of αvβ3-integrins. Peptide and other small 
molecule- based imaging probes cannot be used 
to differentiate between expression of αvβ3 on 
activated endothelial cells and tumor cells. 
Imaging with nano- or microparticles may allow 
specific imaging of integrins expressed on endo-
thelial cells (Cai et al. 2007).

32.3.3.2  Characterization of the 
Tumor Microenvironment 
with Ultrasound

Ultrasound imaging is favorably suited to charac-
terize tumor neovascularization (Kiessling et al. 
2009). Without the need for contrast agents, 
Doppler can be used to visualize neovasculariza-
tion. However, even when using high-frequency 
ultrasound scanners, the flow-dependent Doppler 
methods only display larger vessels above 
100 μm in diameter. For the visualization of 
tumor microvascularization ultrasound, contrast 
agents should be used. Since the larger vessels 
with higher flow usually are more mature, the 
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combination of non-enhanced Doppler with 
contrast- enhanced ultrasound scans can be used 
to investigate the maturity of the tumor vascular-
ization and to monitor vascular maturation dur-
ing antiangiogenic treatments (Palmowski et al. 
2008a) (Fig. 32.2).

Using ultrasound contrast agents, the relative 
blood volume (rBV) can easily be determined by 
performing an automated 3D scan of the tumor 
and determining the amount of vascularized vox-
els in relation to all tumor voxels. Nevertheless, it 
should be noted that this leads to an overestima-
tion of rBV due to partial volume effects. Using 
contrast-enhanced ultrasound, a reduction of rel-
ative blood volume could be visualized after few 
hours, far before a reduction in tumor volume 
occurred. Blood flow, blood velocity, and perfu-
sion in tumors can be determined using replen-
ishment kinetics, meaning that during a stable 
microbubble concentration in the blood, a 
microbubble- destructive pulse is applied and the 
replenishment is recorded (Wei et al. 1998). 
Then, perfusion can be estimated from the initial 
upslope of the curve. Also using replenishment 
imaging antiangiogenic therapy, the effects could 

be determined early and prior to size tumor 
changes.

The use of molecular ultrasound imaging to 
characterize tumor angiogenesis is emerging. 
Among others, the overexpression of VEGFR2, 
E-selectin, αvβ3-integrin, ICAM, and endoglin 
has been studied using targeted microbubbles in 
different tumor models (Kiessling et al. 2009). In 
this context, both phospholipid and hard-shell 
microbubbles (e.g., polycyanoacrylate based) 
have been used. In most cases coupling of the 
biotinylated antibodies and peptides was possible 
via streptavidin on the microbubble surface. 
Please note that biotinylated molecular ultra-
sound contrast agents are commercially available 
for animal research.

Since microbubbles have a considerably short 
blood half-life and since they can be destroyed 
in the tumor with high-energy ultrasound pulses, 
the sequential investigation of different molecu-
lar targets within the same session is feasible. 
This has been done in a study of Palmowski 
and colleagues, who longitudinally investigated 
the expression of VEGFR2 and αvβ3-integrin in 
squamous cell carcinomas treated with a matrix 

Fig. 32.2 Contrast-enhanced and noncontrast-enhanced 
multiple image alignments of an A431 tumor xenograft 
during antiangiogenic treatment. While the tumor appears 
highly vascularized in the contrast-enhanced scan, 
noncontrast- enhanced Doppler images (showing blood 
vessels with higher blood flow) mostly display vessels at 
the tumor periphery and prominent vascular bundles. 

Histologically, these vessels are larger and more mature. 
During therapy a rapid collapse of vascularization in the 
tumor center can be observed by contrast-enhanced imag-
ing. In contrast, therapy effects on the “more mature ves-
sel fraction” displayed by the noncontrast-enhanced 
Doppler are less pronounced (bar, 1 mm) (Image taken 
from Palmowski et al. (2008a))
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metalloproteinase inhibitor and the expression 
of ICAM-1 and αvβ3-integrin in prostate cancers 
treated with a heavy-ion therapy (Palmowski 
et al. 2008b, 2009). When using molecular 
ultrasound imaging for therapy monitoring, it 
is important to measure the relative blood vol-
ume as an internal reference and to form ratios 
between the accumulation of site-specific micro-
bubbles and vascularization. By this, it is possi-
ble to distinguish a change in vessel density from 
a change in the molecular profile of vessels (e.g., 
during maturation).

Finally, these advanced molecular and func-
tional ultrasound imaging methods may be com-
bined with optoacoustic imaging that enables the 
assessment of the relative blood volume and even 
of tumor hypoxia by using hemoglobin as an 
endogenous contrast agent. In addition, also 
reporter genes and extracellular targets can be 
addressed with this technology (please find more 
information in Sect. 16.5).

32.3.3.3  Characterization of the 
Tumor Microenvironment 
with μCT

Dynamic contrast-enhanced CT can be used to 
determine functional vascular parameters in 
tumors. Depending on the scan protocol, postpro-
cessing can be performed using the first-pass 
analysis (e.g., using the Miles model; (Miles 
2002)) to determine the relative blood volume 
and perfusion or using two (or more) compart-
ment models to derive data about relative blood 
volume, perfusion, and vessel permeability (Brix 
et al. 1999). However, when intending to perform 
perfusion CT studies, keep in mind that beam- 
hardening artifacts coming from the contrast 
agent bolus within large arteries and veins can 
significantly disturb the assessment of the con-
centration time curve in the tumor. Furthermore, 
the tumor enhancement can be low (usually only 
20–60 HU), and a good contrast-to-noise ratio is 
required to get a reliable curve fit.

An alternative to fast dynamic scans is to 
assess rBV by static scans using blood-pool con-
trast agents. By just measuring CT numbers 
(Hounsfield units (HUs)) before and after con-
trast agent (CA) injection in the target tissue and 

a large vessel, rBV can be determined following 
this simple formula:

 

100* /HU after CA HU before CA
HU after CA HU

tissue tissue

blood bloo

−
− dd before CA.  

Using this approach, Ehling and co-workers 
showed that even small variations in rBV (less 
than 10 %) between different tumor models can 
be reliably monitored and that the obtained data 
match with the histological correlate (Ehling 
et al. 2014).

In addition to the functional characterization, 
μCT can be used for the in vivo and ex vivo visu-
alization of tumor vessels. In particular, in lethal 
experiments, the casting of vessels with polymer-
izing suspensions like Microfil (Flow Tech Inc.) 
enables subsequent high-resolution μCT scans 
that can provide a detailed view on the tumor vas-
cular network down to capillary level (Fig. 32.3).

Nevertheless, in all of these applications, care-
fully consider the applied x-ray dose, which is 
considerably high in dynamic contrast-enhanced 
μCT scans, increases for scans with higher spa-
tial resolution, and can critically accumulate if 
subsequent imaging session is performed within 
a short period of time.

32.3.3.4  Characterization of the 
Tumor Microenvironment 
with MRI

MRI offers a broad variety of techniques to char-
acterize the tumor microenvironment, and only 
the most frequently used ones will be mentioned 
in this book chapter. DCE MRI is well estab-
lished to characterize tumor neovascularization. 
Postprocessing is mostly done by using two- 
compartment models (mostly the models of Brix 
and Tofts and modifications thereof) (Kiessling 
et al. 2007). Semiquantitative descriptors of rela-
tive blood volume, perfusion, and vessel perme-
ability can be obtained, and their capability to 
characterize tumor angiogenesis has been shown 
frequently. For example, using the permeability- 
weighted “exchange rate constant,” higher vascu-
lar maturation in squamous cell carcinomas after 
PDGF transfection could be demonstrated 
(Lederle et al. 2010). Also the response of tumors 
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to different kinds of treatment like radiotherapy, 
chemotherapy, and antiangiogenic therapy has 
been demonstrated convincingly (Fig. 32.4).

In line with the findings observed by ultra-
sound, changes in vascularization often preceded 
the change of tumor volume. In this context, 
parameters of relative blood volume and vessel 
permeability/perfusion (such as ktrans and kep, 
which derive from two-compartment models) 
were identified as sensitive markers. Superiority 
of the one or the other marker seems to highly 
depend on the tumor model used. Nevertheless, 
for the accurate quantification of these functional 
vascular parameters, it is recommended to mea-
sure the arterial input function in a large vessel 
(e.g., the aorta). The use of MR contrast agents of 
higher molecular weight (e.g., gadolinium- 
loaded albumin or gadolinium-containing poly-
mers) further facilitates the correct assessment of 
the signal time course by slowing down the con-
trast agent exchange with the interstitial space, 
thus enabling a better separation of perfusion and 
vessel permeability.

Susceptibility-weighted steady-state MRI is 
an alternative to determine the relative blood 

volume. Here long-circulating ultrasmall super-
paramagnetic iron oxide (USPIO) nanoparticles 
are injected, and the T2*-relaxation times are 
recorded before and after contrast agent injec-
tion. Bremer and colleagues showed that this 
method can be used to catch the vascular break-
down following the administration of vascular 
disruption agents with high congruency to histol-
ogy (Persigehl et al. 2007). Combining T2 and 
T2* relaxometry before and after administration 
of USPIO (or other MR contrast agents) enables 
the determination of the mean vessel size in tis-
sues by a method called vessel size imaging 
(Tropres et al. 2001). Using vessel size imaging, 
changes in the vascular architecture (e.g., matu-
ration) occurring during antiangiogenic therapy 
can be assessed (Zwick et al. 2009). However, up 
to now results obtained are controversial and 
seem to highly depend on the used tumor model. 
If an MR scanner with sufficiently high-field 
strength (>4.7 T) is available, vessel maturity and 
vascular volume fraction can also be investigated 
with “blood oxygenation level-dependent 
(BOLD) imaging” (see Sect. 13.1 and Chap. 25), 
which was proven by the group of Michal 

Fig. 32.3 3D reconstruction of high-resolution μCT data of the vasculature of a small Microfil-casted lung cancer 
xenograft
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Neeman, who used it to investigate vessel respon-
siveness and maturation in ovarian tumor xeno-
grafts (Gilead et al. 2004).

Diffusion-weighted imaging (DWI) is an MRI 
method to investigate the motion of protons in 
tissues and it is based on the Brownian motion. 
The higher the cell density is, the more diffusion 
barriers exist and the lower the diffusion will be. 
This leads to high signal intensities in diffusion- 
weighted images and to low apparent diffusion 
coefficient (ADC) values. Thus, diffusion- 
weighted imaging is an indirect measure of cel-
lularity. In preclinical studies, DWI can favorably 
be used to detect and characterize tumors in non-
moving organs (e.g., the bones and the brain). 
There are few reports on the use of DWI to moni-
tor the efficacy of chemo- and antiangiogenic 
therapy in rodents; however, results obtained 
were controversial.

Different cell types contribute to the devel-
opment of a malignant stroma. Among those 
are macrophages, endothelial progenitor cells, 
and (myo-)fibroblasts. In order to investigate 
the migration of these cells to tumors, they can 

be labeled in vitro by superparamagnetic iron 
oxide nanoparticles. In this context, since the 
cellular uptake of dextran-coated commercial 
SPIO and USPIO usually is relatively low, 
transfection agents (e.g., protamine sulfate) 
should be used to support internalization. 
Alternatively, cell- penetrating peptides such as 
HIV tat may be bound to the surface of iron 
oxide nanoparticles. Imaging usually is per-
formed with T2*-weighted gradient-echo 
sequences. However, it is recommended to 
additionally perform T2 or T2* relaxometry. 
Besides the subjective visual inspection, this 
enables quantification of the signal changes 
after injection of the labeled cells. Alternatively 
to the direct cell-labeling methods, which have 
the disadvantage that the label becomes weaker 
over time because cells proliferate or because 
the label is released from the cells, ferritin can 
be used as a reporter gene, which offers stable 
imaging properties of the cells over time (see 
Sect. 32.2.2.2). In this context, Vandburger and 
co-workers successfully demonstrated the 
dynamic recruitment of exogenously adminis-

Fig. 32.4 Example for a DCE MRI study to track tumor 
response to antiangiogenic therapy. Color-coded parame-
ter maps of “amplitude” (a marker correlating with the 
relative blood volume) of a VEGFR2 antibody(DC101)-
treated and an untreated tumor are shown before (0) and 1, 
2, and 4 days after the start of treatment. Two days after 
the start of antibody treatment, spots occurred in the 
tumor center, which did not show any contrast enhance-

ment (arrows). After 4 days, no central enhancement was 
found, and thus no amplitudes could be calculated in cen-
tral tumor areas anymore (arrows). During these 4 days of 
treatment, no significant differences were observed in 
tumor volume between the treated and the untreated 
tumors yet (Image taken from Kiessling et al. Neoplasia 
2004;6:213–223)
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tered, ferritin-expressing fibroblasts to the 
 vasculature of ovarian cancer xenografts 
(Vandsburger et al. 2013).

Additionally to the imaging of cells support-
ing the formation of a malignant stroma, cell 
tracking can be used to monitor the success of 
cell-based treatments (e.g., using dendritic cells 
or T cells). For example, Kircher et al. success-
fully used MRI to monitor the accumulation of 
magnetically labeled, activated T cells in mela-
noma xenografts and to monitor tumor response 
(Kircher et al. 2003) (Fig. 32.5).

Nevertheless, please note that for most in vivo 
cell-tracking experiments (except for the case 
that a very high number of labeled cells accumu-
late in the tumors) high-field MR scanners 
(>4.7 T) or additional gradient inserts in clinical 
MR scanners are required. Please find more 
information about cell tracking with MRI in 
Chap. 23.

32.3.3.5  Characterization of the 
Tumor Microenvironment 
with Nuclear Imaging 
Techniques

Several radiolabeled imaging probes have 
been developed to image tumor hypoxia with 
PET (Serganova et al. 2006). The most exten-
sively studied imaging probe for hypoxia 
imaging is fluorine-18-labeled fluoromisonida-
zole (FMISO). Other imaging probes include 
fluorine-18- labeled fluoroazomycinarabinoside 
(FAZA) and copper-64-labeled copper(II)-diace-
tyl-bis(N(4)-methylthiosemicarbazone) (ATSM) 
(O’Donoghue et al. 2005). These probes provide 
a higher contrast than FMISO, but their ability 
to image hypoxia has been less thoroughly vali-
dated than for FMISO. On a macroscopic level, 
FMISO uptake has been found to correlate well 
with other markers of hypoxia, such as oxygen 
probe measurements, CA-IX expression, and 

a b c d
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Fig. 32.5 Intratumoral distribution of sequentially 
administered OT-I CD8+ T cells. Mice were implanted 
with B16 melanoma (left) and OVA-transfected B16 mel-
anoma cells (right). Ten days later, 107 OT-I CD8+ T cells 
were labeled with CLIO-HD and adoptively transferred 
into the recipient (0 h). Sequential adoptive transfers of 
107 CLIO-HD-labeled OT-I CD8+ T cells were adminis-
tered to the same mouse at 48 h and 96 h. MR imaging at 
8.5 T was performed 12 h after each adoptive transfer of 
CLIO-HD-labeled OT-I CD8+ T cells; (a–d) axial slices 
through the mouse thighs at (a) before adoptive transfer; 
(b) 12 h after the first adoptive transfer; (c) 12 h after the 

second adoptive transfer (60 h); and (d) 12 h after the 
third adoptive transfer (108 h), indicating the heterogene-
ity of OT-I CD8+ T cell recruitment to the B16-OVA 
tumor with sequential injections. (e–h) Three-
dimensional rendering of the B16-OVA tumor at (f) 16 h 
(red, first injection); (g) 60 h (green, second injection); 
(h) 108 h (blue, third injection). (e) Color-coded compi-
lation of (f–h). It can clearly be seen by MRI that the 
activated OT-I CD8+ T cells selectively home to the 
OVA-transfected tumor and inhibit its progression (Image 
taken from Kircher et al. (2003))
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pimonidazole binding (Hoffman 2005). FMISO 
PET cannot, however, resolve regional difference 
in hypoxia on a microscopic level.

32.3.4  Studies of Tumor Cell 
Proliferation and 
Metabolism

Unregulated proliferation is a common character-
istic of malignant tumors. Therefore, imaging of 
cellular proliferation is highly interesting for 
oncology research. Proliferation is closely linked 
to metabolism, since proliferation requires DNA 
synthesis, which again is dependent on the syn-
thesis of nucleotides. In recent years there has 
also been renewed interest in the altered tumor 
glucose metabolism of cancer cells. In normal 
mammalian cells, glycolysis is inhibited by the 
presence of oxygen, which allows the mitochon-
dria to oxidize pyruvate to CO2 and H2O. This 
inhibition of glycolysis is termed the “Pasteur 
effect,” after Louis Pasteur, who first demon-
strated that glucose flux was reduced by the pres-
ence of oxygen. Conversion of glucose to lactic 
acid in the presence of oxygen is known as aero-
bic glycolysis and was reported by Otto Warburg 
at the beginning of the twentieth century as a spe-
cific metabolic abnormality of cancer cells 
(Kroemer and Pouyssegur 2008).

Recent studies have now indicated that several 
oncogenes involved in the development and pro-
gression of common human cancers also play an 
important role in the regulation of glycolysis. For 
example, unregulated activity of the serine- 
threonine kinase Akt has been shown to increase 
glucose uptake of tumor cells as well as increase 
resistance to apoptosis. The “glycolytic pheno-
type” is increasingly considered as necessary for 
tumor progression, since it provides the neces-
sary building blocks for the synthesis of nucleo-
sides and also allows cancer cells to grow in a 
hypoxic environment (Kroemer and Pouyssegur 
2008; Gatenby and Gillies 2004; Vander Heiden 
et al. 2009).

In addition to increased glycolytic activity, 
overexpression of choline kinase (ChoK) is fre-

quently observed in many malignant tumors. 
Experimental studies have indicated that various 
oncogenic signaling pathways including 
phosphatidylinositol- 3-kinase (PI3K) and HER2 
lead to increased FAS expression (Van de Sande 
et al. 2002). Several oncogenes such as ras, src, 
raf, and mos increase choline kinase activity 
when expressed in mouse fibroblast (Aoyama 
et al. 2004). Likewise, transfection of human 
mammary epithelial cells with the erbB2 onco-
gene has been reported to cause a significant 
increase in phosphocholine levels (Ramirez de 
Molina et al. 2004). Choline kinase activity and 
phosphocholine levels were generally not well 
correlated with proliferation rates (Bhakoo et al. 
1996), suggesting that activation of choline 
kinase cannot be explained alone by the cell 
membrane synthesis of proliferating cells.

Another metabolic abnormality of cancer 
cells is the accelerated rates of amino acid trans-
port by the transport systems A and L (McGivan 
and Pastor-Anglada 1994). Mammalian cells 
take up amino acids by a set of transport mole-
cules with overlapping substrate specificity. 
Amino acid transport systems have been func-
tionally characterized by affinity for specific 
amino acids, sodium dependency, and sensitivity 
to inhibitors before the actual transporter pro-
teins had been identified. Based on functional 
characteristics, 13 major amino acid transports 
system can be differentiated (Aoyama et al. 
2004). These include the sodium-dependent sys-
tems A, ASC, N, Gly, B0, B, B0,+, XAG

−, and β and 
the sodium- independent systems L, y+, b0,+, and 
xC

− (McGivan and Pastor-Anglada 1994). For 
imaging purposes system L is particularly inter-
esting, since several imaging probes, such as 
fluoroethyl tyrosine and fluorodopa, are trans-
ported by this system (Verrey 2003). Following 
transport across the cell membrane amino acids 
can enter protein synthesis or multiple other ana-
bolic and catabolic processes. However, during 
the relatively short time interval that can be stud-
ied by PET, amino acid transport generally 
appears to be the dominant factor for the uptake 
of most clinically used radiolabeled amino acids 
(Ishiwata et al. 1993).
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32.3.4.1  Assessment of Tumor 
Proliferation and 
Metabolism with Optical 
Imaging

There are few fluorescent probes for studies of 
tumor cell metabolism and proliferation. The 
chemical properties of small molecules such as 
nucleosides, glucose, or amino acids are signifi-
cantly altered by the fluorescent dyes which have a 
larger molecular weight than the labeled substrates 
themselves. A fluorescent glucose analog was sug-
gested for in vivo imaging (Kovar et al. 2009). This 
compound is accumulated in experimental tumors. 
However, the uptake mechanisms are not well 
understood. Since the compound is not taken up by 
the brain, it is not clear whether its uptake actually 
reflects glucose metabolism (Kovar et al. 2009).

32.3.4.2  Assessment of Tumor 
Proliferation and 
Metabolism with MRI

Metabolism and indirect markers of cell prolif-
eration in tumors can be investigated by MR 
spectroscopy (see Sect. 13.4). In this context, 
choline is typically upregulated in tumors and 
can be seen as an indicator of rapid membrane 
turnover, which is a typical feature for prolifera-
tive tissues. In proton MR spectra, choline can be 
identified even with clinical MR scanners, and in 
experimental tumors, it has been shown to nega-
tively correlate with therapy response, e.g., under 
radiotherapy. In this context, creatine often is 
used as an internal standard, and ratios between 
choline and creatine are formed. Another promi-
nent peak derives from lipids. Increasing amounts 
of free lipids have been shown to correlate with 
tumor aggressiveness in orthotopic liver tumors 
(Foley et al. 2001) and experimental prostate can-
cers. Using 31P-MR spectroscopy, the intracel-
lular pH value of tumor tissues can be investigated. 
However, it is important to note that in tumors the 
extracellular pH value usually is decreased, but 
due to upregulation of proton pumps in tumor 
cells, the intracellular pH value in tumors can be 
normal or even increased. Using high-field MR 
scanners, many more interesting metabolites 
such as N-acetylaspartate, lactate, and taurine 

can be separated but it would go beyond the 
scope of this chapter to discuss them all in detail.

In addition to spectroscopy, the pH value can 
also be obtained using pH-sensitive CEST probes 
(see Sect. 13.2), which, however, are not com-
mercially available yet and still in the process of 
evaluation. These will mostly measure the extra-
cellular pH value and thus may be used comple-
mentary to phosphor spectroscopy. Recently, 
CEST imaging was also reported for the use of 
glucose, and it was shown that 18F-FDG autoradi-
ography correlated with the MRI findings 
(Walker-Samuel et al. 2013). Indeed, the sensitiv-
ity of MRI to probes is several orders of magni-
tude lower than of PET, which also holds true for 
CEST applications. However, if injecting unla-
beled glucose, toxicological concerns are consid-
erably low, and thus the injected amount of 
glucose can be increased to a level that almost 
compensates for the lower sensitivity as com-
pared to PET. However, whether “glucoCEST” 
can become an acceptable alternative to 18F-FDG- 
PET imaging still has to be evaluated. This is par-
ticularly true since internalized glucose would 
rapidly be phosphorylated and then not be well 
detectable by “glucoCEST” anymore.

For the assessment of fast metabolic pro-
cesses, also hyperpolarized MR imaging is 
emerging (see Sect. 13.3). This is facilitated by 
new hyperpolarization methods like dynamic 
nuclear polarization (DNP) or para-hydrogen- 
induced polarization (PHIP), which enable 
hyperpolarization of atoms like 13C and 15 N 
and thus broaden the range of possible probes. 
Although the hyperpolarization effect lasts very 
short in vivo (seconds to few minutes), it has 
been shown to be fast enough to monitor accu-
mulation and metabolization of pyruvate Nelson 
et al. (2013). In this context, it is charming that 
not only the injected compound can be tracked 
but also its metabolites when using spectroscopic 
analysis. In principle, many other small mole-
cules can be hyperpolarized including some 
amino acids like alanine and glutamine. Both 
mentioned amino acids have already been used 
successfully in preclinical studies on amino acid 
transport and metabolism of cancer.
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32.3.4.3  Assessment of Tumor 
Proliferation and 
Metabolism with Nuclear 
Imaging Techniques

For imaging of tumor cell proliferation, thymi-
dine and thymidine analogs are of special inter-
est, since thymidine is the only nucleoside which 
is exclusively incorporated into DNA, but not 
RNA. Radiolabeled thymidine has therefore been 
used since many years to study cellular prolifera-
tion in vitro. However, thymidine is too unstable 
to be used for routine in vivo imaging of tumor 
proliferation. By far the most extensively studied 
probe for imaging of cellular proliferation is 
therefore the thymidine analog 3′-deoxy-3′-18F- 
fluorothymidine (FLT) (Shields et al. 1998). 
Similar to thymidine FLT is transported across 
the cell membrane by nucleoside transporters 
(Krohn et al. 2005). Intracellularly, FLT and thy-
midine are phosphorylated by thymidine kinase-1 
(TK-1). In contrast to thymidine, however, FLT is 
not incorporated into DNA. Studies have indi-
cated that TK-1 activity is the key factor deter-
mining the amount of FLT uptake by cancer cells. 
In normal cells and most cancer cells, TK-1 
activity is strongly upregulated during S phase, 
while there is only little activity during the other 
phases of the cell cycle. Studies have shown that 
FLT flux as measured by dynamic PET studies, 
as well as FLT uptake at a fixed time post injec-
tion, is reasonably well correlated with histopath-
ologic markers of tumor cell proliferations, such 
as the Ki-67 labeling index (Krohn et al. 2005).

Tumor glucose metabolism can be imaged by 
PET with the glucose analog fluorine-18 fluoro-
deoxyglucose (FDG). Following intravenous 
injection FDG is transported across the cell mem-
brane by sodium-independent, facilitative glu-
cose transporters (Gluts). In malignant tumors 
Glut-1 is frequently overexpressed, but expres-
sion of Glut-3 and more recently Glut-12 has also 
been reported in some tumor types (Macheda 
et al. 2005). Unlike glucose, FDG is not a sub-
strate for the sodium-dependent glucose trans-
porters found in the tubulus system of the kidneys. 
As a consequence FDG is not reabsorbed after 
glomerular filtration, but excreted with the urine. 
This contributes to the rapid clearance of FDG 

from the bloodstream which is important for 
imaging metabolically active tissues with high 
contrast. Intracellularly, FDG and glucose are 
phosphorylated by hexokinase to glucose- 6- 
phosphate and FDG-6-phosphate, respectively. 
Glucose-6-phosphate is then further metabolized 
to fructose-1,6-biphosphate and enters glycoly-
sis. Alternatively, glucose-6-phosphate enters the 
pentose phosphate pathway and is eventually 
converted to ribose-5-phosphate, which can serve 
as a building block for DNA and RNA synthesis. 
In contrast to this complex metabolic fate of 
glucose- 6-phosphate, FDG-6-phosphate cannot 
be further metabolized in the glycolytic pathway 
because the fluorine atom at the C2 position pre-
vents FDG-6P from further degradation.

While FDG undergoes only the first two steps 
of glucose metabolism (transport and phosphory-
lation by hexokinase), it is important to note that 
FDG flux nevertheless reflects exogenous glu-
cose utilization of cancer cells, as long as patients 
are imaged at steady-state conditions. At steady- 
state conditions, the concentrations of the various 
metabolites produced during glycolysis are con-
stant, and the net glucose flux across the cell 
membrane equals total exogenous glucose utili-
zation. Consequently, uptake rates of FDG are 
not only dependent on the activity of glucose 
transporters and hexokinase but also on the activ-
ity of downstream molecules.

Radiolabeled choline ([11C]choline) (Hara 
et al. 1998) and the choline analogs ([18F]choline 
and [18F]fluoroethyl choline) (DeGrado et al. 
2001; Hara et al. 2002) have been used to study 
choline metabolism by PET. In patients radiola-
beled choline and choline analogs are rapidly and 
intensely accumulated in a variety of tumors, 
including prostate cancer, gliomas, non-small 
cell lung cancer, and esophageal cancer. In mice, 
however, uptake of choline and choline analogs 
has been found to be low by many investigators. 
The reasons for this unexpectedly low uptake are 
currently not well understood.

Radiolabeled methionine (L-[11C-methyl]-
methionine, MET), tyrosine (L-[1-11C]tyrosine), 
and various tyrosine analogs including L-[2-18F]
fluorotyrosine, O-(2-[18Ffluoroethyl])-L-tyrosine 
(FET), L-[3-18F]fluoro-α-methyl tyrosine (FMT), 
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and L-[3-123I]iodo-α-methyl tyrosine (IMT) repre-
sent the most commonly used amino acid tracers 
(Plathow and Weber 2008). A comprehensive 
review of these various imaging probes is beyond 
the scope of this review, and only certain common 
characteristics are addressed here. Cell culture 
studies indicate that L-type amino acid transport 
appears to be a common mechanism for tumor 
uptake of MET, the tyrosine/phenylalanine ana-
logs (Langen et al. 2006). Other amino acid trans-
porters also contribute to a varying but overall 
lesser degree to the total cellular uptake of these 
amino acid tracers. Consistent with these in vitro 
experiments, in vivo studies in tumor- bearing ani-
mals and patients with brain tumors have shown a 
close correlation between the uptake of MET and 
IMT, MET, and FET (Langen et al. 2006).

The main applications of PET scans with 
radiolabeled substrates are monitoring of tumor 
progression (see Sect. 2.1) and evaluating tumor 
response to therapy (Fig. 32.6). A series of stud-
ies has indicated that FLT uptake decreases very 
rapidly in response to radiotherapy, cytotoxic 
chemotherapy (Barthel et al. 2003), and various 
protein kinase inhibitors (Wei et al. 2008a; 

Ullrich et al. 2008). In some (Barthel et al. 2003; 
Ullrich et al. 2008), but not all of these studies 
(Wei et al. 2008a), changes in FLT uptake better 
reflected the effects of therapy than change in 
FDG uptake. Some protein kinase inhibitors such 
as gefitinib and rapamycin cause very rapid 
changes in FDG uptake, since their targets are 
involved in regulating tumor glucose use (Wei 
et al. 2008b).

32.4  Typical Protocols 
for Imaging Studies

In the following please note that the estimated 
examination times are based on our experience 
and highly depend on the imaging device, the 
chosen spatial resolution, and the protocol.

32.4.1  Optical Imaging

For fluorescence imaging with genetically 
encoded proteins, no special animal preparation 
is required. If imaging tumors close to the 
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Fig. 32.6 Monitoring tumor response to therapy with 
PET and bioluminescence imaging. Treatment of U87 
human glioblastoma xenograft causes a marked growth 
inhibition (left). After 3 days of rapamycin therapy, there 
is a marked decrease in tumor proliferation and metabo-
lism as shown by FLT- and FDG-PET studies. However, 

there is no apparent change the bioluminescence signal 
indicating that the tumor cells are still viable at the time of 
PET imaging. Thus, the decrease of the PET signals spe-
cifically reflects changes in tumor cell proliferative activ-
ity and is not caused by cell death
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abdominal cavity, one should consider that chlo-
rophyll, which is often present in animal chow, 
absorbs at 655 and 411 nm and fluoresces at 
673 nm, thus producing a strong signal in the 
abdominal cavity. For optimal fluorescent imag-
ing performance, purified food formulation that 
does not contain plant products may be used 
(Kovar et al. 2007). The nude mouse is an ideal 
choice for NIR optical imaging, because fur 
interferes with imaging by blocking, absorbing, 
and scattering light.

Tumor uptake of fluorescent dyes and image 
contrast are dependent on the time after injection 
as well as the route of administration (i.v. or i.p.). 
Furthermore, the dose of the fluorescent dye can 
affect the measured signal. High doses may satu-
rate specific target binding, whereas signal-to- 
noise ratios may be unfavorable for low doses. 
Pilot studies are frequently necessary to optimize 
the injected dose and the timing of optical scans in 
order to ensure sufficient clearance of background 
activity and maximize specific tumor uptake.

The intensity of the bioluminescence signal is 
strongly dependent on the time after luciferin 
injection. For tumors expressing firefly lucifer-
ase, the signal typically reaches a peak within 
20–30 min after i.p. injection of 100 mg/kg lucif-
erin (Cui et al. 2008) and then decreases gradu-
ally. The time to peak is shorter for i.v. injection 
(Keyaerts et al. 2008). The time to peak light sig-
nal varies between different cell lines and is also 
influenced by the size of the tumor. By mecha-
nisms that are currently not fully understood, 
anesthesia can markedly influence the intensity 
signal. In one study the bioluminescence signal 
was more than three times stronger under anes-
thesia with ketamine/xylazine than under anes-
thesia with isoflurane (Cui et al. 2008). Given the 
large number of potentially confounding factors, 
it is recommended to perform pilot studies in 
order to define the time to peak light output and 
the duration of the peak signal for each tumor 
model studied.

For planar fluorescence and bioluminescence 
imaging, one should also consider that the signal 
is strongly depth dependent. Therefore, imaging 
animals in the prone and supine position of the 
animal can be helpful to visualize lesions.

32.4.2  Ultrasound

Tumor size determination can be performed auto-
mated in 3D or by the hand in two dimensions 
and will take about 1 min/animal.

High-frequency Doppler scans of subcutane-
ous tumors may be used to get a rough orienta-
tion on tumor vascularization; however, by this 
microvessels below 100 μm will hardly be cap-
tured (2 min/animal).

Contrast-enhanced scans may be applied sub-
sequently, which can be performed in 2D or 
3D. Since catheterization of the animals will be 
required, the usual examination time increases to 
about 10–15 min/animal.

The same holds true for molecular ultrasound 
imaging (approx. 20 min/animal). Here, usually 
one scan is done before microbubble injection for 
tumor size determination and orientation. Then, 
5–20 min after microbubble injection, a low MI 
scan is used to assess the amount of microbub-
bles in the tissue. Subsequently, a microbubble- 
destructive pulse is applied followed by a second 
scan after a few seconds, which only captures the 
nonstationary microbubble fraction. The amount 
of stationary microbubbles can be obtained by 
subtracting the signal levels before and after the 
destructive pulse.

Alternatively, sensitive particle acoustic 
quantification (SPAQ (Reinhardt et al. 2005)) 
scans before and after microbubble injec-
tion (approximately 10 min/animal) may be 
used to quantify the amount of stationary 
microbubbles.

Please note that, when performing repetitive 
functional and molecular ultrasound scans within 
short time intervals, pharmacokinetic properties 
of microbubbles may change. This is due to 
microbubble uptake by (liver) macrophages and 
increasing macrophage saturation in subsequent 
scans. For example, this leads to higher 
 accumulation of molecularly targeted microbub-
bles in follow-up scans (Rix et al. 2014). The 
effect can be minimized by using low microbub-
ble doses, by presaturation of the liver macro-
phages with non-targeted microbubbles, or by 
keeping the time intervals between repetitive 
scans long enough.
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32.4.3  μCT

For tumor staging it is usually sufficient to image 
mice with a resolution of 50–100 μm. Using a 
dedicated animal scanner, this should not take 
more than 1–10 min. Eventually, respiratory gat-
ing has to be performed (e.g., for lung metastases). 
We recommend retrospective gating (intrinsic or 
extrinsic) since the animals suffer from intubation 
(required for prospective gating). Gating can 
increase the scan time by a factor of 3–5.

32.4.4  MRI

MRI offers a broad variety of scan options but also is 
time intensive. Imaging protocols have to be adapted 
to the needed outcome parameters but should be 
kept as small as possible to minimize the scan time.

32.4.4.1  Tumor Size (~15 Minutes/
Animal)

Tumor size determination usually can be per-
formed with a short protocol including 
T2-weighted sequences, which usually give the 
best tumor contrast:

Protocol
• Localizer
• Sagittal or coronal T2-weighted (spin-echo or 

turbo spin-echo) sequence (2D or 3D)
• Transversal T2-weighted (spin-echo or turbo 

spin-echo) sequence

32.4.4.2  Tumor Size and Morphology 
(~25 Minutes/Animal; 
Catheterization Required)

Additional information to tumor size can be 
obtained without the need to inject contrast 
agents by including diffusion-weighted imaging 
and MR spectroscopy. Please note that examina-
tion times significantly increase if animals have 
to be catheterized.

Protocol
• Localizer
• Sagittal or coronal T2-weighted (spin-echo or 

turbo spin-echo) sequence

• Transversal T2-weighted (spin-echo or turbo 
spin-echo) sequence

• T1-weighted spin-echo or gradient-echo 
sequence before and after contrast agent 
injection

• Eventually diffusion-weighted imaging (5–10 
additional minutes)

• Eventually MR spectroscopy (10–15 addi-
tional minutes)

32.4.4.3  Tumor Vascularization  
(30 Minutes/Animal; 
Catheterization Required)

For the assessment of tumor vascularization, DCE 
MRI is frequently used. In this context, it is recom-
mended to perform a T1-relaxometry measurement 
prior to the dynamic scan to enable the conversion 
of the signal intensity time curve into a concen-
tration time curve. A T1-weighted sequence may 
be applied at the end to get a well- contrasted high 
signal-to-noise image of the tumor.

Protocol
• Localizer
• Sagittal or coronal T2-weighted (spin-echo or 

turbo spin-echo) sequence
• Transversal T2-weighted (spin-echo or turbo 

spin-echo) sequence
• T1-weighted sequence
• T1 relaxometry (to enable later conversion of 

signal intensities in concentrations)
• DCE MRI scan (contrast agent injection)
• T1-weighted sequence

32.4.4.4  Molecular Imaging (30–40 
Minutes/Animal)

For molecular MR imaging is most important 
to get quantitative data. For this purpose relaxo-
metric measurements should be performed in 
combination with high-resolved morphological 
images at high signal-to-noise levels. If possible, 
all sequences should be in identical orientation 
and with identical geometry. Please also take care 
for suitable controls, e.g., receptor-positive and 
receptor-negative tumors (in the same mouse), 
negative control probes (e.g., with a nonbind-
ing peptide or antibody), and competition 
experiments.
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Protocol
• Localizer
• T2-weighted (spin-echo or turbo spin-echo) 

sequence
• T1, T2 or T2*relaxometry
• Spatially high-resolved T2*- or T1-weighted 

sequence

32.4.5  Nuclear Imaging

Imaging protocols for PET and SPECT imaging 
are obviously very dependent on the radiotracer 
used and the animal model studied. Nevertheless, 
some general considerations apply to most types 
of studies. First of all, PET and SPECT can be 
acquired as “static” or “dynamic” scans. In a 
static scan, the distribution of radioactivity at one 
point in time is imaged. Imaging is usually per-
formed when uptake in the tumor has reached a 
plateau, and activity has sufficiently cleared from 
the surrounding normal tissues. Furthermore, the 
radiolabeled probe still needs to emit sufficient 
signal at the time of imaging. Typically, imaging 
can be performed during 1–2 physical half-lives 
of the radiolabel, i.e., 2–4 h for fluorine-18, 1–2 h 
for gallium-68, and 12–24 h for copper-64. When 
tumor uptake of the used radiotracer does not 
reach a plateau during the time frame that is 
available for imaging, it is very important that all 
studies are performed at the same time post injec-
tion. Otherwise, there may be significant vari-
ability in the measured radiotracer uptake values 
(Fueger et al. 2006).

In a dynamic scan, imaging is started immedi-
ately after tracer injection, and a series of images 
is acquired over a time period of 1–2 h. Using 
dynamic imaging, one can therefore measure the 
amount of the radiotracer uptake by the tumor 
over time. In addition, the clearance of the tracer 
from the circulation can be determined. Using 
these data and compartmental modeling or other 
tracer kinetic approaches, one can calculate 
tumor uptake rates of the studied radiopharma-
ceutical. In contrast to uptake values, uptake rates 
are no longer time dependent. Furthermore, 
tracer kinetic modeling allows for corrections of 
differences in the clearance of the tracer from the 

circulation. Thus, dynamic imaging can reduce 
the inter- and intra-animal variability of quantita-
tive parameters derived from SPECT or PET 
studies. In some cases it is even possible to cor-
rect for differences in perfusion and vascular per-
meability by compartmental modeling of 
dynamic PET studies.

However, dynamic imaging has also limita-
tions. Dynamic imaging takes considerably more 
time than static imaging. For example, a typical 
static FDG scan of a mouse can be acquired in 
5–10 min, whereas a dynamic study requires 
40–60 min. Consequently, only relatively few 
animals can be imaged in one session. 
Furthermore, the stress for the animal is higher, 
especially when repeated PET scans have to be 
performed for treatment monitoring. Tracer 
kinetic modeling to correct for the influence of 
perfusion and vascular permeability is not always 
feasible. For example, it may be challenging to 
measure the clearance of the radiotracer from the 
blood due to the presence of radiolabeled metab-
olites. Considerable experience and mathemati-
cal knowledge are also required in order to obtain 
reliable corrections.

When using receptor ligands for PET or 
SPECT imaging, it is important to consider the 
mass of the tracer injected. Although scinti-
graphic techniques are extremely sensitive, radio-
labeling of the tracer is frequently not highly 
efficient. Therefore, a considerable amount of 
unlabeled tracer may be injected into the animal. 
This unlabeled tracer can partially block binding 
of the radiolabeled tracer to the receptor. On the 
one hand, this can limit image contrast and lesion 
detectability. On the other hand, it may cause 
errors in quantitative measurements if the amount 
of unlabeled tracer varies between different stud-
ies. The effect of unlabeled tracer on tracer 
uptake is often called the “mass effect.” It is 
important to know the specific activity (the 
amount of radioactivity per mol injected tracer) 
of the injected tracers in order to judge whether 
the target may be partially blocked. In this con-
text one also needs to consider that for short-lived 
radioisotopes, the specific activity decreases rap-
idly over time. For example, if a gallium-68-la-
beled tracer is injected 3 h after synthesis, its 
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specific activity will be eight times lower. 
Consequently, eight times more mass is injected 
which may reduce the measured signal and image 
contrast.

For metabolic tracers, such as FDG, anesthe-
sia and animal preparation can have a profound 
effect on tumor uptake and image contrast. For 
example, ketamine/xylazine, a commonly used 
anesthesia for rodents, induces a marked hyper-
glycemia in mice. Since glucose competes with 
FDG for uptake and phosphorylation, this can 
markedly decrease tumor FDG uptake. Isoflurane 
anesthesia has a less pronounced, but still mea-
surable, impact on glucose levels, which is highly 
dependent on the studied mouse strain. In some 
strains isoflurane has been shown to cause mild 
hyperglycemia, whereas in others hypoglycemia 
has been observed (Fueger et al. 2006; Flores 
et al. 2008). When mice are not warmed before 
and after FDG injection, thermoregulatory brown 
adipose tissue becomes activated resulting in 
very intense FDG uptake in the neck and upper 
thoracic area of mice which can severely affect 
tumor detection in this area (Fueger et al. 2006).

For a typical FDG-PET study, the mice cages 
are therefore put on a temperature-controlled 
heating pad about 30 min prior to the planned 
FDG injection (Flores et al. 2008). Mice are 
anesthetized prior to FDG injection, since injec-
tion in conscious mice results in high uptake by 
the skeletal muscles. Fasting may increase tumor 
FDG uptake, but also results in weight loss, espe-
cially when repeated imaging studies are 
performed.

Most investigators inject FDG in a tail vein, 
but FDG is rapidly absorbed following i.p. injec-
tion. At 1 h post injection, tumor FDG uptake is 
comparable after i.v. and i.p. injection (Fueger 
et al. 2006). However, small amounts of FDG 
may still be present in the abdomen and can inter-
fere with the detection of intra-abdominal lesions. 
Static PET imaging is performed about 60 min 
post injection. Using current systems, about 
10 MBq FDG is injected per mouse and images 
are acquired for 5–10 min. Many investigators do 
not use attenuation correction for the PET scan, 
since the effect on the measured tracer uptake is 
small in mice.

Using such a protocol, tumors as small as 
2 mm can be visualized by FDG-PET (Woo et al. 
2008). However, metabolic activity significantly 
varies across different tumor models and mark-
edly influences the detection limits. Test-retest 
reproducibility of FDG-PET scans acquired 
according to standardized protocol is good with a 
coefficient of variation of repeated measures in 
untreated animals of about 15 % (Dandekar et al. 
2007).
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33.1  Introduction to PET Imaging 
in Immunology

The immune system is dynamic and continually 
adapts to maintain the health of the whole body. 
Innate immune cells survey tissues for abnormal-
ities and are able to detect and infiltrate infected 
and/or abnormal tissues. Signals from the initial 
infiltrating antigen-presenting immune cells lead 
to activation of the adaptive immune system 
including: (1) recruitment of adaptive immune 
cells, (2) activation and rapid expansion of anti-
gen specific adaptive immune cells, (3) differen-
tiation into antigen specific effector cells, and (4) 
homing to the abnormal tissue if activated in lym-
phatic organs such as the spleen or lymph nodes 
(Belardelli and Ferrantini 2002). Once the 
infected tissue is cleared, there is a rapid decline 
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in effector cells and a small number of 
 adaptive immune cells will remain as memory 
T or B cells that quickly expand upon repeat 
exposure to the antigen. Defects in proper 
immune responses can cause complications that 
include autoimmunity, persistent infection, or 
malignancies (Cunningham-Rundles and Ponda 
2005). Monitoring the response of the immune 
system can provide insight into proper diagnosis 
and therapeutic management of these diseases.

Methods used to monitor the immune system 
can be limited and biased. Most frequently a 
peripheral blood sample is taken to monitor 
changes in cell abundance, phenotype, or cyto-
kine levels. On occasion, a tissue biopsy can be 
obtained for additional analysis of immune cell 
infiltrates outside of the periphery. Biopsies are 
invasive, difficult to collect, and suffer from the 
bias of site specificity. Together these methods 
provide information on the state of the immune 
system at a single static time point but are subjec-
tive towards the sampled sites and limited in eval-
uating the state of the immune system across the 
whole body. This poses a clinical challenge for 
current immune-based therapies. For example, in 
order to determine the success of a hematopoietic 
stem cell transplant requires mature cells to be 
detected within the periphery, which can take up 
to 8 weeks. A noninvasive method to detect 
engraftment and expansion within the marrow 
and thymus at an earlier time point could reduce 
transplant complications by earlier detection of 
marrow failure. Alternatively, cancer immuno-
therapies that rely on the expansion and infiltra-
tion of antitumor cells have limited methods to 
track cells in vivo. Clinicians are unable to detect 
the location of on-target/off-tumor cellular cyto-
toxicity of the infused therapeutic cell product 
prior to complications and cannot determine the 
quantity of successful tumor infiltrating cells 
without biopsy (Park et al. 2011). Noninvasive, 
whole-body techniques to monitor immune cell 
function can complement and improve the cur-
rent clinical and preclinical methods.

Clinical imaging technologies such as X-ray, 
computed tomography (CT), magnetic resonance 
imaging (MRI), single-photon emission com-
puted tomography (SPECT), and positron emis-
sion tomography (PET) are used as routine 

diagnostic tools for a wide range of diseases but 
have had limited immunological applications. 
Small animal preclinical studies have utilized 
strategies restricted to small animals such as 2 
photon microscopy, fluorescent, and biolumines-
cent imaging (BLI) or have adapted clinical 
modalities such as SPECT, PET, CT, and MRI as 
methods for measuring changes in the immune 
system (Hildebrandt and Gambhir 2004). Each 
technology is relevant and in certain instances 
will be the most appropriate to use, but we have 
chosen to focus on PET imaging in preclinical 
studies of immunology due to the diversity of 
applications. One advantage of PET is that tech-
nologies developed preclinically can be applied 
directly to clinical problems, allowing for imag-
ing agents to go from bench-top to bedside.

33.1.1  The Use of PET Imaging 
in Immunology

PET allows noninvasive, quantitative, and repeti-
tive in vivo visualization of the biodistribution of 
positron-emitting probes specific for a wide vari-
ety of biological processes (Cherry and Gambhir 
2001; Phelps 2000). Released positrons from the 
radioisotope annihilate with an electron in nearby 
tissue and emit two antiparallel 511 keV high- 
energy gamma photons. PET detectors measure 
the codetection of both events and determine the 
location, creating a 3-dimensional image (Phelps 
2000) (Fig. 33.1a). Preclinical micro-PET has a 
resolution of 1–2 mm which is sufficient to detect 
lymph nodes more accurately than BLI. For 
immunology studies evaluating alterations in 
lymph nodes, a coregistered PET/CT scan can be 
most accurate in determining size, location, and 
probe accumulation, while other imaging modal-
ities are limited due to tissue penetrance and 
 sensitivity. Tissue, including bone, does not scat-
ter the high-energy photons causing no attenua-
tion problems allowing direct scaling from 
preclinical to clinical studies.

PET scans measure different biological pro-
cesses based on the probe’s design (Massoud 
and Gambhir 2003). Positron emitting probes 
include short-lived isotopes (Half-lives: 18F-
110 min, 11C- 20 min, 68Ga-68 min) that are 
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commonly engineered into metabolites, or PET 
reporter probes. A fluorinated glucose analog, 
2-deoxy-2-(18F)fluoro-D-glucose ([18F]-FDG), 
measures glucose consumption and is the most 
commonly used PET probe (Gambhir 2002). In 
the clinic, [18F]-FDG is widely used for cancer 
diagnosis, staging, and response to therapy. 
Recently, investigators have begun to test 
whether [18F]-FDG can be used to monitor 
immune cell function in cases of autoimmunity 
and blood malignancies (Gambhir 2002). Long-
lived positron-emitting nuclides (half-lifes: 124I- 
4.1 days, 131I- 8 days, 64Cu- 12.7 h, 89Zr- 3.3 days) 
are more commonly used in antibody or peptide 
labeling. Imaging via direct labeling of an anti-
body can be used for biomarker diagnostics and 
potentially theranostics (Boswell and Brechbiel 
2007; van Dongen et al. 2007).

Preclinical studies using micro-PET for 
in vivo visualization of immune responses in ani-
mal models is expanding. Sections will be divided 
into the four major subclasses of PET imaging: 

(1) metabolic-radiolabeling a metabolite to study 
the utilization of a biochemical compound, (2) 
labeling-ex vivo labeling of cells with a radioiso-
tope prior to infusion, (3) direct targeting- 
engineering radiolabeled peptides or antibodies 
to detect a protein of interest, (4) reporter gene 
imaging-engineering cells to express a unique 
protein that can be specifically detected through a 
cognate probe (Fig. 33.1b).

33.2  Metabolic Probes 
for Monitoring Changes 
in the Immune System

The most broadly used PET subclass is meta-
bolic imaging. Metabolite mimetics are designed 
and radiolabeled to monitor a specific biochemi-
cal process in vivo. These probes can mimic sug-
ars, nucleosides, amino acids, hormones, or 
neurotransmitters (Phelps 2000). The distribu-
tion of the probe demonstrates where an 

a b

Fig. 33.1 Principles and classes of PET imaging. (a) 
Accumulated probe will emit positrons. Positrons will anni-
hilate with a nearby electron and create two opposing 
511 keV gamma rays. The paired 511 keV gamma rays are 
detected as coincident events in the detector and a 3D image 
is reconstructed. (b) PET images can detect multiple biologi-
cal processes. Metabolism of a specific substrate can be mea-

sured by radiolabeling a mimetic and monitoring the 
accumulation of the probe. Ex vivo labeling of cells by resid-
ualizing isotopes can allow for tracking cells once trans-
planted in vivo. Antibody or peptides can be used to detect 
the expression of extracellular proteins. PET reporter genes 
allow specific detection by exogenous expression of a unique 
protein that can be targeted with a reporter-specific probe
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increased consumption of the metabolite is in 
comparison with other tissues within the body. 
Identifying changes in the metabolism of hema-
topoietic cells in response to an infection, can-
cer, or autoimmunity can identify key metabolites 
needed for proper immunity.

During an immune response, innate immunity 
is the first line of defense followed by an adaptive 
immune response (Dranoff 2004). Each immune 
cell lineage has different functional abilities that 
require certain biochemical substrates. During an 
immune response, cells will adapt their accumu-
lation and metabolism of certain substrates 
depending on their activation state or location. 
Macrophages and granulocytes will increase the 
expression of glucose transporters and glycolytic 
enzymes to generate the energy required for 
phagocytosis and cytokine secretion when 
located within inflamed tissue (Cramer et al. 
2003). PET measurements of differentially regu-
lated metabolic pathways may enable more thor-
ough evaluation of immune cell function in vivo.

Probe design and isotope utilization During 
the administration of the radiolabeled probe the 
biodistribution mimics how the body naturally 
accumulates the metabolite of interest. 
Metabolites are radiolabeled at a high specific 
activity and administered at concentrations of 
pico to femtomole per gram of tissue (Cherry and 
Gambhir 2001; Phelps 2000). This low concen-
tration allows most probes to function with no 
biological or pharmacological effect due to the 
low concentration of the metabolite (Cherry and 
Gambhir 2001; Massoud and Gambhir 2003). 
The probe is then excreted with the majority of 
probes cleared from circulation through renal fil-
tration and hepatic clearance in some instances. 
The total radiation exposure from metabolic 
probes is usually highest in the bladder and is the 
limiting organ for determining the dose based on 
radiation limits and not on concentrations of the 
substrate (Gambhir 2002).

The distribution, accumulation, and clearance 
of most metabolites are short in comparison with 
peptides or antibodies. For synthesis and radio-
chemistry, choosing an isotope with a short half- 

life is best suited for these studies allowing fast 
detection and decay of the probe in vivo (Cherry 
and Gambhir 2001). Most PET probes incorpo-
rate 18F because of its intermediate half-life (110 
min), which is permissive for radiochemical syn-
thesis, transport, application, and imaging, yet 
undergoes decay rapidly enough to render it 
harmless within half a day (Serdons et al. 2009). 
18F chemistry typically replaces a hydrogen or 
hydroxyl group with a 18F isotope and allows for 
a metabolite mimetic. In cases where 18F cannot 
be used, other positron-emitting radioisotopes 
such as 11C and rarely 15O and 13N can be used 
(Cherry and Gambhir 2001; Serdons et al. 2009). 
11C has a 20 min half-life. In order to complete a 
synthesis and purification with enough activity 
for imaging, the starting 11C activity will be much 
higher than 18F due to the rapid decay.

To date, thousands of unique PET probes have 
been made (The Radiosynthesis Database of PET 
Probes (RaDaP)). We will cover key studies that 
have applied metabolic probes to address issues 
in immunology.

Glucose consumption by 2-deoxy-2-(18F)fluoro- 
D-glucose ([18F]-FDG) [18F]-FDG is the most 
commonly used PET probe for preclinical and 
clinical studies (Gambhir 2002). It mimics glucose 
and can be used as an indication of the glycolytic 
rate of cells (Fig. 33.2a). Most cancer cells will 
switch their metabolism towards a highly glyco-
lytic state and the total glucose consumption is 
increased. [18F]-FDG imaging has exploited this 
phenotype of cancer by using the accumulation of 
[18F]-FDG as a method of diagnosis, staging, and 
response to therapy (Gambhir 2002). Normal tis-
sues with a natural high glucose consumption such 
as the heart and the brain will also accumulate 
[18F]-FDG. Most hematopoietic tissues have low 
glucose accumulation at a basal resting state and 
because of this [18F]-FDG has only been applied to 
studies with an activated or abnormal immune sys-
tem (Hildebrandt and Gambhir 2004).

Cancer Lymphoma and leukemia have higher 
glucose consumption in comparison with nonma-
lignant hematopoietic cells. [18F]-FDG accumula-
tion is used as a method for staging and identifying 
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cancerous cells in clinical diagnosis (Gambhir 
2002). In one study, B cell leukemia cell lines 
were engineered to express C/EBPα, causing cells 
to transdifferentiate towards a  nonmalignant mac-
rophage phenotype. Total tumor burden after 
transplantation of parental or transdifferentiated 
cells was assessed by [18F]-FDG imaging. In ani-
mals receiving C/EBPα expressing cells, a 

decreased tumor burden and reduction in 
[18F]-FDG imaging was observed (Rapino et al. 
2013). This study identified that glucose con-
sumption is correlated with malignancy and that 
as cells transdifferentiate their metabolic require-
ments change. Future studies that aim to target 
cells to transdifferentiate in vivo can apply 
[18F]-FDG imaging for tracking total disease.

a

c

b

Fig. 33.2 Glucose consumption in immune cells mea-
sured by [18F]-FDG. (a) Chemical structure of [18F]-FDG. 
(b) T-ALL mice initiated by shRNA Pten silencing. 
Addition of Dox will turn on Pten and reduce PI3K signal-
ing. [18F]-FDG signal seen in Pten off mice is within the 
liver and spleen. Pten on reduces total tumor burden and 

removes majority of the liver signal previously observed 
(Adapted from Miething et al. 2014) (c) [18F]-FDG in 
EAE mice. In mice with clinical EAE scores, an increase 
in [18F]-FDG is seen in the spinal column (Adapted from 
Radu et al. 2007 Copyright (2007) National Academy of 
Sciences, USA)
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The relative accumulation of [18F]-FDG can 
also vary depending on the metabolic state of leu-
kemic cells. The activation of the phosphati-
dylinositol 3-kinase (PI3K) pathway is known to 
increase glucose consumption and is partially 
regulated by PTEN. In an experimental mouse 
model, silencing of PTEN by shRNA led to the 
development of a T cell acute lymphoblastic leu-
kemia (T-ALL). The shRNA construct was a 
“Tet-off” system, and addition of doxycycline 
reactivated PTEN testing whether loss of PTEN 
is needed for disease maintenance. PTEN activa-
tion in T-ALL caused a decrease in the PI3K 
pathway and as a result the reduced the [18F]-FDG 
accumulation in specific organs in vivo (Miething 
et al. 2014) (Fig. 33.2b). Although PTEN was 
activated systemically in a clonal leukemia, the 
change in accumulation of [18F]-FDG was het-
erogeneous, suggesting that the regulation of the 
PI3K pathway can be affected by different factors 
within the tissue microenvironment.

Autoimmunity Experimental models of auto-
immunity including multiple sclerosis (experi-
mental autoimmune encephalomyelitis, EAE) 
(Radu et al. 2007) and rheumatoid arthritis 
(Matsui et al. 2009; Irmler et al. 2010) have been 
monitored through [18F]-FDG imaging.

The EAE model demonstrated that [18F]-FDG 
accumulation is not a strong indicator of immune 
infiltrates prior to disease onset, but as mild clini-
cal symptoms are detectable an increase in gly-
colysis is seen (Radu et al. 2007) (Fig. 33.2c). The 
rates of glycolysis as measured by [18F]-FDG sig-
nals in the spinal column were not correlated with 
the severity of the disease; however, when immune 
cell numbers decreased due to treatment with an 
immunosuppressive drug, a decrease in [18F]-FDG 
signal was observed. The limitation with 
[18F]-FDG was that disease could not be identified 
prior to clinical manifestation. For autoimmune 
diseases, [18F]-FDG may not be appropriate for 
staging of disease but could be useful in monitor-
ing treatment and reduction of immune cells.

Inflammation Inflammation in diseases such as 
atherosclerosis (Davies et al. 2010), liver damage 

(Ishimori et al. 2002), or colitis (Brewer et al. 
2008) have been measured with [18F]-FDG scans. 
Mice treated with concanavalin A had a signifi-
cant increase in [18F]-FDG accumulation within 
the spleen and liver, while severe combined 
immunodeficient (SCID) mice had no change 
between treatment and control (Ishimori et al. 
2002). The enhanced [18F]-FDG accumulation 
was due to the activation of T cells in the spleen 
and the infiltration of activated immune cells 
within the liver. SCID mice lack lymphocytes 
and [18F]-FDG accumulation was unchanged 
after concanavalin A treatment. Short-term 
experimental models like this can help identify 
when [18F]-FDG can be useful in monitoring 
multiple sites of inflammation.

Cell proliferation by 3′deoxy-3′-[18F]fluoro-
thymidine ([18F]-FLT) accumulation [18F]-FLT 
is a substrate for thymidine kinase 1 (TK1) which 
is active in cells during S phase and can be used 
as a marker for cell proliferation (Barthel et al. 
2003; Wagner et al. 2003). Experimental models 
have looked at [18F]-FLT accumulation in normal 
tissue and in cancers such as lymphoma. 
Accumulation of [18F]-FLT is seen within the 
spleen and bone marrow in healthy animals iden-
tifying sites of high cellular proliferation (Wagner 
et al. 2003). In lymphoma, the accumulation of 
[18F]-FLT is increased due to a significant 
increase in the percentage of replicating cells and 
in their division rate (Wagner et al. 2003). 
Accumulation of [18F]-FLT can also vary depend-
ing on serum and tumor levels of thymidine 
(Nair-Gill et al. 2010; Zhang et al. 2012). Mouse 
and rats have high serum thymidine levels and 
can dilute the accumulation of [18F]-FLT. Human 
serum has thymidine at concentrations 100 times 
lower than mice (Nottebrock and Then 1977). 
The average [18F]-FLT dose in humans is still 
administered with endogenous thymidine in 
greater than 150 fold excess potentially explain-
ing the lack of signal in some hyperproliferative 
cells (Zhang et al. 2012). Deciphering tumor 
from immune cell infiltrates may be difficult with 
[18F]-FLT imaging, but in inflammation or infec-
tion models, the proliferation of immune cell 
infiltrates may be detected.
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Nucleoside salvage pathway measured by fluo-
rinated nucleoside analogs [18F]-FLT is used as 
a marker of general cell proliferation and cannot 
be used to distinguish between the proliferation 
of immune versus nonimmune cells. Recently, 
Radu and colleagues have developed nucleoside 
analog PET probes that target deoxycytidine 
kinase (dCK) (Radu et al. 2008). dCK is the rate- 
limiting enzyme in the nucleoside salvage path-
way and is known to have high expression in 
lymphocytes. By targeting a metabolic pathway 
increased in T cells, the detection of active 
immune responses can be identified more accu-
rately than with [18F]-FDG or [18F]-FLT alone.

[18F]-FAC (1-(2'-deoxy-2'-[18F]fluoroarabino-
furanosyl) cytosine) dCK is the rate-limiting 
enzyme in the accumulation and phosphorylation 
of the DNA terminating drug Gemcitabine 
(dFdC). Accumulation of dFdC was highest in 
activated T cells, but due to the two fluorine 
atoms was not amenable for 18F radiochemistry 
(Radu et al. 2008). [18F]-FAC is a similar com-
pound to dFdC differing only by a hydrogen atom 
replacing the second fluorine (Fig. 33.3a).

[18F]-FAC had strong retention in the spleen, 
thymus, and bone marrow of wild-type mice 
(Radu et al. 2008). A reduction in [18F]-FAC sig-
nal was observed when animals were treated with 
the systemic immunosuppressive drug dexameth-
asone, which is toxic to lymphocytes (Radu et al. 
2008). In a genetic knockout of dCK, a complete 
loss of [18F]-FAC signal in all lymphoid organs 
was seen, with a dramatic reduction in the total 
number of mature T and B cells (Austin et al. 
2012; Toy et al. 2010) (Fig. 33.3b). Together 
these studies demonstrate the specificity of 
[18F]-FAC for lymphoid tissues and the require-
ment of dCK for normal lymphopoiesis.

In models of immune cell expansion such as a 
viral-induced tumor or autoimmunity, an 
increased [18F]-FAC accumulation was seen in the 
thymus, lymph nodes, and spleen (Nair-Gill et al. 
2010; Radu et al. 2008) (Fig. 33.3c). Analysis of 
isolated immune cells identified that activated 
effector CD8 T cells from the draining lymph 

node had the highest accumulation of [18F]-FAC 
with other lymphoid cells accumulating [18F]-FAC 
at lower rates. The authors found that the accumu-
lation of [18F]-FAC was correlated with prolifera-
tion, and activated CD8 cells have the highest 
percentage of cells in S-G2-M phases (Fig. 33.3d). 
Tumor infiltrated T cells have lower accumula-
tion, which may be due to a reduction in the pro-
liferation/cell cycling rates (Nair-Gill et al. 2010). 
[18F]-FAC is more selective for lymphocytes than 
other metabolic probes but has limited capacity in 
detecting tumor infiltrating T cells, identifying the 
need to develop additional T-cell-specific probes.

2 ′ - D e o x y - 2 ′ - [ 1 8 F ] f l u o r o - 9 - β - D -
arabinofuranosylguanine ([18F]F-AraG) In a 
preliminary study, a radiolabeled AraG was syn-
thesized and incubated with primary, activated, 
or lymphoblastic T cells (Namavari et al. 2011). 
Accumulation of [18F]F-AraG was increased in 
activated T cells and in the leukemic cell line. 
Although animal studies using [18F]F-AraG are 
limited, the promising preliminary data suggest 
that [18F]F-AraG may be useful in detecting T 
cell malignancies in vivo.

2-[18F]fludarabine Fludarabine is phosphory-
lated by dCK into Fludarabine phosphate (2-fluoro-ara- 
adenosine monophosphate [2-F-ara-AMP]) that 
is a nucleoside analog resistant to adenosine 
deaminase. This drug has been used successfully 
to treat lymphoid malignancies. In wild-type ani-
mals, the accumulation of 2-[18F]fludarabine is 
seen in the spleen, while in SCID animals that 
signal is lost (Dhilly et al. 2014) (Fig. 33.4a, b). 
Subcutaneous B cell lymphomas were also 
detected by 2-[18F]fludarabine demonstrating the 
selectivity for lymphoid cells in vivo. The lack of 
thymus signal and high accumulation in B cell 
lymphomas suggest that 2-[18F]fludarabine may 
be useful in monitoring B cell locations and 
malignancies.

Advantages and limitations of metabolic 
PET The advantage of metabolic PET is that 
measurements of cell function and metabolism 
can be obtained in vivo. When cell populations 
are isolated, their metabolism may change and 
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not represent the true metabolic demands of the 
cells. For some myeloid derived cells, isolation 
can be difficult and can cause cell apoptosis prior 
to analysis. Measuring the accumulation of a 
radiolabeled metabolite in vivo can provide 
 information of the whole-body metabolic 
demands of cells.

Probe synthesis can be a limiting step in meta-
bolic PET. Some probes have multiple synthetic 
steps and low radiochemical yield or require long 
tedious incubations (Serdons et al. 2009). When 

scaling from preclinical to clinical studies, this 
consideration can pose a significant hurdle in 
obtaining sufficient yield of the chemically pure 
radiopharmaceutical.

The major disadvantage for imaging immune 
cell function with metabolic PET is the lack of 
specificity for immune cells. As seen in [18F]-FDG 
imaging, other tissues such as the brain and heart 
will accumulate the metabolic probe. When 
applying metabolic PET to immunology, it is 
important to validate that the signal observed is 
due to changes in immune cell function rather 

a

c
d

b

Fig. 33.3 Nucleoside Salvage in PET imaging of immune 
cells with [18F]-FAC. (a) Gemcitabine (dFdC) and 
[18F]-FAC chemical structure. (b) [18F]-FAC imaging of 
WT and dCK KO mice (Adapted from Toy et al. 2010) (c) 
[18F]-FAC imaging of MSV development in wild-type 
mice. Signal is observed in the: Thy thymus, Sp spleen, GI 
gastrointestinal track, Bl bladder, BM bone marrow, DLN 
draining lymph node, T tumor (Adapted from Nair-Gill 
et al. 2010) (d) [3H]-FAC uptake from sorted cells. Cells 
were fixed and stained with propidium iodide. The per-
centage in S-G2-M was plotted against the accumulation 
of [3H]-FAC. Open, filled, and half-filled symbols repre-
sent three experiments. Shapes were assigned according 

to cell type: squares B cells, triangles CD4+ T cells, cir-
cles CD8+ T cells, diamonds CD11bhi myeloid cells. 
Colors were assigned based on the tissues from which a 
cell population was isolated: blue spleen, green DLN, red 
tumor, gray naive lymph nodes. A positive correlation 
between [3H]-FAC accumulation and percent in S-G2-M 
was observed (r2 = 0.68, P < 0.0001) (Adapted from Nair- 
Gill et al. Republished with permission of J Clin Invest, 
from PET probes for distinct metabolic pathways have 
different cell specificities during immune responses in 
mice., Nair-Gill et al. (2010); permission conveyed 
through Copyright Clearance Center, Inc.)
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than an experimental artifact or signal from non-
immune cells.

Future applications of metabolic PET  
Immune cell metabolism is complex and 
changes based on the activation state and loca-
tion of cells (Fox et al. 2005). As discussed, 
probes that measure nucleoside salvage are 
capable of detecting lymphoid cells, and acti-
vated T cells increase their accumulation of 
[18F]-FAC (Radu et al. 2008). Intratumor T cells 
have low accumulation of [18F]-FAC probe and 
may switch their metabolic requirements. New 
probes that can measure the metabolic require-
ments of intratumoral T cells are needed as they 
could have broad applicability to monitor mod-
els of cancer immunotherapy.

Identifying unique metabolic states of immune 
cell subsets will also improve our understanding 
of the kinetics of an immune response. Probes 
that distinguish macrophages from dendritic cells 
or CD4 from CD8 cells could help identify the 
quantity and location of individual lineages.

Similar to the work of Nair-Gill and col-
leagues (Nair-Gill et al. 2010), more studies may 
use a comparison and combination of multiple 
metabolic PET probes to identify the kinetics of 
how metabolism changes after a disruption in 

immune perturbation from drug therapy, infec-
tion, or cancer.

33.3  Visualization of Targeted 
Cell Populations 
by Prelabeling Ex Vivo

Ex vivo labeling of isolated hematopoietic cells 
has been utilized to track a range of immune cell 
subsets. Monocytes (Paik et al. 2002), engineered 
T cells (Griessinger et al. 2014), bulk lympho-
cytes, natural killer cells (Melder et al. 1994), and 
lymphoma cells have all been successfully moni-
tored for their distribution and location by prela-
beling cells prior to infusion in SPECT and PET 
studies (Nair-Gill et al. 2008).

64Cu direct cell labeling technologies Cell- based 
immunotherapies are currently being developed to 
treat a broad range of diseases with an emphasis on 
treating cancer. Some therapies require an ex vivo 
expansion and culture of these immune cells prior 
to treatment. This ex vivo expansion can lead to the 
terminal differentiation of these cells, which are 
then expected to have a finite life span in vivo. 
Robust assays to monitor these cells short-term 
would enable investigators to serially track the 
location and distribution of transplanted cells. Ex 

a b

Fig. 33.4 Detection of lymphocytes with 2-[18F]fludara-
bine PET imaging. (a) Chemical structure of 2-[18F]fluda-
rabine. (b) Wild-type or SCID mice were scanned with 
2-[18F]fludarabine. In wild-type mice, signal was observed 

within the spleen (Adapted from Dhilly et al. 2014, with 
kind permission from Springer Science and Business 
Media)
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vivo incubation of the therapeutic cells with a 
residualizing probe can provide a simple and con-
sistent method to track cells. The most widely used 
PET direct cell label is 64Cu-pyruvaldehyde-
bis(N4- methylthiosemicarbazone) (64Cu-PTSM) 
(Adonai et al. 2002).

64Cu-PTSM acts as a lipophilic, redox-active 
transporter of Cu(II) ions that passively diffuses 
across the cell membrane and delivers copper 
into the cells. Once inside, the 64Cu and PTSM 
complex can dissociate, but the 64Cu is retained 
inside the cell due to the charge, while the neutral 
PTSM can freely diffuse out of the cell 
(Fig. 33.5a, b) (Adonai et al. 2002).

The first demonstration of this labeling tech-
nique was with total isolated splenocytes labeled 
for 55 min with 64Cu-PTSM. Cells were injected 
intravenously and imaged at 10 min and 20 h 
after infusion. Lymphocytes trafficked from the 
lungs to the liver and spleen (Adonai et al. 2002).

One concern of prelabeling lymphocytes has 
been the documented sensitivity and cell death 
after exposure to radiation. New methods have 
been developed to minimize the inhibitory effects 
of 64Cu-PTSM on T cells in mouse models of T 
cell trafficking (Griessinger et al. 2014). Isolated 
OVA Th1 were labeled using an optimized method 
and tested for cell viability, IFN-γ production, pro-
liferation, apoptosis, and DNA double- strand 

a

c

b

Fig. 33.5 Ex vivo labeling of T cells with [64Cu]-PTSM. 
(a) [64Cu]-PTSM bound and free PTSM. (b) Schematic of 
how [64Cu]-PTSM labels cells ex vivo (Adapted from 
Adonai et al. 2002 Copyright (2002) National Academy of 
Sciences, USA.) (c) Different administration routes of 
64Cu-PTSM–labeled OVA-Th1 cells resulted in distinct 
homing patterns. Representative PET/CT images at 7 h 

(left) and 27 h (right), with focus on perithymic LNs, 
lung, and spleen (indicated by arrows). i.p. intraperito-
neal, i.v. intravenous (Adapted from Griessinger et al. 
This research was originally published in JNM. Christoph 
M. Griessinger et al. (2014). © by the Society of Nuclear 
Medicine and Molecular Imaging, Inc.)

M.N. McCracken and O.N. Witte



831

breaks. Although the optimized parameters were 
better than previous, defects in total T cell function 
were still observed. FACS analysis of phosphory-
lated histones of the H2A.X family (γ-H2A.X) 
was determined as a marker of radiation-induced 
DNA double-strand breaks. Three hours after 
64Cu-PTSM labeling, the relative γ-H2A.X expres-
sion was approximately 9-fold higher than that of 
unlabeled OVA-Th1 cells. While labeled cells 
retained similar viability to their unlabeled coun-
terparts, a significant decrease in IFN-gamma pro-
duction was observed, indicating the probe caused 
defects in immune cell function.

For imaging purposes, the transplanted cells 
were tracked for up to 48 h and cell locations were 
detected even within single lymph nodes. The 
homing and localization of cells was dependent 
upon injection route and whether or not the animal 
was activated by OVA peptide (Fig. 33.5b). Labeled 
cells retained an equivalent homing capacity in 
comparison with nonlabeled cells and demon-
strated the efficacy in utilizing 64Cu-PTSM for 
short consecutive scans of T cell homing in vivo.

Limitations in imaging The biggest limitation 
in PET applications with direct labeling is the 
potential radiotoxicity from the isotope used 
(Griessinger et al. 2014). Isotopes with long 
decay times have continued exposure increasing 
the damage. Another concern in using radiomet-
als for PET imaging is that only a fraction of the 
decay is beta emissions that create the 511KeV 
events detected by PET (Knowles and Wu 2012). 
The other emissions can be high-energy gamma 
rays that can cause DNA damage (Weeks et al. 
2010; Sundaresan et al. 2003). Additional emis-
sions can cause noise and background within the 
scans, reducing the image quality (Boswell and 
Brechbiel 2007; Sundaresan et al. 2003; 
Tolmachev and Stone-Elander 2010).

33.4  Targeted Imaging 
by Antibodies and Peptides

Detecting a selective subset of cells can be 
achieved by multiple PET modalities. 
Investigators often look for methods that allow 

for tracking a specific cell population without 
manipulating the cells via expression of exoge-
nous DNA. These methods can include prelabel-
ing as previously discussed or the use of 
radiolabeled antibodies and peptides (Massoud 
and Gambhir 2003; Wu 2009).

To target specific cell populations in vivo with 
a high specificity antibody and peptides for PET 
imaging have been used. Preclinical and recent 
clinical studies have tested these agents for 
detecting tumor associated cancer antigens or 
lineage-specific cell surface proteins (Wu 2009). 
These proteins have high binding affinities allow-
ing for signal accumulation based on binding to 
the target protein.

Antibody and antibody fragments Immuno- 
PET uses targeted antibodies for monitoring the 
expression and distribution of subsets of cells 
in vivo (van Dongen et al. 2007; Knowles and Wu 
2012; Wu 2009). Full-length antibodies are the 
most commonly used but can be unfavorable for 
imaging.

An Immunoglobulin G (IgG) antibody is typi-
cally 150 kDa and is above the glomerular 
 filtration threshold, which extends the blood half-
life. The liver removes circulating antibodies, 
making this the dose limiting organ in imaging. 
High retention of circulating antibody within the 
blood also prevents imaging at early time points. 
Reducing the antibody size can reduce the half- 
life, and antibody fragments under 70 kDa can be 
filtered through the kidney, reducing the radiation 
dose exposure to the liver.

Antibodies contain their specificity within the 
Fv portion, while domains of the Fc region con-
tain the components for inducing antibody- 
dependent cellular cytotoxicity (ADCC), 
complement-dependent cytotoxicity (CDC), and 
FcRn salvage receptor binding to keep the anti-
body in circulation or to activate additional 
immune cells. Modulating or removing portions 
of the antibody can alter and remove these bio-
logical effects.

Radiolabeling antibodies and peptides can be 
done by site-specific modification or by modify-
ing exposed lysine residues. For antibodies or 
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fragments that lose affinity after nonspecific 
radiolabeling, investigators can engineer free 
cysteines away from the binding site for site- 
specific modification (Knowles and Wu 2012; 
Lewis and Shively 1998; Tinianow et al. 2010).

Antibody fragments from largest to smallest 
are intact (150 kDa), sc-Fv-Fc (105 kDa), mini-
body (80 kDa), diabody (50 kDa), and sc-Fv 
(25 kDa) (Fig. 33.6a). The most commonly used 
antibody fragments for imaging are minibodies 
and diabodies. Minibody fragments are covalent 
dimers of scFv-CH3 chains. The removal of the 
CH2 domain on minibody fragments removes 
ADCC, CDC, and FcRn salvage receptor binding 
functions. This also reduces a minibodies half- 

life in the blood to 5–11 h in comparison with 12 
days for intact antibodies. Diabody fragments are 
dimers of the scFv and retain the high avidity 
from the bivalency but are under the kidney filtra-
tion cutoff allowing a half-life of 3–7 h. 
Depending on the assay and selected target, an 
antibody can be engineered for optimal imaging 
in vivo. For antibody fragments, total overall 
uptake in target organs is lower, but the ratio of 
target to background is higher at a much earlier 
time point postinjection (Fig. 33.6a).

Targeted Peptides Lower molecular weight 
peptides have also been developed for PET 
imaging that are smaller than the 25 kDa scFv 

a

b c

Fig. 33.6 Immuno-PET by antibody engineering and 
radiolabeling. (a) Antibody and antibody fragments. Top- 
structure and domains of the antibody fragment and size. 
Bottom-Representative biodistribution (%ID/g) over time 
of a tumor targeted antibody fragment. Tumor is plotted in 
yellow, blood is plotted in blue (Adapted from Knowles 
and Wu Reprinted with permission. © (2012) American 
Society of Clinical Oncology. All rights reserved.) (b) 
Chelating agents used for radiolabeling antibodies and 

peptides. DOTA and NOTA are capable of binding a 
charged metal isotope within the center ring structure. (c) 
64Cu-NOTA-2.43 Mb imaging of mice. Bl6 are lyt 2.2 and 
signal is seen within the spleen and lymph nodes. Spleen 
and lymph node signal is lost in C3H and NSG. C3H are 
lyt 2.1 and the 2.43 Mb cannot detect the CD8 cells 
in vivo. NSG are immunedeficient and contain no endog-
enous CD8 cells (Adapted from Taváre et al. 2014)
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antibody fragment. Small peptides such as the 
Pegylated Arg-Gly-Asp has been used to mea-
sure binding to brain tumor integrins (Chen et al. 
2004). Cystine knot peptides (knottins) are 
approximately 3 kDa and nonimmunogenic and 
can be engineered to bind a protein of interests 
(Kimura et al. 2009). Affibodies are engineered 
proteins with 58-amino acid residues that con-
tain a binding surface similar to IgG antibodies 
(Miao et al. 2010). Nanobodies, which are natu-
ral 15 kDa single domain antibodies, are origi-
nally isolated from camels (Vaneycken et al. 
2011). Lastly, researchers have used the 10th 
type III domain of human fibronectin (FN3) as a 
targeted imaging peptide (Natarajan et al. 2013). 
Current immunology applications have focused 
on nanobodies and on FN3 domains (Vaneycken 
et al. 2011; Natarajan et al. 2013).

Nanobodies are a unique antibody format 
from camels. Nanobodies contain a single vari-
able region of the heavy-chain-only (VHH) and are 
attractive proteins for therapy and imaging appli-
cations due to their small size (15 kDa) and nano-
molar affinity (Vaneycken et al. 2011). Due to the 
fast clearance and high targeting capacity, short- 
lived isotopes (18F, 68Ga) can be applied, signifi-
cantly reducing the total radiation exposure. For 
lymphocytes which are especially sensitive to 
radiation, reducing the total radiation dose can 
improve cell viability.

FN3 is a protein that is less than 10 kDa, com-
prised of a β-sandwich, and has been engineered 
for high binding affinity to many targets includ-
ing the B cell marker CD20 (Natarajan et al. 
2013). The FN3CD20 has high stability and a single 
lysine for site-specific amine conjugation of 
radioisotopes. Improvements in tissue perfusion 
and a short blood half-life make the FN3 proteins 
attractive for applications in immunology.

Selection of isotopes and methods of radiola-
beling The most common radioisotopes appli-
cable for PET that have been used in labeling 
proteins have been 18F, 64Cu, 68Ga, 89Zr, and 
124I. These can be added to the protein of interest 
through direct conjugation (124I) or by a bifunc-
tional chelate that connects the radioisotope to 

the protein. For metal groups, a bifunctional che-
lating agent is typically used as the linker provid-
ing a reproducible method to label the protein of 
interest. Bifunctional chelators can be conjugated 
to amino acids in proteins such as lysines, tyro-
sines, or cysteines.

A radioisotope is selected based on the desired 
imaging time point and half-life of the engineered 
protein. For larger proteins including antibodies, 
minibodies, and diabodies, imaging time points 
are typically 4 h to 4 days after injection and 
require longer-lived isotopes 64Cu (12.7 h), 89Zr 
(78.4 h), and 124I (100.2 h) (Tolmachev and Stone- 
Elander 2010).

A simple and robust labeling method has used 
direct radioiodination of 124I on antibodies, mini-
bodies and diabodies modifying the exposed 
tyrosine residues (Tolmachev and Stone-Elander 
2010). The limitation is if the target is endocy-
tosed then the 124I will efflux out of the cell and 
free 124I accumulates within the thyroid and stom-
ach. Residualizing probes should be used instead 
to allow accumulation of radioactivity such as 
64Cu, or 89Zr. These probes remain within the lys-
osome after the target protein is degraded increas-
ing signal overtime (Knowles and Wu 2012; 
Tolmachev and Stone-Elander 2010).

Excluding direct radioiodination, a linker is 
needed to anchor the isotope to the protein. Reactive 
cysteines are optimal targets and are usually engi-
neered into the peptide or protein for site-specific 
labeling (Boswell and Brechbiel 2007; van Dongen 
et al. 2007; Tolmachev and Stone-Elander 2010). 
By engineering free cysteines, conjugation is con-
sistent with 1–2 conjugates added per protein keep-
ing a relatively consistent specific activity. Without 
engineering cysteines, exposed lysines can be con-
jugated with radiometal bound chelates (Tolmachev 
and Stone-Elander 2010; Vaneycken et al. 2011; 
Natarajan et al. 2013; Wadas et al. 2010). For small 
peptides including the nanobodies and FN3 pro-
teins, lysine conjugation is most commonly used. 
Macrocyclic chelators that bind the radioisotope 
and target the free amine group are derivatives of 
(1,4,7,10-tetraazacyclododecane-1,4,7,10- 
tetraacetic acid) (DOTA) and 2-[4,7-bis 
(carboxymethyl)-1,4,7-triazonan-1-yl]acetic acid 
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(NOTA) connected by an activated ester including 
(N-hydroxysuccinimidyl) ester (NHS) (Fig. 33.6b, 
7a). For 89Zr, a common bifunctional chelate used 
is desferrioxamine (DFO). These chelators are dis-
cussed below in the specific examples of peptide 
imaging in immunology.

Tracking T cell locations with anti-
CD8 CD8 is an extracellular marker almost 
exclusively seen on cytotoxic T cells. CD8 
cells can directly target and lyse cells through 
T cell receptor (TCR)/major histocompatibility 
(MHC) engagement. Preclinical models of T 
cell location, development, and function have 
improved our understanding of how the CD8 
cells can clear infections or cancer. Two 
mouse-specific CD8 minibodies (Mb) were 
made to target CD8 T cells in vivo (Tavare 
et al. 2014). The 2.43 Mb reacts with lyt 2.2, an 
isoform of CD8, in mouse strains such as 
C57Bl/6, but not in C3H. Radiolabeling of 
2.43 by 64Cu-NOTA enabled imaging by micro-
PET and detection of endogenous mouse CD8 
cells, which were seen predominantly in the 
spleen and lymph nodes, with minimal signal 
seen in the bone marrow (Fig. 33.6c). Signal 
was observed in the liver and is believed to be 
scavenged 64Cu and protein clearance of the 
radiolabeled minibody. The high signal seen 
within the lymph nodes is indicative of the sen-
sitivity of the 2.43 Mb for detecting CD8. It is 
estimated that a naïve mouse lymph node con-
tains 1 million cells with 7–12 % being CD8. 
This estimates that between 70,000 and 
120,000 CD8 cells can be detected with 
2.43 Mb immuno-PET (Tavare et al. 2014). 
Follow-up studies should investigate the track-
ing and kinetics of CD8 cells after immuno-
therapies that stimulate T cell expansion and 
tumor infiltration in mouse models of cancer.

Tracking B cell locations with anti-
 CD20 CD20 is a pan B cell marker that has been 
a successful target in treating lymphomas with 
antibody therapy. Rituximab, the anti-CD20 anti-
body has had clinical success and has been exten-
sively studied preclinically. A transgenic mouse 
was made to express human CD20 enabling 

investigators to study the human therapy in a 
mouse models.

A preliminary study demonstrated that 
64Cu-DOTA-Rituxumab can target all transgenic 
CD20 B cells allowing investigators to monitor 
the location of total B cells in mice (Natarajan 
et al. 2012). This study demonstrated the efficacy 
of using intact antibody imaging to identify pri-
mary sites of lymphoma. Signal was predomi-
nantly seen within the spleen and was blocked 
when animals were pretreated with cold 
Rituximab. Biodistribution determined that the 
highest dose was seen within the spleen and liver. 
When dose values from the mouse were esti-
mated for human scans, the total exposure was 
below the safety limits. Together these validated 
that an intact radiolabeled antibody could be 
effective in monitoring CD20 expressing lym-
phoma for staging and response to therapy.

As an alternative to intact antibody imaging, a 
CD20-specific FN3 protein of less than 10 kDa 
was developed as an imaging agent. FN3CD20 is 
made and isolated from E. coli and can be lyophi-
lized until needed. The ability to produce and 
store the FN3CD20 is advantageous over antibodies 
or antibody fragments which can be difficult to 
produce in large quantities, purify, and store. 
FN3CD20 was labeled the same as 64Cu-DOTA- 
Rituxumab, by 64Cu bound to the DOTA linker 
conjugated at a free lysine (Natarajan et al. 2013). 
Using the transgenic mice expressing human 
CD20, the 64Cu-DOTA-FN3CD20 was able to tar-
get the spleen with a faster and 10× higher accu-
mulation measured as target tissue-to-blood ratio. 
The other organs with residual signal were the 
liver and kidneys. The liver signal is most likely 
due to free 64Cu that dissociated from the DOTA 
label. The kidney signal is due to renal clearance 
of small peptides. Signals in these organs are 
lower than the spleen and lower than that seen 
with 64Cu-DOTA-Rituxumab. In xenograft stud-
ies, the 64Cu-DOTA-FN3CD20 had the highest 
tumor:liver ratio compared to the antibody and a 
minibody. The success with adapting the FN3CD20 
as an imaging agent will hopefully lead to the 
development of FN3 imaging agents towards 
alternate immune markers.
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33.4.1  Limitations in Imaging

Protein size and quantity of the protein used can 
be a limitation in imaging. Proteins too large can-
not easily target tumors or tissue with low perme-
ability or perfusion (Vaneycken et al. 2011). 
Engineering smaller fragments can improve this 
defect, but smaller proteins may have a faster 
blood clearance, or lower avidity towards the tar-
get (van Dongen et al. 2007; Knowles and Wu 
2012; Holliger and Hudson 2005). Nanobodies 
retain the affinity but can potentially be immuno-
genic and will need to be tested further 
(Vaneycken et al. 2011).

Future directions in immuno- PET Improve-
ments in 18F chemistry for labeling can solve cur-
rent issues with protein imaging such as the 
radiotoxicity and the long incubation times 
required prior to scanning. The short half- life and 
ease in attaining 18F isotope can allow for faster 
scans with reduced radiotoxicity. As scientists 
design peptides with optimal blood half-life and 
biodistribution, 18F radiolabeling can become a 
more relevant isotope for these studies.

33.5  PET Reporter Genes 
for Tracking Engineered Cells 
In Vivo

PET reporter gene overview Reporter genes 
allow investigators to detect a subset of specific 
genetically labeled cells in vivo by scanning with 
the corresponding reporter probe. Applications 
with PET reporter genes have been used in pre-
clinical PET studies since 1996 with a large por-
tion of studies investigating lymphocyte tracking 
after immunotherapies (Herschman 2004; 
Tjuvajev et al. 1996).

Reporter genes are ideal for preclinical studies 
that need to monitor the fate of transplanted 
immune cells (Herschman 2004). An exogenous 
protein is expressed in the selected cells as a PET 
reporter and is then monitored for location, quan-
tity, and distribution by the corresponding PET 
probe. Studies have tracked total hematopoietic 

cells, engineered T cells, dendritic cells, and 
other phagocytic cells in vivo.

PET reporter genes have utilized three unique 
subclasses of proteins (Fig. 33.7) (Herschman 
2004). Expression of an extracellular protein 
such as a receptor or transmembrane protein 
allows for direct targeting by the radiolabeled 
probe. PET reporters can also be membrane 
transporters. These allow for detection by active 
transport and accumulation of their probe intra-
cellular. The most widely used PET reporters are 
enzymatic kinase reporters, which phosphorylate 
specific radiolabeled PET probes. Phosphorylated 
molecules are trapped within cells that express 
the enzyme reporter. In cells that do not express 
the reporter, the PET probe can freely efflux from 
the cell (Herschman 2004). We will cover the 
applications of PET reporter genes only in immu-
nology, although applications such as stem cell- 
based therapies have also been tested.

Advantages and disadvantages of PET 
reporter imaging The advantages of PET 
reporter gene imaging over metabolic or direct 
targeting are: (1) the ability to monitor subsets of 
cells (i.e., only the engineered T cells expressing 
a CAR); (2) unlike metabolic probes, the ideal 

Fig. 33.7 Subclasses of PET reporter genes. PET reporter 
genes can be one of three subclasses of proteins. Receptor 
PET reporter genes are a transmembrane protein that 
allows for reporter imaging by binding a radiolabled 
ligand or targeted peptide to the protein. Transporter PET 
reporter genes work by transporting a PET reporter probe 
intracellular. Enzyme or kinase PET reporter genes work 
by phosphorylating their cognate probe trapping the probe 
intracellular
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PET reporter probe should have no accumulation 
in nonmodified cells allowing for whole-body 
detection of reporter cells; (3) PET reporters 
expression is stable and should overcome the 
variability of cellular metabolism and expres-
sion/detection can be more consistent regardless 
of tissue location; and (4) some PET reporter 
genes have also been demonstrated as effective 
suicide genes allowing for selective cell elimina-
tion if needed.

The major disadvantage of PET reporter gene 
imaging is the need to manipulate the cell either 
ex vivo or through targeted vector delivery in vivo. 
Cells can only express the PET reporter gene after 
the addition of exogenous DNA. Expression of 
foreign proteins can be immunogenic, deleteri-
ous, or oncogenic to the reporter labeled cells 
(Kircher et al. 2011). Although this is a potential 
risk, preclinical studies have tested whether the 
expression of a PET reporter gene will alter func-
tion (McCracken et al. 2013). Expression of a 
human-based enzymatic reporter did not affect 
hematopoiesis or T cell function (McCracken 
et al. 2013; Likar et al. 2010).

Methods for transiently expressing a reporter 
gene have included transfection, adenoviral 
infection, or lipid molecule targeting (Herschman 
2004; Lam and Dean 2010). These methods are 
ideal for short-term assays, for cells with limited 
replication potential so the transient DNA is not 
diluted, or for cell populations with short finite 
life spans. Examples of preclinical studies that 
have used transient expression are dendritic cell 
vaccine trafficking and in vivo targeting of mac-
rophages (Hildebrandt and Gambhir 2004; 
Herschman 2004; Kircher et al. 2011).

Viral infection by lenti- or retroviruses allow 
for lasting expression by genomic integration. 
Genomic insertion of a PET reporter gene is 
ideal for tracking hematopoietic stem cell prog-
eny or activated T cells. These cells both have 
high replication rates and the relative expression 
of the PET reporter will remain constant with the 
integrated DNA being passed to daughter cells. 
The major disadvantage to viral gene delivery is 
the risk of insertional oncogenesis, vector splic-
ing, or vector silencing (Kircher et al. 2011). 

Insertional oncogenesis happens when the viral 
integration is within a tumor suppressor, or there 
is transactivation or enhancement of an onco-
gene near the vector integration site (Fischer 
et al. 2010). In a model of insertional oncogene-
sis, the dual PET reporter/suicide gene HSV-TK 
was used (Blumenthal et al. 2007). After treat-
ment of mice with ganciclovir to induce suicide 
function in HSV-TK cells, escaped leukemic 
clones due to vector splicing were observed 
(Blumenthal et al. 2007).

Enzymatic PET reporter genes Kinase PET 
reporter genes have been the most widely used in 
immunology studies. One reason for utilizing an 
enzymatic PET reporter is that even with low 
enzyme expression, the signal is amplified due to 
the enzymatic turnover rate of the reporter 
(Herschman 2004). One limitation of enzymatic 
PET reporter genes is that the probe must be 
delivered into cells by endogenous transporters 
(Tjuvajev et al. 1996; McCracken et al. 2013; 
Gambhir et al. 2000; Shu et al. 2010). Expression 
of these transporters is not regulated by the PET 
reporter gene and may vary depending on cell 
state or location (Radu et al. 2007; Acton and 
Zhou 2005; Pastor-Anglada et al. 2001). This 
may result in inconsistent signal regardless of the 
expression of the PET reporter gene. Yet one 
advantage of kinase reporter genes over trans-
porters or some extracellular reporters is that the 
enzymatic reporters studied to date are relatively 
small (about 1 kb, hNET is approximately 1.9 kb) 
(Herschman 2004). In therapeutic vectors with 
limitations on total vector size, minimizing the 
PET reporter can help improve viral titer and pro-
tein expression.

HSV-TK Herpes simplex virus type 1 thymi-
dine kinase (HSV-TK) was first demonstrated as 
a suicide gene in vitro with selective elimination 
of expressing cells by acycloguanosine com-
pounds such as Ganciclovir (GCV) (Tiberghien 
et al. 1994). In clinical studies, the expression of 
HSV-TK was immunogenic when expressed in 
adoptively transferred T cells for graft versus leu-
kemia (Traversari et al. 2007; Berger et al. 2006). 
Immune responses were from CD8 cells against 
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the HSV-TK gene and were rapid, most likely 
due to memory T cell responses. No preclinical 
studies have reported immunogenicity from 
HSV-TK in mice. The lack of prior exposure to 
HSV infection may prevent mice from develop-
ing immunogenicity to this PET reporter making 
it a useful preclinical tool. To validate HSV-TK 
as a PET reporter, investigators first tested 
whether SPECT (131I) and PET (124I, 18F) probes 
of acycloguanosine like compounds could visual-
ize HSV-TK expressing xenografts in mice 
(Tjuvajev et al. 1996).

In 2002, a mutant form of HSV-TK with 
improved Vmax/Km for GCV (sr39TK, described 
by (Gambhir et al. 2000)) was used in the first 
immunology-based application of monitoring 
tumor burden in Bcr-Abl leukemia (Le et al. 
2002). Sequential scans with a radiolabeled pen-
ciclovir analog, 9-(4-[18F]-fluoro-3 hydroxy-
methylbutyl) guanine ([18F]-FHBG), were 
obtained from animals with BCR-ABL leukemia 
or BCR-ABL leukemia with G protein-coupled 
receptor 132 (G2A) knockout. Total tumor bur-
den was visualized within the bone marrow and 
lymph nodes. Animals with a genetic loss of G2A 
had significantly elevated signal, which corre-
sponded to increased tumor burden and shorter 

life expectancy. This study demonstrated the fea-
sibility of PET reporter imaging of HSV-TK as a 
tool to monitor the location of leukemogenic or 
normal immune cells in vivo.

HSV-TK was then applied to monitor the loca-
tion and migration of Epstein Bar Virus (EBV) 
reactive human T cells (Koehne et al. 2003). 
Signal was observed in the spleen and in the 
EBV+ HLA matched tumors 24 h after lympho-
cyte infusion with peak signal seen at 48 h 
([124I]-FIAU probe was administered 4 h prior to 
scan) (Fig. 33.8). Infused cells could be moni-
tored by PET imaging for up to 15 days postinfu-
sion, while in contrast, when cells were prelabeled 
with [124I]-FIAU in vitro, signal was only main-
tained up to 8 days postinfusion. This demon-
strates the capacity of being able to prelabel or 
image cells at distinct time points as needed when 
cells express the HSV-TK reporter gene.

Additional studies have utilized HSV-TK as a 
tool to monitor immune responses. The locations 
and infiltration of tumor reactive T cells have 
been detected by [18F]-FHBG in mouse and 
human models of immunotherapy. These have 
included engineered T cell receptors (TCRs), chi-
meric antigen receptors (CARs), and tumor reac-
tive T cells from viral-induced sarcomas 
(Dobrenkov et al. 2008; Dubey et al. 2003; 

Fig. 33.8 Tracking CTLs with HSV-TK PET reporter 
imaging. Sequential oblique projections of summed coro-
nal images at a 45° angle to visualize the Sp spleen, tar-
geted tumors, K kidneys, St stomach, Bl bladder, H heart 
4 h after [124I]FIAU injections on days 1, 8, and 15 after 

infusion of CTL-TKGFP. Tumors implanted are autolo-
gous and HLA-A0201+ EBV+ tumors (Reprinted by per-
mission from Macmillan Publishers Ltd: Nature 
Biotechnology (Koehne et al. 2003), copyright (2003))
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Vatakis et al. 2011). Animals that received a bone 
marrow transplant with cells engineered to 
express HSV-TK were challenged with a viral- 
induced sarcoma, and this allowed for the detec-
tion of a primary antitumor response in vivo (Shu 
et al. 2005).

By incorporating HSV-TK, PET reporter gene 
cells are detected with a 3D image of the location 
of engineered cells. This has enabled investiga-
tors to decipher tumor draining lymph nodes sig-
nal from tumor signal because of the improved 
resolution of PET in comparison with alternate 
imaging modalities.

Next generation enzymatic PET reporter 
genes Due to the observed clinical immunoge-
nicity with HSV-TK, alternate enzymatic PET 
reporters were developed. Homologous to 
HSV-TK, the human nucleoside kinases were 
tested in PET reporter applications. Two mutant 
forms of human deoxycytidine kinase (hdCK) 
have been successful in monitoring engineered 
hematopoietic cells (McCracken et al. 2013; 
Likar et al. 2010).

Expression of hdCKDM (point mutations of 
R104M and D133A) when probed with 
2′-[18F]-fluoro-2′-deoxyarabinofuranosyl-5- 
ethyluracil ([18F]-FEAU) was able to track tumor 
infiltrated CAR modified T cells in a model of 
metastatic prostate cancer (Likar et al. 2010). 
Human T cells were engineered to express 
hdCKDM and the Pz-1 CAR that is targeted to 
prostate-specific membrane antigen (PSMA). T 
cells were transplanted and imaged 6 h postinfu-
sion with [18F]-FEAU. Signal accumulated in the 
lung tumors of animals given the hdCKDM 
expressing T cells. This study demonstrates that 
hdCKDM could be used in monitoring cellular 
adoptive immunotherapy to track the location of 
engineered cells within metastatic tumors.

A separate study evaluated the expression of 
hdCK3mut (three point mutations within the 
active site) with [18F]-L-FMAU to monitor long- 
term hematopoietic stem cell engraftment and 
expansion (McCracken et al. 2013) (Fig. 33.9a). 
Expression of hdCK3mut allowed for serial 
detection of reporter cells up to 32 weeks after a 

bone marrow transplantation (Fig. 33.9b). 
Importantly, long-term expression of hdCK3mut 
was inert in hematopoietic stem cells with the 
hdCK3mut progeny cells having comparable 
engraftment, expansion, and longevity to nonre-
porter labeled cells (Fig. 33.9c).

These studies show that hdCK-based PET 
reporter genes can be applied to current immuno-
logical difficulties in monitoring the location and 
longevity of transplanted engineered cells. 
Examples include tracking HSC transplants, 
engineered T cell therapies, or monitoring exper-
imental GvHD. Expression of a hdCK-based 
reporter gene is maintained and does not alter the 
cells function in vivo. To overcome the immuno-
genicity problem that HSV-TK faces, hdCKDM 
and hdCK3mut are human enzymes with mini-
mal mutations and should thus not be immuno-
genic if translated into clinical studies.

Transporter PET reporter In a mouse model 
of adoptive immunotherapy, the human norepi-
nephrine transporter (hNET) was expressed as a 
PET reporter gene and detected by 
124I-metaiodobenzylguanidine ([124I]-MIBG) 
(Doubrovin et al. 2007). To test the sensitivity of 
hNET as a PET reporter, T cells were injected 
intratumorally and imaging after 4 h detected as 
little as 104 cells. To track tumor infiltration of T 
cells, EBV reactive CD8 cells were transduced to 
express hNET and injected intravenous. On day 
1, 8, and 28, animals were scanned with 
[124I]-MIBG which showed a progressive increase 
in signal from the tumor infiltrating lymphocytes 
at each time point. Although hNET encodes a 
human protein with greatly reduced immunoge-
nicity relative to that of HSV-TK in human appli-
cations, comparative analysis determined that 
HSV-TK was more sensitive.

Receptor/ligand PET reporter Although sev-
eral receptor PET reporter genes have been 
developed, their applications to immunology 
have been limited. The recombinant carcinoem-
bryonic antigen (CEA) was tested as a potential 
PET reporter gene by expression in the T cell 
leukemia line Jurkat. Anti-CEA minibody imag-
ing detected CEA-positive Jurkats, thereby 
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demonstrating the potential applications of 
receptor or extracellular PET reporter genes 
(Barat et al. 2011; Kenanova et al. 2009).

Future directions of PET reporter genes Only 
one study has been reported which uses PET 
reporter imaging for monitoring T cell activation 
by turning on the expression of HSV-TK 
(Ponomarev et al. 2001). Although all Jurkat 
cells were transduced with the inducible 
HSV-TK construct, the reporter was only acti-
vated and detected in those animals treated with 
anti-CD3 and anti-CD28. Similar inducible 
reporter systems may also be helpful in address-
ing the behavior of immune cells after immuno-
therapies (e.g., anti-PD1, DC vaccine, 

anti-CTLA4, or engineered T cells with TCRs or 
CARs) are given. In particular, if signal is weak 
or absent, one might be able to predict treatment 
failure or poor response to therapy.

Improvements in lineage-specific reporters 
could also broaden the use of PET reporter genes. 
For instance, using lineage-induced reporters 
would enable tracking of the development/fate of 
lymphoid lineages post HSC transplant. However, 
current lineage reporters can be weak, but new 
methods for amplification of expression will 
most likely improve these lineage inducible sys-
tems (Hildebrandt and Gambhir 2004).

Improvements in the PET reporter gene and 
probe combination can also allow PET reporter 
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Fig. 33.9 hdCK3mut PET reporter gene imaging of 
hematopoietic reconstitution. (a) Recipient mice received 
a BMT with either hdCK3mut expressing cells or YFP; 
scan was obtained 4 weeks after transplant. Signal was 
observed in the T thymus, S Spleen, and BM bone marrow 
of hdCK3mut. Clearance of the probe was seen in both 

recipients in the GI gastrointestinal tract, K kidney, Bl 
bladder. (b) Persistent reporter signal was observed in the 
BM-bone marrow and Sp-spleen of reporter mice up to 32 
weeks post-BMT. (c) No defect in longevity or life expec-
tancy was observed between hdCK3mut and YFP recipi-
ents (Adapted from McCracken et al. 2013)
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genes to be used in additional immunology 
applications. The higher the sensitivity of the 
reporter and specificity of the probe, the less 
cells that are then needed for detection in a 
selected area. For studies that are tracking a 
small number of cells, this could provide a new 
method of detection. Applications could include 
monitoring the location of lymphocytes intratu-
mor or detecting alloreactive cells that cause 
autoimmune disorders. For enzymatic reporters, 
improving the enzymatic activity for the probe to 
lower the Km and increase the turnover rate will 
allow for increased probe sequestration. Current 
PET reporter probes have seen nonspecific clear-
ance in the gallbladder, intestines, liver, kidneys, 
and bladder (McCracken et al. 2013; Gambhir 
et al. 2000; Campbell et al. 2012). Metabolism 
and clearance of ideal PET reporter probes will 
be through renal filtration, with minimal signal 
seen in the kidneys and excretion through the 
bladder.

HSV-TK has been a successful reporter due to 
its sensitivity, small size, and broad applicability. 
One key feature of HSV-TK is the dual function-
ality of being a reporter and suicide gene. When 
given pharmacological doses of acycloguanosine 
compounds (e.g., Ganciclovir), the HSV-TK 
expressing cells are selectively eliminated 
(Tiberghien et al. 1994). Current literature on 
novel reporters has discussed the potential of uti-
lizing the human PET reporters as suicide genes 
(McCracken et al. 2013; Likar et al. 2010) or tar-
geting the receptor reporters with a therapeutic 
antibody for selective elimination. Development 
of the suicide gene function will allow 
 investigators to remove reporter cells in case of 
an adverse event, improving the safety of cell-
based therapies.

33.6  Scanner and Quantification 
Limitations

Resolution limitations The resolution of micro- 
PET scanners is approximately 1 mm. The reso-
lution of a PET scanner is determined by the size 
of the scintillator crystals. In some instruments, a 
continuous sheet of scintillator is used and the 

resolution is adjusted based on the thickness of 
the sheet and the size of the photomultiplier tubes 
reading out (Cherry and Gambhir 2001). It is dif-
ficult to improve the resolution of the image due 
to the reconstruction and scanner sensitivity 
depending on the isotope used (Cherry and 
Gambhir 2001). The slight scatter in signal 
between positron release and annihilation and 
total sensitivity can be problematic for small 
areas such as mouse lymph nodes that are at the 
limit of detection for micro-PET scanners. To 
date, the maximum predicted resolution is about 
0.5 mm for a micro-PET scan (Cherry and 
Gambhir 2001). A strategy to more accurately 
detect lymph nodes is to include the coregistra-
tion of a CT scan that can provide improved ana-
tomical information at a higher resolution 
(typically 50–250um) allowing for ROIs drawn 
on the CT to be applied to the PET scan for 
quantification.

Scanner Sensitivity The total sensitivity of 
scanners is actively being investigated to 
improve current technologies. Micro-PET scan-
ners can detect from 4 to 15 % of total signal 
(Herrmann et al. 2013). For experimental 
probes, the total counts or coincidence events 
needed for an accurate image reconstruction 
can be limiting when synthesis and production 
has low yields. For peptide or antibody frag-
ments, the specific activity after radiolabeling 
can also vary depending on conjugation condi-
tions and concentration of isotope. By utilizing 
scanners with enhanced sensitivity, less isotope 
and lower specific activity is needed. 
Conversely, investigators can choose to conju-
gate at the same or higher specificity to reduce 
the total amount of peptide needed per scan. 
The reduction in radioactivity improves safety 
and reduces the cost per study. Improved sensi-
tivity also allows sequential scans of the same 
animal to be extended to longer time points. To 
increase the sensitivity of the scanner and 
improve preclinical instrumentation, new tech-
nology focuses on utilizing different types of 
detectors (planar versus cylindrical, material of 
detector, and range of detectable energy) 
(Herrmann et al. 2013).
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Scanner quantification limitations Partial vol-
ume effect can be problematic in immunology 
studies because it may underestimate the total 
activity in a small area on the scan (Chatziioannou 
et al. 1999; Hoffman et al. 1979). In particular, 
ROIs over areas such as the lymph nodes may be 
quantified with lower values in comparison to 
ex vivo biodistribution values. This issue/occur-
rence can be explained by the imaging software 
that keeps the minimum size of ROIs during anal-
ysis to 1 voxel (approximately 1 mm). Due to 
partial signal scatter and the actual lymph node 
size being smaller than 1 mm in some cases, the 
quantified signal by PET analysis will be lower 
than actual values creating a partial volume 
effect. This limitation in accuracy below 1 mM 
makes quantification not completely accurate for 
small ROIs due to current image analysis tech-
niques. If possible, biodistribution by gamma 
counting lymph nodes is the most accurate mea-
surement of total activity per gram.

Low signal in micro-PET imaging Low signal 
can be missed in organs adjacent to sites of probe 
metabolism due to the bleed over in signal and 
difficulty in scaling the scan appropriately 
(Chatziioannou et al. 1999). For example, with 
most small molecule probes, clearance occurs in 
the kidneys and bladder. The prostate, located 
next to the bladder, can be difficult to detect in 
both preclinical and clinical scans. Adjusting the 
imaging protocol to allow a longer conscious 
uptake including excretion of extra probe through 
the bladder can help to reduce this issue.

Low cell densities may also dilute the accu-
mulated signal making it hard to register over 
background in certain studies. Immune cells 
located intratumor and in other immune organs 
may not be detected depending on the cell state 
and the sensitivity of the probe. In a recent study, 
no signal was observed from PET reporter labeled 
human cells located within the mouse spleen 
(McCracken et al. 2013). For this experiment, the 
human cells comprised less than 5 % of total 
spleen cells. Potential explanations are due to the 
low metabolic state of cells or the weak signal to 
noise ratio.

Intratumor cells have also been difficult to 
detect in some studies. For metabolic probes, the 
background tumor metabolism can affect signal. 
As shown by Radu et al., immune cells can 
change metabolic states intratumor altering the 
signal accumulation (Nair-Gill et al. 2010; Radu 
et al. 2008). Tumors also exhibit the enhanced 
permeability and retention effect (EPR) causing 
nonspecific accumulation of some probes (Maeda 
2012; Maeda et al. 2000). For preclinical studies, 
ex vivo analysis and biodistribution studies can 
complement the PET scan and accurately deter-
mine the percent injected dose in each isolated 
organ.

33.7  Concluding Remarks 
and Future Directions of PET 
in Preclinical/Clinical 
Immunology Applications

PET is a powerful imaging tool for preclinical 
studies due to the sensitivity, resolution, and wide 
array of applications and probes. We have cov-
ered key PET studies in immunology and empha-
sized the areas where improvements and future 
research should be focused. Advancing preclini-
cal PET imaging will not only improve our 
understanding of disease processes and therapeu-
tics, but also translate into beneficial clinical 
applications.
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Despite the success of therapeutics fighting 
against especially bacteria and fungi, infectious 
diseases still remain one of the main causes of 
death worldwide (WHO 2014). Besides effective 
medication, the early and reliable differential 
diagnosis of infectious diseases is of utmost 
importance; here noninvasive imaging can have a 
huge impact. The host defense against pathogens 
is dependent on an intact innate and adaptive 
immune response and effective communication 
between the immune cells. Dysfunction of one or 
more of these immune compartments leads to an 
open gateway for pathogens into the body of 
humans and animals. Infection is often accompa-
nied with inflammation but both processes differ 
from each other. Inflammation is basically a non-
specific immune response which can have many 
reasons but does not necessarily require a micro-
organism in the inflamed site (Petruzzi et al. 
2009). Very well-adapted pathogens have evolved 
strategies to act immunomodulatory to evade the 
immune response of the host and to finally enable 
their survival and transmission (Coombes and 
Robey 2010).

Traditional, laboratory-based diagnostic 
modalities such as blood cultures, PCR, antigen 
tests, and microscopy often result in long turn-
around times, making it more difficult when 
dealing with contaminants thereby compel-
ling clinicians to treat patients empirically with 
broad-spectrum medication until diagnostic 
results are available (Bates et al. 1997; Nakamura 
et al. 2006; Weinstein et al. 2014). Molecular 
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imaging has the potential to early and accurately 
detect infections and monitor treatment effica-
cies, thereby limiting incorrect or unnecessary 
treatment and the intrinsic burden of cost, drug 
resistance, and damage to the patient’s health 
(Stevens et al. 2014; Weinstein et al. 2014). 
There are several challenging aspects of imag-
ing infectious diseases, not at least the clear and 
reliable differentiation between fungal, parasitic, 
bacterial, and viral infection, which is needed for 
the best treatment option. Furthermore, infection 
is typically linked to inflammation which makes 
it mandatory to employ pathogen-specific imag-
ing probes to definitively and rapidly diagnose 
the causative agent of the infectious disease.

Existing clinically used tracers for PET or 
SPECT imaging are not able to distinguish 
between malignancies and sterile or 
 pathogen- induced inflammations or the infec-
tious entities (Bunschoten et al. 2013; Dorward 
et al. 2012; Signore et al. 2010; Smith et al. 
2013). Furthermore, at the late stages of the 
infection, it is even more challenging to correctly 
diagnose the cause of illness as the disease can 
manifest with nonpathogen-induced symptoms 
resembling malignancies (Glaudemans and 
Signore 2010). In general, the main problem of 
identifying the cause of the infectious disease – 
the pathogen – with the help of imaging methods 
is to use specific markers for the respective patho-
gen, which are rarely or not at all available. It has 
to be noted that most of the used radiopharma-
ceuticals detect nonspecific inflammation sites 
but do not accumulate in the pathogen. Because 
of the lack of a specific marker in nuclear medi-
cine techniques, in most cases invasive puncture 
or biopsy of tissue or fluids is required to confirm 
the presence of the infectious pathogens with 
molecular biology techniques. Those laboratory 
tests are time-consuming and lack sensitivity and 
specificity delaying a clear diagnosis and there-
fore optimal treatment stratification for patients.

Various radiopharmaceuticals were developed 
and evaluated in both preclinical and clinical 
studies as potential diagnostic agents to identify 
the sites of infection (Goldsmith and 
Vallabhajosula 2009). Arguably, the main limita-
tion to imaging of infectious microorganisms is 

the availability of pathogen-specific markers. 
Most of the currently available radiopharmaceu-
ticals detect nonspecific inflammation sites but 
do not accumulate in microorganisms. 
Radionuclide imaging with gallium 67 citrate, 
the most widely used agent for detecting inflam-
mation and infection, is not specific and has the 
additional disadvantages of long imaging time, 
low resolution, and high patient radiation dose. 
The uptake of the radiometal in the liver, the kid-
neys, and other organs has limited its use for 
diagnosis of various diseases (Dumarey et al. 
2006; Parisi 2011). In vitro radiolabeling of leu-
kocytes with 111In or 99mTc is considered the gold 
standard for infection imaging. The radiolabeled 
leukocytes injected in patients migrate to the sites 
of infection/inflammation allowing imaging of 
infectious foci (Parisi 2011). The labeling of leu-
kocytes in vitro requires an expensive and time- 
consuming procedure with the associated risks of 
contamination (Petruzzi et al. 2009).

Fluorine-18 fluorodeoxyglucose (18F-FDG), 
the major clinical PET tracer used for the detec-
tion of malignancies, has been used for imaging 
of infectious diseases or their inflammatory pro-
cesses (Jamar et al. 2013). However, as a general 
indicator of metabolic activity of cells, it does not 
allow the specific identification of pathogens at 
sites of inflammation (del Rosal et al. 2013).

The PET tracer 18F-FLT, as a surrogate marker 
for cell proliferation, which is used in the clinics, 
is primarily used for the detection of cancer cells 
and has received little attention as a possible 
tracer for inflammation and infectious disease 
diagnosis (van Waarde et al. 2004). In the salvage 
pathway, 18F-FLT is transported across the cell 
membrane by nucleoside carrier proteins and 
phosphorylated by the S-phase-specific thymi-
dine kinase 1 (TK-1), which leads to trapping of 
the tracer in the cytosol as monophosphate with-
out DNA incorporation and subsequent availabil-
ity as a substrate for cytoplasmic TK-1 (Bading 
and Shields 2008; Shields et al. 1998). However, 
18F-FLT PET does not always correlate with pro-
liferation and, in the preclinical animal setting, is 
dependent on anesthesia and available serum thy-
midine, which can compete with 18F-FLT for 
nucleoside carrier proteins (Cobben et al. 2003; 
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Fuchs et al. 2013a, b; McKinley et al. 2013, 2014; 
Nottebrock and Then 1977). So far the prolifera-
tion marker 18F-FLT is not suitable to image bac-
terial, fungal, or parasitic infections.

An increasing number of innovative PET 
radiopharmaceuticals, employing monoclonal 
antibodies or their fragments, peptides, and small 
molecules, have been developed and evaluated 
for infectious disease imaging (Glaudemans et al. 
2012), but compared to cancer research, tracer 
development for the specific detection of fungi 
and parasites is in its infancy. Nevertheless, 
whole-body PET imaging combined with func-
tional magnetic resonance imaging (fMRI) 
including perfusion imaging, diffusion-weighted 
imaging (DWI), and magnetic resonance spec-
troscopy (MRS) has begun to provide valuable 
insights into host-pathogen interactions (Signore 
and Glaudemans 2011), permitting real-time 
in vivo monitoring of pathogen distributions 
within the infected host, and will lead to better 
understanding of the biology of the pathogen 
causing a disease.

Many efforts have already been made to gain 
further insights in the parasite’s or micro- 
pathogen’s life inside its host (Coombes and 
Robey 2010). Bioluminescence imaging, two- 
photon laser scanning microscopy, and intravital 
imaging techniques are attractive imaging meth-
ods because of comparable low costs. Optical 
imaging can be divided into fluorescence- and 
bioluminescence-based methods. Intravital imag-
ing can visualize cell-cell or cell-protein interac-
tions, which is not possible with PET or MRI. The 
drawback of intravital imaging is its invasiveness 
and the small field of view. The fundamental lim-
itation and disadvantage of optical imaging are 
the low tissue penetration of light and the lack of 
absolute quantification of the imaging results.

Various in vitro and in vivo labeling methods 
are established for labeling cells and are depicted 
in Fig. 34.1 (Ahrens and Bulte 2013; Kircher 
et al. 2011). Two major principles for imaging 
and tracking of cells, direct and indirect labeling, 
are described by Kirchner et al. (2011). Direct 
labeling of cells or pathogens is the simplest 
method, but the label can be diluted by prolifera-
tion of the cells and organisms or released during 

the time. For direct labeling methods in PET, 
long-lived isotopes are used, such as Cu-64 
(T1/2 = 12.7) which is generated as 64Cu-PTSM 
(Griessinger et al. 2014). Genetically engineered 
cells or organisms are used for indirect labeling 
methods where reporter genes are introduced into 
the cell DNA and translated into enzymes, recep-
tors, fluorescence proteins, or bioluminescence 
luciferase (Coombes et al. 2013; Hasenbach et al. 
2012; Kircher et al. 2011). The advantage of sta-
ble transfected microorganisms is the possibility 
of monitoring labeled pathogens or cells over 
their entire lifetime either with optical imaging 
methods or with PET/MRI. For the latter, a 
 specific tracer is needed which accumulates 
within the transfected cell and can be repeatedly 
injected into the animal after decay of the used 
radioisotope. The herpes simplex virus thymidine 
kinase type 1 (HSV-1 TK) is an often used 
reporter gene for PET imaging because of  
its restriction to viruses and absence in eukary-
otic cells (Hasenbach et al. 2012). PET tracers 
are, for example, a fluorine-18-labeled acyclo-
guanosine derivative substrate (9-(4-18F-fluoro-3-
hydroxymethylbutyl)guanine, 18F-FHBG) for 
HSV-1 TK and 2′-deoxy-2′-18F-fluoro-5-ethyl-1- 
β-d-arabinofuranosyluracil (18F-FEAU) where 
the thymidine kinase phosphorylates the radioac-
tive nucleoside analog substrate, thereby accu-
mulating the tracer into the HSV-1 TK-expressing 
cell (Kircher et al. 2011). The disadvantage of 
these tracers is the high unspecific uptake in vari-
ous organs. Without having the anatomical infor-
mation of MRI, it is virtually impossible to 
identify the faint uptake of the tracer in spots 
where the HSV-1 TK-expressing cells accumu-
late (Hasenbach et al. 2012).

The rare and chronic zoonotic parasitic dis-
ease alveolar echinococcosis (AE) is caused by 
the larval form (metacestode) of the cestode 
Echinococcus multilocularis, known as the fox 
tapeworm (Eckert and Deplazes 2004; Tappe 
et al. 2010). This cancer-mimicking disease is 
detected in the northern hemisphere including 
Middle and Eastern Europe, North America, 
Northern Asia, China, and Japan (Eckert and 
Deplazes 2004; Knapp et al. 2009). In the 
advanced stage of the infection, the parasite 
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 disseminates via the blood or lymphatic vessels 
to other adjacent organs including the lungs but 
also to the brain (Tuzun et al. 2002). The prolif-
eration of the metacestode is accompanied by 
invading immune cells around the multi-cham-
bered cystic structures causing inflammation and 
necrosis in the periparasitic granuloma (Mejri 
et al. 2010; Vuitton and Gottstein 2010). The 
clinical PET tracer 18F-FDG has previously been 
reported to be useful for the diagnostic and ther-
apy follow- up of AE patients (Reuter et al. 1999; 
2008). Nevertheless, small lesions are consis-
tently detected with less reliability, especially in 
organs with high background activity such as the 
liver, which possibly leads to false-negative find-
ings. In Fig. 34.2 an Echinococcus multilocularis- 

infected gerbil (Meriones unguiculatus) was 
imaged with PET/MRI using either 18F-FDG or 
18F-FLT (Rolle et al. 2015). The disadvantage of 
the PET tracers 18F-FDG and 18F-FLT is the 
already mentioned unspecific uptake of glucose 
and the proliferation marker in the inflamed tis-
sue surrounding the parasite tissue but not by the 
parasite itself (Rolle et al. 2015).

11C-Choline, another promising tracer that 
detects membrane synthesis, is first phosphory-
lated within the cell and then trapped into lecithin 
of the cell membrane as phosphatidylcholine 
(Hara 2002). Concentrations of various metabo-
lites in cerebral alveolar echinococcosis lesions 
were investigated by proton magnetic resonance 
spectroscopy (1PMRS), and their changes 
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Fig. 34.1 Principles of direct and indirect labeling meth-
ods for targeted imaging. For direct labeling of cells, 
exogenous markers are coupled to a radiolabeled anti-
body, a transfection agent, or a positively charged peptide 
and then incubated with cells. Primary cells, such as lym-
phocytes, are first harvested from a donor, conjugated 
with a suitable label, and subsequently cells are intro-
duced into the recipient for repeated scanning. Since the 
label diffuses out of cells and is diluted during cell divi-
sion, imaging is only feasible over a limited period of 
time. Indirect cell labeling with reporter genes requires 
genetic modification of the cells. Cells are transfected 

with a vector that contains a promoter, which regulates 
expression of the reporter gene. Such genes can encode 
receptors, fluorescent proteins, or enzymes, which acti-
vate the imaging probe or mediate its accumulation within 
the cell. Transfected cells are expanded in cell culture 
before injection. With the exception of fluorescent reporter 
proteins, each imaging session requires injection of the 
label, which marks only the transfected cells. In stably 
transfected cells, the vector is passed on to daughter cells, 
and cell expansion can be imaged (Adapted from Kircher 
et al. (2011))

A.-M. Rolle and S. Wiehr



849

depending on the region of the parasitic mass 
were recorded. Choline was found to have the 
highest concentration in the substantial area of 
the lesions (Wang et al. 2012). A high uptake of 
11C-choline in E. multilocularis vesicles in cell 
culture binding assays was observed (Rolle et al. 
2015) because choline is quickly integrated as a 
precursor for the biosynthesis of phospholipids, 
which are important components of all mem-
branes (Hara 2002). However, the in vivo studies 
with 11C-choline showed no accumulation in the 
parasitic lesions in late-stage AE-infected ani-
mals (Fig. 34.3a) (Rolle et al. 2015).

Hypoxic regions can be identified using the 
18F - f luo ro -azomyc ina rab ino fu ranos ide 
(18F-FAZA), a 2-nitroimidazole PET tracer. 
18F-FAZA is diffusible through cell membranes 
and undergoes reversible reduction. Therefore, 
with decreasing intracellular concentration of 
oxygen, the tracer accumulates within the 
hypoxic tissue (Marik and Junutula 2011). In pre-
clinical settings and in patients, 18F-FAZA is a 

widely studied PET tracer for the identification 
of hypoxic areas within tumors (Beck et al. 2007; 
Maier et al. 2011; Sorger et al. 2003). Although 
there have been reports of hypoxia playing an 
important role in infectious diseases, 18F-FAZA 
has not been used to date for the detection of 
infected areas. In vitro binding assays displayed a 
slightly elevated uptake of 18F-FAZA in E. multi-
locularis vesicles; however, this tracer also 
revealed to be not applicable for the detection of 
E. multilocularis parasitic lesions at least in the 
animal model (Fig. 34.3b) (Rolle et al. 2015).

All tested small molecules and clinically used 
tracers showed elevated uptake pattern in cell 
culture experiments, which could not be con-
firmed by the in vivo experiments. A different 
approach is the use of radiolabeled antibodies 
specific to the pathogen for PET/MRI. This 
method is already realized in the preclinical and 
clinical field of antibody-guided immunoPET 
(Wiehr et al. 2014) and can be easily transferred 
to the emerging field of infectious disease 
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Fig. 34.2 Coronal 18F-FDG or 18F-FLT PET, MR, and 
fused images from early (2 weeks p.i., a, c)- and late 
(6 weeks p.i., b, d)-stage E. multilocularis metacestode- 
infected gerbils. Arrows and blue lines indicate the 

positions of the metacestode tissue (Bl bladder, Co colon, 
Ki kidney, Li liver, Lu lung, Sp spleen, St stomach) (Rolle 
et al. 2015)
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imaging. In contrast to the small-molecule 
(unspecific) PET tracers, a radiolabeled E. multi-
locularis-specific monoclonal antibody binds to 
the vesicle membrane of the metacestode and 
clearly depicts the presence of the parasite. In 
combination with the superior soft tissue contrast 
of the MRI and the specific marker for PET, PET/
MRI can serve as an emerging tool to explicitly 
identify and diagnose the alveolar echinococco-
sis disease and exclude it from other cystic liver 
diseases (Fig. 34.4).

Newly developed disease-specific tracers 
might be used alongside emerging molecular 
imaging technologies such as combined PET/
MRI to obtain highly accurate spatially and tem-
porally aligned multiparametric molecular, func-
tional, and morphological data of disease 
progression. Humans with impaired immunity, 
e.g., those with hematological malignancies or 
bone marrow transplant recipients, are at a sub-
stantially  elevated risk of severe, invasive 

Aspergillus fumigatus infection known as invasive 
pulmonary aspergillosis (IPA) (Brown et al. 
2012). Diagnosis of IPA is a major challenge as 
clinical manifestations of the disease (febrile epi-
sodes unresponsive to  antibiotics, pulmonary 
infiltrates, and radiological abnormalities) are 
nonspecific and methods for the detection of cir-
culating biomarkers such as β-D-glucan or galac-
tomannan (GM) in the  bloodstream lack 
specificity or sensitivity (Freifeld et al. 2011). A 
convenient, fast, and specific  diagnosis of IPA is 
currently not available, forcing clinicians to 
implement empiric treatments with costly and 
toxic antifungal drugs once standard antibiotics 
have failed to reduce fever in patients with fever 
of unknown origin (FUO). Consequently, there is 
the potential to increase the survival rates of 
aspergillosis patients, if a definitive diagnosis of 
IPA could be obtained early and its response to 
treatment monitored and adjusted accordingly.

While it has been reported that 18F-FDG might 
serve as a useful imaging tool for initial diagnosis 
and therapy monitoring of IA (Hot et al. 2011), 
our investigations have shown that increased 
18F- FDG uptake in A. fumigatus-infected lungs 
is indistinguishable from the uptake seen dur-
ing inflammatory reactions due to sterile trig-
gers or other pathogens (Rolle et al. 2016). 
Attempts have been made to visualize IPA in A. 
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Fig. 34.4 Coronal PET, MR and fused images from early 
stage E. multilocularis metacestode infected gerbils 
imaged with 89Zr-desferal labeled monoclonal antibody 
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Fig. 34.3 Coronal 18F-FAZA (a) and 11C-choline (b) 
PET, MR, and fused images from late (6 weeks p.i.)-stage 
E. multilocularis metacestode-infected gerbils. Arrows 
and blue lines indicate the positions of the metacestode 
tissue. Only background uptake of these tracers is 
observed in the parasite tissue (Rolle et al. 2015)
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fumigatus- infected animals with microPET/CT 
using 68Ga radiolabeled siderophores (Haas et al. 
2015; Petrik et al. 2010). These small high-affin-
ity chelating compounds are produced by fungi 
and bacteria to scavenge iron from the host and 
by gram-negative bacterial pathogens as viru-
lence factors (Holden and Bachman 2015). While 
rapid uptake of 68Ga by the A. fumigatus sidero-
phore TAFC has been shown to occur under con-
ditions of iron depletion, TAFC-mediated 68Ga 
uptake has also been demonstrated in Fusarium 
solani and Rhizopus oryzae, invasive fungal 
pathogens that cause fusariosis and mucormyco-
sis in  immunocompromised patients (Thornton 
and Wills 2015).

Recently, A. fumigatus detection based on 
single-photon emission computerized tomogra-
phy (SPECT) with 99mTc-labeled morpholino oli-
gonucleotides (MORFs) specific for fungal 28S 
rRNA has been investigated (Wang et al. 2013). 
While A. fumigatus lung infections are clearly 
discerned using this technique, further investiga-
tions in other infectious models are needed to 
confirm the specificity of this probe.

ImmunoPET has recently been used for 
tracking simian immunodeficiency virus (SIV) 
infection in macaques (Santangelo et al. 2015), 
and another example of the rapid and specific 
detection of the lethal fungal infection IPA with 

immunoPET is depicted in Fig. 34.5 (Rolle 
et al. 2016). A. fumigatus-infected, neutropenic 
mice were imaged with an anti-Aspergillus PET 
marker. The 64Cu-DOTA-labeled anti-Aspergillus 
mAb JF5 was intravenously (i.v.) injected, and 
subsequent PET images were acquired, which 
show the localization of the tracer in the lungs 
of infected mice 48 h after the initial pulmo-
nary infection. Due to the long in vivo half-life 
of the copper- 64- radiolabeled mAb specific to 
Aspergillus, the immunoPET approach is able to 
detect fungal colonization at all stages of myce-
lial growth and is possibly useful for treatment 
monitoring. The hyphal-specific nature of our 
immunoPET tracer may therefore prove useful 
in monitoring infection in response to antifungal 
treatment (Rolle et al. 2016).

Several PET tracers for bacterial infections 
have been developed and tested in preclinical 
studies using antibiotics, peptides, antibodies, 
and radiolabeled white blood cells, but have so 
far had limited clinical impact (Bunschoten et al. 
2013; Ning et al. 2014). Radiolabeled antibiotics 
are active at low concentrations and are therefore 
not the best candidates for molecular imaging. 
Clinical studies, for example, with 99mTc- 
ciproflaxin, have also shown limited specificity 
(Langer et al. 2005; Sarda et al. 2003; Vinjamuri 
et al. 1996; Weinstein et al. 2014).

Min

Max

PBS control S. pneumoniae Y. enterocolitica A. fumigatus

[64
C

u
]D

O
T

A
-J

F
5 

48
 h

 p
.i.

     MIP        MRI      Fusion      MIP        MRI      Fusion      MIP        MRI      Fusion      MIP        MRI      Fusion 

Fig. 34.5 Coronal maximum intensity projection (MIP), 
magnetic resonance imaging (MRI), and fused positron 
emission tomography (PET)/MRI images of PBS-treated 
and Streptococcus pneumoniae-, Yersinia enterocolitica-, 
and Aspergillus fumigatus-infected mice injected with 

64Cu-DOTA-JF5 (48 h after infection). Images demon-
strate highly specific tracer accumulation in A. fumigatus- 
infected lung tissue compared to bacterial-infected or 
sham-treated animals. Lungs of the respective animals are 
detailed in the lower panel (Rolle et al. 2016)
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Recently, bacteria-specific PET tracers have 
been developed with promising preclinical results. 
Sugar transporters for sorbitol and maltose or an 
alternative sugar transporter, the bacterial univer-
sal hexose phosphate transporter (UHPT), has 
been investigated as targets for bacteria- specific 
imaging using 2-18F-fluorodeoxysorbitol (18F-
FDS) (Weinstein et al. 2014), 6-18F-fluoromaltose 
(MH18F) (Ning et al. 2014), and the analog of glu-
cose 18F-FDG- 6-P (Mills et al. 2015). Using these 
tracers it is possible to distinguish between gram-
negative (e.g., Enterobacteriaceae) and gram-
positive (e.g., Staphylococcus aureus) bacteria.

The gram-negative bacterium Yersinia enteroco-
litica belongs to the family of Enterobacteriaceae 
and is an important cause of gastrointestinal infec-
tions. Infections are caused by ingestion of con-
taminated food or drinking water and can cause 
severe diarrhea and enterocolitis (Schindler et al. 
2012). In immunocompromised patients, systemic 
infection can lead to focal abscesses in the spleen 
and liver (Bottone 1997). The virulence of Y. 
enterocolitica is associated with Yersinia adhesin 
A (YadA), a trimeric autotransporter expressed on 
the surface that mediates cell adhesion and is an 
ideal biomarker candidate for the specific imaging 
of yersiniosis (Di Genaro et al. 2003). A radio-
labeled anti- YadA antibody is able to specifi-
cally detect the pathogen in vivo. Furthermore, 
the  antibody uptake occurred in an infection 

dose-dependent manner in the spleen of low-
dose infected animals. In contrast,  elevated 
uptake of the standard PET tracer 18F-FDG 
was only observed in the spleen of high-dose 
Y. enterocolitica-infected mice, although blood 
glucose levels were raised in both low- and high-
dose infected animals (Fig. 34.6). The most 
likely explanation for this is the induction of 
inflammation and 18F-FDG uptake by activated 
immune cells (del Rosal et al. 2013; Rolle et al. 
2015) rather than by the bacteria themselves as 
there was no correlation with the bacterial load. 
Consequently, these results argue against the 
use of 18F-FDG for imaging bacterial infections. 
This is in agreement with the findings of other 
groups showing that 18F-FDG is highly unspe-
cific in PET oncology, resulting in high rates of 
false positives (Chacko et al. 2003; Culverwell 
et al. 2011; Lukawska et al. 2014; Rosenbaum 
et al. 2006; Stumpe et al. 2000). Furthermore, 
it is unable to detect early-stage bacterial infec-
tions and in some instances shows increased sig-
nal intensities after effective antibiotic treatment 
(Davis et al. 2009; Jain et al. 2005). Nevertheless, 
it is currently the principal tracer for imaging 
infectious diseases in humans (Corstens and van 
der Meer 1999; Glaudemans and Signore 2010; 
van Oosten et al. 2013).

Many other diseases might benefit from a rapid 
specific diagnostic tool with PET/MRI replacing 
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cost-intensive, time-consuming, and possible 
wrong therapeutic decisions. Not at least the non-
invasive disease-specific diagnosis with PET/
MRI will spare patients from extremely unpleas-
ant and possibly dangerous invasive diagnostic 
procedures. Using nuclear medicine isotopes with 
long half-lives for radiolabeling, the biomarker 
specific for the respective disease, consecutive 
imaging, and monitoring the success of the thera-
peutic approach can be achieved with a single 
application of the diagnostic marker reducing the 
radiation dose drastically compared to the same 
number of applied PET/CT measurements. The 
advantages of simultaneous PET/MRI compared 
to PET/CT systems are reviewed by Glaudemans 
et al., pointing out the identical position of the 
patient in both modalities during acquisition, the 
functional information of the MRI complement-
ing the molecular information of the PET, the out-
standing localization of the PET signal in the soft 
tissue, and not at least the absence of radiation 
burden from the MRI system (Glaudemans et al. 
2012). The chance to image infectious diseases at 
an early stage of the disease and at a molecular 
and cellular level might improve diagnostic poten-
tials and could provide new insights in drug devel-
opment and so far enigmatic parasite-host 
interactions. The precise discrimination between 
infectious disease and inflammation might also 
solve decisions of the correct therapy.
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 Appendix: Relevant Physiological 
and Experimental Rodent 
Parameters

 A.1 Relevant Physiological Standard Parameters

Mouse Nude mouse Rat

Body weight (g) 20–35 20–35 250–600
Body temperature (°C) 36–38 37.3 37.5–39
Respiratory frequency (breathing/
min)

60–230 84–230 60–170

Heart frequency (beat/min) 300–800 300–800 300–500
Blood pressure (mmHg) 133–160/102–110 133–160/102–110 116/90
Fertility (days) 28–49 56–70 50–72
Urine (ml/animal/day) 1–3 1–3 10–15
Homing temperature (°C) 20–24 24–28 18–24
Homing humidity (%) 50–70 40–65 50–70

The hematologic parameters are highly species and 
strain specific and can be obtained from the com-
mercial breeders, e.g., Charles River Laboratories, 
Jackson Laboratories, or Harlan Laboratories.

 A.2  Recommendations 
of the GV-SOLAS

This section contains selected physiological and 
experimental parameters for selected species 
from respective recommendation letters of the 
GV-SOLAS. The selection has been performed 
with respect to their importance for small-animal 
imaging and has to be regarded as recommenda-
tion as stated by the GV-SOLAS.

 A.2.1 Blood Collection
See Tables A.1, A.2, A.3, A.4, A.5, and A.6.

 A.2.2  Criteria of Maximum Tumor 
Burden

The tumor burden should not exceed 5 % of the 
body weight of animals used for the passage of 
tumors. Furthermore, the tumor burden should be 
limited to a maximum of 10 % of the body weight 
of the animals in therapeutic studies. Animals 
have to be sacrificed by reaching the mentioned 
maximum tumor diameter or, in cases that those 
criteria are met such as tumor ulceration, severe 
invasiveness resulting in pain and loss of vital 
functions or loss of body weight at a maximum of 
20 % (see Table A.7).



858

Table A.2 Parameters of blood collection

Species

Examples of total blood volume collectiona

Singleb (max. 10 %) (ml) Dailyc (1 %) (ml) Finald (ml)

Mouse (25 g) 0.17 0.02 0.7–1.0
Rat (300 g) 1.9 0.2 10
Guinea pig (400 g) 3.0 0.3 15
Golden hamster (100 g) 0.7 0.07 3.5

aThe blood collection parameters are only valid for adult, healthy animals and can be less for freshly manipulated, 
diseased, old, or stressed animals
bA recovery phase for at least 2–3 weeks necessary
cAfter daily blood collection at a maximum of 2 weeks, a recovery phase for at least 2–3 weeks necessary
dOnly under anesthetic, approx. 50 % of the whole blood volume collectable (determined empirically)

Table A.3 Techniques for blood collection in mice

Blood collection

Location Specific requirementsQuantity and frequency

1. Small amount 
(0.02–0.04 ml)

(a) Tail vein
(b) Amputation of tail tip (b) Infants only up to the end of the suckling 

period
(c) Retrobulbar (c) Under anesthetic (e.g., isoflurane) by using a 

glass capillary with an outer diameter of 0.8 mm
(d) V. facialis
(e) V. saphena

2. Single maximum blood 
volume (see Table A.2 as 
well)

(a) Retrobulbar (a) Identical to (1c)
(b) Tail vein (b) 24–26-G needle
(c) Venous angle (c) Anesthetic, 23–25-G needle
(d) V. facialis

3. Repeated collection 
(see Table A.2 as well)

(a) Tail vein Use alternating blood collection locations!
(b) V. facialis
(c) V. saphena
(d) Retrobulbar (d) Anesthetic, only two blood collections per eye 

in intervals of 2 weeks
4. Final collection 
(exsanguination)

(a) Cardial (a), (b), and (c) Anesthetic
(b) Aorta
(c) V. cava
(d) Decapitation (d) Also possible without anesthetic

Table A.1 Average blood volume

Species

Blood volumea

Hematocrit (%)ml/animalb ml/kg b.w. % b. w.

Mouse (25 g) 1.7 74 (70–80) 6.6 42 (33–50)
Rat (300 g) 19 64 (50–70) 6.4 46 (40–61)
Guinea pig (400 g) 30 75 (65–90) 7.5 44 (37–50)
Golden hamster (100 g) 7.8 78 (65–80) 7.8 51 (39–59)

aDifferences are possible regarding race, strain, and age; the percentage amount is less in obese animals than in normal 
weighted
bEstimated blood volume at the specified body weight in column 1 of this table
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Table A.4 Techniques for blood collection in rats

Blood collection

Location Specific requirementsQuantity and frequency

1. Small amount 
(0.04–0.05 ml)

(a) Tail vein (a) 23–26-G needle
(b) Amputation of tail tip (b) Infants only up to the end of the suckling period
(c) V. saphena

2. Single maximum blood 
volume (see Table A.2 as 
well)

(a) Tail vein (a) 23–26-G needle
(b) Retrobulbar (b) Under anesthetic (e.g., isoflurane) by using a glass 

capillary up to an outer diameter of 0.9 mm
(c) Venous angle (c) Anesthetic; 21–25-G needle

3. Repeated collection 
(see Table A.2 as well)

(a) Tail vein
(b) Permanent catheter in 
V. jugularis

(b) Anesthetic, polyethylene catheter, outer diameter of 
0.61 mm, port system

(c) Retrobulbar (c) Anesthetic, only two blood collections per eye in 
intervals of 2 weeks

(d) V. saphena
4. Final collection 
(exsanguination)

(a) Cardial (a), (b), and (c) Anesthetic
(b) Aorta (a) 20–21-G needle
(c) V. cava (d) Also possible without anesthetic
(d) Decapitation

Table A.5 Techniques for blood collection in guinea pigs

Blood collection

Location Specific requirementsQuantity and frequency

1. Small amount (0.2 ml) (a) Ear vein
(b) V. saphena

2. Single maximum blood 
volume (see Table A.2 as well)

(a) V. jugularis (a) Anesthetic; vessel preparation 
necessary, 21–22-G needle

(b) Venous angle (b) Anesthetic
3. Repeated collection 
(see Table A.2 as well)

(a) Permanent catheter in V. jugularis (a) Anesthetic, polyethylene catheter or 
subcutaneous port, outer diameter of 
0.6 mm

(b) Ear vein
(c) V. saphena

4. Final collection 
(exsanguination)

(a) Cardial (a), (b), and (c) Anesthetic
(b) Aorta
(c) V. cava

Table A.6 Techniques for blood collection in hamsters

Blood collection

Location Specific requirementsQuantity and frequency

1. Small amount (0.02–0.04 ml) V. saphena Anesthetic (e.g., isoflurane)
2. Single maximum blood volume (see 
Table A.2 as well)

(a) Retrobulbar (a), (b), and (c) Anesthetic
(b) V. saphena (a) Glass capillary, outer diameter of 

0.8 mm(c) Venous angle
3. Repeated collection (see Table A.2 as 
well)

Permanent catheter in V. jugularis Anesthetic, polyethylene catheter, 
outer diameter of 0.2 mm

4. Final collection (exsanguination) (a) Cardial (a), (b), and (c) Anesthetic
(b) Aorta
(c) V. cava
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Table A.7 Criteria of maximum tumor burden allowed

Type of tumor

Maximum diameter (cm)

Mouse Rat

Autochthonous tumors
  Single tumor 1.5 3.0
  Multiple tumors (sum of all single tumors) 3.0 6.0
Skin tumor 2.0 3.0
Tumors transplanted:
  Subcutaneouslya 1.5 3.0
    Two tumors Each 1.5 Each 3.0
  Intramuscularly 0.5 1.0

aLocalized in back and flank regions

Table A.9 Volume parameters for other injection sites

Species

ml/kg b.w.

Subcutaneous Intraperitoneal Intravenousa,b

Mouse 10 (25 G) 10 (25–27 G) 5 (26–28 G)
Rat 10 (25 G) 10 (23–25 G) 5 (25–27 G)
Guinea pig 10 (23–25 G) 10 (23–25 G) 5 (25–27 G)
Golden hamster 10 (23–25 G) 10 (23–25 G) 5 (25–27 G)

ai.v. injection time: minimum of 1 min up to 2.5 min
bInfusion taking longer than 2 h should not exceed the maximum infusion volume <10 % of the total blood volume

 A.2.3  Recommended Volumes 
for Injection

Requirements for injectable solutions are:

• Isotonic solution
• Neutral pH (pH 7.0–7.3)
• Body temperature
• Concentrations, chemical compositions, or 

physical characteristics which do not induce 
general damages or local irritations

It has to be taken into account that hyper- or 
hypotonic solutions or solutions consisting of non-
physiologic pH values are able to cause severe 
pain and tissue damages (e.g., in the case of peri-
vascular injection) or lead to erythrocyte damages 
(hemolysis) (see Tables A.8 and A.9).

Table A.8 Volume parameters for local injection of solutions

Species

ml per injection site μl/animal

Intradermal Intramuscular Intracerebroventricular

Mouse 0.02 (27 G) 0.03 (27 G) 3 (28 G)a,b

Rat 0.05 (27 G) 0.10 (23–25 G) 5 (28 G)a,b

Guinea pig 0.10 (27 G) 0.25 (25 G) 5 (28 G)a,b

Golden hamster 0.02 (27 G) 0.05 (24–25 G) 3 (28 G)a,b

aA very slow injection speed is required (2–3 min in mouse and rat)
bThrough a 22-G guidance cannula
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for small animal imaging, 216–219
targeted, 337
T1-paramagnetic Mn-and Gd-based relaxation  

agents, 250–260
T2 susceptibility agents, 266–269
ultrasound contrast agents (see Ultrasound contrast 

agents (UCAs))
Contrast-enhanced MRI, 744–749
Contrast-enhanced ultrasound (CEUS), 338, 339, 

345–348
Contrast-specific imaging modes, 341–344
COX-2 inhibitor celecoxib, 768
Coxsackie-and adenovirus receptor (CAR), 713
Critical period neuroplasticity, 728–729

vs. adult neuroplasticity, 728
maladaptive, 729

Cryo-cooled charge-coupled detector (CCD), 12
64Cu direct cell labeling technologies, 829–831
64Cu-PTSM, 830

Current good manufacturing process (CGMP)  
guidelines, 619

Cyanine dyes, 411–412, 468, 472
CyDye ™series, 472
Cystine knot peptides, 833

D
Data management, 581

archiving and backup, 589
estimate storage requirements, 582–583
storage hardware, 587–589

DECT imaging. See Dual-energy CT (DECT) imaging
Deep tissue imaging, cellular and molecular  

events, 336
Deferoxamine (DFO), 389–391
Degree of polarization uniformity (DOPU), 436
Dendrimers

architecture, 181
characteristics, 180
Gd-labelled, 181
multivalent nature, 182

De novo pathway, 694
Deoxycytidine kinase (dCK), 827
1-(2’-Deoxy-2’-[18F]fluoroarabinofuranosyl) cytosine 

([18F]-FAC), 827
2’-Deoxy-2’-[18F]fluoro-9-β-D-arabinofuranosylguanine 

([18F]F-AraG), 827
2-Deoxy-2-(18F)fluoro-D-glucose ([18F]-FDG)

glucose consumption by, 824, 825
relative accumulation of, 826

3’-Deoxy-3’-[18 F] fluorothymidine (18F-FLT), 368
accumulation, 826

Deoxyhemoglobin, 779
Depth of interaction (DOI) information, 364
Designing, imaging center. See Small animal imaging 

center design
Developmental biology

animal models, 627–631
animal preparation, 646–647
applications, 644–646
imaging modalities, 631
MRI, 636–644
parametric mapping, 638–642
UBM, 631–636, 642, 643

Developmental imaging, animal model, 627–628
in avian, 628–630
in fish and frogs, 628, 629
in mice, 630–631

Diabetes, imaging in. See Beta cell imaging
DiaCEST, 271–272
Diagnostic probe design

biocompatibility and safety, 191–193
charge, 189–190
contrast agent size effects, 182–186
dendrimers, 180–182
in vivo behaviour, 179–180
multimodality imaging, 193–196
passive vs. active targeting, 190–191
shape and flexibility, 189
surface characteristics, 186–189
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DICOM. See Digital Imaging and Communications in 
Medicine (DICOM)

Diethylenetriamine-tetraacetic acid (DTPA), 389
Diffuse optical tomography (DOT), 15–16
Diffusion tensor imaging (DTI), 638, 696,  

741–744
and tractography, 242

Diffusion-weighted imaging (DWI), 536, 696, 806
Digital Imaging and Communications in Medicine 

(DICOM), 20
data format, 584–585
server storage, 585–586

Dihydrotetrabenazine (DTBZ), 618
Direct-attached storage (DAS), 586, 588
Distribution volume, 570–571
D-luciferin, 420–422, 424
Dopamine transporter (DAT), 767–768
Doppler-optical coherence tomography (DOCT), 

437–438, 445
Doppler shadow, 437
DOTA-Tyr3-octreotide (DOTATOC), 390
Doxycycline-dependent gene expression, 713
Drug administration

enteral administration, 130–134
by injection, 136–146
parenteral administration, 135–136
principles of, 128–130

Dual-energy CT (DECT) imaging, 211–212, 214
DWI. See Diffusion-weighted imaging (DWI)
Dynamic causal modeling (DCM), 734
Dynamic contrast-enhanced (DCE) MRI, 158, 696,  

804, 806
Dynamic micro-CT, 211–213
Dynamic nuclear polarization (DNP), 279–283, 809

alanine transaminase levels, 281
dissolution, 292–295
flip-flop transitions, 279
HyperSense, 292
liver metabolism, ethanol assumption, 282
malate/fumarate ratio, 282
metabolic alteration, 282
pyruvate, 280, 282
for tumors, 281

Dyskinesias, 768–769

E
Echocardiography, 9
Echo-planar imaging (EPI) fMRI, 781
Electroencephalogram (EEG) with fMRI, 501–503
Enhanced permeability and retention (EPR) effect,  

185, 799, 800, 841
Environmental health and safety (EHS), 47
Enzymatic PET reporter genes, 836, 838
Epidermal growth factor (EGF), 713
Epidermal growth factor receptor (EGFR), 703, 705
Epi-illumination/reflectance imaging, 406–407
ErythroCEST, 276
European Center for the Validation of Alternative 

Methods, 70

Exendin, 615–616
Extracellular fluid contrast media (ECF-CM), 219
Extraction fraction, 567–569
Ex vivo labeling, targeted cell populations, 829–830

F
Fast imaging with steady precession (FISP), 239
Fenestra contrast medium

LC, 219, 222
VC, 218, 222

18F-Fluoride, 369
18F-Fluorine labeling of peptides, 383–386
18F-Fluoro-azomycinarabinofuranoside (18F-FAZA), 849
18F-2-Fluoro-2-deoxyglucose (FDG), 367–368

molecular targets of, 693
18F-Fluoroethylcholine (18F-FECH), 370
[18F] Fluoromisonidazole (18F-FMISO), 369
Fibre tractography, 696
Fiducial markers, 496
Filtered back projection (FBP), 364
Firefly luciferase, 427
First-pass effect, 131
Fish, imaging development, 628, 629
18F-labeled fluoro-thymidine (FLT), 25, 846
Flat-detector CT scanners, 204
Flip angle, 7
Flow moderator, osmotic minipumps, 146
Flow-sensitive alternating inversion recovery (FAIR) 

method, 779
Fludarabine, 827
Fluorescence-activated cell sorting (FACS) analysis,  

23, 697
Fluorescence-based intravital microscopy, 447
Fluorescence imaging, 404–406, 418–419, 596

contrast agents, 407–412
in vivo fluorescence imaging systems, 406–408
macroscopic imaging, 414–418

Fluorescence-mediated tomography (FMT), 407
Fluorescence resonance energy transfer (FRET), 777
Fluorine-19 (19F), 599–600
Fluorine-18 fluorodeoxyglucose (18F-FDG),  

797, 810, 846
Fluorine-18 fluoroestradiol (FES), 802
9-[4-Fluoro-3-(hydroxymethyl)butyl]guanine ([18F]

FHBG), 710
Fluoro-optical contrast agents, 410
Fluoro-thymidine (FLT), 694, 710
fMRI. See Functional magnetic resonance  

imaging (fMRI)
FMT See Fluorescence-mediated tomography (FMT)
Förster resonance energy transfer (FRET) imaging, 

452–453, 455, 456
Fourier transform (FT), 231, 749
Fractional blood volume (fbv), 569–570
Free induction decay (FID), 231, 309, 749
Frequency domain optical coherence tomography 

(FD-OCT), 433–435
FRET imaging. See Förster resonance energy transfer 

(FRET) imaging
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Frog, imaging development, 628, 629
Full-field optical coherence tomography  

(FF-OCT), 435
Functional magnetic resonance imaging (fMRI)

activity-induced, 732–736
BOLD, 732, 733
echo-planar imaging, 781
EEG, 501–503
line-scanning, 782
resting state, 736–738
small animal imaging, 778–782

Functional parametric mapping
MRI, 642–643
UBM, 642

G
Gadolinium (Gd+3), 597–598
Galactomannan (GM), 850
Gamma camera, 10, 362, 363
Gamma counters

factors altering measurement values, 519–520
geometric efficiency, 518–519
principles of detection, 518
QC measurements, 520

Gamma radiation, 797
Ganciclovir (GCV), 836
Gastric emptying, 42
[68Ga] (1,4,7,10-tetraazacyclododecane-N,N’,N’’,N’’’-

tetraacetic acid)-tyr3-octreotide), 370, 371
GCaMP6f-mediated calcium signal, 778
GCaMP protein, 777–778
Gd complexes, responsive agents

agents sensitive, redox potential, 263–264
enzyme responsive, 264–266
pH sensitive, 261–263

GECIs. See Genetically encoded calcium indicators 
(GECIs)

Gene-based therapy, 708–716
Gene reporter imaging, 682–683
Genetically encoded calcium indicators (GECIs), 779, 

787–788
brain calcium signal, 777–778

Genetic expression systems, cell tracking methods
bioluminescence, 595–596
cell cultures, 595
fluorescence, 596
viable cells, 594

GFP. See Green fluorescent protein (GFP)
Glioblastoma model, 694, 696
Glioblastoma multiforme (GBM), 694
Glioma cells, 711

phenotype, non-invasive assessment, 701
vessel, non-invasive imaging, 702

Glucagon-like peptide 1 receptor (GLP-1R), 612
Glucose consumption in immune cells, 824, 825
Glu-NH-CO-NH-Lys-(Ahx)-[68Ga(HBED-CC)],  

370, 371
Glycolysis, 808
Gold nanoparticles, 220, 221

Gradient echo, 238–239
Granulocytes, 824
Green fluorescent protein (GFP), 12, 777, 795, 796
Guide for the Care and Use of Laboratory  

Animals, 92
Gynecology research

endometriosis, 657–660
gynecologic tumor, 656–657
lab protocol, 660–661
rodents, 651
ovary and ovarian tissue transplantation, 652–654
placental pathology, 655–656
small animal imaging technology, 652

H
Half-life time

of luciferase, 423
of ultrasound contrast agents, 340

Hemicyanines, 411
Hemiparkinson models, 767
Hemodynamic fMRI

spatiotemporal limit, 780–782
Hepatocellular CT contrast media

pharmacokinetic properties, 221–223
Herpes simplex virus thymidine kinase type 1  

(HSV-1 TK), 836–838, 847
Heterologous proteins, 800
High angular resolution diffusion imaging  

(HARDI), 243
High-frequency ultrasound, 334
High-throughput organic synthesis (HTOS), 376
Hippocampal formation (HF), 735
Hippocampal slice culture, neural activity  

from, 776
HSV-1 TK. See Herpes simplex virus thymidine kinase 

type 1 (HSV-1 TK)
Human glioblastoma xenograft, 811
Human retinal imaging, 441–442
Human thyroid sodium/iodide symporter (hNIS)  

gene, 692
Hydrophilic D-amino acids, 380–381
6-Hydroxydopamine (6-OHDA), 767–769
5-Hydroxytryptophan (5-HTP), 616–617
Hyperpolarization (HP), 287–288

functional agents, 296
inert agents, 296
metabolic agents, 295
methodologies, 288–295
para-hydrogen, 288–291
physiological agents, 296

HyperSense (HS) DNP polarizer, 292
Hypoxia-inducible factor 1 (HIF-1), 798
Hypoxia-response elements (HREs), 798

I
IC2, 618
Image detectors, 202
Image fusion software, 503–505
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Image post-processing and rendering, 212, 214, 215
Image-selected in vivo spectroscopy (ISIS), 308
123I-MIBG (meta-[123I] Iodobenzylguanidine), 372
Immune cells

glucose consumption, 824, 825
nucleoside salvage in PET imaging, 828

Immunoglobulin G (IgG) antibody, 831
ImmunoPET, 851
Immunotherapy, cell-based, 829
Impulse response function (IRF), 564–566
Indocyanine green (ICG), 411
11In DTPA-exendin-4, 621
Infections, macroscopic fluorescence imaging,  

414–415, 845
Inflammation, 416–418, 826, 845
Inflow effect, 781
InGaAs line detectors, 434
[111-In] In-Ibritumomab Tiuxetan, 373, 374
Innate immune cells, 821
Institute for Laboratory Animal Research (ILAR), 92
Institutional Animal Care and Use Committee  

(IACUC), 47, 51
Institutional preconditions

functional areas, 92
housing of animals, 98
laboratory animal facility, 92
operative framework, 92–97
rodents classifications, 97–98

Integrin, 700, 801
Interactive segmentation, 538–541
Interagency Center for the Evaluation of Alternative 

Toxicological Methods, 70
Interferometric technique, 16
Internalization assays, 393, 609
International Commission on Radiological Protection 

(ICRP), 620–621
Intravenous injections

advantages, 140
catheter infusion, 143–146
dorsal metatarsal vein, 142
lateral marginal vein, 142
lateral tail vein, 141–142
oroendotracheal intubation, 147–150
penis vein, 142–143
sublingual vein, 143
vascular access port, 147

Intravital imaging
brightfield imaging/transillumination, 445–446
cell tracking and photoactivation, 451–452, 454, 455
cell trafficking and hemodynamics, 450–453
cellular dynamics, 452–453, 455–456
lineage tracing, 455, 457
multiphoton imaging, 447–450
perspectives and considerations, 456–458
vascular network formation and vascular 

permeability, 452
widefield fluorescence and confocal microscopy, 

446–447

Intravital microscopy (IVM), 445–447, 456, 457
Intravital multiphoton imaging, 447–450

cell tracking and photoactivation, 451–452, 454, 455
cell trafficking and hemodynamics, 450–453
cellular dynamics, 452–453, 455–456
lineage tracing, 455, 457
vascular network formation and vascular 

permeability, 452
Intrinsic tumour-inhibition effect, 714
Invasive pulmonary aspergillosis (IPA), 850
Investigational Medical Product Dossier (IMPD), 620
Investigators brochure (IB), 620
In vitro and ex vivo imaging techniques

autoradiography, 609–610
micro-CT imaging, 204, 205
of radiolabeled peptides, 394–395
target (receptor) binding assays, radiolabeled 

peptides, 392–393
111In Zevalin, 373, 374
Iodinated extracellular contrast media

pharmacokinetic properties, 219
Iodinated triglyceride emulsion (IT-LE), 219
Iodobeads, 382, 383
Iodogen, 382, 383
Iron oxide particles, 747–749
Isotopes, 833–834
Isotropic voxels, 531
IT-LE. See Iodinated triglyceride emulsion (IT-LE)
IVM. See Intravital microscopy (IVM)

J
Jablonski diagram, 447–448

K
Kinase PET reporter genes, 836
Kruskal–Wallis test, 543

L
Labeling strategies, for peptides

halogen groups, 381–386
radiometals, 386–392

Laboratory animals, European-wide regulation, 117
Lanthanide complexes, 800
Larmor resonance frequency, 6
Laser machining, 337
L 3-,4-Dihydroxyphenylalanine (DOPA), 617
Lead structure finding, peptide-based 

radiopharmaceuticals, 375
combinatorial chemistry, 376
multimerization approach, 377–379
phage display libraries, 376–377
rational drug design, 376
tracer optimization, 377–381

Leukocytes, 846
Light scattering, tissue, 430
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Lineage tracing, intravital multiphoton imaging, 455, 457
Lipid rafts, 765
LipoCEST, 274–276
Lipopolysaccharide (LPS) injection, 427
Long-term potentiation (LTP) visualization, 735
Luciferase, in vivo imaging, 421–423
Lung imaging, 442–444
Lymphocytes, 829

M
Macrophages, 824
Macroscopic fluorescence imaging

Alzheimer disease, 416
infections, 414–415
inflammation, 416–418
tumors, 412–414

Magnetic resonance imaging (MRI)
advantage, 156
anisotropic diffusion, 242–243
autocorrelation function, 240
basics, 228–249
brain development, 645
chemical exchange/ magnetization transfer, 243
cryogenic RF transmitter/receiver surface coil,  

mouse brain, 248
data acquisition, 299–300
data analysis and interpretation, 300–301
diffusion and perfusion, 241–242
fingerprinting, 246–247
functional parametric mapping, 642–643
hyperpolarization, 287–95
intravoxel incoherent diffusion, 243–245
laboratory setting, 4
longitudinal and transverse relaxation, 239–240
microscopic motion, 241–242
modalities, 636–640
molecular and cellular mapping, 643–644
parametric mapping, anatomical imaging, 641
phase contrast and susceptibility mapping, 245
principles, 228, 235–237, 244
relaxation rates measurement, 231–233, 241
relaxometry, 535–536
reporter genes, 800
sensitivity/sensitivity enhancement, 247–249

Magnetic resonance spectroscopy  
(MRS), 749–750, 752

applications, 302–306
flowchart, examination, 311
in vivo examinations, 310–311
processing, 309–310
receive coils, 310
sequences and spectrum processing, 306–308
transmit coils, 310

Magnetomotive optical coherence tomography, 438–440
Maleimide dyes, labeling of antibody, 475
Manganese-enhanced MRI (MEMRI), 745–748, 780
Matrix metalloproteinases (MMPs), 798

Maximum likelihood expectation maximization 
(MLEM), 365

Mechanical imaging systems, consoles and  
scanheads, 326, 328

MEMRI. See Manganese-enhanced MRI (MEMRI)
Methionine, 810
L-[methyl-11C] Methionine (11C-MET), 369
O6-Methylguanine-DNA methyltransferase  

(MGMT), 710
Michelson interferometer, light beam, 431
Micro-autoradiography (MAR), 513
Microbubbles, 158, 339–340
Micro-CT (μCT) imaging, 641–642

indications for CM, 222–223
in vitro and ex vivo micro-CT imaging, 204, 205
in vivo and ex vivo micro-CT imaging, 205–207
pharmacokinetic properties of CM, 219–223

Micro-focus tubes, 202
Micrometer-sized iron oxide particles (MPIOs),  

750, 799
Micro-PET imaging, 363, 841
Microstimulation, 785
Micro-ultrasound imaging technology, 326–331, 

333–335
Microvasculature, functional parameters, 451, 452
Molecular and cellular mapping

MRI, 643–644
UBM, 643

Morris hepatoma 7777, 281
Monte Carlo methods, 208, 209
MPM. See Multiphoton laser microscopy (MPM)
MSOT. See Multispectral optoacoustic tomography 

(MSOT)
Multidrug resistance (MDR), 717–718
Multimodal animal beds, 494–496
Multimodal imaging

of cell-based therapy, 714
image fusion software, 503–505
with photoacoustic imaging, 337
sequential and simultaneous, 491–494
techniques, 494–503

Multimodality caspase-3 sensor, 699
Multiphoton laser microscopy (MPM), 795
Multiphoton (MP) microscopy, 447–449
Multispectral imaging, 407, 408
Multispectral optoacoustic tomography (MSOT),  

15, 26, 459–461
Myocardial innervation, 680–681

N
National Electrical Manufacturers Association  

(NEMA), 20
NDT. See Nondestructive testing (NDT)
Near-infrared range (NIR) fluorochromes, 798
Network-attached storage (NAS), 586, 588
Neural progenitor cells (NPCs), 711
Neural stem cells (NSCs), 714, 716
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Neurochemical markers, neuroplasticity, 750–751
Neurodegenerative diseases

Alzheimer’s disease, 761, 764–765
Parkinson’s disease, 766–769

Neurodevelopmental disorders, 729
Neurogenesis, 730
Neurooncology imaging

gene and cell-based therapies, 708–716
growth factors, 703–705
response to therapy, 697–698
signal transduction pathways, 705–708
through transgene-based approach, 692–693
tumour growth and metabolism, 693–697

Neuroplasticity
in animal research, 728
critical period, 728–729
in vivo imaging techniques, 732–750
learn and retain memory in adulthood, 729
mechanism, 730
neurochemical markers, 750–751
neurogenesis, 730
recovery from functional loss, 729–730
structural MRI, 738

Neurovascular coupling, 733
NHS-ester dyes, labeling of antibody with, 475
NIRF fluorochrome, 696
Nondestructive testing (NDT), 204
Nonionic CT contrast media, 217, 218
Non-ischaemic heart failure, 666
Nonobese diabetic (NOD) mouse, 613
Nonspecific binding, 410
Nontargeted dyes, 467–468
Nuclear image analysis

PET, brain receptor tracers, 555, 556
quantification errors, 550–554
quantification report, 554–555
quantitative image, 547–550
study design, 549–550

Nuclear magnetic resonance spectroscopy (NMRS)
applications, 302
basics, 230
Bloch equations and relaxation, 229–230
hyperpolarization, 276
signal intensity, 277
transitions, 277
without hydrogenation, 286

Nucleoside salvage
pathway, 827
in PET imaging of immune cells, 828

O
OCT. See Optical coherence tomography (OCT)
OFDI. See Optical frequency domain imaging (OFDI)
Oligonucleotides, 469
Oncological imaging, 329, 412–414
Oncology research imaging applications

cancer-related gene and protein expression, 797–802

protocols for imaging studies, 811–813
tumour cell proliferation and metabolism study, 

808–811
tumour detection and growth monitoring, 794–797
tumour microenvironment characterization, 802–808

Opsin, 787–788
photocurrent, 777
variants, 776

Optical coherence tomography (OCT), 16, 444–445
coherence, interferometry, and diffraction, 430–432
Doppler-OCT, 437–438
fundamental principles, 432–435
magnetomotive OCT, 438–440
photothermal OCT, 438–440
polarization-resolved OCT, 436
polarization-sensitive OCT, 436
resolution vs. penetration depth, 432
for small animal imaging, 440–444
spectroscopic OCT, 435–436
tissue properties and ballistic photons, 429–430

Optical frequency domain imaging (OFDI), 434
Optical imaging, 12–13, 157, 474, 498–499

bioluminescence imaging, 419–428
cardiovascular research, 683–684
fluorescence imaging, 404–419
intravital imaging, 445–458
modalities, 5, 13–18
optical coherence tomography, 430–445
optical probes, 465–476
optoacoustic imaging, 458–465

Optical probes
activatable polymeric conjugates, 469–470
activatable/turn-on probes, 469–470
for animal imaging, 465–466
fluorescent particles, as imaging agents, 470–471
laboratory protocols, 476
nontargeted and vascular dyes, 467–468
parameters choice, 471–475
pH sensing, 470
reactive dyes and labeled targeting molecules, 

468–469
reactive oxygen species, 470

Optical projection tomography (OPT), 631
Optical-resolution photoacoustic microscopy (OR-PAM) 

scanner, 462
Optical window, 429
Optoacoustic (OA) imaging, 160, 407, 458–459, 

463–465
instrumentation, 461–463
multispectral optoacoustic tomography, 460–461
principles, 459–460
small animal imaging applications, 463, 464

Optogenetics
brain with channelrhodopsin, 773–775
callosal fibers, 785
fMRI study, 782–785

Ordered subsets expectation maximization  
(OSEM), 365
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OR-PAM scanner. See Optical-resolution photoacoustic 
microscopy (OR-PAM) scanner

Ortho-hydrogen (oH2), 288–291
Orthotopic tumour, 794, 796
OT-I CD8+ T cells, 807
Ovarian cycle, 652
Oxygen-dependent degradation (ODD), 798

P
ParaCEST, 272–274
Para-hydrogen (pH2)

experiment, 290
hyperpolarization, 288–290
workflow example, 291

Para-hydrogen-induced polarization (PHIP), 284, 809
applications, 284
ortho-hydrogen, 283
spin order, 284
TFPP, 285

Parallel-hole collimator, 10, 11
Parametric fitting, 535

contrast-enhanced ultrasound, 536–537
DWI, 536
kinetic modeling, 537, 538
MRI relaxometry, 535–536

Parametric mapping, anatomical imaging
application, 638–639
μCT, 641–642
MRI, 641
UBM, 639–641

Parenteral administration, 134–135
Parkinson’s disease (PD), 766–769
Parkinson’s disease with dementia (PDD), 766
Partial volume effect, 531, 552–554
Partition coefficient, 394
Pasteur effect, 808
PEGylation, 381
Pentobarbital, 54
Peptide-based radiopharmaceuticals

in vitro evaluation, 392–395
in vivo evaluation, 395–397
labeling strategies, 381–392
lead structure finding, 375–381
somatostatin-receptor-expressing tumors, 375

Peptides, targeted imaging, 831–834
Perfluorocarbon, 342
Peripheral ischaemia, 666
PET. See Positron emission tomography (PET)
P-glycoprotein (P-gp), 718
pH2 and synthesis allows dramatically enhanced nuclear 

alignment (PASADENA), 289
Pharmaceutical industry, noninvasive imaging

biomarkers, 42–44
clinical imaging, 34
design-make-test cycle, 33, 36
ethical benefits, 34
preclinical pharmacology, 37–39

preclinical toxicology, 39–42
target confidence, 34–36

Phase resolved Doppler-OCT, 437
Phenotyping, 157, 665
Phosphatidylinositol 3-kinase (PI3K) pathway, 826
Photoacoustic imaging, 15, 159, 334–338, 673
Photoactivation, intravital multiphoton imaging, 

451–452, 454, 455
Photomultiplier tubes (PMTs), 10, 362
Photon attenuation and scatter, 550–552
Photothermal optical coherence tomography, 438–440
pH-responsive xanthene dyes, 470
PHS Policy, 118
Phthalocyanines, 412
Picture Archiving and Communication System  

(PACS), 586
PI3K/Akt/mTOR signalling cascade, 707
Pinhole collimators, 362
Planar geometry, 15
Planck constant, 228, 286
Plaque formation, 764
Plasma protein binding, 394
Polar hemicyanine dyes, 410–411
Polarization-resolved optical coherence  

tomography, 436
Polarization-sensitive optical coherence tomography  

(PS OCT), 436
Polycystic ovarian syndrome, 653
Position-sensitive PMTs (PSPMTs), 362–363
Positron emission tomography (PET), 9, 159,  

361, 761
attenuation and scatter, 365, 552
autoradiography, 511–512, 522–524
brain receptor tracers, 555–556
with CT, 491, 492, 496–497
depth of interaction information, 364
image reconstruction algorithms, 364–365
imaging devices, 363–364
imaging in immunology, 821–823
laboratory setting, 4
metabolic PET, 827–829
metabolic probes, 823–829
with MR, 491, 492, 497–498
and optical imaging system, 498, 499
parallax error, 365
quantification, 365–366
quantitation issues, 520–522
QWBA methodology, 516–517
radiopharmaceuticals, 362
reporter genes, 836–840
sensitivity, 366
size of organs, 547, 549
small-size crystals, 364
spatial resolution, 365, 366
tracers, 368–372, 694, 762–763, 846–848, 851

Post labeling bifunctional chelate approach, 386
Presenilin-1 (PS-1), 764
Projection image, 8
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Prostate cancer imaging, 169–171
Prostate-specific membrane antigen (PSMA),  

370–371
Protein aggregation, 761, 766
Protein binding, 394–395
Pulse/phase inversion imaging, 342–343

Q
Qualitative and quantitative data analysis

dimensionality, 531
image transformation, 530, 534–535
intensity and contrast, 531
metadata, 534
noise, 531–533
parametric fitting, 535–538
partial volume effect, 531
segmentation, 537–542
sharpness, 533–534
statistical test, 530, 541–544
voxel intensity, 530

Quantification, UCAs, 344–345
Quantitative relaxometry, 739–741
Quantitative whole-body autoradiography (QWBA)

coronal sections, 513, 515
disadvantages, 513
exposure time and conditions, 514, 515
methodology, 513–517

Quantum dots (QDs), 408–412, 799
Quenching process, 7

R
Radiation

exposure, 620–621
use, 55–56

Radioactive tracers, 598–599
Radiography, 2D X-ray projection imaging, 202, 203
Radioiodine labeling, of peptides, 382–383
Radiolabeled receptor-binding peptides, 375
Radiolabeled somatostatin analogs, 381
Radionuclide imaging, 9–11, 362, 846
Radiosensitivity, 716–719
Radiotracers, beta cell imaging

activity, pharmacological dose, 608
DOPA, 617
DTBZ, 618
exendin, 615–616
5-HT, 616–617
IC2, 618
in vitro characterization, 608–610
in vivo characterization, 610–611
ligand selection, 606–607
radiolabeling strategies, 607–608
stability, 610
targets, 606

RAID. See Redundant Array of Independent Disks 
(RAID)

Raman spectroscopic imaging, 16–18

Rayleigh scattering, 16
Reactive dyes, 468–469, 472
Reactive oxygen species (ROS), 470
Real-time contrast imaging, 343
Real-time tissue perfusion assessment, 350
Real-time tumour perfusion, contrast agents, 331, 333
Real-time volumetric imaging system, 462
Real-time whole-body mouse scanner, 462
Receptor/ligand PET reporter, 838–839
Recombinant luciferase reporter molecule, 698
Red-activable ChR variant (ReaChR), 776
Red fluorescent protein (RFP), 795
Redundant Array of Independent Disks (RAID), 587–588
Reference tissue methods, 571
Region of interest (ROI), 538, 549
Regulated gene expression, in vivo imaging, 712
Renkin-Crone formula, 567–569
Reporter gene, 18, 692, 693, 797, 798
Retina imaging, small animal, 440–443
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