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Foreword

Despite recent advances in the development of new targeted anticancer
therapies, further efforts are necessary to account for the elusive behavior
of cancer cells involving tumor heterogeneity and its associated stroma of the
tumor microenvironment, which are providing continuous challenges for the
design of new effective anti-tumor therapies.

A new approach to understanding cancer biology and designing more ef-
fective therapies is mathematical modeling. Mathematical models are highly
adaptable tools to deconvolute the complex, multidimensional datasets and
make them amenable to analysis from different angles. The results from such
studies may be instrumental in making this step forward.

There is a multitude of tumor and microenvironment-associated signaling
molecules, which include numerous cytokines, growth factors, hormones,
proteolytic enzymes such as metalloproteinases and metabolic components
produced both by the tumor cells and the tumor-associated stroma [10, 18].
These components interact with the tumor cells and the stromal cells, thereby
affecting tumor cell migration and invasion into nearby tissue or leading to
the metastatic tumor spread into blood as circulating tumor cells, and into
distant organs.

The process of invasion and migration through the extracellular matrix
(ECM) is aided by numerous ECM structural components that include various
fibrous elements such as collagens, fibronectin, laminin and many others. In
addition, the abundance of space-filling components including glycosamino-
glycans (GAGs) and attached proteoglycans (PGs) [19, 20] provide a rich
microenvironment for the tumor cells to migrate through the extracellular
matrix. In fact, it was shown that these structural ECM components and
their increased rigidity actually promote migration of tumor cells such as
glioma [12].

In addition to the ECM signaling molecules and the structural ECM
elements, the tumor microenvironment also contains stromal cells such as
fibroblasts and endothelial cells as well as pericytes of the angiogenic
tumor vasculature. Also, cells of immune system such as mononuclear
cells; monocytes and their derivative macrophages; granulocytes including
neutrophils, eosinophils, basophils and mast cells, and also B and T lym-
phocytes are found in the tumor microenvironment. These cells can interact
to the certain degree with tumor antigens and secrete various signaling
molecules. It is now known that presence of these cells in the tumor vicinity
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vi Foreword

would indicate an “inflamed” status of the tumor expressing Programmed
Death Ligand-1 (PD-L1) and resulting in a better patient prognosis compared
to “non-inflamed” tumors” [5].

The issue of quiescent tumor cell populations, often termed cancer stem
cells, provides yet another challenge for designing new and effective ther-
apeutic approaches. These quiescent cell populations frequently require a
specific microenvironment, a perivascular and hypoxic niche to keep their
“stemness” with few antigenic markers. As a consequence, these cells are
difficult to target by any therapeutic approaches. Furthermore, variations in
stem cells’ behavior due to heterogeneity of the tumor microenvironment may
contribute to the genetic heterogeneity of the tumor [6].

Based on the complexity of the tumor microenvironment, therapeutic
agents targeting tumors must overcome a variety of hurdles like capture by
multiple ECM components, leaky blood vessels within tumors, the tumor
intestinal fluid pressure caused by accumulation of inflammatory components
and a hypoxic environment. The role of hypoxia in the tumor microenviron-
ment and its contribution to immune resistance and immune suppression is
already well documented [9]. In addition, any targeting therapeutics would
have to reach the target at a sufficient therapeutic concentration to have a
therapeutic effect.

One of the examples that can be used to portray the tumor microenviron-
ment complexity and its significance for a therapeutics delivery- is glioma,
with glioblastoma (GBM) being the most advanced subtype. It is a primary
brain tumor with highly invasive characteristics and short (6 months to
2 years) patient survival time (reviewed by [19]). The main ECM components
of glioma, which invades brain parenchyma just within centimeters from
a lesion [2] are the GAG hyaluronan (HA) and PGs such as chondroitin
sulfate proteoglycans CSPGs) and heparan sulfate proteoglycans (HSPGs).
All of these molecules play important roles in cell signaling and migration
[16]. In addition, HA was recognized as main ECM component that forms a
microenvironment in which stem cells can undergo self-renewal [4].

The HA receptor CD44 adhesion molecule, is highly expressed on the
leading edge of glioma at the interface with the normal brain tissue signifying
the importance of these ECM molecules in glioma invasion [13, 15, 17,
18, 20, 21]. It was found recently that HA and its CD44 receptor may
play an important role in the “stemness” and survival of cancer stem cells
[4]. In addition, CSPG proteoglycan known as neuroglial protein-2 (NG2)
was recognized as a cell biomarker for oligodendrocyte progenitor cells and
found in gliomas [11, 14], therefore emphasizing the importance of this ECM
molecule.

The HSPGs components of the glioma microenvironment are also part of
blood vessels and serve as a location for growth factor and cytokine storage,
therefore contributing to the creation of a niche in which glioma stem cells
can receive signals from its microenvironment [3]. The blood vessels and
myelinated nerve fibers which serve as the infiltrative path for disseminating
glioma cells have higher rigidity and together with the increased rigidity of
ECM contribute to glioma migration [8, 12].
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Recent therapeutic approaches to glioma and other tumors already take
into account the importance of cancer stem cells and their niches [7]. In
addition, detection of circulating tumor cells in blood of cancer patients,
including glioma patients are viewed as “Liquid biopsies” that have the high
clinical importance in tumor diagnosis and follow up [1].

Overall, the complexity of the tumor and tumor microenvironment and
their multiple interactive processes could only be better understood and
targeted when new analytical methods such as mathematical modeling could
be applied to understand this highly complex system. This could aid in the
development of new therapeutic strategies that can account for and possibly
unravel some of the complex and elusive behavior of cancer.

Tampa, FL, USA Marzenna Wiranowska
April 2016
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Preface

The complexity and heterogeneity of tumor microenvironment, as well as its
dynamic interactions with tumor cells are a very attractive topic for math-
ematical modeling. Several quite diverse modeling approaches have been
developed over the last couple of years to address the role of the microen-
vironment in tumor initiation, progression and its response to treatments. In
order to provide the readers both biologically- and mathematically-oriented
with the recent achievements in this area, I invited several researchers to share
their mathematical and computational models of tumor microenvironment
and their perspectives on the future of this field.

Both normal and tumor cells are embedded into a complex and dynam-
ically changing environment. That environment can regulate the behavior
of individual cells and modulate homeostatic balance of the whole tissue.
The complexity of tumor microenvironment arises from multiple players
that interact with one another. Various types of cells reside in or migrate
through the tumor stroma, including endothelial cells and pericytes forming
the capillaries; immune cells, such as T cells, B cells, or macrophages; as
well as adipocytes, fibroblast and other stromal cells. The extracellular matrix
proteins (collagen, elastin, fibronectin, laminin) form fibril meshes defining
their orientation, stiffness and overall physical characteristics. The interstitial
fluid that penetrates space between the cells and the fibers allows for diffusion
of numerous chemical factors (nutrients, oxygen, glucose, growth factors,
chemokines, matrix metalloproteinases) and enable their transport to all
stromal components.

At all stages of tumor development from initiation to growth and invasion,
to metastasis, the tumor cells are subjected to cues and interactions from
the surrounding microenvironment, and also modulate the environment in
their vicinity. Additionally, when a given treatment (i.e., surgery, chemo-,
radio-, immune- hormone or combination therapy) is applied, the tumor and
its microenvironment may undergo significant alterations. As a result, the
microenvironmental selection forces and tumor physico-chemical landscape
may shift.

Due to the complexity, heterogeneity, and dynamic changes that take place
in the tumor microenvironment, it is difficult to investigate experimentally, in
a precise and quantitative way, all potential interactions between the tumor
and its surrounding stroma. Thus, laboratory experiments are designed to
address these issues at different scales of complexity. For example, genetic
modifications, protein interactions, signaling pathways, cellular phenotypic
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x Preface

functions or whole organism studies. However, integrating the results ob-
tained from such studies into a common coherent description is as complex
as the disease itself. Mathematical models and computational techniques
provide researchers with invaluable tools for integration of this knowledge
into organizing principles. Systems biology approaches, in turn, provide a
way to discover emergent properties of cells, tissues or organs functioning
as one system. Therefore, in silico models grounded in cancer biology
and driven by experimental or clinical data can integrate knowledge across
different biological scales, combine tools from various scientific fields,
provide rigorous quantitative analyses, and produce testable hypotheses.

This book presents state-of-the-art mathematical and computational mod-
els addressing a broad range of tumor-microenvironment interactions from
tumor initiation, to invasion to metastatic spread. A special consideration is
also given to modeling tumor microenvironment under chemotactic treat-
ment. Mathematically, these models embrace the continuous, agent-based
and hybrid models, solid mechanics and fluid dynamics frameworks, optimal
control theory, Monte-Carlo and final element methods.

With the advent of imaging technologies, researchers can now observe how
tumor and stromal cells interact with one another, what factors they secrete
and sense, and how they remodel the extracellular matrix (Fig. 1). This data
can be utilized for mathematical model calibration and validation. In the first
chapter of this book, Lloyd and colleagues discuss various image analysis
tools for high resolution images of tumor tissue in order to identify and
quantify the components of tumor microenvironment and their relationship
with the tumor. This chapter provides an overview of currently available cell-
scale imaging resources.

Since tumor vasculature is distorted and often not fully functional, the nat-
ural metabolic tissue milieu is also altered. In the second chapter, Martínez-
González and co-authors address the importance of the hypoxic environment
for glioma progression. The authors discuss the role of low oxygenation in
the formation of cellular pseudopalisades both in vivo and in microfluidic
devices. They also propose how such environmental conditions can be used
for therapeutic interventions against brain tumors.

The third chapter, by Welter & Rieger, presents a discussion about the
differences between normal and tumor vasculature; the various processes
involved in tumor vasculature formation, including angiogenesis, and vessel
cooption, remodeling and regression. The authors also show simulation
results indicating the consequences of irregular tumor vasculature for metabo-
lites and drug distribution into the tumor tissue.

The environment surrounding the tumors serves not only as a nutrient
supply, but also provides a structural support for the tumor cells. It has been
shown experimentally that tumor cells respond differently to extracellular
matrices (ECM) of different composition, as well as to the local flow of the
interstitial fluid.

In the fourth chapter, He and co-authors discuss the biophysical and
biomechanical properties of the ECM as a crucial component in tumor
cell invasion. The authors present a review of computational methods that
address tumor cell-ECM interactions and ECM remodeling during the tumor
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Fig. 1 A composition of three research images: a histology image in the background
showing a section of breast tissue with a ductal carcinoma in situ stained with the H&E, an
image of cell segmentation (green cytoplasm enclosing the red nuclei; along the diagonal)
used for quantification of individual cell features, and an image of a computational agent-
based model representing the same tumor tissue (black, cyan, green and red dots below
the diagonal). The histology data and segmentation was provided by Mark Lloyd; the
computational model by Katarzyna Rejniak; the graphics designed by Kamil Rejniak

cell migration, which is a first step in a metastatic cascade that leads to tumor
spread (metastasis) to the distant organs.

In the fifth chapter, Rejniak discusses the microenvironment that the tumor
cells encounter upon entering the blood or lymph circulation system. While
this is a crucial step in the tumor metastatic cascade, only a small fraction of
cells is able to withstand hemodynamic forces and overcome effects of blood
shear in circulation. The author presents a fluid-structure interaction model to
address the mechanical aspects of circulating tumor cells that allow them to
survive in the intravascular fluid microenvironment.

In the sixth chapter, Lolas and co-authors discuss lymphangiogenesis, a
process of the formation of new lymph vessels, and provide evidence both
computational and experimental of tumor cell migration and dissemination
through the lymphatic network.

The final step in the metastatic cascade is the colonization of the secondary
site by tumor cells. In this new environment, tumor cells need to adapt to the
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local conditions or remodel the surroundings, creating metastatic niches. In
the seventh chapter Kianercy & Pienta discuss a bone microenvironment as
a common destination for metastasis of various types of cancer. The authors
present a model of the construction of a metastatic niche in the bone, as well
as complex interactions between tumor cells, and the bone niche components
that are often referred to as a vicious cycle of bone metastasis.

In the eighth chapter, Pérez-Velázquez and co-authors discuss the role
of microenvironmental niches and sanctuaries in the emergence of acquired
drug resistance in tumor micrometastases. The authors use a model of the
heterogeneous tumor microenvironment in which a small tumor cluster is
exposed to a DNA damaging drug, and demonstrate that tumor cells can
develop anti-drug resistance when they reside for a prolonged time in the
hypoxic niches or in the pharmacological sanctuaries.

Anti-cancer treatments are usually designed to kill tumor cells or to
suppress tumor cell growth. However, adding this new component to tumor
milieu may have a profound effect on the tumor microenvironment itself,
leading to modifications in its physico-chemical composition and to shifts in
microenvironmental selection forces. In the ninth chapter, Curtis & Frieboes
discuss microenvironmental barriers to a successful delivery of nanothera-
peutic drugs. The authors analyze which parameters are crucial for inter-
actions between nanodrugs and the tumor microenvironment, and provide
suggestions for better trans-disciplinary collaborative efforts to overcome
these microenvironmental obstructions to nanodrug transport.

In the tenth chapter, Gevertz discusses two classes of vascular-targeting
drugs and explores clinically-relevant questions related to these drugs us-
ing a multi-scale hybrid model. The author addresses a question of drug
redundancy and how to design optimal scheduling protocols for combination
therapies.

In the eleventh chapter, Ledzewicz & Schaettler review various types of
clinically relevant drug administration protocols and analyze the correspond-
ing mathematical optimal controls designed for optimization of chemother-
apeutic treatments. They also suggest treatment schedules that would be
the most effective when the microenvironmental conditions are taken into
account.

In the final chapter, Macklin and co-authors also present a review of
mathematical models that incorporate various components of the tumor mi-
croenvironment. The authors discuss the key features that mathematical and
computational models of cancer should account for in order to recapitulate
biological complexity in enough detail to provide a platform for generating
experimentally testable hypotheses.

I would like to thank all contributors of this book for enthusiastically
supporting the concept and form of this publication, and all co-authors for
their hard work and dedication. I would like to thank Marzenna Wiranowska
for writing a foreword.

Tampa, FL, USA Katarzyna A. Rejniak
May 2016
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1Image Analysis of the Tumor
Microenvironment

Mark C. Lloyd, Joseph O. Johnson, Agnieszka Kasprzak, and
Marilyn M. Bui

Abstract

In the field of pathology it is clear that molecular genomics and digital
imaging represent two promising future directions, and both are as relevant
to the tumor microenvironment as they are to the tumor itself (Beck AH
et al. Sci Transl Med 3(108):108ra113–08ra113, 2011). Digital imaging,
or whole slide imaging (WSI), of glass histology slides facilitates a
number of value-added competencies which were not previously possible
with the traditional analog review of these slides under a microscope by
a pathologist. As an important tool for investigational research, digital
pathology can leverage the quantification and reproducibility offered by
image analysis to add value to the pathology field. This chapter will
focus on the application of image analysis to investigate the tumor
microenvironment and how quantitative investigation can provide deeper
insight into our understanding of the tumor to tumor microenvironment
relationship.

Keywords

Image analysis • Tumor microenvironment • Whole slide imaging •
Quantifiable pathology
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1.1 Introduction

Before the use of image analysis investigators
have been able to observe changes in the tumor
microenvironment and infer how these changes
may effect tumor growth, progression or the ef-
fects of specific therapies [9, 20]. The tumor
microenvironment describes the non-neoplastic
cells and stroma present in the tumor. These
include fibroblasts, blood vessels and the im-
mune cells [30, 41, 42]. Instances specific to
breast cancer, for example, may include the num-
ber of inflammatory cells, the thickness of the
basement member of ducts, the ‘reactivity’ of
stroma or other observations [11, 22]. Unfortu-
nately these associations are difficult to repeat
reliably and therefore, have never largely been
made part of a clinical standard for staging, grad-
ing or otherwise evaluating cancers. This is due,
in part, to inter- and intra-observer variability
[13, 19, 36].

Image analysis is a tool which may be used
to extract meaningful information from a digital
image [40]. Given the fact that image analysis
is processed and reported by a computer, it is
typically highly reproducible and objective. The
results are no longer qualitative records observed
by a human investigator but rather a quantified
mathematical value which can be mined. Exam-
ples may include the number of objects, values
or intensity of colors, or even patterns including
the distribution of objects like vessels or ectopic
lymph nodes [29]. These are relatively simple
examples and far more multifaceted analysis are
possible with modern image analysis tools in-
cluding content based image retrieval, pattern
recognition, computer learning and deep learn-
ing, to name a few. In fact, pathologists are often
the users who train the algorithms regarding what
and how to identify specific regions of interest.
It is critical that pathologists are involved in this
process to ensure accurate identification of each
region and for the quality control of what the
algorithm is classifying.

The use of image analysis technologies for a
more standardized and repeatable measurement
of biological processes in tissue samples has
become increasingly popular [37]. Computers are

consistent and dependable for quantification of
samples, for example, algorithms may be used for
counting, searching large numbers of records or
areas [14, 27]. Examples include FDA approved
algorithms for counting positively stained im-
munohistochemical slides (e.g. ER, PR or HER2)
[23] or searching for rare events such as cytology
abnormalities (e.g. Pap smear testing) [8].

While image analysis using these computer
algorithms can help us quantify some aspects
of a histological section they are not capable of
performing the detailed and intricate diagnosis as
it is rendered by a pathologist. Thus the benefit of
a computer algorithm is best used in conjunction
with a pathologist and this relationship can help
us better understand new aspects of oncology and
pathology which remain currently unknown. A
prime example of leveraging image analysis for
pathology diagnosis may in fact be the investiga-
tion of the tumor microenvironment and its role
in understanding and treating cancer [4].

This chapter will focus on three examples of
imaging modalities for interrogating the tumor
microenvironment and will use specific use cases.

1.2 Imaging the Tumor
Microenvironment

Image analysis may be used on various types
of images to analyze the involvement of the
tumor microenvironment in a specific disease.
In fact, the types of images which may be ac-
quired and studied are quite vast, including ra-
diology, endoscopy and other imaging modali-
ties [28, 31]. For the purposes of this chapter
the authors have chosen to exclusively discuss
histological sections of pathology samples. This
allows the authors to use ‘real-world’ examples
which will then result in quantifiable to design
in vitro, intravital, mathematical modeling exper-
iments [2].

Additionally, the authors have chosen to fo-
cus on the most ubiquitous and available im-
age acquisition modalities for the investigation
of histological samples including (1) brightfield
microscopy including hematoxylin and eosin, as
well as immunohistochemically stained samples
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[14, 23]; (2) fluorescent microscopy stained sam-
ples [26]; and (3) Second Harmonic Generation
[1]. Many additional image acquisition methods
exist however the authors chose the rather di-
verse set of three methods listed above in order
to demonstrate broad differences in the images
available for image analysis of the tumor mi-
croenvironment as well as the types of informa-
tion which may be gleaned regarding how the
tumor microenvironment may be studied.

1.3 Brightfield Microscopy
to Evaluate the Tumor
Microenvironment

Hematoxylin and eosin stained samples are the
standard for initial formulation of a pathology
diagnosis. In the workflow of a pathologist these
samples are the first slides reviewed before re-
questing additional studies, including Immuno-
HistoChemistry (IHC) or fluorescence stained
samples (i.e. fluorescent in situ hybridization).
These type of slide preparations include the tu-
mor as well as the tumor microenvironment. Both
enable a pathologist to render an accurate diag-
nosis. These samples may be imaged with whole
slide scanning technologies or digital cameras to
create samples available for image analysis [39].
Once the brightfield microscopy images of tissue
samples are acquired, many different types of
investigations regarding the tumor microenviron-
ment are plausible.

One method of the quantitative evaluation of
the tumor microenvironment may include disease
progression [5]. For example of the progression
of DCIS to invasive breast cancer is well studied
and described at a very high level. However, a

deeper interrogation of the tumor microenviron-
ment and tumor to stroma interface may provide
insight into the ways in which malignant but not
yet invasive disease may first break through the
basement membrane [35]. This raises a number
of very important questions related to the tu-
mor microenvironment which can be derived by
image analysis. For example, the thickness of
the basement membrane (BM) can be measured
quantitatively by using image analysis tools to
segment the BM and measure the shortest dis-
tance across the membrane [44].

Many clinical samples that are prepared for
brightfield imaging are also used to identify
the tumor areas for molecular analysis (i.e.
QRT-PCR or Next Generation Sequencing)
(see Table 1.1 and Fig. 1.1). In this example
the tumor and tumor microenvironment were
segmented by image analysis and the area of only
the tumor component was measured. The same
sample was evaluated for protein content by
tandem mass spectrometry and showed a much
higher correlation coefficient (0.81) than the area
of the entire section (not shown).

Unfortunately, it is difficult to isolate the tu-
mor from its microenvironment which often ex-
tends into the tumor region like fingers or rivers.
The ability to accurately and reliably quantify the
area of tumor and/or the area of the microenvi-
ronment, as shown in Table 1.1 and Fig. 1.1, may
prove to be important for accurately investigating
the tumor microenvironment in pathology.

However, investigating more than the amount
of each tissue type of the tumor and microen-
vironment in a histological sample can be ac-
complished using image analysis. A number of
aspects of the tumor microenvironment on a slide
may be quantified by measuring the distribution

Table 1.1 This table is the competent breakdown of area of each segment of both the tumor and microenvironment for
a subset of specimens. The segmentation was determined by a pathologist trained image analysis algorithm

Epithelial tumour Stroma Inflammation Necrosis Normal Adenoma

33.52 30.56 13.24 0.00 0.00 0.00

76.85 21.24 0.00 1.14 0.00 0.00

54.60 25.21 8.42 2.76 0.00 0.00

8.66 26.70 4.13 0.00 54.84 5.67
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Fig. 1.1 This figure is the complete sample set of colon
cancer cases plotting the tumor section area (as deter-
mined in the Table 1.1) against the micrograms of protein
extracted by MS/MS. This shows a correlation between

the target protein and the actual tumor content of the sam-
ple and can be compared to the same protein measurement
for a whole specimen (not shown)

of areas in the tumor and microenvironment (e.g.
heterogeneity) as depicted in Fig. 1.2 [17].

Additionally, we can use image analysis to
measure other important aspects of the tumor
microenvironment. Examples include, the use of
pattern recognition image analysis to quantify
tumor necrosis in tumor sections [24] and the
combined use of digital pathology, image analy-
sis and immunoscore metrics to measure the im-
munological response to a disease (see Fig. 1.3)
[3, 29].

Finally, brightfield images provide features
within the H&E such as distribution of histo-
cytes or arrangement of stromal fibers, as well
as IHC stained features including the number of
inflammatory cells (i.e. CD8), number of vessels
(i.e. CD31 or CD34), metabolic features such
as hypoxia stained by HIF1a, or glucose use or
transport by GLUT1 staining, . Together, these
brightfield stain applications when coupled with
image analysis provide insight into the evaluation
of the tumor microenvironment and may in turn
be extremely valuable for diagnosis, prognosis
and prediction of therapy [15, 18, 38].

1.4 Fluorescent Microscopy
to Evaluate the Tumor
Microenvironment

In addition to the standard diagnostic brightfield
stains, samples may be stained with fluorescent
markers that identify specific tumor character-
istics. This type sample prep requires different
instruments to excite and capture the emission of
fluorescence markers such as fluorescent, confo-
cal or super-resolution microscopes. While these
instruments represent broad categories of tech-
nologies, they each provide unique data to inter-
rogate the tumor microenvironment. Key benefits
of fluorescent microcopy include label specificity
and the ability to multiplex multiple labels [6].

For example, while it has been shown that
vascular measurements of the tumor microenvi-
ronment correlate with estrogen receptor status
[24], the ability to specifically label vessels while
minimizing non-specific binding remains a sig-
nificant challenge using brightfield microscopy
alone. Furthermore, the ability to use spectral
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Fig. 1.2 Demonstrates at low (top) and high (bottom)
magnification of automated segmentation of tumor and
tumor microenvironment regions which can be quantita-
tively evaluated for distribution or other features (e.g. Rip-

ley’s K or Moran’s I measurements). The masks overlay
areas of necrosis (yellow), partial nercrosis (green), viable
tumor (blue), stroma (purple) and adipose tissue (red)

unmixing to determine the localization of bright-
field stains introducing additional challenges in-
cluding dedicated hardware [21]. By contrast,
utilizing fluorescence based microscopy allows
investigators to label multiple aspects of a single
sample with enhanced specificity and verify the
results simultaneously. Therefore the vascular-

ity mentioned above can be analyzed simulta-
neously with ER on the tumor (or any) cells.
The number of vessels, size of the vessels and
lumens, the distance to ER positive or negative
tumor cells or any number of additional met-
rics may be quantified and studied using image
analysis [33].
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Fig. 1.3 Shows the tumor volume in dark blue and the
partial and complete necrosis regions in light blue and
green, respectively. Other tissue (e.g. adipose) is in red.

This allows samples to be compared quantitatively for
necrosis or other tumor microenvironmental features with
exquisite detail

Confocal microscopy enables fluorescently
tagged samples to be observed with even more
precision. With confocal microscopy investiga-
tors can see small targets (i.e. proteins, receptors)
with exquisite depth specificity. In other words,
two proteins may appear to be in a single location
but one may be deeper in a cell that the other.
The Z plane specificity provided by confocal
microscopy allows researchers to overcome this
challenge [10]. Image analysis is used to identify,
segment, count and determine the localization of
these targets which can provide information to
the investigator about the location and molecular
status of the tumor microenvironment as it relates

to the tumor itself (see Fig. 1.4). For example,
the heterogeneity of the tumor microenvironment
may contribute to the ability of a tumor to grow
or progress [12, 37]. This may be observed at
a protein level by investigating the molecular
differences in different areas of the tumor
microenvironment with higher X, Y and Z plane
specificity. Finally, super-resolution, as the name
implies, is a technique to identify and capture
the smallest targets to be captured digitally
and measured by image analysis techniques to
provide investigators with even finer information
about the cells which directly interact with the
cancer of study [7].
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Fig. 1.4 Shows two examples of murine prostate tumor
nuclei stained with DAPI in blue and two vascular related
cell markers for pericytes in green and basal lamina in

red. These three independent channels were acquired se-
quentially, minimizing crosstalk between the fluorophores
ensuring specificity for each target

1.5 Second Harmonic
Generation to Evaluate
the Tumor
Microenvironment

Second harmonic generation (SHG) is a label-
free technique which enables imaging of specific
tissue types, including collagen [43]. The process
itself is a nonlinear optical image acquisition
method. In SHG, photons with the same fre-
quency come into contact with biological mate-
rial and are effectively doubled which also gives
SHG the moniker, frequency doubling. When this
doubling occurs, the result is photons with twice
the frequency and half the wavelength of the
original photon, which are emitted and may be
captured [32].

Collagen is a principle target of SHG and also
prevalent in the tumor microenvironment of many
diseases and may be involved in tumor progres-
sion [34]. The ability to analyze the differences
in collagen layer thickness and/or arrangement is

increasingly becoming a scientific area of interest
in the study of the tumor microenvironment [16].
An example includes the progression of ductal
carcinoma in situ to invasive cancer (see Fig. 1.5).

1.6 Conclusion

Image analysis has been increasingly providing
new avenues for repeatable and quantifiable study
of histiocytic sections of tumor. A more rapid and
accurate interrogation of the tumor microenviron-
ment of digital and whole slide images will en-
able the extraction of mathematical values from
images which can be used to study and model
these interactions. Image analysis allows pathol-
ogists to now extend beyond the tumor itself and
now incorporate study of the tumor microenvi-
ronment. In fact, investigators are now looking
to other fields of image analysis, including land-
scape ecology [25], to help provide metrics and
measures of the tumor and its microenvironment
to investigate cancer from a new perspective.
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Fig. 1.5 In this figure the tumor regions (top) are en-
circled in the thin yellow line. The microenvironment
is imaged with SHG and the shown result on the left
illustrates the lack of collagen (red arrows) remaining
near a microinvasion site (white arrows) as compared to
a complete and intact basement membrane. In the bottom

right 20 intact DCIS lesions and 20 DCIS regions with
microinvasion were evaluated. The graph depicts the mean
distance of the collagen fibers identified by SHG (I/III) to
be statistically much further from the basement membrane
in microinvasive samples indicating a notable relationship
between collagen presence and microinvasion
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Abstract

This chapter explores the use of mathematical models as promising
and powerful tools to understand the complexity of tumors and their,
frequently, hypoxic environment. We focus on gliomas, which are primary
brain tumors derived from glial cells, mainly astrocytes and/or oligoden-
drocytes. A variety of mathematical models, based on ordinary and/or
partial differential equations, have been developed both at the micro and
macroscopic levels. The aim here is to describe in a quantitative way key
physiopathological mechanisms relevant in these types of malignancies
and to suggest optimal therapeutical strategies. More specifically, we
consider novel therapies targeting thromboembolic phenomena to decrease
cell invasion in high grade glioma or to delay the malignant transformation
in low grade gliomas. This study has been the basis of a multidisciplinary
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2.1 The Glioma
Microenvironment and its
Macroscopic Fingerprints

2.1.1 The Hypoxic Tumor
Microenvironment

Low oxygenation (hypoxia) constitutes a char-
acteristic physio-pathological feature of about
50–60 % of locally advanced solid tumors. Am-
ple experimental evidence has shown that oxygen
concentrations vary significantly, both spatially
and temporally, in solid tumors, mostly due to
the aberrant neovasculature induced by the rapid
cell proliferation. Although sustained exposure to
complete oxygen deprivation (anoxia) may result
in the formation of necrotic areas within the tu-
mor, viable hypoxic cancer cells often encompass
these areas and infiltrate towards regions with
higher oxygen levels where they subsequently
exhibit substantial growth rates. Near-zero oxy-
gen levels are observed at distances of the order
of 150�m from feeding blood vessels [13, 16]
but it is frequently found that, owing to the lack
of integrity and increased permeability of the
tumor vasculature, anoxia can arise at smaller
distances.

Patients with more hypoxic tumors have a sig-
nificantly poorer prognosis following chemother-
apy and/or radiotherapy [29]. At the molecular
level, adaptation of tumor cell subpopulations
to strong spatio-temporal fluctuations of oxygen
availability is mediated by the family of hypoxia
inducible factors (HIF). The HIF signaling cas-
cade is controlled primarily through the post-
transcriptional modification and stabilization of
HIF1-˛ and HIF2-˛ subunits. Their activity is
increased as a result of genetic alterations that
activate oncogenes and inactivate tumor suppres-
sor genes [22, 46]. The subunit HIF1-˛ turns
on the hypoxic response, increases neovascu-
larization, induces inflammation and promotes
apoptosis evasion. HIF2-˛ regulates erythropoi-
etin synthesis and modulates vascular endothelial
cell function. HIF1-˛ and HIF2-˛ share some
redundant functions, but they also display distinc-
tive and even opposing activities in cell growth,
metabolism, angiogenesis and nitric oxide home-

ostasis. They are broadly expressed in many hu-
man cancers and they often correlate with poor
patient outcome [30, 56].

Identifying hypoxic regions within tumors has
attracted considerable research by means of a
number of different molecular imaging and other
techniques [19, 25]. Nevertheless, determination
of robust clinical biomarkers for tumor hypoxia
remains a challenge. Several clinical procedures
have been investigated, involving HIF-1, carbonic
anhydrase IX, glucose transporter 1 (Glut1),
and vascular endothelial growth factor (VEGF),
but none represent a true gold standard due to
the dramatic spatio-temporal heterogeneities
encountered in tissue oxygen levels and the
great difficulty in completely capturing this
heterogeneity. Quantitative approaches based
on mathematical models may assist in providing
useful biomarkers.

2.1.2 Glioma Patterns of Invasion
and Proliferation

Gliomas account for approximately 80 % of all
malignant tumors of the central nervous system.
These tumors comprise a heterogeneous group
of neoplasms that initiate in the brain or the
spine. According to the World Health Organiza-
tion (WHO) classification [34], the most preva-
lent gliomas are diffuse oligodendrogliomas and
astrocytomas (WHO grade II), anaplastic oligo-
dendrogliomas and astrocytomas (WHO grade
III) and glioblastoma multiforme (GBM) (WHO
grade IV).

An important feature of primary brain tumors
is that they neither invade into blood vessels
nor infiltrate into the bony calvarium which en-
closes the brain [7]. That is, brain tumors very
rarely metastasize to other ectopic organ tissues,
although it is worth mentioning that in high-
grade gliomas (HGGs, WHO grades III and IV),
tumor cells may spread along blood vessel walls
and even through the fiber tracts of the corpus
callosum to the contralateral hemisphere. Low
grade gliomas (LGGs, WHO grade II) infiltrate
slowly through the brain but show mild or no
contrast enhancement in post-contrast MRI im-
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ages, suggesting an intact blood-brain barrier
(BBB) and a lack of tumor necrosis. Radial LG
growth rates are modest with annual increases
in diameter of 2–4 mm/year while HGGs radial
growth rates are typically 10 times larger [9].
As astrocytomas progress in time through the
pathologic spectrum from the lower end of grade
II to the upper end of grade III, their prolifera-
tive capacity creeps upward, resulting in a more
densely cellular tumor with greater malignant
potential [49].

It is believed that cancer cells do not move and
proliferate simultaneously. The reason is that the
same cytoskeleton structures are used to develop
the lamellipodia (cytoplasmic sheets extended
at the front of moving cells) and to build the
spindle fibers during mitosis. In addition, a gra-
dient of the chemoattractant, naturally present
in the extracellular environment, may drive the
directional motility which is known as haptotaxis.
Therefore, the haptotaxis output node will be part
of the life-cycle response just like proliferation,
quiescence and apoptosis. This fact is referred
to as the proliferation/migration dichotomy (or
the go or grow hypothesis) and leads to the
fact that highly motile cells should exhibit low
proliferation rates [18].

The switch between proliferative and invasive
phenotype cannot be only mutation driven [24,
37]. It has been suggested that invasive glioma
cells are able to revert to a proliferative cellu-
lar program and vice versa, depending on the
environmental stimuli [18, 31]. It would appear
that oxygen may be this key stimulus and thus,
for each oxygen level, there exists a dominant
(fittest) tumor cell phenotype that corresponds to
a certain proliferation/migration ratio [18].

This proliferation/migration dichotomy man-
ifests very clearly in gliomas where it has been
studied in detail [18]. However, some features
of this dichotomy are also present in other types
of cancers [57]. In fact, cells located in the
perivascular areas have both oxygen and nutrients
and exhibit a high proliferative activity. On the
contrary, cells exposed to hypoxia show typically
increased migration and slower proliferation to
deal with more hostile microenvironmental con-
ditions [9, 12, 60].

2.1.3 Pseudopalisades and
Coagulation in Gliomas

Hypoxia plays a central role both in the progres-
sion and resistance to therapy in primary brain
tumors [44], where it has been proven to play
a key role in the biology and aggressiveness of
these cancers [14]. In GBM, the most common
and lethal type of malignant primary brain tumor
in adults, the tumor microenvironment is signifi-
cantly different from that of normal tissue.

Some of the distinguishing hallmarks of GBM
are the presence of a high proliferative index and
the disruption of the BBB which, under normal
conditions, protects the brain from many com-
mon bacterial infections and prevents the entry of
potential neurotoxins. There is also an increased
vascular permeability, the presence of edema, mi-
crovascular hyperplasia and the development of
necrotic foci surrounded by hypercellular areas,
known as pseudopalisades [26]. Some of them
are depicted in Fig. 2.1 subplots (a), (c) with
hematoxylin and eosin (H&E) marker.

Pseudopalisades are a key component in the
pathophysiology of GBM. In fact, the differen-
tial histological diagnosis of GBM against lower
grade glioma depends on the presence of tu-
mor necrosis and pseudopalisades [28]. Most
pseudopalisading cells are hypoxic and express
elevated levels of HIF-1˛, which drives the ex-
pression of the angiogenic factor Vascular En-
dothelial Growth Factor (VEGF), promoting neo-
vascularization. The result is a prominent mi-
crovascular density, one of the highest among
all neoplasias. This microvascular hyperplasia
gives rise to immature and leaky vessels, with re-
duced cell-cell adhesions and decreased pericyte
coverage.

Accordingly, the contact between blood and
tumor cells activates the intrinsic coagulation
pathway [27,59]. Specifically, 25–30 % of glioma
patients suffer from venous thromboembolism
(VTE) [51, 52] and it is known that the more
tumoral tissue is removed the less-likely are the
patients to die from VTE [51]. This fact has
led to the consideration of using thromboprophy-
laxis for glioma patients with higher potential
risks of VTE [6, 21, 27, 32]. Furthermore, the
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Fig. 2.1 Potential mechanisms of pseudopalisade for-
mation caused by hypoxia-induced migration. The first
hypothesis is that tumor cells at greatest distance from
vessels become hypoxic beyond a critical point in tumor
growth and migrate toward peripheral vessels, leaving a

central clear zone (a and b). Alternatively, a second theory
hypothetizes that vascular occlusion could lead to central
hypoxia, followed by tumor cell migration toward a viable
blood supply (c and d) (Figure adapted from [10, 48, 49])

extrinsic coagulation pathway is also activated
by the action of the tissue factor (TF), a trans-
membrane protein, though its action is not only
pro-coagulant, but also promotes GBM cell in-
vasion and induces neovascularization [5]. In
this sense, there have been preliminary clinical
trials evaluating the effects of antithrombotics in
GBM, all of them aiming at reducing the vaso-
occlusive events and, overall, giving satisfactory
results without evidence of adverse side effects
[50].

Laboratory markers of coagulation activation
such as thrombin/antithrombin complex or pro-
thrombin fragments 1 C 2 support the premise
that malignancy is a hypercoagulable state. In-
flammatory cytokines (e.g. tumor necrosis factor
and interferon), coagulation proteins (e.g. TF
and factor VIII), and procoagulant microparticles
may be elevated in patients with high malig-
nant tumors [53]. However, the relative contribu-
tion of chemotherapeutics, tumor cells, endothe-
lium, and circulating procoagulants in promoting
thrombus formation continues to be investigated
[15, 20, 32, 61].

2.1.4 How Do Pseudopalisading
Structures Arise in GBM?

The fact that GBM is one of the most highly
vascularized human tumors seems to contradict
that its microcirculation is functionally very in-
efficient [28]. In GBM, at least five neovas-
cularization mechanisms have been identified:
vascular co-option, angiogenesis, vasculogene-
sis, vascular mimicry and GBM-endothelial cell
transdifferentiation [23]. However, its chaotic
vasculature leads to a decrease in both the supply
of essential nutrients and in the removal of waste
products.

The characteristic necrotic regions of GBM
are suspected to have their origin from tissue
areas subjected to persistent hypoxia (and most
likely anoxia). Thus, it is possible that a combi-
nation of hypoxic and other intrinsic tumor agents
are responsible for the development of pseu-
dopalisading necrosis [48]. In fact, [9] proposed
that pseudopalisades in GBM are generated by an
actively migrating and hypoxic wave of glioma
cells.



2 Mathematical Models of Hypoxia in Gliomas 15

One possibility of pseudopalisade formation is
that those tumor cells located at farther distances
from arteries become hypoxic, after a critical
point in the tumor natural history, caused by
increased cell density and metabolic demands,
and start to migrate toward peripheral and more
functional vessels, leaving a central clear zone
(see Fig. 2.1 subplots a and b). Alternatively,
vascular occlusion or collapse within the neo-
plasm could lead to central hypoxia, followed
by tumor cell migration toward a viable blood
supply (see Fig. 2.1 subplots c and d). Previous
works have proposed that this last pseudopalisade
formation mechanism would be the result of a
multistep process [9, 10, 49]. Firstly, in anaplasic
astrocytoma or de novo GBM in its initial stages,
tumor cells proliferate and infiltrate through the
parenchyma and receive oxygen and nutrients via
the intact native blood vessels. Secondly, vascular
insult occurs as a result of uncontrolled tumor
growth causing endothelial injury and vascular
leakiness. Both endothelial injury and the ex-
pression of procoagulant factors by the neoplasm
result in intravascular thrombosis and increased
hypoxia in the regions surrounding the vessel
[45]. Subsequently, tumor cells begin to migrate
away from hypoxia, creating a peripherally mov-
ing wave that is seen microscopically as pseu-
dopalisading cells, leading to an expansion of the
zone of hypoxia and central necrosis. Meanwhile,
hypoxic tumor cells in pseudopalisades secrete
proangiogenic factors, such as VEGF and In-
terleukins, which contribute to the angiogenesis
process forming more aberrant vessels that will
again eventually suffer vaso-occlusions.

Furthermore, it is believed that cell prolifera-
tion is not the cause of pseudopalisade formation
since it has been observed that proliferation rates
are lower in pseudopalisades than in adjacent
astrocytoma tissue for nine glioma lines [9]. Con-
sidering that pseudopalisades are mainly formed
by hypoxic cells, there exist biological evidences
to think that hypoxic cell proliferation indices are
lower than for the normoxic cells. In addition, tu-
mor invasion increases in GBM concurrently with
pseudopalisade development. For this reason, the
phenotypic behavior of pseudopalisading cells

seems to be less proliferative and more motile
than that of the adjacent normoxic tumor cells.

2.1.5 Proliferation/Migration
Dichotomy Validation from
Biopsies

Following the pseudopalisade hypothesis forma-
tion, cells comprising the pseudopalisade, mainly
those close to the necrotic area, will simulta-
neously show higher motility and lower prolif-
eration (such as Ki67) biomarkers than cells in
the adjacent tissue. Since mammalian diaphanous
homolog 1 (DIAPH1) is involved in a number of
actin-related biological processes (e.g. invasion
and metastasis in a number of human cancers)
it has been proposed as a motility biomarker
for glioma cells [33]. Then, pseudopalisading
cells should express higher DIAPH1 and lower
Ki67 than cells located in the adjacent tissue.
Figure 2.2 shows that those GBMs displaying
a more highly marked staining tend to have a
larger number of pseudopalisades. This staining
is specially intense in those cells located at the
internal side of the pseudopalisade. In addition,
the results suggest that inflammatory cells are
also DIAPH1 positive. This might be due to the
fact that they move towards the committed event
(e.g. a vaso-occlusion event). Also, endothelial
cells tend to be DIAPH1 positive particularly
if they are close to the vessels so it is impor-
tant to distinguish among the different types of
cells.

2.2 Mathematical Simulation of
Pseudopalisade Formation
Following Vaso-Occlusion
Events

This Section presents a mathematical model sug-
gested by [35] and discusses its potential to
describe the phenomena described in Sect. 2.1.1.
The model will be built to simulate the formation
of pseudopalisades in GBM according to the
vaso-occlusion hypothesis discussed previously
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Fig. 2.2 (a) Hematoxylin
and eosin (H&E) staining
shows multiple perinecrotic
palisades. (b) DIAPH1
staining is associated with
higher motility in the
internal side (stars) of the
pseudopalisades (Courtesy
of the Pathology Service of
Hospital General
Universitario de Ciudad
Real)

and summarized in Fig. 2.3. The therapeutical im-
plications of that model and also of a subsequent
one [36] will be discussed in detail.

2.2.1 The Model

The model is based on Fisher-Kolmogorov type
equations and incorporates the interplay between
two tumor dominant cell phenotypes, a necrotic
core Cd and the oxygen concentration O2. Specif-
ically, two different coupled tumor cell subpop-
ulations compete for space and oxygen. They
correspond to the normoxic phenotype Cn which
is more proliferative (higher proliferation rate �n)
and less motile (lower diffusion constant Dn), and
the hypoxic phenotype Ch which is less prolifera-

tive (lower proliferation rate �h) and more mobile
(higher diffusion constant Dh).

In the simulated microenvironment, the popu-
lations were embedded within two blood vessels
arranged in a linear domain (one dimensional
section). One of the vessels, surrounded by tumor
cells, suffered a vaso-occlusion event resulting
in no oxygen flux from it. The model equations,
displayed in Fig. 2.4, were solved using second
order finite differences in space with an explicit
fourth order Runge-Kutta method in time.

2.2.2 Results

The numerical simulations reveal the formation
of a traveling wave of hypoxic cells that
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qualitatively reproduces the experimentally
observed patterns. In the framework of the model,
preventing vessels from breaking (or delaying

Fig. 2.3 Schematic representation of the mechanism
of pseudopalisade formation. Pathologic observations
indicate that hypoxia and necrosis within gliomas could
arise secondary to vaso-occlusion [49]. Pseudopalisades
may represent a wave of tumor cells actively migrating
away from central hypoxia after vascular insult (See
Sect. 2.1.4)

their breakup) by means of an antithrombotic
may lead to slower tumor invasion speeds
what might be useful for therapeutic purposes
(see Fig. 2.5).

The model also provides an estimate of
palisade timescale formation, lifetime, palisade
width and the necrotic core size considering
different distances between the vessels (the
occluded vessel and the functional one). The
model, although biologically simple, supports
the hypothesis that large pseudopalisades are
more persistent. This prediction has a good
agreement with the pathologic observation
that pseudopalisades surrounding larger broken
vessels are easier to observe.

These results suggest the coexistence of two
mechanisms which drive invasion in GBM.
One purely diffusive and modulated by a
logistic growth (where the only restriction is
the maximum carrying capacity of the tissue)
obeying the Fisher-Kolmogorov equation, as
described by [54] and related works. The second
one shows an accelerated invasion caused by
micro thrombi formations in the tumor vessels.

Fig. 2.4 Oxygenation levels influence tumor cell
phenotype. Oxygenation drives the phenotypic switch-
ing mechanisms coupling the cell populations: Nor-
moxic to hypoxic, hypoxic to normoxic, and hypoxic
to necrotic. Thus the oxygen-dependent functions
Snh.O2/; Shd.O2/; Snh.O2/ (see [35]) satisfy the condi-
tions, Snh.0/ D Shd.0/ D 1; Snh.1/ D Shd.1/ D
0; Shn.0/ D 0; Shn.1/ D 1. High oxygen levels favor

the existence of more proliferative phenotypes which are
less mobile. On the contrary, cells respond to low oxygen
concentrations by expressing less proliferative phenotypes
which are more motile. �nh, �hn and �hd are characteristic
switching times between phenotypes. Finally, hypoxic
cells under persistent anoxia eventually die and give rise
to necrosis [9]
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Fig. 2.5 Simulations of the total tumor cell density
evolution in a one dimensional domain surrounded
by two blood vessels (represented by dots placed at 0
and 300 �m). Top: Due to the pressure and release of
prothrombotic factors, the vessel on the left collapses and

becomes non-functional leading to hypoxia and massive
migration of glioma cells to other, better oxygenated
regions. Bottom: The effect of antithrombotic therapy
prevents the thrombotic episode leading to a better oxygen
supply and to a slower expansion of the tumor front

2.2.3 Discussion and Therapeutical
Implications for GBM Patients

It seems that vaso-occlusive events in GBM may
play a key role in accelerating tumor invasion
through pseudopalisade formation. Actually, we
suggest that during the time window where vaso-
occlusions occur any oxygen dependent treat-
ment will have a limited efficacy (e.g. radiother-
apy). This fact suggests that the use of chemi-
cal agents slowing-down the vessel impairment,
might delay tumor progression in GBM patients.
In addition, the formation of foci of pseudopal-
isading necrosis may contribute to the accel-
eration in the transition from low to high de-
gree of malignancy. We hypothesized that an-
tithrombotic administration could delay malig-
nant glioma transformation by retarding the de-
velopment of hypoxia.

Thus, this suggests that antithrombotics (AT)
may constitute potentially attractive agents for
glioma treatment. One example might be low
molecular weight heparine (LMWH), that pro-
motes the release of tissue factor pathway in-
hibitors for preventing VTE and with very low
toxicities [42, 43, 47]. It is important to under-
score that the macroscopic invasion of GBM can
be partially conceived, from a microscopic point
of view, as consisting of a large number of in-
travascular thrombotic events. Unregulated tumor
cell proliferation in the vicinity of the vessels
might cause these thrombotic events. They give
rise to the formation and coalescence of small
necrotic foci coupled with subsequent episodes
of hypoxic cell migrations in search of nearby
functional blood vessels. However, these vessels
will eventually suffer new intravascular throm-
botic events. Finally, the envelope of many of
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these small-scale pseudopalisades contributes to
the high density regions on larger spatial scales.

Moreover if, as predicted, preventing capillary
thrombosis induced by the glioma cells results
in tumor growth delay, a favourable synergistic
effect with radiation and/or chemotherapy is to be
expected. Reducing hypoxia would then lead to
an enhanced tumor radio and chemo-sensitivity,
that might provide an extra benefit in survival.
We have considered this scenario in a recent
work [36] and found a substantial effect from
thromboprophylaxis related to the tumor invasion
delay.

It is worth reminding that VTE, which is the
formation of thrombi leading to the occlusion
of large vessels, is well recognized as a major
cancer complication and known to be a common
cause of death in cancer patients. The contribu-
tion of chemotherapeutics, tumor cells, endothe-
lium, and procoagulants in promoting thrombi
formation continues to be investigated [15, 20,
32, 61]. GBM is one of the most prothrombotic
tumors, and the use of AT therapy has been
proposed in high VTE risk GBM patients as being
potentially beneficial.

The main limitation in using LMWH in GBM
patients, specially the post-operative ones, is a
potential increase in bleeding risk. However, a
limited phase II clinical study of LMWH in high
grade glioma patients by [47] has shown that
thromboprophylaxis is safe if not started imme-
diately after surgery. A phase III trial with a
small number of patients seems to confirm this
trend [42].

2.3 Can Anti-thrombotics Delay
the Malignant
Transformation of
Low-Grade Gliomas?

2.3.1 Mathematical Modeling of the
Malignant Transformation of
Low-Grade Gliomas

Under hypoxic conditions, transcription hypoxia-
inducible factors, such as HIF-1˛, are expressed

and trigger a neovascularization response. As
discussed before, this induces endothelial hyper-
plasia and the formation of a high density of
aberrant, non-functional and leaky micro vessels.
These vessels contribute to a positive feedback in
the coagulation cascade, allowing blood extrava-
sation and contact with tumor cells, resulting in a
sustained coagulation.

Hypoxia is only marginal in low grade gliomas
(LGG) [60], where the vessel architecture re-
mains essentially intact. Many factors may con-
tribute to their transformation into high-grade
gliomas, the so-called malignant transformation
(MT). The simplest explanation of the MT of
LGGs from a dynamical point of view is that
these tumors degenerate after the local develop-
ment of hyperplasias, the subsequent emergence
of hypoxic areas and the triggering of the hypoxic
response leading to a more aggressive tumor
[39, 41, 55].

Thus, the simplest biological scenario, de-
picted in Fig. 2.6, to consider as a basis for a
mathematical model of the malignant transfor-
mation includes necrosis and two populations of
tumor cells with LGG and HGG behaviour. LGG
cells feature lower proliferation rates and motility
than HGG cells. A fraction of HGG-type tumor
cells die to their damage to the microenvironment
giving rise to necrotic areas as in other GBM
tumor-necrosis models [40].

Since cell density and vasculature functional-
ity seem to be very related in gliomas, the model
incorporates a malignant and irreversible switch
from LGG to HGG cells. This hypothesis is based
on the fact that after several episodes of hypoxia,
cells tend to accumulate a malignant behaviour.
This biological fact is incorporated into the model
by assuming that there is a cell density threshold
beyond which LGG cells transform into HGG.

These assumptions allow one to partially cir-
cumvent many biological mechanisms that re-
main unknown and, at the same time, enable
one to propose a simple therapeutical approach:
AT would increase the cell density threshold
for the MT. A mathematical model incorporat-
ing all the previous hypothesis is presented in
Fig. 2.7.
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Fig. 2.6 Schematic representation of the malignant
transformation scenario considered in the model. The
model is based on the hypothesis where LGG cells became

malignant when cell density is too high and induces
hypoxic events, leading to more aggressive phenotypes

Fig. 2.7 Mathematical modeling of the malignant transformation of low-grade gliomas. Parameters and functions
meanings are as in Fig. 2.4

Parameter values for HGG cells in this model
are taken to be similar to those used in Sect. 2.2.
LGG diffusion and proliferation parameters
should be those that yield around 10 times
lower infiltration velocity (see e.g. [4, 17]). One
approximate formula for the front velocity can
be used: v D 2

p
D�, where � is the proliferation

rate. If the switching time from LGG to HGG
is fast, then the velocity for tumor invasion will
increase as it was studied in [38].

2.3.2 Results

Figure 2.8 exhibits a characteristic simulation
comparing an untreated virtual tumor control
with a tumor treated with AT from the very
beginning. The results suggests that these treat-
ments may lead to a malignant transformation
delay of many months, which is a substantial
improvement for such a simple therapeutical
approach.
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Fig. 2.8 Tumor cell density along one spatial section.
LGG and HGG cell densities are represented by the
dashed blue and pink lines, respectively. Shown are the
total tumor cell densities (thick black lines) and necrosis

profiles (dotted lines). The results show that LGG suspi-
cious of undergoing a transition to high grade might also
benefit from treatment either with vascular normalization
(antiangiogenic) therapy or anti-thrombotic agents
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Fig. 2.9 Antithrombotics
against the malignant
transformation. The goal
is to delay the malignant
transformation associated
with the hypoxic
phenotype by preventing
the coagulation process

Typically, simulations show a common evolu-
tion for treated and non treated virtual tumors for
the first months (125 months in Fig. 2.8). After
that, cell density is high enough to induce vas-
cular damage, hypoxia, necrosis and an increase
in cell malignancy. In contrast, the very same
tumors treated with AT maintained its vasculature
functionality for larger periods of time delaying
malignant transition (around 20 months in the
virtual tumor displayed in Fig. 2.8).

2.3.3 Therapeutical Implications

The prediction that AT may result in a delay of
the malignant transformation of LGGs into lethal
higher-grade tumors has direct therapeutical im-
plications. The only clinical limitation of the pro-
posal is the difficultity in maintaining AT therapy
for very long times (i.e. longer than one year), due
to potential side effects. Thus, using estimates for
the optimal time to start treatment with AT is of
great interest from the clinical point of view.

Recent works have suggested that the response
of LGGs to either a limited amount of radiation
[41] or chemotherapy [8], would allow one to
estimate the time to MT. Those estimates may
prove useful to specify the times at which AT
should begin to be administered when it is really
necessary, i.e. around the MT time. Figure 2.9
summarizes the potential benefit from AT in de-
laying MT.

In summary, the use of AT therapy in gliomas
may have a broad range of indications to be
explored in more detail. First, AT administered
to WHO grade II astrocytic and oligodendroglial
patients may help to preclude the malignant trans-
formation into secondary GBM associated with
the onset of hypoxia once local vascular damage
is produced. Secondly, as discussed in Sect. 2.2.2,
it may lead to the reduction of the tumor pro-
gression speed. Third, it may have a synergistic
effect with conventional cytotoxic therapies as
discussed in Sect. 2.2.3.

2.4 Recreating the Glioblastoma
Micro-environment In-Vitro:
Cells in Microfluidic Devices

2.4.1 In Vivo Versus In-Vitro: The
Microenvironment Problem

It is now broadly recognized that classical in-
vitro experiments with established cell lines in
2D cultures provide only a very limited informa-
tion on the behaviour of cancer in real patients.
This has lead to an effort to study different kinds
of 3D in-vitro experiments were not only the di-
mensionality of physical space but other features
of the microenvironment in which cancer cells
evolve are preserved [1, 58].

In the specific case of GBM, the aberrant hy-
poxic microenvironment is difficult to reproduce
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in controlled in-vitro experiments. The reason
is that hypoxia is not only the result of the
growth of cells overcoming the nutrient supply (a
situation that is well reproduced in experiments
with tumor spheroids). It is the pivotal role played
by thrombotic events in GBM progression that
is difficult to simulate in simple in-vitro models,
and interestingly, even in many animal models
[11]. Pseudopalisades are not always present in
xenografts of human cells into different animal
models, probably because of the different growth
behaviour of the human cells in the host tissue
and the fact that the vessels are provided by the
host.

Microfluidic devices have the potential to pro-
vide more realistic microenvironments incorpo-
rating more elements of the physiologic GBM
microenvironment, while at the same time pre-

serving the controllability advantages of in-vitro
experiments [2].

2.4.2 A Microfluidic Device for
Mimicking the Hypoxic
Glioblastoma
Microenvironment

Microfluidic devices have been built to mim-
ick GBM physiopathology and observe pseu-
dopalisading structures in-vitro. A scheme of one
of these devices is depicted in Fig. 2.10. GBM
cells, are embedded within a collagen matrix,
i.e. in a fully 3D microenvironment, and lo-
cated inside a culture chamber of a microflu-
idic device. Medium perfusion through the two
lateral microchannels plays the role of blood

Fig. 2.10 Scheme of the microfluidic device. (a) Com-
plete microfluidic device formed by two channels and
the culture chamber where cells are embedded within a
collagen matrix. (b) Device detail where both channels
are operative, contributing to the supply of nutrients and
oxygen (in blue), all cells being in normoxia (in green). (c)

Device detail with one open channel (on the left in blue)
and one closed channel simulating a thrombus (on the
right in red). Cells around the open channel are normoxic
(in green) and cells around the closed channel become
hypoxic (in red)
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perfusion through blood vessels. In these de-
vices cells are viable for very long times, even
longer than one month. Such a medium perfusion
can be finely tuned, and thrombosis can be eas-
ily reproduced by simply stopping medium flow
through any of the channels. When medium flow
is stopped on one lateral microchannel, a nutri-
ent/oxygen gradient appears, closely mimicking
the spatial gradients arising in the real tumor
microenvironment.

These devices allow us to observe the cell
dynamics in real time and/or the proliferative
status of cells. In the next few years techniques
under development will make possible to gener-
ate a complete spatio-temporal mapping of the
metabolic cell status, oxygen and nutrient den-
sities, etc., thus allowing a quantitative direct
comparison with mathematical models.

2.4.3 Synthetic Pseudopalisades
are Generated in Microfluidic
Devices

Many realistic situations can be explored by con-
trolling the distances between the channels, their
nutrient concentrations and the number of cells
seeded in the collagen matrix. Also, it is possible
to create chronic hypoxia, not only due to the
removal of one of the oxygen sources, but also
due to the cell density increase with time. In
addition, acute hypoxia appears when one or
both of the synthetic capillaries stop contributing
oxygen to the medium.

Specifically, synthetic glioma pseudopalisades
have been created in this device by seeding U251
human glioma cells and reproducing artificially a
vessel-occlusion event. This model has allowed
to compare the pseudopalisade characteristic for-
mation time after vessel collapse, and the dy-
namics and structure of these structures and to
compare the results with in silico estimates from
mathematical models [3].

Results suggest that when both channels of
the microfluidic device work normally and there
is a low cellularity, the U-251 glioma cells re-
main quasi-static within the chamber. This is due
to their very slow growth in three-dimensional

Fig. 2.11 Glioma cell distribution in the microfluidic
device. 4 � 106 U-251 cells/ml were seeded in collagen
hydrogel at 1.5 mg/ml. Cell viability was assessed using
fluorescein diacetate (green), white lines represent the
channels and the arrows show the direction of the cell
movement. After day 0 only the channel on the right is
operative

environments in the absence of other stimuli.
However glioma cells migrate when there is only
one channel open (the one on the right). After
3 days, glioma cells are already observed to de-
velop structures resembling the pseudopalisades
observed in real brain tissue. As time goes on,
cells continue moving towards the open channel
after 10 days (Fig. 2.11).

2.4.4 Mathematical Model

The mathematical model used to simulate the
cell dynamics within the chamber consists of a
set of partial differential equations modeling the
interplay of three cellular cancer cell phenotypes,
the oxygen distribution and necrosis.

The model is based on the one presented in
Fig. 2.4 and discussed in Sect. 2.2 where oxygen
coming from lateral vessels was the driving force
that triggered the celular phenotypic changes be-
tween hypoxic and normoxic states. To these
two dominant phenotypes, Ch and Cn, based on
the go or grow dichotomy [24, 35], we have
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incorporated a third phenotype Cm accounting
for hypoxic cells that arrive to normoxic areas
and switch to a more aggressive phenotype when
oxygen levels are restores. This more malignant
phenotype shows a high proliferative capacity
and is essential to explain the phenomenology
observed in these devices.Also, in addition to the

diffusive random motion, we have included a di-
rectional transport term driving the cell’s motion
towards better oxygenated regions for hypoxic
cells. Parameters used in simulations where equal
or similar to the ones employed in [36].

The equations governing the interplay
between the relevant phenotypes are
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�n

�
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�
�
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�nh
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where CT D CnCChCCmCCd
CM and CM is the carrying

capacity of the medium.

2.4.5 Comparison of Synthetic
Versus Mathematical
Pseudopalisades

Under unrestricted conditions (i.e. with fully
functional vessels), the number of cells and their
distribution along the chamber is only slightly
modified due to the very slow proliferation rates.
A typical example is shown in Fig. 2.12a, c for
experiments and simulations respectively. In
our computer simulations of the mathematical
model, after 9 days, all cells had a normoxic
phenotype and displayed a similar behaviour.
When the nutrient flow along the left channel
was disrupted, cellularity remained spatially
homogeneous for 3 days, while the nutrient level
was being exhausted and cells slowly switched
their phenotypes.

Our numerical simulations reveal the forma-
tion of a pseudopalisading structure moving to-

wards the active channel after 6 days and an
impressive increment in cell density around the
right channel at day 9 in excellent agreement with
the experimental result (Fig. 2.12b, d).

We have done an extensive parameter value
scan and is very interesting to point out that this
dynamical behaviour cannot be obtained within
the framework of the two-phenotype model of
[35], i.e. by assuming that tumor cells revert
to their original normoxic phenotypes when
reaching areas of higher oxygenation. Then, the
incorporation of the third, highly proliferative,
phenotype might be essential to reproduce the
evolution of the cell density profiles within the
chamber.

It is remarkable that later experimental
analyses using proliferation markers (Ki67) have
shown that the areas of higher oxygenation do
not only have a higher accumulation of cells but
also a much larger proliferation that confirms
the mathematical model predictions and points
out to the existence of, at least transiently,
more aggressive cell phenotypes after hypoxic
episodes [2].



26 A. Martínez-González et al.

Fig. 2.12 Computer simulations versus experimental
data of the cell evolution profiles hypothesis. Simula-
tions of tumor cell density evolution and experimental
data of fluorescence intensity within the chamber under
unrestricted conditions (a and c) and under thrombotic

conditions (b and d). Left Y axis denotes fluorescence
intensity from experiments at days 3 (red line), 6 (blue
line) and 9 (black line). Right Y axis denotes cell density
from simulations at days 3 (red dots), 6 (blue crosses) and
9 (black circles), respectively

2.5 Discussion and Conclusions

In this chapter we have presented another ex-
ample of the use of mathematical modeling to
unveil the intrinsic complexities of the tumor
microenvironment. This is a timely topic that is
of great relevance due to its potential utility in
clinical situations, although it is still not well un-
derstood even from the biological point of view.
Here we have focused on simple mathematical
models trying to describe in the simplest possible
way the dynamical interplay of tumor cells and
the oxygen distribution for the specific case of
gliomas, mainly glioblastoma multiforme.

It is well known that every different cancer
type is in some sense a different kind of
disease and this applies very specifically to
gliomas. These tumors are very infiltrative and
do not grow as compact masses, a characteristic
that justifies their description using nonlinear
reaction-diffusion equations. Moreover, they are
not metastatic, which means that the problem
remains essentially localized in space within
the organ of origin of the tumor. Moreover,
glioblastomas are among the most prothrombotic
malignancies and the only ones displaying
pseudopalisading structures, which play an
instrumental role in the progression of these
high-grade brain tumors.
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We have also tried to provide evidence of
the relevance of mathematical models as useful
tools to raise hypothesis of potential interest in
the clinics. In combination with artificial bio-
logical systems, based on microfluidic devices,
we have further tested our mathematical models
which have lead to sound results. Several of the
hypothesis presented here are currently under
consideration by clinicians.
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3Computer Simulations of the Tumor
Vasculature: Applications to
Interstitial Fluid Flow, Drug Delivery,
and Oxygen Supply

Michael Welter and Heiko Rieger

Abstract

Tumor vasculature, the blood vessel network supplying a growing tumor
with nutrients such as oxygen or glucose, is in many respects different
from the hierarchically organized arterio-venous blood vessel network
in normal tissues. Angiogenesis (the formation of new blood vessels),
vessel cooption (the integration of existing blood vessels into the tumor
vasculature), and vessel regression remodel the healthy vascular network
into a tumor-specific vasculature. Integrative models, based on detailed
experimental data and physical laws, implement, in silico, the complex
interplay of molecular pathways, cell proliferation, migration, and death,
tissue microenvironment, mechanical and hydrodynamic forces, and the
fine structure of the host tissue vasculature. With the help of computer
simulations high-precision information about blood flow patterns, inter-
stitial fluid flow, drug distribution, oxygen and nutrient distribution can
be obtained and a plethora of therapeutic protocols can be tested before
clinical trials. This chapter provides an overview over the current status
of computer simulations of vascular remodeling during tumor growth
including interstitial fluid flow, drug delivery, and oxygen supply within
the tumor. The model predictions are compared with experimental and
clinical data and a number of longstanding physiological paradigms
about tumor vasculature and intratumoral solute transport are critically
scrutinized.
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3.1 Introduction

One of the hallmarks of cancer is angiogenesis,
the formation of new blood vessels via sprouting,
which fuels tumor growth with additional nutri-
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ents [62]. Angiogenesis, vessel cooption (the in-
tegration of existing blood vessels into the tumor
vasculature), dilatation, and vessel regression re-
model the healthy vascular network of the host
into a tumor specific vasculature that is different
from the arterio-venous blood vessel network of
the host tissue [75]. Consequently blood flow,
oxygen and nutrient supply, and interstitial fluid
flow have tumor specific abnormalities [161]
that have dramatic consequences for anti-cancer
treatment: (a) tumor vasculature is chaotic, lack-
ing a hierarchical organization, and spatially in-
homogeneous comprising regions with low mi-
crovascular density (like a necrotic core). As a
result, severe hypoxia (deprivation from oxygen)
[66] can impede the effectiveness of radiation
and chemo therapies [58], and promote invasive
growth (migration of tumor cells and penetration
of tissue barriers). (b) Tumor vessel walls are
leaky, i.e. have a high permeability for blood
plasma, and a functioning lymphatic drainage
is absent in most malignant tumors, leading to
bulk flow of free water in the interstitial space,
denoted as interstitial fluid flow (IFF), and a
concomitantly elevated interstitial fluid pressure
(IFP) [75]. The resulting excessive extravasation
of liquid may release most drug prematurely,
leading to a retarded delivery into the tumor cen-
ter, especially in large tumor [74, 76, 81]. Indeed
high IFP is regarded as an obstacle in cancer ther-
apy [64, 102]. Therapeutic concepts like vessel
normalization via anti-angiogenic therapy have
been developed [77] that actually decrease IFP
and improve drug penetration in tumors [157].

However, a mechanistic understanding of vas-
cular network formation and various treatment
strategies is still lacking and calls for a quanti-
tative analysis of the underlying physics. Drug
delivery as well as oxygen supply are determined
by blood and interstitial fluid flow, for which
reason such an analysis must focus on the relation
between the intra- and extra-vascular transport
characteristics and the tumor vasculature mor-
phology. Moreover, the analysis must account of
the fact that tumor blood vessel networks emerge
from, and are connected to the normal, arterio-
venous, vasculature of the host.

In this chapter we review the current state of
mathematical modeling and simulation of vas-
cularized tumor growth and discuss predictions
made by our models for vascular morphology,
drug delivery and oxygenation. It is organized as
follows: The first section provides an overview
of the physiological basics of vascularized tu-
mor growth. It follows a section on obstacles
to treatment of cancer. In the subsequent model
part we review our work and the related liter-
ature, comprising models of vascular network
formation, tumor growth, interstitial fluid flow,
drug delivery and oxygenation. Then we discuss
the various predictions made, limitations of our
models, and finally provide an outlook to fu-
ture work. For further reading on our work, see
[11, 90, 165–169]

3.1.1 Physiological Basics

Normal vasculatures are organized in capillar-
ies, small vessels by which most of the solute
exchange of nutrients and wastes with blood
takes place, and in arterial and venous trees, re-
spectively. Capillaries are organized as homoge-
neously distributed dense network, the capillary
plexus. The walls of capillaries consist mostly of
endothelial cells (ECs). This network is supplied
by arterial and drained by adjacent arioles and
venules, respectively. Arterioles and venules join
into larger arteries and veins which eventually
join at the heart. Their walls recruit additional
cells such as pericytes and smooth muscle cells
for reinforcement and control over their diameter.
This vascular organization thus minimizes the
power required to drive blood and to simultane-
ously maintain the volume of circulated blood
[105]. Normally, maintenance of the vasculature
depends on a balance of pro-and antiangiogenic
factors such as blood flow and metabolic demand,
mediated by a complex biochemical signaling
network not yet fully understood. This system
adapts the microvascular density (MVD) to the
nutrient demand of tissue and regulates develop-
ment of blood vessels into vascular trees. Compo-
nents of this system have been studied (see below,
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in the context of tumors), however the big picture
is still elusive.

A solid tumor typically starts off as an avascu-
lar multicellular spheroid. It is initially formed,
when cells undergo mutations disabling their reg-
ulatory circuits for proliferation and apoptosis
(programmed cell death) allowing them to divide
an infinite number of times. After an initial phase
of exponential growth, the radius of a spheroid
in nutrient solution continues to grow linearly
[20, 39] since proliferation of tumor cells (TCs)
is restricted to a few cell layers behind the tumor-
tissue interface. Vascularized tumors also show
a linear growth regime [38, 67]. TCs beyond
an annular outer shell enter a quiescent state
due to nutrient and space restrictions or die off
(necrosis). Thus a necrotic core develops, and an
equilibrium between proliferation and death is
established, limiting the size of the spheroid to
approximately 1mm3. We consider only oxygen
as representative of nutrients, which is a common
simplification in mathematical models, although
tumor metabolism depends on other nutrients and
waste products as well. Notably, TCs can switch
to a glucose-based metabolism, allowing them to
survive hypoxic conditions. Not all tumors start
as avascular spheres though. Some types, e.g.
glioma brain tumors and breast tumors, incor-
porate (coopt) the blood vessel network of the
host at the beginning of growth [68, 122]. In this
process, TCs preferably proliferate around blood
vessels, apparently while displacing or destroying
cells of normal tissue [37]. The ability to metas-
tasize may develop at a later point in time.

Oxygen in tissue has a high diffusion co-
efficient of ca. 2mm2=s, but it is also bound
and consumed which leads to an approximately
exponential decrease of the concentration around
blood vessels. The range up to which the con-
centration decreases to zero is typically 100�m
in tumors [25]. In normal tissues it lies between
50�m (brain) and 150�m (breast). This diffu-
sion range is thus a major determining factor
of the mean intercapillary distance required for
adequate oxygen supply. Neither normal cells nor
TCs remain viable beyond it. Normal cells as well
as tumor cells can respond to hypoxia by releas-
ing chemical compounds known as growthfactors

(GFs) which are essential mediator molecules of
angiogenic signals. VEGF is a well-known major
player [25, 26, 94, 101] but there are many more
with various function. They diffuse through tissue
where they bind to receptors at blood vessels
and collectively they loosen the cell layers of
vascular walls, and stimulate ECs to proliferate
and to migrate away from their parent vessel.
ECs follow GF gradients to the source of GF
(chemotaxis) trailed by more ECs that form a new
sprout [49, 108, 143]. This process is known as
angiogenesis. If the tip encounters another vessel
it will fuse with it and mature into a perfused
capillary. Otherwise the sprout retracts after some
time.

Hence, a hypoxic tumor spheroid might de-
velop a phenotype that enables pro-angiogenic
signaling by GFs in an effort to improve its
oxygen supply. Like diffusion of oxygen, the an-
giogenic signal has a finite range. The area where
neovascularization is visible in glioma [67] and
melanoma [38] is restricted to a 200�m annular
shell around the invasive edge. However, in mi-
croscopy images of mammary carcinoma in mice,
increased branching and dilation is observed up
to ca. 1 mm from the edge [10, Fig.1]. Neovascu-
lature as well as preexisting vessels are coopted
when the tumor grows past them. For unknown
reasons, tumor vascular network formation is not
properly controlled. As a result, dense chaotic
vascular excrescence develops (s. Fig. 3.1b), that
is very unlike a well ordered normal capillary bed
(s. Fig. 3.1a). The additional vessel may provide
nutrients required for growth. However, they are
often dysfunctional, in some cases even hindering
growth [130].

A few 100�m into the tumor interior, angio-
genesis stops and endothelial cells a switch to
circumferential growth leading to vaso-dilation.
Tumor vessels of Melanoma and Glioma tend
to dilate to a maximum radius of ca. 25�m but
no further. Moreover, many vessels undergo a
process of regression, until eventual collapse of
the lumen and pinch off of blood flow [38, 68].
GFs produced in the tumor interior are partially
responsible for the concomitant detachment of
supporting cells from the vascular tube, but they
also promote ECs survival. Another crucial fac-



34 M. Welter and H. Rieger

Fig. 3.1 Depth-coded microscopy images of vascular
networks: (a) A normal capillary network with some sup-
plying and draining arterioles and venules, respectively.
Capillaries appear as thin straight segments, which is typ-
ical, for instance, for muscle tissue (Scale bar D 100�m).
(b) Blood vessel network in a mammary carcinoma bear-
ing mouse (tumor location indicated by dashed circle).
Vascular remodeling is apparent in proximity of the tumor.

Numerous dilated, tortuous vessels proceed from a few
parent vessels toward the tumor (a). The tumor rim is
densely and chaotically vascularized due to excessive
branching. The vascular density drops dramatically into
the tumor, leaving large regions void of vessels (c, b;
scale bar = 1 mm) (Reprinted from [10] with permission.
Copyright 2011 James W. Baish et al.)

tor for survival is blood flow, where Angiopoi-
etins (Ang-1/2) among others act as regulatory
molecules [21, 53]. They are expressed by ECs
in reaction to the shear stress which is exerted
by the blood flow on the vessel wall [7]. Ang-2,
a negative regulator of angiogenesis, promoting
regression, is frequently overexpressed in tumors
[68]. ECs apparently switch from angiogenesis to
circumferential growth depending on the sensed
direction of the GF concentration gradient [143],
which is by the ephB4 guidance molecule [43].

Only few dilated vessels survive this thin-
ning process, leading to a very sparse network
of isolated vessels. Viable TCs remain as cuffs
around these vessels. Beyond the diffusion range
of oxygen, TCs die of hypoxia, whereupon large
necrotic regions emerge in the tumor interior.
Thus, a normal blood vessel network is progres-
sively transformed into a tumor specific vascula-
ture by the angiogenic activity that is mostly con-
fined to an area around the tumor edge. The result
is a compartmentalization into a ca. 200�m wide
band around the periphery where the MVD is
elevated to ca. 1:5 times the baseline normal
tissue MVD. The MVD decreases sharply into the

tumor interior to approximately half of the MVD
of normal tissue [38,67]. Images of experimental
tumors are reprinted in Figs. 3.1 and 3.2. Quanti-
tative morphological data from [38] is reprinted
in Fig. 3.3.

Normally, only a small amount of blood
plasma leaks from blood vessels through
nanometer sized gaps between ECs whereupon
it becomes part of the interstitial fluid (IF).
IF is absorbed into lymphatic channels which
eventually feed the liquid back into the blood
stream. Leakiness of tumor vessels is caused
by huge gaps present in their walls due to
missing ECs [25] leaving holes of the size of
micrometers. The permeability of the vessel
walls therefore increased by two orders of
magnitude [83]. Moreover, tumors often lack
functional lymphatic vessels, although they can
induce lymphangiogenesis similar to regular
angiogenesis and can metastasize through
lymphatics in the tumor periphery [153]. The
lack of lymphatics as well as vascular hyper-
permeability lead to the phenomenon of elevated
interstitial fluid pressure (IFP), an elevation of the
hydrostatic pressure of the IF which approaches
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Fig. 3.2 Histological sections of rat glioma brain tu-
mors: (a–c) depict the progression of a tumor (viable tu-
mor cells stained red; endothelial cells stained black; scale
bar D 1 mm). Small 1-week tumors exhibit normal appear-
ing blood vessels. After two weeks, decreased density and
vaso-dilation are visible. In 4-week tumors, vessels are
mostly isolated and have cuffs of viable tumor cells around

them. Distal regions are necrotic. The tumor rim is densely
vascularized. (d–g) depicts regression of a blood vessel
with detachment of pericytes and smooth muscle cells
(black) from the vessel wall (brown) (Scale bar D 50 �m;
Reprinted from [68] with permission. Copyright 2005
American Association for the Advancement of Science)

the level of blood pressure [152]. The IFP in
the tumor interior is relatively homogeneous
at levels between 10 and 40 mmHg. Across
the tumor boundary it drops down to the
level of normal tissue where the IFP is zero
in good approximation. The interstitial fluid
flows through tissue like water or oil flows
through a porous medium, e.g. through rock.
In tissues, cells and ECM assume the role of the
medium. Consequently, IF flows predominantly
in radial direction out of the tumor spheroid.
Peak velocities between 0:1 and 0:2�m/s were
measured near the boundary of a 1 cm sized
tumor [73]. Elsewhere, velocities are much lower
due to shallower IFP gradients. This may drive
TCs into the surrounding lymphatics and wash
out drug from the tumor.

3.1.2 Obstacles to Cancer
Treatment

This section reviews biophysically relevant ob-
stacles to treatment most of which are founded
in the peculiarities of tumor blood vessel net-
works. Current cancer-killing drugs have poor
selectivity, i.e. they are toxic to normal cells, too.
Therefore, it is not possible to simply increase
the dose to compensate for inadequacies of the
vasculature [102].

Since tumor vasculatures are heterogeneous,
one can find areas in tumors, so called hot-spots,
where the MVD is locally increased. The MVD
at hot-spots is used as indicator for malignancy
and tumor progression with varying success [38].
Therefore a solid understanding of the interac-
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Fig. 3.3 Experimental morphological data of human
melanoma in mouse models: The vessel network de-
velopment was followed during tumor growth from an
intradermal inoculation of 104 tumor cells until the tumor
reached 4–5 mm in diameter. At day 10, tumor growth
transitions to a linear regime, consistent the confinement
of proliferative activity to an annular shell behind the
invasive edge (a). (b–d) display data for different regions:
Tumor center; the tumor periphery – a 100�m wide band
of tumor immediately adjacent to the invasive edge; per-
itumoral tissue – a 200�m wide band of host connective
tissue immediately adjacent to the tumor periphery. After

15 days, MVD (b) and Vessel perimeters (c) assume
plateau values. Vessels are generally abnormally dilated,
and the MVD is high near the invasive edge whereas
it stays low in the tumor center. The tumor coopts the
dense peripheral vasculature and subsequently dilutes it.
Thus the activity of vascular remodeling moves with the
invasive edge. EC labeling index (d) is essentially the
percentage of proliferating endothelial cells (ECs), i.e. the
plot indicates angiogenic activity all across the tumor and
beyond (Reprinted from [38] with permission. Copyright
2002 John Wiley & Sons, Ltd)

tions between vascular network formation and
growth dynamics of the tumor spheroid is re-
quired.

The reasons for poor drug delivery are
manifold. In addition to premature release and
washout due to excessive extravasation, the
vasculature is sparse in large areas of the tumor
and therefore the efficacy of drugs depends on
the ability to penetrate tissue well. However
penetration is often poor, instead, strong drug
concentration gradients emerge around blood
vessels, and persist over long periods of time
[121]. Vascular normalization strategies can help
[80], but other approaches should be considered,
too, such as alteration of tissue permeability.

The discovery of tumor induced angiogenesis
[45], and VEGF, sparked the development of a
new type of treatment in which the vasculature is
targeted with angiogenesis suppressing agents to
deprive the tumor of nutrients. This is a so-called
anti-angiogenic therapy, today often used con-
comitantly to other measures, such as chemother-
apy. Vascular normalization is a more recent con-
cept, where a balance between excessive pruning
and a reduction of angiogenic activity is to be
effectuated in order to reduce leakiness and thus
improve blood flow [78]. However the underlying
mechanisms are still poorly understood. What
works for one kind of tumor can have an adverse
effect in another type of tumor [102]. Relief of
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mechanical stress on blood vessels is now also
seen as therapeutic opportunity [79] to improve
blood flow.

Moreover, the success of ordinary chemo and
radiation therapy is tied to the oxygenation status
of the tumor. For instance, some chemothera-
peutics work poorly in oxygen deprived envi-
ronments due the chemical reactions involved.
Other drugs can only kill cycling (proliferating)
cells and are therefore unefficative against tumor
cells (TCs) which are quiescent. Hypoxic TCs are
also resistant to radiation therapy since oxygen
is required so that ionizing radiation can produce
DNA damaging compounds [85]. Hypoxia also
promotes invasive growth, i.e. the tendency and
ability of TCs to migrate increases [113]. Hence,
hypoxia is generally associated with poor prog-
nosis [19, 63].

It is possible to obtain important tumor char-
acteristic data such as perfusion, blood volume
and hypoxia status from patients using positron
emission tomography (PET) and other imaging
methods. However the interpretation of raw sen-
sor data requires theoretical models. Moreover
the resolution of current methods is limited to
a voxel size of ca. 1mm3. On the other hand,
microscopic information are hardly accessible
experimentally. Direct measurements by invasive
probes are limited to small sample sizes and
may be afflicted with systematic errors [159].
Interstitial fluid flow velocities are measured by
invasive microscopy [76], not applicable to hu-
mans. Concentration distributions of drugs were
measured by microscopy of dissected tumorous
tissue [121], exploiting auto-fluorescence. In this
regard theoretical models and computer simula-
tion can provide insight into the tumor micro
environment in order to foster the understanding
of macroscopic phenomena and therapy failures.

3.2 Theoretical Models

This section reviews basic theory and modeling
approaches of mathematical models of tumor
growth and its microenvironment. See also the
Refs. [95, 124, 134, 158] for reviews of recent
work.

3.2.1 The Bulk of Tissue

There are two approaches to describe tissues.
In continuum mechanics conservation equations
are formulated for mass, momentum and some-
times energy, and on the other hand, in parti-
cle methods, particles represent either cells or
macroscopic sections of tissue and move accord-
ing to Newtons equations of motion. Fluids and
deformable bodies are described in this way, too.
But for living tissues, addition and removal of
mass and momentum due to growth and death
needs to be taken into account. The simplest form
of mass conservation to satisfy this is the partial
differential equation (PDE)

d�

dt
D ��r � u C ˛; (3.1)

where � D �.x; t/ is the density depending on
space and time, d�=dt is total derivative in time
which can be expanded into d�=dt D @�=@t C

ur�, r is the Nabla operator, u is the local ve-
locity, and ˛ embodies local sources and drains.
The general form of momentum equations is

d.�u/
dt

D r � � C f ; (3.2)

where � is the Cauchy stress tensor and f is
the total body force, accounting for gravity for
instance. In reality, biological tissues are highly
complex materials [162, see the review]. On short
time scales, they show elastic behavior which
is usually neglected in models of tumor growth.
On long time scales, i.e. days, residual stresses
are relaxed by rearrangement of ECM fibers and
cell adhesion molecules, leading to viscous be-
havior. Moreover, cells show active responses
to stimuli, e.g. migratory behavior. In practice,
growing tumors are therefore often modeled like
(viscous) liquids, including an isotropic (solid)
pressure, friction, and adhesion forces. Inertial
forces can be neglected since tissue growth and
cell migration happens at very low Reynolds
numbers (Re � 1). Conservation of energy is
mostly not considered, assuming a homogeneous
constant temperature. The growth of multicellular
spheroids [3, 4, 8, 32, 163] and tumors in general
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[117, 151, 178] was described using continuum
models of a single homogeneous material.

Current state of the art are multi-phase or mix-
ture models where mass, momentum and stress
are given as summations over contributions from
cells of different types, ECM and water. These
phases coexist in space, so that each phase oc-
cupies a fraction of the unit volume, given as
volume fraction �i of phase i. The motion of
the cell population is often modeled analogous
to fluid flow through a porous medium, where
the ECM takes the role of the medium. The
“flow” thus represents migratory motion in re-
sponse to solid pressure. Depending on the choice
of components and their stress tensors, mixture
models describe various growth phenomena, and
found numerous applications to study avascular
[5,22,32,96,135,171] and vascular tumor growth
[18, 29, 71, 97, 148]. Cell-cell adhesion may be
modeled by an effective surface tension forces,
following [17], allowing the study of growth in-
duced morphological instabilities of the interface
between cell populations.

In [169] we introduced a continuum model
of the tumor spheroid, closely following [117]
and the refs. therein. In principle, a common
volume fraction � and a common migration ve-
locity v� is defined for TCs and normal tissue
cells. The interface between TCs and normal
cells is defined via an auxiliary function, using
the Level Set method [139]. Thus the interface
is defined as 0-level of the auxiliary function
providing the closest distance from the inter-
face within some proximity of the interface. In
real tissues, cell-cell adhesion causes a certain
degree of smoothness of the tissue interfaces.
This has been neglected, but still our model
predicts approximately spherical growth under
the assumption of equal motilities of TCs and
normal cells. The basic mechanism of tumor
expansion of this model is based on an increased
tolerance to solid pressure of tumor cells, leading
to proliferation whereas proliferation of nearby
normal cells is inhibited, eventually leading to
apoptosis.

In particle based models, matter is described
from the frame of reference that is anchored to
a point on a material. In actual computations, a

material such as a fluid, is divided into thousands
to millions of pieces, represented by particles that
move and interact with each other. In biological
applications, the particle count is not conserved in
general. Instead particles are allowed to replicate
or vanish to reflect growth and regression of
real tissues. In microscopic systems, particles can
be conveniently identified with individual cells.
Their time dynamics can be described simply by
Newtons equation of motion for each particle as
in molecular dynamics simulations, i.e.

@mivi

@t
D Fi.x0; : : : ; xN ; : : : /;

where mi, vi, xi denote the mass, velocity and
position of the i-th particle, and Fi denotes the
force on the particle depending on the current
state of the system. These equations must be
solved numerically in a discrete time-stepping
scheme. In between time steps, an extra step can
be added to account for proliferation and death of
particles. Continuous space particle models were
used to study the growth dynamics of multicellu-
lar spheroids [39, 125] and of tissues that are in
competition with each other [12]. The dynamics
can also be described by stochastic processes
and be simulated by Monte-Carlo methods (see
below).

In cellular automata models, particles are con-
fined to sites on a lattice. Particles may be able
to hop or proliferate to neighboring sites. Due to
its simplicity this is a popular approach to study
tumor growth [2, 11, 16, 41, 42, 90, 111, 164] and
angiogenesis [6,112,115,164]. In the latter case,
particles represent pipe segments of a network.
It is however more adequate to think of the
network as a dynamically changing graph as in
mathematical graph theory. The space-time dy-
namics can be determined by deterministic rules
which are applied once per discrete time step,
or by stochastic processes, or a mix of both. A
stochastic process is formally described by the
Master Equation for the rate of change of the
probability Pk to find the system in state k D 1::n

dPk

dt
D
X

l

AklPl:
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The matrix Akl contains the transition rates ac-
cording to which the system transitions from state
l to k with probability Akldt.

Bartha and Rieger proposed a simple particle
model of individual TCs [11]. Therein, lattice
sites are identified with the potential location of
one and only one TC, assuming that TCs cannot
move but proliferate to neighboring sites. Given
a small initial tumor nucleus, proliferation is
consequently confined to the tumor rim, yield-
ing linear growth dynamics of tumor spheroids.
Moreover, TCs can be flagged as dead in case that
the oxygen concentration becomes too low. Dead
TC occupy lattice sites, prohibiting proliferation
thereto, but are otherwise inert. Thus the size
and spatial distribution of necrotic regions can be
analyzed. This model is simple but in conjunction
with a model of tumor vascular remodeling it
is sufficient to predict realistic morphologies of
tumor vasculatures [90, 165, 166]. However, the
representation of individual cells in three dimen-
sions at macroscopic system sizes is computa-
tionally costly. Therefore coarser grained models
are better suited there.

3.2.2 Solutes in the Bulk of Tissue

The simplest general partial differential equation
to describe the transport of the concentration
c.x; t/ of one species is the diffusion-advection-
reaction equation

@c

@t
C r � .cu/ D r � .Drc/C R; (3.3)

where the substance diffuses with diffusion con-
stant D and is carried with the flow of the solute
with velocity u. The reaction term R can comprise
sources and drains, e.g. vessels are sources of
oxygen whereas binding and consumption may
be represented by a homogeneous drain distri-
bution. In multi-components system, each com-
ponent i is associated with the concentration ci

each of which is governed by an equation of
type (3.3) [117]. Then R (or rather Ri) also
comprise transition rates between compartments.
This way, drug binding to different intracellular
compartments was described in simulations of

drug concentrations in tumors [141]. The advec-
tion term in calculations of oxygen distributions
is usually neglected since oxygen transport is
dominated by diffusion due to its low molecular
weight. Moreover, it is sufficient to consider quasi
stationary distributions where @c=@t D 0 since
equilibration times are much shorter than growth
processes in tissues [11]. Thus we obtain

0 D Dr2c C R; (3.4)

assuming equal concentration c in all compart-
ments and a constant oxygen diffusion coeffi-
cient D.

Balance equations like (3.2, 3.2, 3.3) can only
be solved analytically in special cases. Often
solutions are calculated numerically with the
help of finite difference (FD) [93] or finite
element methods (FEM) or some variation
thereof. FEM have the advantage that they can
be applied straight forwardly to unstructured
meshes and therefore work well for arbitrary
domain shapes. However, FD methods are easier
to implement for regular grids, making them well
suited for problems where the expansion of a
tumor within a rectangular domain is considered.
The application of difference operators leads
to systems of linear or non-linear equations in
the solution values at grid points. The obtained
system matrices are usually sparse, for which
many specialized tools are available including
direct factorization, fast Fourier transformation,
multi-grid, and iterative preconditioned Krylov
subspace methods.

3.2.3 Normal Blood Vessel
Networks

A model for tumor vascularization must start with
the blood vessel network of the healthy tissue
surrounding the tumor, since, during growth, the
tumor coopts the existing tissue vasculature and
generates new vessels via angiogenesis. In early
models of angiogenesis, the initial network con-
sisted only of a single parent vessel [6]. These
models adequately describe angiogenesis in the
rabbit eye model [51]. Essentially, a small tumor
on the cornea of the rabbit eye stimulates vascular
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sprouting in a few large parent vessels from up
to 1 mm away. These sprouts branch excessively
and form a dense capillary mesh between the
tumor and the parent vessels. Similar configura-
tions were considered in later theoretical work
[145, 146, 172, 173]. However, in reality, the bulk
of tissue is interspersed with vessels which may
be coopted by the tumor. Therefore, recent works
consider a capillary plexus, often represented by
a network of segments which are arranged in a
regular pattern, e.g. as square or hexagonal grid,
omitting supplying arteries and draining veins
[2, 11, 16, 23, 90, 111, 164, 173, 174]. Blood flow
is computed assuming a fixed blood pressure at
boundaries of the simulation box. In [165] a
honeycomb pattern is used in place of a square
pattern [11] allowing for more realistic branching
angles. Other authors use random arrangements
of lines [50] or voronoi cells as basis for vascular
networks [128].

Only a few attempts have been made to in-
corporate physiologically relevant arterio-venous
vessel networks. First works focused on algo-
rithmic construction of arterial trees branch by
branch [132, 133]. At each step, the existing
tree is first geometrically scaled to increase in
dimension. This increases the distance between
vessels, implying that tissue oxygenation would
worsen each step. However a new segment is
added according to some optimality criterion in
order to supply the voxel in space that is most in
need of oxygen. Thus, oxygenation stays approx-
imately constant. This process is repeated until
the desired size is reached.

Later, Gödde and Kurz [52] developed a rel-
atively simple lattice based growth model com-
prising the entire vasculature including arteries,
capillaries and veins. Therefore, such an arterio-
venous vasculature construction model was im-
plemented for the study of tumor growth [166].
In the following we sketch the construction prin-
ciple (s. Fig. 3.4): first arterial and venous trees
are simultaneously grown by successive attach-
ment of bifurcations at randomly selected tree
tips. A bifurcation is simply a Y-shaped arrange-
ment of three segments as depicted in Fig. 3.4h.
Lattice sites and bonds can only be occupied
once, thus growth terminates eventually when no
further free sites are available. Thus the space

is divided into areas with only arterial and only
venous vessels, respectively (s. Fig. 3.4b). Proper
interdigitating trees are obtained by the second
stage of the algorithm where vascular trees are
remodeled, allowing well perfused branches to
expand and weakly perfused branches to regress
(s. Fig. 3.4c–e). To this end, each remodeling
sweep is preceded with determination of vascular
radii, addition of temporary connecting segments
(capillaries), and computation of blood flow rates
and shear stress f . Capillaries are removed again
before the vascular trees are altered, however,
they are added again for the final output. An
overview of our implementation is given below,
but a definition in every detail is beyond the scope
of this chapter.

As input, the locations of tree roots and their
type, i.e. arterial or venous, are given and mark
the starting sites for growth (s. Fig. 3.4a). In
previous work their selection was arbitrary, i.e.
we considered a wide range of configurations
using single pairs of nodes, two pairs [166],
or occupation of entire side faces of the cuboid
simulation domain [169]. In pseudo code, the first
stage of random growth reads as follows

nodes = rootNodes // a list
while nodes not empty:
nd = RemoveRandomItem(nodes)
// return removed item
newNodes
= TryAppendBifurcation(nd)
// return list of nodes;
may be empty
nodes += newNodes // append

TryAppendBifurcation probes orientations
along the axes of the lattice, taking already
occupied sites into account, and picks an
admissible configuration randomly if there are
any, adding it to the network. The loop terminates
when no more space is available, i.e. the list sites
is empty. Such as state is depicted in Fig. 3.4b.
The second stage is more involved due to the
dependence on blood flow. Hence, we define

function
CapillariesRadiiAndBloodflow():
ComputeRadii()
AddCapillaries()
ComputeFlow()

The function ComputeRadii traverses each
vascular tree in a simple depth first traversal and
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Fig. 3.4 Arterio-venous blood vessel network synthe-
sis: (a) The configuration after two steps of the first growth
stage. The initial state comprised only two nodes (*). On
each side, arterial (red) and venous (blue), three tripods,
as the one depicted in (h), were added, creating four tip
nodes, respectively. Vessel segments occupy lattice bonds
as shown in (f) as red and blue bars and a lattice in the
background. (b) Both trees were expanded by successive
addition of tripods to tip nodes. Eventually, exclusion of
occupied sites prevents further additions. This situation
is also depicted in small in (f). (c) At each iteration of
the second stage, capillary interconnections (green) are
inserted where arterial and venous side are separated by

only one lattice bond. Then radii are determined and
blood flow is computed, arriving at a configuration as
depicted in (c). Uncirculated branches (dark grey) emerge
where no connections are made. (d) The state after 40
iterations, where weakly, or uncirculated branches cleared
space for growth of other branches. (e) The result after
1000 iterations. (g) Stacking order of FCC lattices for the
extension to three dimensions. The layers A, B, and C
consist of triangular lattices as depicted in (f) which are
shifted against each other. Vessel radii in panels (a–e) are
magnified by a factor of four. In panels (c–e) vessels are
color coded by blood pressure (except capillaries)

determines the radius of each segment starting
from tree tips up to root nodes. Murray’s law is
utilized to determine the radius of a parent branch
rp when the radii of child branches rc;1,rc;2 are
known, which states that r˛p D r˛c;1 C r˛c;2, with an
exponent ˛ between 2:7 and 3 depending on the
tissue. The radii of the arterial and venous tree
tips are all equal, respectively. Each of the two is
an input parameter. The function AddCapillaries
loops over all nodes of the network, and attempts
find neighbors of opposing type (arterial or
venous), to which, if admissible, a capillary
segment is added. This is carried out again under

the exclusion of overlap with other segments.
Moreover, (i) in general, at any point, at most
three segments are allowed to join at a node.
Potential additions of capillaries violating this
rule are rejected. (ii) We found it useful for
promotion of growth to allow capillaries between
vessels of a radius up to a limit of 5 to 20�m,
rather than creating only tip-to-tip connections as
done in Ref. [52]. ComputeFlow computes blood
pressure, flow rates, and shear stress f associated
with nodes and vessels as discussed in Sect. 3.2.5
(see below). The main loop of the second stage
of the algorithm is as follows
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for iter = 0 to maxIter:
CapillariesRadiiAndBloodflow()
RemoveCapillaries()
event = dictionary()
// map nodes to events
for each Node nd in network:
event[nd]
= DetermineRemodelingEvent()
// does the work

for each Node nd in network:
// in random order
if events[nd] == REGRESSION:
Remove(nd)

else if events[nd] == GROWTH:
added
= TryAppendBifurcation(nd)
if not added: // space is
occupied
TryAppendSingleSegment(nd)

// prepare final output
CapillariesRadiiAndBloodflow()

Segments marked as capillaries have to
be removed again, which is carried out by
RemoveCapillaries. The function DetermineR-
emodelingEvent determines whether a node is
marked for REGRESSION, GROWTH, or for
another event denoted NONE, indicating no
change. Remove(nd) also removes adjacent vessel
segments. However, since only tree tips are
allowed to regress there is only one such segment.
Moreover, we found the attempt to insert a single
segment to help with grow into crowded spaces.
Hence TryAppendSingleSegment acts analogous
to TryAppendBifurcation but adds just a single
segment.

The following definition of DetermineRemod-
elingEvent is to some degree arbitrary. However
the essential mechanism is growth of perfused
branches while others regress. First, let pG, pR,
and pN be probabilities for growth, regression
and no change. We define them differently for
nodes that are perfused (q > 0 in at least one
adjacent segment) on the one hand, and nodes
that are unperfused on the other hand (q D 0 for
all adjacent segments). For unperfused nodes we
simply define

pG D pG;x (3.5)

pR D 1 � pG;x (3.6)

pN D 0; (3.7)

where pG;x determines the rate of regression and
is chosen less then 1=2 to obtain pG < pR.
Figure 3.4e was obtained with pG;x D 0:4. Thus
unperfused nodes may clear space for grow-
ing branches. To define probabilities for circu-
lated branches, let fmax be the maximal shear
stress taken over all segments, and f be the
shear stress average of segments at the consid-
ered node. Hence we define the growth “signal”
fsig D f=. f C �1fmax/, where �1 � 1 is small
number. Taking �1 D 10�2 one obtains a rapidly
increasing function in f which approaches nearly
one (0:99 for �1 D 10�2) for f D fmax (see
below). The probabilities are defined using fsig as
follows

pG D f ˇsig (3.8)

pR D .1 � fsig/
ˇ (3.9)

pN D 1 � pG � pR; (3.10)

where ˇ is an exponent larger or equal to one.
As a result the growth probability pG never as-
sumes the value one, which is useful in two-
dimensional cases where very well perfused ves-
sels would otherwise form bottlenecks. Moreover
taking ˇ > 1 stabilizes moderately perfused
vessels, for which then pN > 0 is obtained.
One of the corresponding events is preliminarily
picked using tower sampling. However certain
conditions need to be fulfilled to be admissible.
To grow, a node has to have less than three
adjacent segment. To regress, the node has to be
a tip node, having only one attached segment. If
any of these conditions is not fulfilled, NONE is
assigned to the node.

Finally we want to add some remarks. First, by
setting appropriate values for the lattice constant
and capillary radii, the MVD and vascular volume
rBV of generated networks can be adjusted. Sec-
ondly, in two dimensions large areas may be left
void, depending on selection of root nodes. Such
cases were rejected in Ref. [166].

Moreover we found it helpful to vary pG;x �

1=2 in proportion to the local concentration of
growth factors. A corresponding distribution may
be incorporated into the model for instance adopt-
ing the simplified model in Ref. [11]. This model
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variant has the advantage that it does not require
manual tuning of pG;x. Biologically it is justified
since vascular sprouts grown by angiogenic sig-
naling via growth factors are also initially not
perfused. In the model, unperfused vessels that
remain from the first stage of the algorithm, can
guide growing branches into a proper tree-like
morphology when contact is made with perfused
branches.

The extension to FCC lattices seems over
complicated, but FCC lattices can be represented
by layers of two-dimensional triangular lattices
which are offset from each other according to
the well known-stacking order ABCABC. . . (s.
Fig. 3.4g). We actually organize sites as sites of
a three-dimensional cubic lattice that is spatially
distorted to coincide with the conceptual FCC
lattice. Neighbors of a given site must correspond
to the FCC lattice. Therefore, exploiting transla-
tional symmetry, we store precomputed neighbor
lists, for a total of six of exemplary sites. Genera-
tion of arterio-venous initial networks was carried
out again using Y-junctions as structural elements
of growth, following the original proposal [52].
Additional rotational degrees of freedom simply
add to the number of probed configurations of
which one admissible is picked for addition to the
network.

3.2.4 Tumor Vascular Remodeling

Bartha and Rieger [11] originally considered
a model of tumor vascularization including the
processes angiogenesis, cooption, vessel dilata-
tion, regression and collapse (s. Fig. 3.5a). Its
basic ingredients are as follows: Vessel segments
representing a vascular network, mathematically
described as a graph, occupy bonds on a lattice.
Junctions (nodes) coincide with sites of the lat-
tice. Various properties are associated with ves-
sels and nodes, such as blood pressure p, radius
r, blood flow rates q, and shear stress exerted by
the blood flow on vessel walls f . Furthermore,
there is a concentration distribution of VEGF
representative of all GFs, as well as a tissue
oxygen concentration distribution. The system
state at t D 0 comprises an initial network as

described above, and small tumor spheroid in the
center of the system. The growth of the spheroid
depends on the local oxygen concentration, al-
lowing cell proliferation if the concentration is
sufficiently high. If the oxygen concentration
drops to hypoxic levels then GFs are locally pro-
duced and diffuse into tissue. Diffusion through
tissue can be modeled by reaction-diffusion equa-
tions (3.4), however simplified models were used
[11].

The spatio-temporal evolution of the network
is determined by stochastic and continuous pro-
cesses, reflecting sprouting angiogenesis, vessel
dilation, collapse, and regression, respectively
(s. Fig. 3.5b–f). In practice, time is advanced in
discrete steps of length �t D 1 h, and these
processes are defined approximately as simple
local updating rules:

Angiogenesis: A new segment is added with
non-zero probability, connecting the current
site x and a distant site x0 under the fol-
lowing conditions: Both sites are occupied
by circulated vessels, the GF concentration
at x is sufficiently high, the distance of x to
other branching points is at least d.br;min/, the
distance jx�x0j is small enough, and no site on
the path is occupied by TCs. These conditions
reflect lateral inhibition of sprouting (for a
modeling approach see [15]), finite growth
length of sprouts [108], and the switch to
circumferential growth within tumors [43].

Dilation: There is a non-zero probability that
the radius r of a vessel segment is increased
by the amount corresponding to the addition
of 10�m (diameter of an EC) to its circum-
ference, under the following conditions: the
local GF concentration is sufficiently high,
the segment is located within the tumor, and
r is smaller than the upper limit r.max/. The
latter condition accounts for observations in
real tumors [38, 67], however the mechanism
that limits dilation is unknown. It should be
emphasized that this process is particular im-
portant for blood flow characteristics within
the tumor since the blood flow varies with the
fourth power of the radius and only modest
vessel radius increase by a factor of 2 or 3 has
leads to an extreme increase in blood flow.
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Fig. 3.5 Model of tumor vascular network remodel-
ing: Following [11, 166], tumor and vascular network
interact via concentration distributions of growthfactors
(GF) and oxygen (O2), where tumor cells are sources of
GF and the vascular network is the source of O2 (a). Blood
flow is computed after alterations of the vascular network
to reflect the changes in blood pressure, flow rates and
shear stresses. Tumor cells can proliferate in response to a
sufficient O2 supply, and will die to O2 deprivation. The
dynamical processes of network remodeling are illustrated
in (b–f), showing the state of vessel segments (red bars)
before (left) and after (right) the respective transition.
Preconditions are indicated above the center arrows, and
transition probabilities are denoted below, respectively.
Panel (b) depicts the start of a new sprout (shaded). A
preexisting segment is split at the branching point. The
path length on the network to the next branching point
dbr must be larger than the lower limit d.br;min/. Moreover,
a sufficient GF concentration cg must be present and
sprouting is not allowed within the tumor mass (yellow).

The new segment is initialized with an associated life-
time of � D 1. Panel (c) depicts the further extension of
the sprout from (b). Additional segments inherit � from
the parent segment. Moreover � is incremented, globally,
for all sprouts once per time step. Panel (d) depicts
the degradation of vessel walls (black). The variable w
represents the strength of the vessel wall, depicted as
varying thickness. It decreases continuously according to
the rate �w, resulting in a value of w0 at the next time
step. In (e) an unstable vessel (*) is removed, representing
occlusion of blood flow and complete disintegration. Such
event is assumed to happen only to vessels with maximally
degenerate walls, w D 0 and low wall shear-stresses f ,
where f < f .coll/. The emerging dead ends (shaded bars)
trivially have f < f .coll/, and therefore collapse rapidly,
resulting in a long ranged effect. (f) depicts the dilation
of tumor vessels. Their radii increases at a rate that is
given by the area added to the lumen surface assum-
ing division of endothelial cells of the wall every t.prol/

EC
hours

Collapse: A vessel segment surrounded by TCs
has a non-zero probability to be removed if the
wall shear stress f is less than the threshold
fcrit. This process reflects the dependence of
vessel survival and maturation on blood flow
[68].

Regression: An uncirculated vessel seg-
ment has a non-zero probability to be

removed if the oxygen concentration is
less than a threshold, reflecting complete
disintegration of unperfused sections of the
vasculature.

One time step comprises the application of these
rules at all sites occupied by the network and
subsequent recomputation of blood flow, oxygen
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distribution, and time propagation of other model
components such as the tumor spheroid. The
probabilities are given as fractions�t=�proc of the
time step �t and process specific time constants
�proc, requiring �t < �proc.

In [11] the network was represented by se-
quences of 10�m wide pieces, representing en-
dothelial cells that occupy lattice sites. How-
ever, it is much more computationally efficient
to associate vessel segments with a series of
lattice bonds and allow for segments longer than
a single bond. However we still use a basic lattice
constant h.tum/ of 10�m, to allow for a suffi-
ciently high resolution of the tumor neovascular
plexus. To conserve memory we store pointers to
segments in a hash table [156] using a pair of
sites indices as key. The lattice constant h.gen/ of
the initial network synthesis model corresponds
is normally larger than h.tum/. This is well defined
since for proper choice of h.gen/, e.g. 100�m, the
location of initial vessels coincides with bonds
and sites of the finer h.tum/ D 10�m lattice.

In subsequent work [165] we considered a mi-
nor extension to the angiogenesis process where
sprouts grow over a period of time. Instead of
creating a “bridge” instantly, a sprout segment is
added and extended with additional segments in
subsequent time steps until a timer tsp associated
with the sprout runs out. This allows for emula-
tion of tip splitting by sprouting off of a growing
sprout and fusion of sprouting branches [165].

To make the model applicable to arterio-
venous initial networks, we incorporated a
stability variable w associated with segments
[166], reflecting the wall strength of vessels,
allowing for thick vessels to be more resistant to
collapse. The wall strength, w, is continuously
decreased at rate �w until zero, and only then a
segment is allowed to collapse (be deleted).

3.2.5 Computation of Blood Flow
and Hematocrit

Circulated vessel, i.e. vessels which are perfused
at rates q > 0, can be determined with the help
of the biconnected component graph algorithm
[69]. To robustly handle general cases, including

arterio-venous networks, we first make an ad hoc
augmentation to the network: all boundary (root)
nodes are connected temporarily to an extra node
which is added. Then the set of perfused vessel
is the biconnected component that comprises all
edges for which a loop, without repetition of
nodes or edges (simple cycle), exists which they
are part of and which also runs through the extra
node (see also [156]). For partially remodeled
square or other regular networks, the augmenta-
tion can be omitted, using any of the boundary
nodes instead.

Depending on the application, blood
flow can be considered on various scales,
from computation of the velocity field on
micrometer scale to bulk perfusion measured
in ml blood ml tissue�1min�1 as obtained for
instance by positron emission tomography (PET).
For pipe networks of tumors models, blood flow
is approximated as ideal laminar flow, where the
flow rates q define the blood volume throughput
per time through each pipe. Blood pressure, p, is
associated with nodes. Thus, q is determined by
Poiseuille’s law

q D
�r4

8	

�p

l
; (3.11)

where r is the vessel radius, 	 the viscosity, l
the length, and �p denotes the blood pressure
difference between the ends of the segment. Con-
servation of mass requires that the flow into a
node equals the flow out of the node, analogous
to Kirchoff’s laws of electricity, i.e.

X

i

qi D 0; (3.12)

where i indexes vessels adjacent to a given node
under consideration. Together with boundary
conditions, a system of equations is obtained
which is sparse and can be solved with
direct factorization or preconditioned conjugate
gradient.

Blood contains red blood cell (RBC) causing
non-Newtonian behavior, i.e. its viscosity 	.r;H/
depends on the vessel radius r and on blood
hematocrit H, where hematocrit is the blood vol-
ume fraction of RBCs. The viscosity is com-
monly expressed by the decomposition into the
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product of the blood plasma viscosity 	plasma,
which is constant, and a correction factor, the
relative viscosity 	rel.r;H/. Pries et al. [120]
derived a well-known phenomenological formula
for 	rel.r;H/ which is easy to incorporate. The
distribution of hematocrit is sensitive to blood
flow rates, i.e., at bifurcations, RBCs tend to flow
into the faster perfused vascular branch which is
the well-known phase separation effect. Pries and
Secomb [118], developed a phenomenological
formula that describes this effect in dependence
on flow rates of the vessels at the bifurcation.
This allows the computation of the hematocrit
in downstream branches. Under assumption of
given flow rates, the hematocrit distribution can
thus be propagated downstream through the net-
work. By iteration, a self-consistent solution for
the hematocrit distribution and blood flow rates
can be computed [118], which is utilized in
several works [2,16,111,115,165,167]. However,
as a first approximation, it may be sufficient to
consider a constant prescribed hematocrit as in
[11, 168, 169]. This is justified because in spite
of a wide value range of the relative viscosity
(	rel.r D 25�m;H D 0:15/ � 1:5, 	rel.r D

5�m;H D 0:6/ D 8), the dependence of the
flow resistance on on r4 plays a much greater
role.

3.2.6 Time Dependent Intravascular
Tracer Concentration

Rather than computing stationary concentration
distributions, we are interested in following an
injected bolus of some substances during the
transit through the vascular network. For this
purpose, Mc Dougall and Anderson [146] al-
ready adopted a method from petrol engineering,
originally developed to predict solute transport
through porous rock. It allows for computation
of time dependent concentrations of a tracer c
associated with segments of a vascular networks.
Essentially tracer flows into nodes where it accu-
mulates, amounting to mass m. From there it is
distributed downstream in proportion to the flow
rates q of downstream vessels. This procedure,
akin to the upwind-differencing scheme for ad-

vection equations, is applied repeatedly in time
steps of length �t. The amounts of substance
from upstream vessels, added into downstream
nodes, is accordingly �m D cq�t. Thus, given
a time dependent inlet concentration cin.t/, the
method yields concentrations c.t/ of each vessel.
Transvascular loss was not considered although
the method would be straight forward to extend
to take this into account.

We applied the method to networks created by
our tumor growth simulation for regular [165,
168] and arterio-venous initial networks [166].
However, in our network model, the assumption
that network edges are of constant length, and
short compared to their radius is violated, leading
to an amplified propagation velocity. Therefore
we track the position of the interface that sep-
arates clean blood from tracer “contaminated”
blood and moves with the velocity of blood flow.
Similar models were developed for the simulation
of capillary rise in network models of porous
materials [1] and are widely used there, e.g. in
[123].

3.2.7 Interstitial Fluid Pressure

Interstitial fluid flow (IFF) is modeled as liquid
flowing through a porous medium [24, 81, 83,
137,138,173,174,176], where tissue cells and the
fibers of the extracellular matrix assume the role
of the medium. Fluid and medium are described
in general within the framework of mixture the-
ory with the help of distributions of their local
volume fraction and their velocity distributions.
However, the medium is often assumed rigid.
The volume fraction of the liquid is identified
with the porosity � which describes the amount
of space available per unit volume within the
medium. This space is filled by definition with the
liquid. Assuming rigidity and (quasi) stationary
flow, the system is characterized by the spatial
velocity field of the liquid, v.x/, where x is the
space coordinate. The velocity v is determined by
the gradient of the IFP pi according to the well-
known Darcy’s Law

v D �Krpi; (3.13)
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where the permeability constant K is the prod-
uct of an intrinsic permeability constant of the
medium, the porosity and the inverse fluid vis-
cosity. Usually, K is obtained directly from exper-
imental data for a specific tissue type. Assuming
incompressibility and constant permeability, the
mass conservation equation obtained is a Poisson
equation in pi:

r � v D �Kr2pi D Q; (3.14)

where Q D Jv C Jl was added to represent
sources and drains with contributions from ves-
sels, Jv , and lymphatics, Jl. We adopted this
simple approach to determine IFP and IFF in
vascular networks of simulated tumors [169].
Some authors consider IFF within a fully coupled
mixture model, where v is the relative velocity
between the IF and a moving cell population
[171]. Other authors incorporate IFF into models
of tumor growth and allow compression of blood
vessels due to elevated IFP [174]. Penta and
Ambrosi used data of a simulated microscopic
volume [114] to predict IFF in macroscopic
systems. Zhao et al. [176] used imaging data
of real tumors as basis for simulations using a
continuum model.

3.2.8 Transvascular Fluid Exchange

The net transvascular liquid flux Jv is driven
predominantly by the difference of blood to inter-
stitial fluid pressure. This is expressed by Starling
equation

Jv D LpS Œ pv � pi C 
T.�v � �i/� ; (3.15)

where Lp is the hydraulic permeability of vessel
walls, S is the vascular surface area within a given
control volume, pv is the blood pressure, pi is
the interstitial pressure, 
T is the average osmotic
reflection coefficient and �v and �i are the os-
motic pressures of plasma and IF, respectively
[81]. The osmotic term 
T.�v � �i/ represents
forces generated by dissolved substances and can
be considered as a constant offset from pv at an
experimentally determined value. This model of

liquid exchange is straight forward to apply if the
vascular network is considered as homogeneous
phase [81].

Otherwise (3.14) may be taken as definition
of a local source strength of a spatially varying
IFP distribution. This is facilitated by letting the
vessel network occupy the same lattice used for
discretization of (3.14) as done in Refs. [24, 173,
174]. Then each node of the vessel network j
corresponds to a discretization site of (3.14), so
that the flux between them is directly proportional
to (3.15) with suitable choice of S corresponding
to the surface area of vessels adjacent to node
j. Using the standard finite difference stencil
for the Laplace operator in (3.14) one obtains
a combined system of equations, equivalent to
Kirchhoff’s laws. The same strategy can be used
to simulate drug delivery [138,141] and oxygena-
tion [33, 44, 86, 103, 142]. We add that drainage
due to lymphatics Jl is in all of the literature
known to us modeled as continuous sink density
analogous to (3.15).

More generally, vessels can be considered as
line-like sources akin to the Dirac ı distribution
[14, 70], a concept which has been formulated
mathematically rigorously for the solution of el-
liptic equations with Dirac terms by finite ele-
ment methods [34] and applied to IFF [28]. We
can thus replace (3.15) by the distribution

J.y/ D

Z

�

Lp2�r.Qpv � pi/ı.x � y/dx (3.16)

where x, y are spatial coordinates on the network
and in the bulk of tissue respectively. � is the set
of one-dimensional curves (or line segments) that
describes the vascular network, Qpv is the effective
blood pressure including the osmosis terms, and
r is the vessel radius. The permeability Lp, blood
pressure Qpv and radius r can vary depending on
the position on the network x.

The latter approach was taken by us to simu-
late IFF in simulated tumors grown within syn-
thetic arterio-venous vasculatures [169]. We took
inspiration from immersed boundary methods
[116] and replaced the Dirac ı distribution with
a smoothed kernel ı� of width � > 0 to allow for
resolution of the source distribution J on a grid
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of finite cell size. Thus the source distribution of
vessels is “smeared” over nearby grid cells, very
similar to the method used by [14].

3.2.9 Interstitial Drug Transport

Spatio-temporal distributions of macro-molecules
were studied theoretically with the help of
homogeneous compartment models in spherical
symmetry, incorporating diffusion and interstitial
fluid flow [13, 81]. In a similar way [176]
albumin concentrations were simulated in a
continuous but non-symmetrical tumorous tissue.
In a theoretical study of drug transport in
tumors, [141] the discrete nature of blood vessels
was accounted for on the basis of a tumor
grown in an square-patterned initial network
.t D 0/.

We followed [141] in the development of a
simple model of drug transport guided by data
for Doxorubicin, a common chemotherapy drug
[169]. In this model, the local drug concentration
is divided among an extracellular compartment
with concentration s1.x/ [169, Eqn. 20] and an in-
tracellular compartment with concentration s2.x/
[169, Eqn. 21] where drug is bound immobile.
The extracellular concentration s1 is subject to
diffusion and advection with the liquid velocity vl

according to (3.3). Vessels are sources and drains
of drug (s. Sects. 3.2.8, and 3.2.10) comprising
diffusive and advective transvascular flux densi-
ties [169, Eqn. 23]. Lymphatics can sink drug by
advection, assuming that the drug concentration
within lymphatics is approximately equal to the
concentration in tissue. Consequently, drug diffu-
sion into lymphatics is neglected. Both compart-
ments 1 and 2 exchange drug via rates k12 and k21
depending on assumed trans-membrane diffusion
coefficient and cell surface area. For simplicity,
degradation of drug molecules is neglected. In
future this should be straight forward to add,
provided experimental data. The initial condition
is a system clean of drug. Drug is inserted via the
vasculature where the intravascular concentration
sv.t/ is homogeneous in space and follows a
exponentially decaying pulse in time, imitating
an injection.

We applied the model to study drug transport
in tissues supplied by tumor vascular networks
embedded within synthetic initial arterio-venous
networks [169]. A cohort of tumors was con-
sidered. We first simulated tumor growth and
then considered drug transport for stationary fi-
nal (t D 800 h) configurations. Interstitial fluid
velocity distributions vl.x/were determined prior
to computation of drug concentrations.

3.2.10 Oxygen Transport

Oxygen diffuses across the blood tissue interface
with a net flux that depends on the difference of
oxygen partial pressure (PO2) at the vessel wall
and within blood [65]. As oxygen diffuses into
tissue, its concentration in blood is reduced, lead-
ing to a gradient across the micro-vasculature of
ca. 100 mmHg at the arterial side and 40 mmHg
at the venous side. The coupling of transvascular
oxygen flux with the tissue PO2 therefore poses a
difficult problem for the computation of intravas-
cular and tissue oxygen distributions.

This problem has been solved for simple con-
figurations where single, straight artificial cap-
illaries are considered. Based on original ideas
of Krogh [87], current sophisticated theoretical
models achieve very good agreement with exper-
imental data [65, 104, 106, 107].

For many applications it may be sufficient to
simply consider a constant blood PO2. Then the
tissue PO2 distributions Pt can by computed by
solution of the reaction diffusion equation (3.4).
This is very common approach in the literature on
models of tumor growth. In other works the tissue
oxygen distribution is analyzed in detail based on
stationary configurations of disjoint collections of
lines or points (in two-dimensions) representing
sources of oxygen [33,35,44,86,88,89,103,142].
The limitation of such models is however that the
PO2 in each source must be given as input.

In tumor however, low flow rates may lead to
depletion of intravascular oxygen over short dis-
tances, making it necessary to model intravascu-
lar PO2 variations. However due to the complex-
ity of tumor blood vessel networks, intravascular
oxygen distributions are hard to predict without
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actually simulating them. Some authors attacked
this problem [46, 55–57, 70, 126, 127, 136, 160,
167] and computed self-consistent solutions of
the equations for intravascular advection of oxy-
gen and diffusion of oxygen in tissue for systems
comprising realistic blood vessel networks. For
numerical methods, see [57, 136, 167].

To cope with the computation of intravascular
PO2 distributions in complex networks compro-
mises must be made (see [54] for a review).
Most importantly, vessels are treated as one-
dimensional line segments and intravascular PO2
variations in the radial direction are neglected.
Instead, the average over the cross-sectional area
is considered, P.x/, depending only on the po-
sition on the center line x. This is justified be-
cause radial variations of intravascular oxygen
concentrations are relatively small as revealed by
theoretical calculations [104].

In the modeling of intravascular oxygenation
it is crucial to take into account that oxygen
is, for the most part, bound to hemoglobin in
red blood cells (RBCs). The steady state of the
binding and unbinding processes is described in
good approximation by the Hill-curve [54]

S.P/ D
Pn

Pn C Pn
50

; (3.17)

where P is the partial pressure of oxygen, S.P/ is
the fraction of oxygen bound relative to the maxi-
mal capacity, c0 is the concentration of oxygen in
RBCs at full saturation, n is the Hill exponent and
P50 denotes the partial pressure of oxygen where
S.P50/ D 1=2. Hence, the total concentration of
oxygen c is given by

c D ˛P C Hc0S.P/; (3.18)

where H is the hematocrit and ˛ D ˛p C H˛rbc

is the effective solubility in blood and ˛p, ˛rbc the
solubility in plasma and RBCs, respectively.

In large scale network models it is infeasible
to compute all microscopic details of spatio-
temporal intravascular PO2 distributions and out-
ward diffusion. Instead, the net transvascular flux
per blood-tissue interface surface area jtv is deter-
mined by the effective, network dependent, mass

transfer coefficient (MTC) 
 , similar to Lp of
Eq. (3.15)

jtv D 
.P � Pt/; (3.19)

where Pt is the PO2 at the inner wall of the
vessel lumen, and P is the average partial pressure
in blood. Note that 
 represents an effective
radial diffusion coefficient of oxygen in blood.
Lp of the Starling equation, on the other hand,
represents the permeability of the wall. In small
vessels, blood tends to form an RBC-rich core
and a RBC-free boundary layer. For larger vessels
(r > 100�m), the discrete nature of RBCs plays
a lesser role. Therefore the MTC is function
of the vessel radius r, hematocrit H, and blood
oxygen saturation S [65]. The functional de-
pendency 
.r;H; S/ can be obtained from single
capillary simulations and experiments. Moreover,
since vessels are much longer than their diameter
it is reasonable to assume that the tissue PO2
is homogeneous over the vessel circumference
[136]. Thus, integration yields a transvascular
oxygen flux per length amounting to 2�rjtv , The
change of the oxygen flux along the vessel axis is
therefore simply given by the

q
dc

dx
D �2�rjtv; (3.20)

where q is the blood flow rate, and x denotes the
longitudinal space coordinate on the vessel axis.
In order to determine the oxygen distribution
across an entire network, assumptions must be
made on the distribution at vessel junctions, e.g.
instant equilibration of the partial pressure of
oxygen flowing into a junction. With the help
of mass balance equations, the concentration of
outflowing oxygen can be computed. Thus the
solution for the oxygen concentration can be
propagated downstream assuming a known tissue
PO2 distribution and a given PO2 at the inlets
(see [136, 167]).

Locally, at the blood-tissue interface, jtv is
also subject to Fick’s law jtv D �˛rP, in
addition to (3.19). This relation can be utilized
to obtain boundary conditions for a diffusion
equation that determines the tissue PO2 [57].
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However in this chapter we want to consider the
network as volumetric sources of oxygen Jtv.x/.
This is well-defined since the oxygen flux into
tissue is already known from (3.19). Therefore,
Jtv may be formulated with the help of the Dirac
ı distribution in analogy to (3.16) [136, 167].

The tissue oxygen concentration ct D ˛tPt

is determined by the diffusion equation for the
partial pressure Pt

0 D ˛tDr2Pt � M.Pt/C Jtv; (3.21)

where D is the diffusion coefficient of oxygen
in tissue, M.P/ is the partial pressure depen-
dent consumption rate. A good approximation
of M.P/ is the well-known Michaelis-Menten
relation

M.P/ D M0

P

P C P0
50

; (3.22)

which tends to zero for small P, assumes the
value M0=2 for P D P0

50 and goes asymptotically
to the maximal consumption rate M0. For some
problems like tumor oxygenation it is usually
assumed that the oxygen concentration is rather
low, i.e. Pt < P0

50. Then it is sufficient to use a
linear approximation M.P/ � ��P for some rate
coefficient �. In physiological conditions, where
P > P0

50, M.P/ is often approximated by zero
order kinetics M.P/ � M0.

Discretization of the model equations yields
a complex system of non-linear equations.
Following [14, 136] we developed a new
numerical scheme based on finite differences
which is sufficiently efficient, allowing us to
study three-dimensional networks in a simulation
box of ca. 0:5 cm3 at reasonable accuracy [167].
Our method was applied to study the relation of
vascular morphology to clinical data of tissue
blood oxygen saturation in human breast cancers.
Hsu and Secomb [70, 136] formulated a solution
to the system of equations with the help of a
Green’s function method. Their method was
applied to study oxygenation by various small
network sections obtain from animal models
as well as synthetic human brain vasculatures
[126].

Methods developed for the study of oxygen
distributions are also applicable to distributions
of other substances like drugs which may be
simpler since oxygen adds the complication of
hemoglobin binding which leads to nonlinear
systems of equations.

3.3 Discussion of Model
Predictions

Current state of the art models of vascularized
solid tumor growth and capillary network remod-
eling predict the morphological compartmental-
ization of tumor blood vessel networks in good
agreement with experimental data of melanoma
and glioma [38, 67, 68]. From the obtained con-
figurations, of which one is shown in Figs. 3.6
and 3.7 conclusions can be drawn on the mecha-
nisms of vascularization. Further conclusions, us-
ing model extensions, can be drawn for interstitial
fluid flow and solute transport, as discussed in the
following.

3.3.1 Vascular Morphology and
Compartmentalization

Typical vascular compartmentalization is char-
acterized by dense chaotic vascular sprouting
within an annular shell of a width amounting
to ca. 200�m around the invasive edge, and
a sharp decrease of vascular density into tu-
mor spheroid. The normal vasculature is pro-
gressively transformed while the invasive edge
moves forward, leaving predominantly isolated
vessels behind. The ingredients, to obtain such
characteristics from theoretical models comprise
an expanding tumor spheroid, an initial capillary
network, blood flow, a growthfactor concentra-
tion distribution, an oxygen concentration dis-
tribution, and processes reflecting co-option, an-
giogenesis, vaso-dilation, regression and collapse
[11,90]. The basic mechanism of this remodeling
was identified as shear stress correlated collapse.
Dilatation causes a decrease in flow rates and
shear stress since the blood volume that the tumor
vasculature conducts per time is limited by the
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Fig. 3.6 Simulated tumor growth and vascular re-
modeling: The image sequence shows the temporal evolu-
tion of the vascular network and of the viable tumor mass
(yellow). It is a three-dimensional system, computed for
[169], of which a 400�m thick slice through the system
origin is shown. The tumor mass is cut in a slice only
half as thick to show the vascular network in its interior.
Blood vessel are represented by cylinders, color coded by
blood pressure (red: approximately 10 kPa, or 75 mmHg,
blue: 0 mmHg). (a) At t D 0 h the simulation is initialized
with a small tumor nucleus in the center and a pre-
generated vasculature of the host. The oxygen consump-
tion of tumor cells is elevated compared to normal tissue,
leading to a drop of the tissue oxygen concentration,
secretion of diffusing GF and stimulation of angiogenesis.

(b) As a result, at t D 200, the vascular density (MVD)
has increased near the tumor rim. Unperfused segments
(dark gray), i.e. dead ends, are visible. Some of them
are newly extending angiogenic sprouts. Others pertain
to vessel segment chains where one segment has been
removed according to the vascular regression and collapse
process, pinching off blood flow. Angiogenesis, dilation
and regression act mostly near the expanding tumor-tissue
interface, transforming the host vasculature into a typical
compartmentalized tumor network. (c) A necrotic core
emerges as a result of hypoxia and drastically decreased
vascular density. Since only viable areas are shown, the
necrotic core appears as hollow interior. (d) Isolated
vessels emerge that have cuffs of viable tumor cells (TCs)
around them (Scale bar: 1 mm)
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Fig. 3.7 Final simulated tumor and tumor blood ves-
sel network: Depicted is a visualization of the final state
of the simulation shown in Fig. 3.6 at t D 700 h, where
the simulation is stopped. The full simulation cube of
8 mm lateral length is shown, where a quadrant is cut
out, so that the tumor spheroid and its interior can be
seen. The tumor vasculature exhibits the typical compart-
mentalization found in melanoma and glioma [37, 67].

It is connected to the bulk of the surrounding vascular
network which appears solid, but actually fills only ca.
10% of the available volume. It is spatially homoge-
neously distributed and consists of arterial and venous
trees and interconnecting capillaries. Configurations such
as this are the basis of further studies of interstitial fluid
pressure and drug transport [169] and tumor oxygenation
[167]

flow resistance of the surrounding vasculature.
This leads to removal of segments according to
the collapse rule, redirecting blood flow to other
vessels. As a result, blood flow and shear stress
is stabilized above the critical collapse threshold
in surviving vessels. Remaining dead ends are
rapidly removed by the regression process.

In synthetic capillary-only initial networks
(CNs), vessels of identical diameter are laid
out in regular square or hexagonal patterns.
However, it is hardly possible to select realistic
blood flow boundary conditions for such
networks of macroscopic size beyond a few
hundred micrometers. For instance, imposing
a homogeneous blood pressure gradient yields
tumor vascular networks where tumor vessels
survive preferably in the direction parallel to the
imposed gradient [11, 165]. The explanation is

simply that vessel segments of linear chains that
run, on average, perpendicular to the gradient, lie
on approximately equal blood pressure potentials
and therefore no significant blood flow can occur,
resulting in collapse of these vessels.

In reality, the capillary plexus is however
supplied and drained by adjacent arterioles
and venules which exhibit irregular spatial
configurations. Therefore, there is no global flow
direction, which is why arterio-venous initial
networks (AVNs) abolish this artifact in model
predictions [166]. In AVNs blood flow depends
on only a few boundary conditions at in-and
outlets for which experimental reference values
for pressure or blood flow can be used. Models
based on synthetic arterio-venous networks
predict vascular morphologies which obey
realistic compartmentalization of MVD and radii.
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However, in addition to dilated capillaries, the
tumor center also exhibits higher-caliber vessels
co-opted from the initial network. Such vessels
exhibit a radius r larger than the maximal dilation
threshold rmax and are therefore not subject to
dilation. As a result, predictions of flow rate
q are a factor of 10 larger than predicted for
CNs.

Model predictions of average quantities such
as radial distributions of MVD, blood flow,
oxygenation and tumor density are robust against
model alterations, as studied in Refs [165, 166].
This is true in particular for the rather drastic
alteration of the introduction of arterio-venous
blood vessel networks (AVNs) [166]. Other
model variations, such as calculation of blood
flow in conjunction with varying hematocrit, or
use of spatially varying collapse probabilities,
do not change predictions qualitatively [165].
The parameters vessel collapse probability p.col/,
wall degradation rate �w, critical collapse shear
stress f .col/ and contact inhibition length of
angiogenesis d.br;min/ correlate with the MVD
obtained for the tumor center. The MVD at the
invasive edge is determined by the MVD of
the original network and the contact inhibition
length d.br;min/. A certain invariance against
model details is expected and even required,
because it would be implausible if the results
were dependent on a specific abstraction
of the biological reality (within reasonable
accuracy).

Our model predicts that MVD of the tumor
interior, MVD at the tumor periphery, and tumor
expansion speed are uncorrelated if the peripheral
blood vessel network can support the metabolic
demand of tumor cells required for growth [11].
Growth within AVNs additionally leads to clus-
tering of vessels in clusters of differing size and
density depending on the initial network configu-
ration [166]. The density of such hot-spots is used
as a diagnostic tool [38]. However these results
suggest that it rather unreliable. A recent meta-
study [110] of clinical data comes to the same
conclusion. Correlations between MVD and the
outcome of the disease is likely due to metastases
which was not considered.

We add that we considered the line density LD,
the summed lengths of vessel segments within
a given region per volume of this region, as a
measure for MVD. It is however not the same as
the histological MVD because vessels in parallel
to the cutting-plane which contribute to LD cause
LD to overestimate the MVD by a factor of
approximately two.

3.3.2 Fractal Properties of Tumor
Vasculatures

Following [11], fractal dimension numbers were
computed for vascular networks. Fractal dimen-
sion df is an extension of the conventional dimen-
sion to self-similar (fractal) objects. For instance
a line has df D 1, but a fractal curve within
the two-dimensional plane can have df between
1 and 2 depending on how densely it permeates
space. df D 2 corresponds to a solid object like a
disc. For real objects of finite size several approx-
imative metrics exists, e.g. the number obtained
by box-counting [98]. Useful model systems are
percolation clusters: In conventional percolation,
sites of a lattice are randomly occupied with
probability p. At some critical probability pc, a
percolating cluster forms that spans across the
lateral size of the considered domain. The di-
mension of this cluster is exactly known dperc

f D

1:891 [149]. Similarly, a system-spanning cluster
can be created from an invasive growth process
into a heterogeneous matrix, the dimension of
which is known and amounts to dinv�perc

f D 1:81

in two dimensions [47].
Gazit [48] measured the dimension of pho-

tographs of tumor vascular networks and ob-
tained dexp

f D 1:89 ˙ 0:04, in good agree-

ment with dinv�perc
f and therefore hypothesized

that fractal properties of tumor vascular networks
emerge from angiogenic sprouting into a hetero-
geneous extracellular matrix. Bartha and Rieger
[11] obtained df D 1:85 by box-counting from
the entire vasculature that was changed by tu-
mor vascular remodeling. Since no ECM hetero-
geneities were modeled, it was hypothesized that
the mechanism leading to the fractal properties
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is a random dilution process similar to conven-
tional percolation. Later simulations predicted
df between 1:6 and 1:9, correlated with the tu-
mor MVD, where the parameters critical col-
lapse shear-stress f .col/ and collapse probability
p.col/ were varied, with similar results respec-
tively [165]. Fractal dimensions of tumor vas-
cular networks obtained from simulations based
on three-dimensional AVNs [168] yielded df D

2:51 ˙ 0:03, in good agreement with percola-
tion theory and [90] where tumors in three-
dimensional CNs are considered. However, ac-
curate measurement of fractal dimensions of real
and simulated tumor vascular networks is hardly
possible due to their limited size [11]. More-
over different methods were used: theoretical val-
ues were determined by two-or three-dimensional
box-counting, whereas Gazit [48] considered
two-dimensional projections of real vasculatures.
We conclude that fractal dimension is mostly a
function of MVD and that it is not a reliable
means to determine mechanism of vasculariza-
tion in tumors.

Morphological analysis was approached from
another angle in [166], where frequency distri-
butions of (i) local MVD, (ii) area of clusters of
necrotic tissue, and (iii) area of hot-spots of high
MVD were computed for tumors grown in two-
dimensional AVNs. Predicted distributions show
good agreement with a power law, and exhibit
all the same exponent of �1:4. Such an algebraic
decrease, in contrast to an exponential decrease,
is known for systems at a critical threshold where
systems undergo a phase transition. In the case
of percolation, the critical threshold at p D pc

marks the transition from isolated clusters to a
single connected region. Bartha and Rieger [11]
suggested that the tumor vasculature is driven
automatically into a state akin to the critical per-
colation cluster by the mechanism of shear-stress
correlated vascular collapse. As a result vessels
permeate through the entire tumor, robust against
moderate variations in f .col/ and p.col/. These pre-
dictions are experimentally testable and, if con-
firmed, would support that real vascular networks
of the interior of tumors are the result of a dilution
process rather than the result of sprouting growth
into a heterogeneous environment.

3.3.3 Interrelation of Initial and
Emergent Tumor Vasculature

High-caliber arterioles and venules (>50�m ra-
dius) protruding into the tumor form a backbone
of stable vessels in-between which thinner ves-
sels form short and straightforward paths [166].
The flow resistance decreases in proportion to
1=r4 with radius r and is therefore, in comparison
to capillaries, extremely low in such high-caliber
vessels. Therefore, in analogy to electrical net-
works, the blood pressure (voltage) drop across
them is also low. In zero-th order approximation
the blood pressure is constant, i.e. high-caliber
vessels act like a pressure boundary condition
for adjacent capillaries. Short, directed paths,
have a survival advantage as discussed above in
the context of CNs. The distribution of tumor
vessels thus becomes dependent on initial (t D 0)
vascular networks and is generally heterogeneous
and anisotropic.

Assuming an arteriole runs near a venule then
a large spatial blood pressure gradient is present.
When a tumor grows near this area, a connection
(short cut) is formed by angiogenesis, imposing
the spatial gradient onto blood flow through this
newly formed vessel which is the more stable the
steeper the gradient. We attempted to quantify
this dependence by correlation of tumor MVD
(t > 0) versus the magnitude of blood pressure
differences in-between vessels of initial (t D 0)
AVNs. For this purpose, an auxiliary “pressure”
field p.x/ was computed as function of space x at
t D 0 that interpolates approximately the blood
pressure pv in spaces between vessels [166] and
is determined by r2pCa�.pv�p/ D 0, where a is
zero in empty space and a � 1 at sites coincident
with vessels. We plotted the magnitude of the
gradient jjrpjj as local averages taken over small
boxes versus the local MVD at t D 1200 h
Predicted correlation coefficients ranged from 0:2

to 0:5 per simulation. A correlation coefficient of
0:9 was obtained for averages over entire tumors
of a cohort of simulations [166]. This finding
may eventually be useful for model validation
by experiments, should it become possible to
scan real three-dimensional vasculatures of host
tissues prior inoculation with TCs.



3 Computer Simulations of the Tumor Vasculature 55

Somewhat different vascular configurations
are indeed observed in real tumors of the same
tissue, e.g. breast tumors [40]. Predictions
outlined above suggest that heterogeneity of
the initial vascular network has a strong impact
on the emerging tumor vasculature rather
than heterogeneity of the ECM through which
vascular sprouts grow as originally proposed by
Gazit [48].

3.3.4 Blood Flow and Blood Borne
Drug Transport

McDougall et al. [145, 146] first considered
conduction of a tracer substance through tumor
vascular networks using a simulation model of
a time-dependent intravascular concentration
distribution that was previously used in geo-
engineering. Following them, intravascular tracer
conduction was studied in stationary tumor
vascular networks based on CNs [165] and AVNs
[166,168]. Simply, a pulse, or a constant infusion,
is applied at inlet vessels, which is from there
propagated down-stream through the vascular
network. The unspectacular model predictions
show tracer flowing through networks within a
duration of seconds (AVNs) and ca. 1 min (CNs).

McDougall et al., on the other hand, consider a
model system based on angiogenesis experiments
on the cornea of a rabbit eye [51] (rabbit-eye
model). There, the tumor is not connected to an
extensive vascular network, but instead, a single
parent vessel spawns a few sprouts (angiogene-
sis) which travel a long distance of ca. 1 mm and
branch into a dense network permeating a tumor
spheroid and adjacent tissue. It was concluded
that the tumor vasculature conducts drug poorly
and that most drug bypasses the tumor. The cause
of this contradiction appears to be dilution of
the tracer concentration within the dense network
near the tumor and much lower flow rates leading
to transit times of the order of 10–30 min. More-
over a vascular adaptation model was considered,
leading to formation of shunts that bypass the
tumor network [145].

A good perfusion is consistent with several
clinical studies of human tumors based on PET

measurements [72, 92, 99, 170] where elevated
perfusion rBF by factors of 4:7 to 5:2 were
observed [167, Tbl. 4]. Blood flow velocities
in tumors predicted by our model are of the
order of 1 mm/s, similar to blood flow in normal
human micro vessels [100]. Our model pre-
dicts arterio-venous short-cuts within the tumor,
i.e. vaso-dilation gives rise to mostly very well
perfused vascular threads connecting arterioles
with venoules [165, Fig. 8]. Such shunts were
suggested in the experimental literature where
“flow hotspots” are frequently found in tumors
of patients [129]. However, it is well-known that
blood flow in animal models is can be severely
reduced to only 0:1 to 1 mm/s. The exact causes
for discrepancy are presumably vessel compres-
sion and excessive blood plasma extravasation
[82,175], both of which were not considered here.

3.3.5 Interstitial Fluid Flow

Interstitial fluid flow (IFF) in tumorous tissue
has been considered theoretically for some time,
for instance within the framework of continuum
models [76, 83, 176]. More recent models incor-
porate a discrete tumor vasculatures, e.g. based
on the rabbit-eye model [172,173], and remodel-
ing of capillary networks (CNs) [174].

Welter and Rieger [169] considered IFF
and extravascular drug transport in tumors
grown within synthetic arterio-venous networks.
Predicted interstitial fluid pressure (IFP)
distributions exhibit an average radial profile
that increases sharply from the tumor edge into
the tumor center (s. Fig. 3.8). There, the IFP
approaches a plateau value asymptotically, close
to the level of blood pressure, amounting to ca.
6.5 kPa (49 mmHg) [169, Fig. 4 and 5]. This is
expected due to the high vascular permeability,
implying a small pressure drop across the vessel
wall. The plateau value lies above experimentally
observed mean values taken over various human
tumors, but it is still lower than the absolute
maximal observed IFP [83, Tbl. 1]. Since the
IFP is generally assumed to rise very close to the
level of blood pressure, this is rather indicative of
overestimated blood pressure. IFF distributions,
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Fig. 3.8 Interstitial fluid flow: (a) Sketch of the trans-
port of interstitial fluid from blood vessels (BV) through
tumor tissue into lymph vessels (LV) outside the tumor.
Interstitial fluid (IF) escapes through gaps in-between
endothelial cells (b; top), which line the lumen of blood
vessels, into extracellular space. These spaces also contain

adhesion molecules and a network of fibers composed of
various proteins such as collagen. Pores and fibers pose a
resistance to the flow of the IF akin to the flow of water or
oil through a porous rock. IF is absorbed into lymphatic
channels from where it is brought back into the blood
stream. In normal tissue, a large resistance to transvascular
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i.e. the scaled negative gradient of the IFP, follow
trivially and exhibit the expected sharp rise at
the tumor rim amounting to a maximal value of
0:2�m/s in good agreement with the literature.
As a novel prediction due to the discrete AVN
model used, the IFP and IFF distributions exhibit
heterogeneity, i.e. they vary spatially in-between
vessels of different blood pressure values. Thus
vessels are predicted to drain the interstitial fluid
in some instances [169, Fig. 4C].

It was often suggested that an elevated IFP
poses a barrier to drug delivery [64,76,102,174].
However, the reason for this cannot simply be
a decreased transvascular hydrostatic pressure
gradient that drives extravasation according to
the Starling equation (3.15). To the contrary, in
standard modeling approaches (s. Sect. 3.2.7),
interstitial fluid flow is analogous to an electrical
current flowing through a chain of resistors, of
which one resistor, namely leaky tumor vessel
walls, is particularly small (s. Fig. 3.9). Thus,
an increase in leakiness, i.e. an elevation of IFP,
would actually increase the liquid flux throughout
the tumor, as predicted by our model. However,
the analysis was restricted to good perfusion,
where only a negligible liquid fraction escapes in
spite of leakiness. Otherwise the way through
tumorous tissue into lymphatics could pre-
sumably present an alternative well conducting
pathway, draining downstream vessels of blood
plasma, resulting in reported low flow velocities
[82].

The recent theoretical work [174], using CNs
and a sophisticated model of tumor growth that
incorporates vessel compression due to IFP,
comes to similar conclusions about the role of
various permeabilities However, it was concluded

that IFP is a barrier with little supporting
numerical evidence, i.e. no simulation of actual
drug transport was performed.

3.3.6 Interstitial Drug Transport

Experimentally, penetration experiments are per-
formed for homogeneous cells layers and genetic
causes for drug resistance are examined. How-
ever direct observation of drug distribution in
tumors is difficult due to a lack of suitable mark-
ers. As a result there is only little experimental
where spatial distributions of drug were measured
[102, 121, 177] and quantitative data is scarce.

In oder to shed light on barriers to drug de-
livery, transport through tissue by advection and
diffusion after extravasation must be taken into
account. For this purpose, we analyzed a simple
model, according to which, we computed time-
dependent concentration distributions of drug in
simulated tissues containing a vascularized tu-
mor, grown in three-dimensional AVNs [169].
The considered tumors were static, and obtained
by simulations guided by melanoma and glioma.
In addition to concentration distributions, we also
computed maps of time-independent metrics of
doses delivered to the intracellular compartment:
the local maximal concentration s2 taken over
time (ICMAX) and the time integral of s2, respec-
tively (ICAUC). The computation was stopped
after a simulated time of 96 h.

Anti-cancer drugs come in a variety of kinds,
from light molecules e.g. Cisplatin or Doxoru-
bicin (�543 g/mol) to heavy nano particles and
viruses as carrier systems. We considered a base
case guided by Doxorubicin since it is experi-

J
Fig. 3.8 (continued) flow leads to a large drop of the
hydrostatic pressure across the vessel wall, so that the
interstitial fluid pressure (IFP) approximately assumes the
reference value of zero purported by the lymphatic system.
In tumors, the IFP is elevated to approximately the level
of blood pressure due to extremely large gaps in vascular
walls (b; bottom) and lack of functional lymphatics [64].
The IFP measured in human tumors ranges from 0 to
94 mmHg, depending on the type of tumor [83]. Cuts
through three dimensional simulation data sets are shown

in the following panels: (c) Fractional volume of blood
vessels per voxel volume. The interface to the distribution
of viable tumor cells (TCs) is shown as contour. (d)
Interstitial fluid pressure. (e) IF source and drain density
in units of liquid volume per tissue volume and time.
(f) X-component of the IF velocity v. Varying blood
pressures and the presence of necrotic regions, of which
we assumed a 10� increased permeability for IF, lead to
a dissymmetrical IFP distribution. The IFF distribution is
discontinuous as a result of the change in permeability
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Fig. 3.9 Radial distributions of IFF and IFP as result
of parameter variations. Left column shows the IFP
and the center column shows the IFF. The curves are
obtained from averages over annular shells and over a
cohort of 15 simulated tumors. The curve marked with
an asterisk shows the average blood pressure. Our model
of IFF is analogous to an electrical network, where the
IFP is the electrical potential. The right column shows
this in simplified schematics. In each of them vessels are
on the top (BV; red), the middle represents interstitial
space (shaded and yellow), and lymphatics (LV; green).

Outlined boxes represent various resistances, or perme-
abilities, in the system. Solid black boxes indicate the
varied parameter. The relative deviation from the original
base case parameter values is given in the figure legends,
except in (D). The considered cases are as indicated in the
sub-figure heading: (a) Variation of the upper vessel wall
permeability bound �l;T (case iv in [169]). (b) Variation
of the interstitial permeability coefficient Kl (case v in
[169]). (c) Variation of the amount of tumor lymphatics
S.L/T =S.L/N , where the legend shows S.L/T =S.L/N directly (case
vii in [169])

mentally relatively well studied and widely used
[121, 177].

Our model predicts that, in general, the dose
delivered is subject to a compartmentalization
similar to the vascular density (MVD), where
metrics ICAUC and ICMAX likewise reflect the
distribution of the MVD [169, Fig. 9]. Hence
the average dose within the center of the tumor

spheroid is significantly lower than in normal
tissue, unless stated otherwise, and doses are
highest at the tumor edge. This result provides an
additional explanation of the incompletely under-
stood success of combination therapies of anti-
angiogenic agents and chemotherapy, whereas a
single drug fails to improve survival [78]. TCs
behind the tumor edge might be killed by high
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doses of chemotherapeutics, effective against cy-
cling cells, whereas the TC population of the
tumor center is reduced by necrosis caused by
hypoxia. A monotherapy might leave the one or
the other part of the TC population unaffected.
The mechanism by which combination therapies
are known to act is suppression of the activity
caused by vascular growth factors, leading to
a decreased vascular permeability. This allows
overall better delivery of chemotherapeutics due
to improved perfusion [78]. We also considered
the case of a prolonged infusion which yielded
similar results but with higher magnitudes of
concentrations and doses.

Variation of the various permeabilities showed
that average doses delivered with the permeabil-
ity. Doses showed the highest sensitivity with re-
spect to interstitial hydraulic and diffusive perme-
abilities which were varied simultaneously. See
Fig. 3.9b, where a 10� increase in permeability
leads to a similarly drastic increase in extrava-
sation and IFF, not as obtained by other cases.
As a result, more drug is delivered into tissue as
well. However, the mechanism only works under
the assumption that blood flow is sufficently high
that it is not disturbed much by extravasation. As
suggested before [174], this could be exploited
for therapy. However an increased IFF could
aggravate tumor invasion and metastatic dissem-
ination [140]. Moreover, angiogenic normaliza-
tion therapy, i.e. a reduction of permeability and
pruning of vessels [78], might be ineffective or
even detrimental for tumors where blood flow is
negligibly impaired.

Doxorubicin and lighter molecules have the
advantage that diffusion helps to distribute a
substantial dose homogeneously around blood
vessels regardless of IFF. This was demonstrated
in recent simulations of another group [141]
where very smooth and homogeneous concen-
tration distributions of the more diffusive drug
Cisplatin (300 g/mol) arising from extravasation
from a CN were predicted.

Since the diffusion coefficient decreases with
the molar mass of the solute, transport of drugs
like nano-particles is strongly advection domi-
nated. Simulation of the flow of such particles
predicted interstitial drug concentrations that fol-

low the stream of interstitial fluid in significant
concentrations through the largest parts of the
tumor spheroid, starting from the initial insertion
through the vasculature (s. Fig. 3.10). As a result
small isolated islands were predicted to exist right
behind the invasive edge of the tumor where no
significant dose had been delivered within the
time frame of the simulation of 96 h. Presumably,
this discrepancy to earlier work [76] is caused
by the discrete nature of the blood vessel network
considered allowing for flow in-between vessel of
different blood pressure levels. Thus radial flow
component vanishes by chance at some places
as dictated by the random configuration of the
vascular network. This suggests that a mono-
therapy with agents of high molar mass would be
prone to recurring cancer.

3.3.7 Oxygen Distribution

Extremely good perfusion of tumor vessels
cannot be assumed for tumors in general. This
necessitates consideration of spatially varying
substance concentrations because a substantial
fraction may be lost during the transit through
the tumor. Maps of tissue and intravascular
oxygen partial pressure (PO2) distributions were
calculated previously for small system volumes
of the order of 0:1mm3 [54, 136]. Our recently
developed computational method allows for
computation of PO2 distributions in macroscopic
simulation boxes of ca. 0:5 cm3 on standard
hardware (i7-2600K, 3.4 GHz, 4 GB Ram) within
hours to a fair degree of accuracy [167]. It is
still computationally expensive, however, few
simplifying assumptions need to be made for
the vascular network. Computed distributions of
PO2 and blood oxygen saturation are shown in
Fig. 3.11a, b.

Critical to performance and accuracy is the
regularization of the singular source term (3.16),
containing Dirac ı distributions, in conjunction
with an efficient numerical scheme for the so-
lution of the diffusion equation. In general the
method should yield a sparse system matrix to
enable numerical solutions in O.n log n/ time in
the number of unknowns n. In future, adaptive
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Fig. 3.10 Snapshots of the spatio-temporal distribu-
tion of a macro-molecular tracer concentration. The
tissue and network configuration was obtained from simu-
lated tumor growth and vascular remodeling of a synthetic
arterio-venous vasculature [169]. Each panel shows a
horizontal cut through the origin of the simulation box,
showing the entire extent of 8 mm width. The distribution
was calculated as solution of an advection equation for
extra-vascular tissue. Vessels were sources of tracer which
extravasates with the IF, assuming a spatially constant
intravascular concentration sv.t/. In time an exponential

decrease of sv.t/ was assumed, modeling a short injection
and the subsequent clearance period. Moreover, the tracer
was assumed inert, i.e. there were no sinks except by
back flow into vessels. Since macro-molecules are hardly
diffusing, the injected tracer is transported with the flow
of the IF. The flow varies locally in direction and magni-
tude due to the coupling of the IFP to varying levels of
blood pressure. As a result the tracer distributions is very
heterogeneous. Frequently, as in this example, areas are
predicted at the tumor rim that receive no significant dose

tesselation of the tissue domain may be used to
increase accuracy [34].

The computation of intravascular PO2
distributions [167] was applied to the case of

breast tumors for which several groups measured
hemoglobin concentrations cHb and average
blood oxygen saturations Y in large cohorts of
patients [60, 144, 154, 155]. They determined
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Fig. 3.11 Blood oxygen saturation and oxygen partial
pressure: (a) Shows simulated intra-and extravascular
distributions of partial pressure of oxygen (PO2) P, and Pt,
respectively. (b) shows the corresponding blood oxygen
saturation (SO2). (c) shows the hematocrit distribution
within the same network. (d) shows the oxygen partial
pressure obtained from a simplified model where the intra-
vascular oxygen partial pressure was held constant. Data
shown was computed for networks obtained by simulation

of tumor growth and vascular remodeling [167]. A spher-
ical region of approximately 2 mm radius was changed by
the tumor. Each panel shows a horizontal cut through the
simulation box. The entire extent of 8 mm width is shown.
The vessel network is visualized as collection of cylinders,
color coded by respective intravascular distributions. Only
a slab, truncated 100�m above and below the central
plane, is shown (cross sectional areas: light grey). (a) and
(d) show in addition extravascular tissue PO2 distributions

average concentrations of total hemoglobin
cHb, oxyhemoglobin cHbO, deoxyhemoglobin
cHbD, and tissue blood oxygen saturations
Y D cHbO=cHb within normal and tumorous

tissue sections. Obtained tumor hemoglobin
concentrations cHb.tumor/ were always larger
than hemoglobin concentrations in normal tissue
cHb.normal/. This is already explained by an
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increase in regional blood volume rBV due
to vaso-dilation. However, the blood oxygen
saturation in tumors Y.tumor/ was sometimes
larger or smaller than the blood oxygen
saturation in normal tissue Y.normal/, divided
approximately to equal numbers among patients.
Moreover, high hemoglobin concentrations were
correlated with high saturations, but tumors with
low hemoglobin concentration exhibited a wider
range of blood oxygen saturations.

We considered tumor vascular networks
(t D 800 h) obtained from simulation of tumor
growth and vascular remodeling. A large cohort
of 90 different networks was simulated emulating
a cohort of patients. Regional blood volume
rBV , perfusion rBF, hemoglobin concentrations
cHb, oxy-hemoglobin concentrations, deoxy-
hemoglobin concentrations, oxygen saturation
Y , as well as tissue and vascular oxygen
partial pressure distributions P, and Pt were
calculated for initial networks and final tumor
networks (t D 800 h). Transient behavior such as
transient hypoxia due to temporary occlusion
of blood vessels was not considered. In our
base case (BASE), different initial (t D 0)
vascular configurations lead to a spread in tumor
oxygen saturations, but it did not predict the
clinically observed dependency of Y.tumor/
versus Y.normal/ since predicted Y.tumor/ were
always larger than Y.normal/. Therefore we
considered a phenomenological ad-hoc extension
of the model by vaso-compression. On average,
taken over the cohort of tumors, the proposed
alteration results in a reduction of the radii
of arterioles and venules that are thicker than
the maximal dilation radius r.max/, whereas the
radii of smaller vessels are not much affected on
average. This modified model predicts saturations
Y in good agreement with mammography data
(see Fig. 3.12). The reasons for this better
agreement are a reduction of blood flow, thus
draining a greater fraction of the supplied O2 in
order to meet metabolic demand. Moreover, Y is
the volume weighted average of the local blood
saturation S.P/. Therefore compression reduces
the weight of dilated arterio-venous shunts which
generally exhibit a high saturation S. Cases for
which drastically increased metabolic oxygen

consumption rates M0, decreased maximal
dilatation radii r.max/, and stochastic variations
thereof were considered, failed to predict the
clinically observed distributions. Therefore our
results suggest that a decreased tissue blood
oxygen saturation relative to baseline normal
tissue of the same patient is indicative of vessel
compression which could be exploited in therapy.
The clinical data might imply that tumor vascular
networks that exhibit higher saturations than
normal are vastly different in their vascular
architecture than networks that exhibit low
saturations. However, our simulations suggest
that these networks nevertheless share the traits
of typical tumor vascular networks as outlined in
the introduction.

For models of tumor growth, it is a very
convenient approximation to consider a model
of oxygenation where the intravascular PO2 dis-
tribution is constant. Then only the tissue PO2
distribution needs to be calculated. There are
however qualitative difference in its predictions
that one should be aware of (s. Fig. 3.11d). The
constant-PO2 approximation fails to predict local
oxygen depletion in vessels threading the tumor
center. More importantly it over-estimates the
PO2 in the neo-vascular plexus around the tumor
periphery. The depletion of oxygen predicted by
the full model is a consequence of a redirection of
most hematocrit into the tumor center due to the
phase separation effect (s. Fig. 3.11c). Therefore
the densely vascularized capillary plexus around
the invasive edge is deprived of red blood cells
and thus the oxygen capacity of blood therein
drastically reduced.

3.4 Limitations and Outlook

Although current models produce predictions that
are in many respect in good agreement with ex-
periments, there are some severe limitations. For
one, many predictions were obtained by first sim-
ulating tumor growth by a simplified model. Then
additional quantities relevant for tumor growth
were computed, e.g. interstitial fluid flow or in-
travascular oxygen distributions [167,169]. Other
works have other limitations, e.g. oversimplified
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Fig. 3.12 Tissue oxygen saturation: clinical versus
simulation data. (a) Total hemoglobin concentration cHb

versus tissue blood oxygen saturation Y of tumors (solid
circles) and healthy breast tissue (open squares) for 87
patients, obtained by optical mammography. (b) Tissue
blood oxygen saturation Y of tumors versus those of
corresponding healthy breast tissue for the same group of
patients. (Reprinted by permission of IOP Publishing from
[60] Figs. 3b, 5a. All rights reserved) (c, d) Analogous
data obtained from simulated tumor vascular remodeling,
guided by data for breast cancer, and computation of
intra and extravascular oxygen concentration distributions
[167] of which examples are shown in Fig. 3.11a, b.

Markers in (c) correspond to initial tissue (grey) and
the tumorous areas at t D 600 h (black). A cohort of
90 tumors was simulated, each using a different initial
(t D 0) vascular network. Each initial network was grown
from one of nine root node configurations denoted RC1–
RC9. Depending on the number of root nodes, which is
equivalent to the number of arterial and venous trees in
the network, varying vascular volumes rBV and blood
flow rates rBF are obtained, introducing significant data
scatter. The data shown was predicted assuming vaso-
compression of high-caliber vessels that penetrate into the
tumor (Case CMPR of Ref. [167])

vascular networks of host tissue [95, 131, 141,
174]. It may be worth to develop an integrated
model combining all aspects into time dependent
simulation of tumor growth. This may be particu-
larly important for the study of pharmacokinetics

where IFF, drug transport, oxygenation and tumor
growth are tightly coupled.

Furthermore, To obtain a more faithful cohort
of initial blood vessel networks, a systematic
analysis of initial networks could be carried out.
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Experimental data of blood volume, rBV , per-
fusion rBF, and so on, could be used to select
a cohort of networks that satisfies experimen-
tally observed statistical distributions. Current
networks are unrealistic in some aspects, e.g. they
contain no anastomosis, i.e. cross-links between
vascular trees [100].

Therefore it would be ideal to use real scanned
and digitized blood vessel networks (s. Fig. 3.13
for examples). In principle it is possible to auto-
matically reconstruct networks from voxel data.
However, current state of the art microscopy
methods can only see through a tissue slab up to
a maximal depth of ca. 250�m [27]. Recently,
data obtained from micro computed tomography
(�-CT) was used by Stamatelos et al. [147] to
reconstruct large parts of the vascular system
of an animal-model breast tumor. However, it
is questionable if all capillaries were captured
since the resolution of the scanner was only
8�m, and many dead ends were in the recon-
structed network. Similar results were obtained
for other cranial [61] and coronary [91] blood

vessel networks. A data base of many large scale
networks of normal tissues and corresponding
tumor networks at different growth stages could
be built. Not only would this eliminate the need to
construct artificial initial networks, but it would
also allow for a detailed comparison between
model predictions and real tumor networks.

A major limitation of our model is the re-
stricted applicability to only well perfused tu-
mors. However in animal models blood flow
velocities are generally lower amounting to 0.1–
1 mm/s [9, 109]. The prediction of good perfu-
sion is inherent to our basic model of vascular
remodeling since tumor vessels can only dilate,
not shrink, leading to well conducting arterio-
venous shunts. The prediction of high flow rates
allows for neglect of blood plasma loss due to
extravasation, which we justify by a simple worst
case estimation of lost plasma amounting to ca.
0:1%. Therefore, extravasation of plasma cannot
be the only cause for low blood flow, but rather
it likely aggravates the situation if vessels are
constricted by solid pressure for instance.

Fig. 3.13 Reconstruction of blood vessel networks
from imaging data: (a) A coronary vascular network of
a rat based on micro-CT images. Various subnetworks
are distinguished by random colors. (Reprinted with
Permission from [91] Fig. 12e. Copyright 2007 Elsevier
Science) (b) A section of a cortical blood vessel network
after reconstruction based on micro-CT images. Vessels
are color coded according to their diameter d. (Reprinted
with permission from [61] Fig. 1c. Copyright 2010 Nature
Publishing Group) (c) Tissue slice of the human cerebral
cortex. The left hand side shows a side view on a large

vein with adjacent branches. The reconstruction is based
on depth-coded confocal microscopy images. (Reprinted
with permission from [27] Fig. 3. Copyright 2006 Taylor
& Francis LLC) At the present day, vascular networks
of host tissue, in which tumor growth is simulated, are
algorithmically synthesized which involves uncertainties
and likely model artifacts. The incorporation of such
scanned networks, possibly on larger scales than the ones
shown, would allow for more accurate model validation
and results to be obtained
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Consequently, it would be worthwhile to ex-
plore extensions to vascular dilation and regres-
sion processes rather than limiting blood flow
by ad-hoc shrinkage of arterial radii, as done
in [167]. One such possible extension already
exists in the vascular adaptation model [119].
Essentially, a shrinking-tendency is balanced by a
wall shear-stress dependent growth signal. More-
over, compression of blood vessels is insuffi-
ciently understood. Forces involved were studied
quantitatively, separately (see Refs. below). How-
ever, their interplay is not understood or studied
much. Obviously, the deformation of vessel walls
is governed by a balance of forces which are
tensile and compressive stress within the vessel
wall, blood pressure, interstitial fluid pressure,
and solid pressure. Solid pressure compresses
vessels [30, 31, 150] and there is evidence that
an elevated IFP aids in compression of vessels
[36,59]. There is, to our knowledge, no predictive
model of the response of the vessel wall that takes
these factors into account. A physical considera-
tion based on first principles e.g. with the help
of a elasto-plastic mechanical model of vascular
walls in combination with a mechanical model
of tissue could help elucidate the forces involved
and ultimately yield better predictions of blood
flow.

With an ad-hoc extension to emulate com-
pression, our model predicts regional blood flow
rBF that is about a factor of 5–10 above mea-
sured data from breast tumors [167, Tbl. 4].
This apparent deficiency might be founded in the
size of the considered tumors (4 mm in diameter,
simulated, versus centimeter sized real tumors),
since in tumor xenografts [84] blood flow rBF of
experimental tumors (2–0.3 ml/g/min) correlates
negatively with size (0.1–10 cm3 tumor volume),
consistent with predictions of our model. The
reasons for this size dependency are currently
unknown. However, it suggests that either normal
vasculatures can only provide a constant blood
flow rate per surface area of the tumor spheroid
into the tumor, or that the abnormal organization
of the tumor vasculature is only affecting blood
flow velocities in tumors much larger than theo-
retically studied.
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33. Daşu A, Toma-Daşu I, Karlsson M (2003) The-
oretical simulation of tumour oxygenation and
results from acute and chronic hypoxia. Phys
Med Biol 48(17):2829–2842. doi:10.1088/0031-
9155/48/17/307

34. D’Angelo C (2012) Finite element approximation
of elliptic problems with dirac measure terms in
weighted spaces: applications to one- and three-
dimensional coupled problems. SIAM J Numer
Anal 50(1):194–215. doi:10.1137/100813853

35. Degond P, Mas-Gallic S (1989) The weighted parti-
cle method for convection-diffusion equations. Part
1: the case of an isotropic viscosity. Math Comput
53(188):485–507. doi:10.2307/2008716

36. DelGiorno KE, Carlson MA, Osgood R, Provenzano
PP, Brockenbough JS, Thompson CB, Shepard HM,
Frost GI, Potter JD, Hingorani SR (2014) Response
to Chauhan et al.: interstitial pressure and vascular
collapse in pancreas cancer-fluids and solids, mea-
surement and meaning. Cancer Cell 26(1):16–17.
doi:10.1016/j.ccr.2014.06.004

37. Döme B, Hendrix MJ, Paku S, Tovari J,
Timar J (2007) Alternative vascularization
mechanisms in cancer: pathology and therapeutic
implications. Am J Pathol 170(1):1–15.
doi:10.2353/ajpath.2007.060302

38. Döme B, Paku S, Somlai B, Tímár J (2002) Vas-
cularization of cutaneous melanoma involves vessel
co-option and has clinical significance. J Pathol
197(3):355–362. doi:10.1002/path.1124

39. Drasdo D, Höhme S (2005) A single-cell-based
model of tumor growth in vitro: monolayers
and sphereoids. Phys Biol 2(3):133–147.
doi:10.1088/1478-3975/2/3/001

40. Du J, Li FH, Fang H, Xia JG, Zhu CX (2008) Mi-
crovascular architecture of breast lesions: evaluation

http://dx.doi.org/10.1016/j.jtbi.2007.09.015
http://dx.doi.org/10.1016/j.jtbi.2007.09.015
http://dx.doi.org/10.1016/j.jtbi.2011.02.017
http://dx.doi.org/10.1016/j.jtbi.2011.02.017


3 Computer Simulations of the Tumor Vasculature 67

with contrast-enhanced ultrasonographic micro flow
imaging. J Ultrasound Med 27(6):833–842

41. Enderling H, Anderson AR, Chaplain MA, Beheshti
A, Hlatky L, Hahnfeldt P (2009) Paradoxical de-
pendencies of tumor dormancy and progression on
basic cell kinetics. Cancer Res 69(22):8814–8821.
doi:10.1158/0008-5472.can-09-2115

42. Enderling H, Hlatky L, Hahnfeldt P (2009)
Migration rules: tumours are conglomerates of
selfmetastases. Br J Cancer 100(12):1917–1925.
doi:10.1038/sj.bjc.6605071

43. Erber R, Eichelsbacher U, Powajbo V, Korn
T, Djonov V, Lin J, Hammes HP, Grobholz
R, Ullrich A, Vajkoczy P (2006) EphB4
controls blood vascular morphogenesis during
postnatal angiogenesis. EMBO J 25(3):628–641.
doi:10.1038/sj.emboj.7600949

44. Espinoza I, Peschke P, Karger CP (2013) A model
to simulate the oxygen distribution in hypoxic tu-
mors for different vascular architectures. Med Phys
40(8):081,703. doi:10.1118/1.4812431

45. Folkman J (1971) Tumor angiogenesis: therapeutic
implications. N Engl J Med 285(21):1182–1186.
doi:10.1056/nejm197111182852108

46. Fraser GM, Goldman D, Ellis CG (2013) Com-
parison of generated parallel capillary arrays to
three-dimensional reconstructed capillary networks
in modeling oxygen transport in discrete mi-
crovascular volumes. Microcirculation 20(8):748–
763. doi:10.1111/micc.12075

47. Furuberg L, Feder J, Aharony A, Jossang T (1988)
Dynamics of invasion percolation. Phys Rev Lett
61(18):2117–2120. doi:10.1007/978-94-009-2653-
0 17

48. Gazit Y, Berk DA,Michael Leunig LTB,
Jain RK (1995) Scale-invariant behavior and
vascular network formation in norma and
tumor tissue. Phys Rev Lett 75(12):2428–2431.
doi:10.1103/physrevlett.75.2428

49. Gerhardt H, Golding M, Fruttinger M, Ruhrberg
C, Lundkvist A, Abramsson A, Jeltsch M, Mitchell
C, Alitalo K, Shima D, Betsholz C (2003) Vegf
guides angiogenic sprouting utilizing endothelial
tip cell filopodia. J Cell Biol 161(6):1163–1177.
doi:10.1083/jcb.200302047

50. Gevertz JL (2011) Computational modeling of
tumor response to vascular-targeting therapies-
part I: validation. Comput Math Methods Med
2011:830,515. doi:10.1155/2011/830515

51. Gimbrone M, Cotran R, Leapman S, Folk-
man J (1974) Tumor growth and neovascular-
ization: an experimental model using the rab-
bit cornea. J Natl Cancer Inst 52(2):413–427.
doi:10.1093/jnci/52.2.413

52. Gödde R, Kurz H (2001) Structural and
biophysical simulation of angiogenesis and
vascular remodeling. Dev Dyn 220(4):387–401.
doi:10.1002/dvdy.1118

53. Goettsch W, Gryczka C, Korff T, Ernst E,
Goettsch C, Seebach J, Schnittler HJ, Augustin
HG, Morawietz H (2008) Flow-dependent regula-

tion of angiopoietin-2. J Cell Physiol 214(2):491–
503. doi:10.1002/jcp.21229

54. Goldman D (2008) Theoretical models of microvas-
cular oxygen transport to tissue. Microcirculation
15(8):795–811. doi:10.1080/10739680801938289

55. Goldman D, Bateman RM, Ellis CG (2004) Effect
of sepsis on skeletal muscle oxygen consumption
and tissue oxygenation: interpreting capillary oxy-
gen transport data using a mathematical model. Am
J Physiol Heart Circ Physiol 287(6):H2535–2544.
doi:10.1152/ajpheart.00889.2003

56. Goldman D, Bateman RM, Ellis CG (2006) Effect
of decreased O2 supply on skeletal muscle oxy-
genation and O2 consumption during sepsis: role of
heterogeneous capillary spacing and blood flow. Am
J Physiol Heart Circ Physiol 290(6):H2277–2285.
doi:10.1152/ajpheart.00547.2005

57. Goldman D, Popel AS (2000) A computational
study of the effect of capillary network anastomoses
and tortuosity on oxygen transport. J Theor Biol
206(2):181–194. doi:10.1006/jtbi.2000.2113

58. Gray LH, Conger AD, Ebert M, Hornsey S,
Scott OCA (1953) The concentration of oxygen
dissolved in tissues at the time of irradiation as a
factor in radiotherapy. Br J Radiol 26(312):638–
648.doi:10.1259/0007-1285-26-312-638. PMID:
13106296

59. Griffon-Etienne G, Boucher Y, Brekken C, Suit
HD, Jain RK (1999) Taxane-induced apoptosis de-
compresses blood vessels and lowers interstitial
fluid pressure in solid tumors: clinical implications.
Cancer Res 59(15):3776–3782. http://cancerres.
aacrjournals.org/content/59/15/3776.abstract

60. Grosenick D, Wabnitz H, Moesta KT, Mucke J,
Schlag PM, Rinneberg H (2005) Timedomain scan-
ning optical mammography: II. Optical proper-
ties and tissue parameters of 87 carcinomas. Phys
Med Biol 50(11):2451–2468. doi:10.1088/0031-
9155/50/11/002

61. Guibert R, Fonta C, Plouraboue F (2010) Cere-
bral blood flow modeling in primate cortex.
J Cereb Blood Flow Metab 30(11):1860–1873.
doi:10.1038/jcbfm.2010.105

62. Hanahan D,Weinberg RA (2011) Hallmarks of
cancer: the next generation. Cell 144(5):646–674.
doi:10.1016/j.cell.2011.02.013

63. Harris AL (2002) Hypoxia–a key regulatory fac-
tor in tumour growth. Nat Rev Cancer 2(1):38–47.
doi:10.1038/nrc704

64. Heldin CH, Rubin K, Pietras K, Ostman A (2004)
High interstitial fluid pressure – an obstacle in
cancer therapy. Nat Rev Cancer 4(10):806–813.
doi:10.1038/nrc1456

65. Hellums JD, Nair PK, Huang NS, Ohshima N
(1996) Simulation of intraluminal gas transport pro-
cesses in the microcirculation. Ann Biomed Eng
24(1):1–24. doi:10.1007/bf02770991

66. Höckel M, Vaupel P (2001) Tumor hypoxia: def-
initions and current clinical, biologic, and molec-
ular aspects. J Natl Cancer Inst 93(4):266–276.
doi:10.1093/jnci/93.4.266

http://cancerres.aacrjournals.org/content/59/15/3776.abstract
http://cancerres.aacrjournals.org/content/59/15/3776.abstract


68 M. Welter and H. Rieger

67. Holash J, Maisonpierre PC, Compton D, Boland
P, Alexander CR, Zagzag D, Yancopoulos GD,
Wiegand SJ (1999) Vessel cooption, regression,
and growth in tumors mediated by angiopoi-
etins and vegf. Science 284(5422):1994–1998.
doi:10.1126/science.284.5422.1994

68. Holash J, Wiegand S, Yancopoulos G (1999) New
model of tumor angiogenesis: dynamic balance be-
tween vessel regression and growth mediated by an-
giopoietins and vegf. Oncogene 18(38):5356–5362.
doi:10.1038/sj.onc.1203035

69. Hopcroft J, Tarjan R (1973) Algorithm 447: efficient
algorithms for graph manipulation. Commun ACM
16(6):372–378. doi:10.1145/362248.362272

70. Hsu R, Secomb TW (1989) A green’s function
method for analysis of oxygen delivery to tissue by
microvascular networks. Math Biosci 96(1):61–78.
doi:10.1016/0025-5564(89)90083-7

71. Hubbard M, Byrne H (2013) Multiphase modelling
of vascular tumour growth in two spatial dimen-
sions. J Theor Biol 316(0):70–89. http://dx.doi.org/
10.1016/j.jtbi.2012.09.031

72. Ito M, Lammertsma AA, Wise RJ, Bernardi
S, Frackowiak RS, Heather JD, McKenzie CG,
Thomas DG, Jones T (1982) Measurement of re-
gional cerebral blood flow and oxygen utilisa-
tion in patients with cerebral tumours using 15O
and positron emission tomography: analytical tech-
niques and preliminary results. Neuroradiology
23(2):63–74. doi:10.1007/bf00367239

73. Jain RK (1987) Transport of molecules in the tumor
interstitium: a review. Cancer Res 47(12):3039–
3051. http://cancerres.aacrjournals.org/content/47/
12/3039.abstract

74. Jain RK (1987) Transport of molecules in the tumor
interstitium: a review. Cancer Res 47(12):3039–
3051. http://cancerres.aacrjournals.org/content/47/
12/3039.abstract

75. Jain RK (1988) Determinants of tumor blood flow:
a review. Cancer Res 48(10):2641–2658. http://
cancerres.aacrjournals.org/content/48/10/2641.
abstract

76. Jain RK (1999) Transport of molecules, particles,
and cells in solid tumors. Annu Rev Biomed Eng
1(1):241–263. doi:10.1146/annurev.bioeng.1.1.241

77. Jain RK (2005) Normalization of tumor
vasculature: an emerging concept in
antiangiogenic therapy. Science 307(5706):58–
62. doi:10.1126/science.1104819

78. Jain RK (2013) Normalizing tumor microen-
vironment to treat cancer: bench to bedside
to biomarkers. J Clin Oncol 31(17):2205–2218.
doi:10.1200/jco.2012.46.3653

79. Jain RK (2014) An indirect way to
tame cancer. Sci Am 310(2):46–53.
doi:10.1038/scientificamerican0214-46

80. Jain RK (2015) Antiangiogenesis strategies
revisited: from starving tumors to alleviating
hypoxia. Cancer Cell 26(5):605–622.
doi:10.1016/j.ccell.2014.10.006

81. Jain RK, Baxter LT (1988) Mechanisms of het-
erogeneous distribution of monoclonal antibodies
and other macromolecules in tumors: significance
of elevated interstitial pressure. Cancer Res 48(24
Pt 1):7022–7032. http://cancerres.aacrjournals.org/
content/48/24_Part_1/7022.abstract

82. Jain RK, Stylianopoulos T (2010) Delivering
nanomedicine to solid tumors. Nat Rev Clin Oncol
7(11):653–664. doi:10.1038/nrclinonc.2010.139

83. Jain RK, Tong RT, Munn LL (2007) Effect
of vascular normalization by antiangiogenic ther-
apy on interstitial hypertension, peritumor edema,
and lymphatic metastasis: insights from a math-
ematical model. Cancer Res 67(6):2729–2735.
doi:10.1158/0008-5472.can-06-4102

84. Kallinowski F, Schlenger KH, Kloes M, Stohrer M,
Vaupel P (1989) Tumor blood flow: the principal
modulator of oxidative and glycolytic metabolism,
and of the metabolic micromilieu of human tumor
xenografts in vivo. Int J Cancer 44(2):266–272.
doi:10.1002/ijc.2910440214

85. Karakashev SV, Reginato MJ (2015) Progress to-
ward overcoming hypoxia-induced resistance to
solid tumor therapy. Cancer Manag Res 7:253–264.
doi:10.2147/cmar.s58285

86. Kelly CJ, Brady M (2006) A model to sim-
ulate tumour oxygenation and dynamic [18F]-
Fmiso PET data. Phys Med Biol 51(22):5859–5873.
doi:10.1088/0031-9155/51/22/009

87. Krogh A (1919) The number and distribution
of capillaries in muscles with calculations of
the oxygen pressure head necessary for supply-
ing the tissue. J Physiol (Lond) 52(6):409–415.
doi:10.1113/jphysiol.1919.sp001839

88. Lagerlöf JH, Kindblom J, Bernhardt P (2014)
The impact of including spatially longitudinal het-
erogeneities of vessel oxygen content and vas-
cular fraction in 3D tumor oxygenation mod-
els on predicted radiation sensitivity. Med Phys
41(4):044,101. doi:10.1118/1.4866887

89. Lagerlöf JH, Kindblom J, Cortez E, Pietras K,
Bernhardt P (2013) Image-based 3D modeling
study of the influence of vessel density and
blood hemoglobin concentration on tumor oxy-
genation and response to irradiation. Med Phys
40(2):024,101. doi:10.1118/1.4773886

90. Lee D, Rieger H, Bartha K (2006) Flow correlated
percolation during vascular remodeling in growing
tumors. Phys Rev Lett 96(5):058,104-1-058,104-4.
doi:10.1103/PhysRevLett.96.058104

91. Lee J, Beighley P, Ritman E, Smith N (2007)
Automatic segmentation of 3D micro-CT coronary
vascular images. Med Image Anal 11(6):630–647.
doi:10.1016/j.media.2007.06.012

92. Leenders KL, Beaney RP, Brooks DJ, Lammertsma
AA, Heather JD, McKenzie CG (1985) Dexametha-
sone treatment of brain tumor patients: effects on
regional cerebral blood flow, blood volume, and
oxygen utilization. Neurology 35(11):1610–1616.
doi:10.1212/wnl.35.11.1610

http://dx.doi.org/10.1016/j.jtbi.2012.09.031
http://dx.doi.org/10.1016/j.jtbi.2012.09.031
http://cancerres.aacrjournals.org/content/47/12/3039.abstract
http://cancerres.aacrjournals.org/content/47/12/3039.abstract
http://cancerres.aacrjournals.org/content/47/12/3039.abstract
http://cancerres.aacrjournals.org/content/47/12/3039.abstract
http://cancerres.aacrjournals.org/content/48/10/2641.abstract
http://cancerres.aacrjournals.org/content/48/10/2641.abstract
http://cancerres.aacrjournals.org/content/48/10/2641.abstract
http://cancerres.aacrjournals.org/content/48/24_Part_1/7022.abstract
http://cancerres.aacrjournals.org/content/48/24_Part_1/7022.abstract


3 Computer Simulations of the Tumor Vasculature 69

93. LeVeque RJ (2007) Finite difference methods
for ordinary and partial differential equations –
steady-state and time-dependent problems. SIAM.
doi:10.1137/1.9780898717839

94. Logsdon EA, Finley SD, Popel AS, Gabhann FM
(2014) A systems biology view of blood ves-
sel growth and remodelling. J Cell Mol Med
18(8):1491–1508. doi:10.1111/jcmm.12164

95. Lowengrub JS, Frieboes HB, Jin F, Chuang YL,
Li X, Macklin P, Wise SM, Cristini V (2010)
Nonlinear modelling of cancer: bridging the gap
between cells and tumours. Nonlinearity 23(1):R1–
R9. doi:10.1088/0951-7715/23/1/r01

96. Macklin P, Lowengrub J (2007) Nonlinear sim-
ulation of the effect of microenvironment on
tumor growth. J Theor Biol 247(3):677–704.
doi:10.1016/j.jtbi.2006.12.004

97. Macklin P, McDougall S, Anderson AR, Chap-
lain MA, Cristini V, Lowengrub J (2009) Multi-
scale modelling and nonlinear simulation of vascu-
lar tumour growth. J Math Biol 58(4-5):765–798.
doi:10.1007/s00285-008-0216-9

98. Mandelbrot BB (1983) The fractal geometry
of nature, vol 51. Freeman, San Francisco.
doi:10.1119/1.13295

99. Mankoff DA, Dunnwald LK, Gralow JR, Ellis GK,
Charlop A, Lawton TJ, Schubert EK, Tseng J, Liv-
ingston RB (2002) Blood flow and metabolism in
locally advanced breast cancer: relationship to re-
sponse to therapy. J Nucl Med 43(4):500-509. http://
jnm.snmjournals.org/content/43/4/500.abstract

100. Marieb E, Hoehn K (2013) Human anatomy &
physiology. Pearson, San Francisco

101. McDonald DM, Choyke PL (2003) Imaging of
angiogenesis: from microscope to clinic. Nat Med
9(6):713–725. doi:10.1038/nm0603-713

102. Minchinton AI, Tannock IF (2006) Drug penetration
in solid tumours. Nat Rev Cancer 6(8):583–592.
doi:10.1038/nrc1893

103. Mönnich D, Troost EG, Kaanders JH, Oyen WJ, Al-
ber M, Thorwarth D (2011) Modelling and simula-
tion of [18F]fluoromisonidazole dynamics based on
histology-derived microvessel maps. Phys Med Biol
56(7):2045–2057. doi:10.1088/0031-9155/56/7/009

104. Moschandreou TE, Ellis CG, Goldman D (2011)
Influence of tissue metabolism and capillary oxy-
gen supply on arteriolar oxygen transport: a
computational model. Math Biosci 232(1):1–10.
doi:10.1016/j.mbs.2011.03.010

105. Murray C (1926) The physiological principle of
minimum work: the vascular system and the cost
of blood volume. Proc Natl Acad Sci USA 12:207–
214. doi:10.1073/pnas.12.3.207

106. Nair PK, Hellums JD, Olson JS (1989) Predic-
tion of oxygen transport rates in blood flowing
in large capillaries. Microvasc Res 38(3):269–285.
doi:10.1016/0026-2862(89)90005-8

107. Nair PK, Huang NS, Hellums JD, Olson JS (1990)
A simple model for prediction of oxygen trans-
port rates by flowing blood in large capillaries.

Microvasc Res 39(2):203–211. doi:10.1016/0026-
2862(90)90070-8

108. Nehls V, Herrmann R, H’́uhnken M (1998) Guided
migration as a novel mechanism of capillary
network remodeling is regulated by fibroblast
growth factor. Histochem Cell Biol 109(4):319–329.
doi:10.1007/s004180050232

109. Netti PA, Roberge S, Boucher Y, Baxter LT,
Jain RK (1996) Effect of transvascular fluid
exchange on pressure-flow relationship in tu-
mors: a proposed mechanism for tumor blood
flow heterogeneity. Microvasc Res 52(1):27–46.
doi:10.1006/mvre.1996.0041

110. Nico B, Benagiano V, Mangieri D, Maruotti N,
Vacca A, Ribatti D (2008) Evaluation of microvas-
cular density in tumors: pro and contra. Histol
Histopathol 23(5):601–607

111. Owen MR, Alarcon T, Maini PK, Byrne HM (2009)
Angiogenesis and vascular remodelling in normal
and cancerous tissues. J Math Biol 58(4–5):689–
721. doi:10.1007/s00285-008-0213-z

112. Peirce SM, Van Gieson EJ, Skalak TC (2004)
Multicellular simulation predicts microvascular pat-
terning and in silico tissue assembly. FASEB J
18(6):731–733. doi:10.1096/fj.03-0933fje

113. Pennacchietti S, Michieli P, Galluzzo M, Mazzone
M, Giordano S, Comoglio PM (2003) Hypoxia pro-
motes invasive growth by transcriptional activation
of the met protooncogene. Cancer Cell 3(4):347–
361. doi:10.1016/s1535-6108(03)00085-0

114. Penta R, Ambrosi D (2015) The role of the
microvascular tortuosity in tumor transport phe-
nomena. J Theor Biol 364(0):80–97 (2015).
doi:10.1016/j.jtbi.2014.08.007

115. Perfahl H, Byrne HM, Chen T, Estrella V, Alarcon T,
Lapin A, Gatenby RA, Gillies RJ, Lloyd MC, Maini
PK, Reuss M, Owen MR (2011) Multiscale mod-
elling of vascular tumour growth in 3D: the roles of
domain size and boundary conditions. PLoS ONE
6(4):e14,790. doi:10.1371/journal.pone.0014790

116. Peskin CS (2002) The immersed boundary
method. Acta Numer 11:479–517.
doi:10.1017/S0962492902000077

117. Preziosi L, Tosin A (2009) Multiphase modelling of
tumour growth and extracellular matrix interaction:
mathematical tools and applications. J Math Biol
58(4–5):625–656. doi:10.1007/s00285-008-0218-7

118. Pries A, Secomb T, Gaehtgens P, Gross J (1990)
Blood flow in microvascular networks. Experi-
ments and simulation. Circ Res 67(4):826–834.
doi:10.1161/01.res.67.4.826

119. Pries AR, Reglin B, Secomb TW (2005) Re-
modeling of blood vessels: responses of diam-
eter and wall thickness to hemodynamic and
metabolic stimuli. Hypertension 46(4):725–731.
doi:10.1161/01.hyp.0000184428.16429.be

120. Pries AR, Secomb TW, Gessner T, Sperandio MB,
Gross JF, Gaehtgens P (1994) Resistance to blood
flow in microvessels in vivo. Circ Res 75(5):904–
915. doi:10.1161/01.res.75.5.904

http://jnm.snmjournals.org/content/43/4/500.abstract
http://jnm.snmjournals.org/content/43/4/500.abstract


70 M. Welter and H. Rieger

121. Primeau AJ, Rendon A, Hedley D, Lilge L, Tannock
IF (2005) The distribution of the anticancer drug
Doxorubicin in relation to blood vessels in solid
tumors. Clin Cancer Res 11(24 Pt 1):8782-8788.
doi:10.1158/1078-0432.ccr-05-1664

122. Raica M, Cimpean AM, Ribatti D (2009) Angio-
genesis in pre-malignant conditions. Eur J Cancer
45(11):1924–1934. doi:10.1016/j.ejca.2009.04.007

123. Rieger H, Thome C, Sadjadi Z (2015) Menis-
cus arrest dominated imbibition front roughen-
ing in porous media with elongated pores. J
Phys Conf Ser 638(1):012,007. doi:10.1088/1742-
6596/638/1/012007

124. Rieger H, Welter M (2015) Integrative models
of vascular remodeling during tumor growth. Wi-
ley Interdiscip Rev Syst Biol Med 7(3):113–129.
doi:10.1002/wsbm.1295

125. Roose T, Chapman S, Maini P (2007) Mathemati-
cal models of avascular tumor growth. SIAM Rev
49(2):179–208. doi:10.1137/S0036144504446291

126. Safaeian N, David T (2013) A computational
model of oxygen transport in the cerebrocapil-
lary levels for normal and pathologic brain func-
tion. J Cereb Blood Flow Metab 33(10):1633–1641.
doi:10.1038/jcbfm.2013.119

127. Safaeian N, Sellier M, David T (2011) A computa-
tional model of hemodynamic parameters in cortical
capillary networks. J Theor Biol 271(1):145–156.
doi:10.1016/j.jtbi.2010.11.038

128. Safaeian N (2012) Computational modelling of cap-
illaries in neuro-vascular coupling. University of
Canterbury. doi:10092/8038

129. Sahani DV, Kalva SP, Hamberg LM, Hahn
PF, Willet CG, Saini S, Mueller PR, Lee TY
(2005) Assessing tumor perfusion and treatment
response in rectal cancer with multisection ct:
initial observations. Radiology 234(3):785–792.
doi:10.1148/radiol.2343040286

130. Sainson RC, Harris AL (2007) Anti-Dll4 ther-
apy: can we block tumour growth by increas-
ing angiogenesis? Trends Mol Med 13(9):389–395.
doi:10.1016/j.molmed.2007.07.002

131. Sanga S, Sinek JP, Frieboes HB, Ferrari M, Fruehauf
JP, Cristini V (2006) Mathematical modeling of
cancer progression and response to chemotherapy.
Expert Rev Anticancer Ther 10(10):1361–1376.
doi:10.1586/14737140.6.10.1361

132. Schreiner W (1993) Computer generation of com-
plex arterial tree models. J Biomed Eng 15(2):148–
150. doi:10.1016/0141-5425(93)90046-2

133. Schreiner W, Buxbaum P (1993) Computer-
optimization of vascular trees. IEEE Trans Biomed
Eng 40(5):482–491. doi:10.1109/10.243413

134. Scianna M, Bell CG, Preziosi L (2013) A re-
view of mathematical models for the formation
of vascular networks. J Theor Biol 333:174–209.
doi:10.1016/j.jtbi.2013.04.037

135. Sciume G, Shelton S, Gray W, Miller C, Hussain
F, Ferrari M, Decuzzi P, Schrefler B (2013) A mul-
tiphase model for three-dimensional tumor growth.

New J Phys 15(1):015,005. doi:10.1088/1367-
2630/15/1/015005

136. Secomb TW, Hsu R, Park EYH, Dewhirst MW
(2004) Green’s function methods for analysis
of oxygen delivery to tissue by microvascular
networks. Ann Biomed Eng 32(11):1519–1529.
doi:10.1114/b:abme.0000049036.08817.44

137. Sefidgar M, Soltani M, Raahemifar K, Bazmara H,
Nayinian SM, Bazargan M (2014) Effect of tumor
shape, size, and tissue transport properties on drug
delivery to solid tumors. J Biol Eng 8(1):1–13.
doi:10.1186/1754-1611-8-12

138. Sefidgar M, Soltani M, Raahemifar K, Sadeghi M,
Bazmara H, Bazargan M, Naeenian MM (2015)
Numerical modeling of drug delivery in a dy-
namic solid tumor microvasculature. Microvasc Res
99(0):43–56. doi:10.1016/j.mvr.2015.02.007

139. Sethian JA, Smereka P (2003) Level set methods
for fluid interfaces. Ann Rev Fluid Mech 35(1):341–
372. doi:10.1146/annurev.fluid.35.101101.161105

140. Shieh AC, Swartz MA (2011) Regulation of tu-
mor invasion by interstitial fluid flow. Phys Biol
8(1):015,012. doi:10.1088/1478-3975/8/1/015012

141. Sinek JP, Sanga S, Zheng X, Frieboes HB, Fer-
rari M, Cristini V (2009) Predicting drug pharma-
cokinetics and effect in vascularized tumors using
computer simulation. J Math Biol 58(4–5):485–510.
doi:10.1007/s00285-008-0214-y

142. Skeldon AC, Chaffey G, Lloyd DJ, Mohan V,
Bradley DA, Nisbet A (2012) Modelling and de-
tecting tumour oxygenation levels. PLoS ONE
7(6):e38,597. doi:10.1371/journal.pone.0038597

143. Song JW, Munn LL (2011) Fluid forces
control endothelial sprouting. Proc Natl
Acad Sci USA 108(37):15,342–15,347.
doi:10.1073/pnas.1105316108

144. Spinelli L, Torricelli A, Pifferi A, Taroni P,
Danesini G, Cubeddu R (2005) Characterization of
female breast lesions from multi-wavelength
time-resolved optical mammography. Phys
Med Biol 50(11):2489–2502. doi:10.1088/0031-
9155/50/11/004

145. McDougall SR, Anderson A, Chaplain MAJ (2006)
Mathematical modelling of dynamic adaptive
tumour-induced angiogenesis: clinical implications
and therapeutic targeting strategies. J Theor Biol
241(3):564–589. doi:10.1016/j.jtbi.2005.12.022

146. McDougall SR, Anderson A, Chaplain MAJ,
Sherratt J (2002) Mathematical modelling of
flow through vascular networks: implications for
tumor-induced angiogenesis and chemotherapy
strategies. Bull Math Biol 64(4):673–702.
doi:10.1006/bulm.2002.0293

147. Stamatelos SK, Kim E, Pathak AP, Popel AS (2014)
A bioimage informatics based reconstruction of
breast tumor microvasculature with computational
blood flow predictions. Microvasc Res 91:8–21.
doi:10.1016/j.mvr.2013.12.003

148. Stamper IJ, Byrne HM, Owen MR, Maini PK (2007)
Modelling the role of angiogenesis and vasculo-



3 Computer Simulations of the Tumor Vasculature 71

genesis in solid tumour growth. Bull Math Biol
69(8):2737–2772. doi:10.1007/s11538-007-9253-6

149. Stauffer D, Aharony A (1994) Introduction
to percolation theory. CRC press. doi:
10.4324/9780203211595

150. Stylianopoulos T, Martin JD, Chauhan VP, Jain SR,
Diop-Frimpong B, Bardeesy N, Smith BL, Fer-
rone CR, Hornicek FJ, Boucher Y, Munn LL, Jain
RK (2012) Causes, consequences, and remedies for
growth-induced solid stress in murine and human
tumors. Proc Natl Acad Sci USA 109(38):15,101–
15,108. doi:10.1073/pnas.1213353109

151. Swanson KR, Rockne RC, Claridge J, Chaplain
MA, Alvord EC, Anderson AR (2011) Quantifying
the role of angiogenesis in malignant progression
of gliomas: in silico modeling integrates imag-
ing and histology. Cancer Res 71(24):7366–7375.
doi:10.1158/0008- 5472.can-11-1399

152. Swartz MA, Lund AW (2012) Lymphatic and inter-
stitial flow in the tumour microenvironment: linking
mechanobiology with immunity. Nat Rev Cancer
12(3):210–219. doi:10.1038/nrc3186

153. Tammela T, Alitalo K (2010) Lymphangiogenesis:
molecular mechanisms and future promise.
Cell 140(4):460–476. doi:10.1016/j.cell.2010.
01.045

154. Taroni P (2012) Diffuse optical imaging and spec-
troscopy of the breast: a brief outline of history and
perspectives. Photochem Photobiol Sci 11(2):241–
250. doi:10.1039/c1pp05230f

155. Taroni P, Torricelli A, Spinelli L, Pifferi A, Arpaia
F, Danesini G, Cubeddu R (2005) Timeresolved
optical mammography between 637 and 985 nm:
clinical study on the detection and identification of
breast lesions. Phys Med Biol 50(11):2469–2488.
doi:10.1088/0031-9155/50/11/003

156. Thomas H, Cormen Charles E, Leiserson RLR,
Stein C (2009) Introduction to algorithms, 3rd edn.,
The MIT Press

157. Tong RT, Boucher Y, Kozin SV, Winkler F, Hick-
linDJ, Jain RK (2004) Vascular normalization by
vascular endothelial growth factor receptor 2 block-
ade induces a pressure gradient across the vascu-
lature and improves drug penetration in tumors.
Cancer Res 64(11):3731–3736. doi:10.1158/0008-
5472.CAN-04-0074

158. Tracqui P (2009) Biophysical models of tu-
mour growth. Rep Prog Phys 72(5):056,701.
doi:10.1088/0034-4885/72/5/056701

159. Tsai AG, Johnson PC, Intaglietta M (2003) Oxy-
gen gradients in the microcirculation. Physiol Rev
83(3):933–963. doi:10.1152/physrev.00034.2002

160. Tsoukias NM, Goldman D, Vadapalli A, Pittman
RN, Popel AS (2007) A computational model of
oxygen delivery by hemoglobin-based oxygen
carriers in three-dimensional microvascular
networks. J Theor Biol 248(4):657–674.
doi:10.1016/j.jtbi.2007.06.012

161. Vaupel P, Kallinowski F, Okunieff P (1989) Blood
flow, oxygen and nutrient supply, and metabolic

microenvironment of human tumors: a review.
Cancer Res 49(23):6449–6465. http://cancerres.
aacrjournals.org/content/49/23/6449.abstract

162. Verdier C, Etienne J, Duperray A, Preziosi L (2009)
Review: rheological properties of biological mate-
rials. Comptes Rendus Physique 10(8): 790–811.
http://dx.doi.org/10.1016/j.crhy.2009.10.003. Com-
plex and biofluidsFluides complexes et biologiques

163. Volokh KY (2006) Stresses in growing
soft tissues. Acta Biomater 2(5):493–504.
doi:10.1016/j.actbio.2006.04.002

164. Weislo R, Dzwinel W, Yuen DA, Dudek AZ
(2009) A 3-D model of tumor progression
based on complex automata driven by particle
dynamics. J Mol Model 15(12):1517–1539.
doi:10.1007/s00894-009-0511-4

165. Welter M, Bartha K, Rieger H (2008) Emer-
gent vascular network inhomogeneities and re-
sulting blood flow patterns in a growing tumor.
J Theor Biol 250(2):257–280. http://dx.doi.org/10.
1016/j.jtbi.2007.09.031

166. Welter M, Bartha K, Rieger H (2009) Vascu-
lar remodelling of an arterio-venous blood ves-
sel network during solid tumour growth. J Theor
Biol 259(3):405–422. http://dx.doi.org/10.1016/j.
jtbi.2009.04.005

167. Welter M, Fredrich T, Rinneberg H, Rieger H (2015,
Submitted) Relation between tumor oxygenation,
vascular remodeling, and blood flow: a compu-
tational model with applications to breast cancer.
PLOS Comput Biol. http://www.uni-saarland.de/
fak7/rieger/Paper/welter2015_submitted.pdf

168. Welter M, Rieger H (2010) Physical determi-
nants of vascular network remodeling during tumor
growth. Eur Phys J E Soft Matter 33(2):149–163.
doi:10.1140/epje/i2010-10611-6

169. Welter M, Rieger H (2013) Interstitial fluid
flow and drug delivery in vascularized tumors:
a computational model. PLoS ONE 8(8):e70,395.
doi:10.1371/journal.pone.0070395

170. Wilson CB, Lammertsma AA, McKenzie CG,
Sikora K, Jones T (1992) Measurements of blood
flow and exchanging water space in breast tu-
mors using positron emission tomography: a rapid
and noninvasive dynamic method. Cancer Res
52(6):1592–1597. http://cancerres.aacrjournals.org/
content/52/6/1592.abstract

171. Wise SM, Lowengrub JS, Frieboes HB, Cristini
V (2008) Three-dimensional multispecies
nonlinear tumor growth-I model and numerical
method. J Theor Biol 253(3):524–543 (2008).
doi:10.1016/j.jtbi.2008.03.027

172. Wu J, Long Q, Xu S, Padhani AR (2009) Study
of tumor blood perfusion and its variation due
to vascular normalization by anti-angiogenic ther-
apy based on 3d angiogenic microvasculature. J
Biomech 42(6), 712–721. http://dx.doi.org/10.1016/
j.jbiomech.2009.01.009

173. Wu J, Xu S, Long Q, Collins MW, Konig CS, Zhao
G, Jiang Y, Padhani AR (2008) Coupled model-

http://cancerres.aacrjournals.org/content/49/23/ 6449.abstract
http://cancerres.aacrjournals.org/content/49/23/ 6449.abstract
http://dx.doi.org/10.1016/j.crhy.2009.10.003
http://dx.doi.org/10.1016/j.jtbi.2007.09.031
http://dx.doi.org/10.1016/j.jtbi.2007.09.031
http://dx.doi.org/10.1016/j.jtbi.2009.04.005
http://dx.doi.org/10.1016/j.jtbi.2009.04.005
http://www.uni-saarland.de/fak7/rieger/Paper/welter2015_submitted.pdf
http://www.uni-saarland.de/fak7/rieger/Paper/welter2015_submitted.pdf
http://cancerres.aacrjournals.org/content/52/6/1592.abstract
http://cancerres.aacrjournals.org/content/52/6/1592.abstract
http://dx.doi.org/10.1016/j.jbiomech.2009.01.009
http://dx.doi.org/10.1016/j.jbiomech.2009.01.009


72 M. Welter and H. Rieger

ing of blood perfusion in intravascular, interstitial
spaces in tumor microvasculature. J Biomech 41(5):
996–1004 (2008). doi:10.1016/j.jbiomech.2007.12.
008

174. Wu M, Frieboes HB, McDougall SR, Chaplain MA,
Cristini V, Lowengrub J (2013) The effect of inter-
stitial pressure on tumor growth: coupling with the
blood and lymphatic vascular systems. J Theor Biol
320(0):131–151. doi:10.1016/j.jtbi.2012.11.031

175. Yuan F, Salehi HA, Boucher Y, Vasthare US, Tuma
RF, Jain RK (1994) Vascular permeability and mi-
crocirculation of gliomas and mammary carcinomas
transplanted in rat and mouse cranial windows.
Cancer Res 54(17):4564–4568

176. Zhao J, Salmon H, Sarntinoranont M (2007) Effect
of heterogeneous vasculature on interstitial transport
within a solid tumor. Microvasc Res 73(3):224–236.
doi:10.1016/j.mvr.2006.12.003

177. Zheng JH, Chen CT, Au JL, Wientjes MG (2001)
Time- and concentration-dependent penetration of
doxorubicin in prostate tumors. AAPS PharmSci
3(2):E15. doi:10.1208/ps030215

178. Zheng X, Wise SM, Cristini V (2005)
Nonlinear simulation of tumor necrosis,
neovascularization and tissue invasion via an
adaptive finite-element/level-set method. Bull
Math Biol 67(2):211–259. doi:10.1016/j.bulm.2004.
08.001



4Cell-ECM Interactions in Tumor
Invasion

Xiuxiu He, Byoungkoo Lee, and Yi Jiang

Abstract

The cancer cells obtain their invasion potential not only by genetic
mutations, but also by changing their cellular biophysical and biome-
chanical features and adapting to the surrounding microenvironments.
The extracellular matrix, as a crucial component of the tumor microen-
vironment, provides the mechanical support for the tissue, mediates
the cell-microenvironment interactions, and plays a key role in cancer
cell invasion. The biomechanics of the extracellular matrix, particularly
collagen, have been extensively studied in the biomechanics community.
Cell migration has also enjoyed much attention from both the experimental
and modeling efforts. However, the detailed mechanistic understanding of
tumor cell-ECM interactions, especially during cancer invasion, has been
unclear. This chapter reviews the recent advances in the studies of ECM
biomechanics, cell migration, and cell-ECM interactions in the context of
cancer invasion.

Keywords
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4.1 Introduction

The tumor microenvironment is created by
proliferating tumor cells and dominated by
tumor-induced interactions [112]. It has been
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well accepted that the tumor microenvironment
plays a significant role in disease progression,
but the precise function of each constituent
remains unclear. The tissue microenvironment
of a developing tumor can be broken down into
three categories: the biological, the chemical, and
the biophysical/biomechanical. The biological
environment is comprised of the cellular
constituents that surround the malignant cancer
cells. A variety of infiltrating immune cells
[112], cancer-associated fibroblasts [100], and
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angiogenic endothelial cells [110] perform
critical functions in sustaining cell proliferation,
evading growth suppressors, promoting survival,
activating invasion and metastasis, as well
as reprogramming energy metabolism. The
chemical environment refers to the abnormal
distribution of oxygen, nutrients, wastes, and
cytokines, as well as many growth factors and
inhibitors. For example, excess growth of the
tumor cells leads to a hypoxic environment [55],
elevated oxidative stress [22], and consequently,
the accumulation of lactic acid due to anaerobic
metabolism [44] and up-regulation growth factor
production (e.g., VEGF). The biophysical and
biomechanical aspect of the tumor is both the
physical and geometrical constraints from the
tissue structure, and the mechanical interactions
between the tumor and surrounding environment,
most importantly the extracellular matrix (ECM).
This category of the microenvironment has
only recently begun to receive an increased
level of attention, including studies on the
hydrostatic stress from interstitial fluid [12],
substrate topography [61, 66, 82], and the
biomechanics of the extracellular matrix [71]. In
this chapter, we focus on the emerging concepts
in the contribution of ECM heterogeneity and
remodeling to tumor growth and invasion.

It has been appreciated for some time that the
extracellular matrix (ECM) plays an important
role in all the stages of cancer development. In
breast cancer, dense breast tissue on mammogra-
phy is associated with increased collagen content.
Women with more than 75 % dense regions have
been shown to have an increased risk of breast
cancer by up to five fold in comparison to women
with less than 5 % density [13, 80]. Breast density
is common, heritable, and has been postulated to
account for up to one third of breast cancers [80].
In mouse models of breast cancer, it has been
shown that increasing either the density or the
crosslinking of collagen promotes invasiveness
and, to a lesser extent, the formation of breast
cancer [74, 87, 90], confirming the critical role
of extracellular matrix (ECM) in assisting tumor
progression.

Moving beyond correlative data and under-
standing the underlying mechanisms is difficult

using traditional experimentation alone, since
ECM affects many aspects of both host and tumor
cell behavior, such as migration, differentiation,
invasion, and proliferation. Furthermore, the
properties of ECM itself are also complex, with
diverse topographies and mechanical properties
possibly depending on density, alignment,
polymerization, and crosslinking. Because tumor
invasion and growth are emergent outcomes
of the complex interactions between cells and
ECM, computational and mathematical models
are becoming necessary tools to help dissect
this complexity. Here, we will review the recent
advances in the understanding of how cell-ECM
interactions help to regulate cancer invasion,
focusing on the biomechanical effects.

4.2 ECM in Cancer Invasion

The ECM, a fibrous macromolecular network
outside cells, plays a crucial role in tissue
environments, providing mechanical structures
[94] as well as promoting cell phenotype change
[75]. Through direct or indirect means, the ECM
regulates almost all cellular behavior and is
indispensable for developmental processes [78].
Recent experimental evidence has suggested
that cancer cells interact with ECM fibers
during invasion, condensing [106], remodeling
[106], and aligning [89] fibers. Using in vitro
mouse breast cancer models, Provenzano and
coworkers discovered three tumor-associated
collagen signatures (TACS): TACS-1 with dense
collagen near the tumor, TACS-2 with stretched
collagen fibers encasing the tumor, and TACS-3
with aligned collagen fibers normal to the tumor
boundary. Despite the fact that the mechanisms
are still unclear, it has been well accepted that
breast tumors are associated with dense breast
tissue, notably dense collagen [89]. At the early
stage of cancer, collagen fibers condense near
the tumor, interacted with growing cancer cells
(Fig. 4.1A). As cancer progresses, cancer cells
invade outward. Migrating cells supposedly
pull on the surrounding ECM fibers, producing
stretched fibers, but the mechanism for the
aligned fibers normal to the tumor boundary
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Fig. 4.1 The ECM in
cancer invasion.
Multiphoton microscopy
images of mouse breast
tumor: (a) dense collagen,
and (b) aligned collagen
fibers (From Provenzano
et al. [89] with
permission). Yellow outline
in (a) is a tumor boundary.
Single (c) and multiple (d)
U87 glioblastoma cells
modified collagen fiber
structures 10 h after gel
polymerization (From
Vader et al. [106] with
permission), cell nuclei are
green, and collagen fibers
are red. Multiphoton
intravital microscopy
images of a tip cell of
invasion into a mouse
dermis (e) and the
multicellular core (f)
(From Alexander et al. [3]
with permission)

is still unclear (Fig. 4.1B) [89]. A recent review
summarizes remodeled ECM as an anomaly that
deregulates behavior of stromal cells, facilitates
tumor angiogenesis and inflammation, and leads
to a tumorigenic microenvironment [79].

The remodeling of collagen fibers by invasive
cancer cells has also been observed in vitro,
where collagen fibers condense near single
glioblastoma cells (Fig. 4.1C) and aligned
fiber tracks appear between multiple migrating
glioblastoma cells (Fig. 4.1D) [106]. Cancer
invasion in vivo is more complicated. Using
intravital microscopy, Alexander et al. [3]
observed melanoma cells invading into the mouse
dermis. They suggested that heterogeneous
connective tissue, in particular the porous 3D
ECM network, provides a guidance or track

for invasive cancer cells (Fig. 4.1E). They also
observed that, in addition to individual migrating
cells, cancer cells often invade collectively as a
multicellular unit with cell-cell junctions retained
[37]. This suggests that the leader cell searches
for a pore space in the ECM fiber network and
squeezes itself through the space, whereas the
following cells collectively invade using the track
(Fig. 4.1F) [3].

Both in vitro and in vivo evidence shows
substantial ECM remodeling associated with pro-
liferating and invading cancer cells. However, be-
cause of the complexity of the microenvironment,
many other factors could potentially contribute
to ECM remodeling, including tumor associated
fibroblasts [100] that can produce or degrade
the ECM. In order to understand how mechan-
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Fig. 4.2 Computational models of ECM. A two-
dimensional ECM fiber model showing configurations
upon anisotropic contraction from (a) a single cell and
(b) two cells (From Abhilash et al. [1] with permission).
A three-dimensional elastic bead-spring fiber network
model for random (c), and pre-aligned structure (d) Black

lines are fibers, and red lines are crosslinkers. The residual
stress distribution for a random fiber network upon a shear
strain (e) and a local box displacement at the center of the
fiber network, mimicking a local deformation imposed by
a migrating cell (f) (From Lee et al. [71] with permission)

ical cell-ECM interactions contribute to the re-
modeling, theoretical and computational models
have been developed to further investigate the
mechanical properties of ECM fibers and their
interactions with cells. A two-dimensional (2D)
discrete fiber network model using the finite ele-
ment method simulated ECM fiber remodeling by
contractile force from a single cell and between
two cells [1]. Anisotropic contractile forces pro-
duce ECM fiber patterns (Fig. 4.2a, b) resembling
the experimental observations [1]. More recently,
a three-dimensional (3D) elastic fiber network
model using a bead-and-spring fiber representa-
tion with elastic crosslinking simulated tensile
and shear tests for random and aligned fiber
networks [71] (Fig. 4.2c, d). Their simulations
show that aligned fiber network structure is stiffer
than the random network, while both structures
showed nonlinear strain-stiffening. The stress-
strain curve of a random fiber network illustrates
how the matrix responds to external strain. Upon
small strain, the network first responds with min-
imal stress, like a fluid. As the external strain
increases, the stress increases slowly until the
strain reaches about 10 %, when the fibers start
to align. Between 10 and 30 % strain, the stress

of the fiber network increases linearly, indicating
that the network behaves like an elastic material.
At 30 % strain, the fiber alignment reaches 70 %
[93], after which the fibers will be stretched to
show a much stiffer bulk response. The residual
stress distributions, depicted as force vectors,
after a shear test and a local displacement showed
the nonaffine deformation of the network and the
accumulation of stress at the boundary of dis-
placement (Fig. 4.2e, f). Feng et al. [32] explored
the role of fiber alignment in a fiber network
using a Landau-type theory for the nonlinear
elasticity with the order parameter taking into
account the kinematic order of fibers. Comparing
the theory and simulation of a disordered lattice
model, they concluded that the nonlinear elastic
behavior of biopolymer gels arises from strain-
induced fiber alignment, suggesting that it ex-
plained contact guidance of cell motility.

4.3 Cell-ECM Interactions

Regulation of cell motility and invasiveness in
the ECM is complex. On one hand, deposition
of fibrillar collagen appears to promote tumor
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cell motility by providing one-dimensional or
two-dimensional “tracks” for cell movement [31,
38]. Further crosslinking of collagen fibrils by
enzymes such as lysyl oxidase may increase the
alignment and rigidity of those tracks, aiding cell
invasiveness [2, 74]. Increasing collagen density
may also inhibit cell migration and require prote-
olytic activity to allow tumor cell migration [113,
115]. On the other hand, cellular machinery that
recognizes not only the biochemical diversity of
the ECM, but also its physical and topographical
characteristics, such as rigidity, dimensionality
and ligand spacing is critical for the response of
cells to ECM.

It has been increasing clear that the cellular
response to environmental signaling goes far be-
yond the ability of chemically sensing specific
ECM ligands and encompass a wide range of
physical cues and the adhesive interface [47].
More attempts on understanding cell migration
during tumor invasion are focusing on the inter-
play of multiscale mechanotransduction, which
is comprised of how the cell sense and react
to internally generated and externally applied
signals [45]. Current understanding of the biome-
chanics of cell-matrix interactions is based pri-
marily on in vitro studies of the cell leading
edge of migration (focal adhesion and membrane
remodeling), and intra-cellular cytoskeletal ac-
tivities (actin protrusion, actomyosin contraction,
and cell motility signaling pathway). All these
elements need to work in concert to regulate cell
migration speed, directionality, and cell migra-
tion plasticity. We discuss these elements of cell
motility below.

4.3.1 Focal Adhesion

Focal adhesions are integrin-based structures that
mediate strong cell-substrate adhesion and trans-
mit information between the extracellular matrix
and the cytoplasm [46, 48]. During the formation
of focal adhesion, a subset of adhesion compo-
nents with actin nucleates the nascent adhesion,
which is stabilized by its association with integrin
to form stable focal adhesion assembly [70, 72,
98]. Increasing the strength and longevity of inte-

grin binding and integrin clustering is a crucial
step in this adhesion process. Active integrin
complexes promote recruitment of cytoskeletal
components, activate signaling molecules, and
enhance adhesive force [23]. In particular, inte-
grin activation regulates microtubule dynamics
and helps to stabilize microtubules at the cell
cortex [14]. Integrins connect the ECM to the cy-
toskeleton and provide cells with mechanical an-
chorages and signaling platforms. At the molecu-
lar level, force-induced strengthening of cell ad-
hesion [4, 19, 42] has been explained in terms of
recruitment of integrins and cytoskeletal proteins
[92] and/or ligand-integrin catch bonds [39]. Fur-
thermore, cyclic mechanical reinforcement [68]
is found to be a more effective regulatory mech-
anism than the catch bond, as it prolongs the
bond lifetime for fibronectin and integrin-’5“1

[28]. While the short-lived integrin-ligand bonds
may allow the cell to rapidly explore its en-
vironment, the long-lived integrin-ligand bonds
are critical to adhesion maturation and down-
stream signaling, which takes tens of seconds
to minutes [42]. The mechanically reinforced
ligand-integrin bonds enable nascent adhesion
to be stabilized by myosin-generated contractile
forces.

Live-cell microscopy studies reveal four main
stages in the “life cycle” of integrin-mediated ad-
hesions, including nascent adhesions, focal com-
plexes, focal adhesions, and fibrillar adhesions
[116]. Nascent adhesions are submicron-sized,
and are barely visible by means of ordinary flu-
orescence microscopy. The process of generating
focal complexes is on a timescale of seconds and
involves only a small number of integrin that trig-
gers actin polymerization [119]. Measurements
of mechanical tension across vinculin, a protein
that connects integrins to actin filaments, also
showed that vinculin recruitment to focal adhe-
sions and force transmission to vinculin are reg-
ulated separately [49]. The subsequent strength-
ening of adhesions through myosin pulling is
believed to lead to the recruitment of additional
adhesive proteins, which promotes the growth
of larger focal complexes. The growth processes
depend on actomyosin-based stress fibers and
also require the stress fibers to serve as physical
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Fig. 4.3 Molecular architecture of cell-ECM interactions centered around focal adhesion (From Wehrle-Haller [109]
with permission)

contractile anchors [83]. The transformation of
one form of adhesion into another is tightly regu-
lated by the cellular signaling system and is also
mediated by cues from ECM and intracellular
structures (Fig. 4.3).

Both ECM rigidity and ligand spacing have
been found to influence focal adhesion, stress
fiber assembly, cell spreading, cell migration
speed, and adhesive forces [60]. Adhesive area
is also found to strongly modulate adhesion
strength, integrin binding, and vinculin and
talin recruitment [43]. Interestingly, cells cannot
integrate signals from integrin-ligand complexes
spaced more than 58 nm from each other, as
demonstrated in experiments of cells sitting on
fibronectin nano-islands within non-adhesive
background [16]. The minimal area of integrin-
fibronectin clusters required for stable focal
adhesion assembly and force transmission is not a
predetermined value; it arises dynamically from
the interaction between pathways controlling
adhesive force, cytoskeletal tension, and the
structural linkage that transmits these forces
[23, 81].

4.3.2 Intracellular Mechanical
Structures

The intracellular mechanical structures that play
a key role in cell migration include actin micro-
filaments, intermediate filaments, lamin, nucle-
oskeleton and cytoskeleton linker, microtubules,
and cell nucleus. The latter adds an additional
layer of mechanical stability because of its sig-
nificant stiffness [25, 50] and the possibility to
physically divide the cytoplasm into forward and
rear compartments [88]. These structures can be
altered during cancer progression [9]; e.g., cell
nucleus deformation can be a function of malig-
nancy [27, 40].

Actin microfilaments provide the largest con-
tribution to cell body stiffness when probed at
adhesion sites [10, 11, 42, 58]. They are orga-
nized into different structures, including actin
bundles and stress fibers. They stabilize cell ar-
chitecture, including the formation of lamellipo-
dia and filopodia, which play important roles
in cell motility [57, 108]. Actin participates as
an internal stabilizer and a dynamic mechanical
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structure in cells for migration and mechanosens-
ing [9]. The inherent elastic features and the
myosin-mediated contractility of actin fibers [10,
42, 59] and the linkage to ECM via focal adhesion
[42, 57] together regulate cell-ECM interaction.

As the load–bearing element in the cell [59],
the microtubule network provides internal struc-
tural support while contributing to the polariza-
tion and initiation of cell migration [64, 101].
The microtubules allowing the cell to polarize
in response to ECM cues contribute to spatial
organization and participate in initiating cell mi-
gration [9]. Large scale disruption of the micro-
tubules has dramatic mechanical consequences
on cell stiffness [10]. During cell migration, the
microtubule depolymerization and the inhibition
of the microtubule-associated molecular motors
can effectively impair cell motility [63]. Focal
adhesion is found to be necessary for the micro-
tubule depolymerization and the microtubules are
also required for focal adhesion disassembly and
regulation [52, 62].

Intermediate filaments are the most diverse
family of cytoskeletal components that exist as
associated effectors of the cytoskeletal frame-
work through connections with actin and the
microtubules. The overexpression of intermediate
filament proteins during transformation process
is notably connected to carcinomas [21]. In most
epithelia cells, intermediate filaments span the
cell cortex and wind around the nucleus to form
an interconnected network that provides a contin-
uous link between focal adhesions, cell-cell ad-
hesions and the nucleus through the linker of nu-
cleoskeleton and cytoskeleton complex [26, 77].

The cell nucleus is the largest and the stiffest
organelle with the ability to affect cell migration
through nucleocytoskeletal connections [9]. The
nucleoskeleton links directly to the cytoplasmic
cytoskeleton through the linkers that connects
the lamin network in the nucleus to actin and
intermediate filaments [20]. Functionally, the nu-
cleus sustains global deformation and changes
in its sub-nuclear spatial organization when the
cell is subjected to mechanical stress, indicat-
ing that the nucleus is also a mechanosensitive
element participating in cell-ECM interactions.
The features of the nucleus regulate cell migra-

tion, but the exact mechanisms are not clear.
However, it has been found that the nucleus
physically divides the cytoplasm into forward
and rear pressure compartments when a human
fibroblast migrates through a 3D ECM [88]. This
finding suggests that the nucleus can act as a pis-
ton to increase the hydrostatic pressure between
the nucleus and the leading edge of the cell in
order to drive lamellipodia-independent 3D cell
migration.

4.3.3 Cell Membrane Remodeling
and Mechanotransduction
Signaling Network

Cell membrane tension together with the pressure
generated by intra-cellular structures and the fo-
cal adhesion strength are the forces that define
the movement of cell membrane. The contact
angle between substrate and membrane has been
found to correlate with the load on actin polymer-
ization and cell protrusion rate [41]. This result
emphasizes the fundamental importance of mem-
brane configuration for cellular force balance and
the subcellular scale biophysical dynamics. In a
model trying to explain the cell morphology of
slime mold Dictyostelium during its chemotactic
migration, an analogy was drawn between the
interaction of pushing microtubules with the sur-
face tension of the plasma membrane and the
Marangoni effect that generates the tear drops of
wine-covered glass (Fig. 4.4a) [97]. The protru-
sion results from a dynamic balance between the
outward push from cytoskeletal fibers and mem-
brane surface tension, while the wine tear pattern
arises from the balance between gravity and the
surface tension gradient between alcohol and wa-
ter. Furthermore, the recent biochemical under-
standing of reaction-diffusion inside the cell has
led to the similar results of cell morphology. For
chemotactic cell migration, the local excitation
global inhibition (LEGI) model [97] (Fig. 4.4)
and its variations were proposed to explain the
signaling responses of cells exposed to gradients
of chemoattractant [86]. The response to a stim-
ulus is mediated through the balance between a
fast, local excitation and a slower, global inhibi-
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Fig. 4.4 Signaling, cytoskeletal dynamics, and cell
shape. (a) The interaction of pushing microtubules
(\textitfred arrowsg) with the surface tension (blue ar-
rows) of the plasma membrane (left) resembles the
balance of gravitational pull (red arrow) and alcohol-
dependent surface tension (blue arrows) along the edge
of a wine-covered glass (right). (b) Activator-inhibitor
system of an autocatalytically activated RTK. The high
curvature at the tip of a protrusion facilitates initial
RTK activation by effectively exposing the receptors to
more extracellular space. The faster diffusing phosphatase
limits spreading of autocatalytic activation by lateral in-
hibition. (c) (Left) The LEGI-BEN model: in the local
excitation global inhibition (LEGI) model, a stimulus
(S) turns on excitation (E) and inhibition (I) processes

that act in parallel on a response regulator RR, which
activates the biased excitable network (BEN), consisting
of autocatalytic activity (X) that activates its own in-
hibitor (Y). (Right) Activity of X at different times after
initial exposure to an extracellular chemotactic gradient
(From Schmick and Bastiaens [97] with permission).
(d) Interactions among the components of signaling path-
ways involved in the MAT/AMT transitions of cells in
a 3D environment. The inhibition of the activity of the
proteins highlighted in red was shown to trigger amoeboid
to mesenchymal transitions. Inactivation of the proteins
depicted in green induces a conversion from the mes-
enchymal to the amoeboid mode of invasiveness (From
Pankova et al. [85] with permission)
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tion process, both of which are controlled by re-
ceptor occupancy [30, 69, 73]. When stimulated
by uniform concentration of chemoattractant, the
faster local excitation rises with receptor occu-
pancy, leading to an increase in the response. As
the slower inhibition rises, the response subsides,
ensuring perfect adaptation. When in a gradient,
local excitation mirrors receptor occupancy, and
hence, chemoattractant concentration gradients.
The inhibition process integrates the global sig-
nal, leading to an inhibitory signal that is equiva-
lent to the average level of receptor occupancy in
the cell. This model has satisfactorily explained
Ras, PTEN and PI3K activation during amoeboid
Dictyostelium cell migration [118]. Thus far the
LEGI models seem most promising in providing
a plausible mechanism for chemotactic migra-
tion, possibly applicable to more generic cell
migration as well.

Many studies of the molecular mechanisms of
cell motility signaling pathways have focused on
the Rho family of small GTPases that regulate the
cytoskeleton-dependent processes. The complex-
ity of the interactions among the Rho family of
proteins, their regulators, and effectors (Fig. 4.4d)
is challenging to both experimental and mathe-
matical studies. Integrating the cell motility path-
way to mechanotransduction network alone is
difficult. Moreover, the spatiotemporal reaction-
diffusion dynamics of the signaling molecules in
the cytosol and on cell membrane are thought
to be the key determinants of cell migration
plasticity [85].

4.3.4 Cell Migration Modes

Cell migration plasticity refers to the cell’s ability
to switch between different cell migration modes.
The migration modes were originally classified
based on the cell morphology alone, but have
since been extended to describe the multi-scale
properties of cell migration, including cell shape,
cell migration speed, and organization of intracel-
lular structures. The main categories are individ-
ual (amoeboid and mesenchymal), and collective
(as cohesive multicellular units) migration [34].
The amoeboid migration refers to the movement

of round or ellipsoid cells that lack mature fo-
cal adhesions and stress fibers [38, 85] with
blebby membrane dynamics and faster migration
speed. Mesenchymal migration is characterized
by a spindle-like elongated cell shape, actin-rich
filopodia and more focalized cell–matrix inter-
actions; mesenchymal movement resembles the
migration of a fibroblast [103], whereby the cell
entangles with the ECM [38].

Individual cell migration modes differ depend-
ing on cell type, developmental stage, local envi-
ronment, and disease state [111]. Cell migration
mode can be dynamically changed by the strength
of adhesion, physical confinement (e.g., squeezed
between two surfaces), contractility, and chemi-
cal cues [76, 95]. With low adhesion and strong
confinement, slow mesenchymal cells can switch
to fast amoeboid migration, suggesting that no
specific genetic alteration is necessary for tu-
mor cells to escape the primary tumors [29]. In
vitro evidence shows that, in confined 3D ECM,
the intrinsic fluctuation in cortical contraction is
sufficient to trigger the switch from embryonic
progenitor cells to prototypic amoeboid migra-
tion mode [95]. Cancer cell migration persis-
tence and local membrane protrusion persistence
have been measured in vivo [102] (Fig. 4.5a).
However, because of the lack of local measure-
ments of ECM dynamics concurrently, cellular
and subcellular imaging has not been able to
offer comprehensive understanding of the cell-
ECM interaction. Recent advances in combina-
tion of live-cell imaging, molecular manipulation
and force measurement have revealed multiscale
cell migration details with extraordinary preci-
sion that allowed for mechanistic mathematical
modeling. An ideal 2D experimental cell migra-
tion model has been the fish epithelial kerato-
cytes for investigating cell shape determination
[6, 65]. Individual keratocytes maintain nearly
constant shape, speed, and direction over many
cell lengths of migration, with considerable het-
erogeneity within a population of keratocyte [65]
(Fig. 4.5b). Several mathematical models have
been developed to take advantage of such data
and explained the detailed intracellular signaling
and mechanical interactions leading to the spe-
cific cell shape during migration (Fig. 4.5c, d).



Fig. 4.5 Cell shape and membrane dynamics during mi-
gration. (a) Kymographs of an HT1080 cell on tissue
culture-treated dishes showing membrane protrusion dy-
namics (From Sung et al. [102] with permission). (b)
Phase contrast images of keratocytes crawling at low
(left), intermediate (center), and high (right) adhesion

strengths (From Barnhart et al. [6] with permission).
(c) Simulations of membrane dynamics for keratocyte
migration: membrane flow, velocity and tension (From
Fogelson and Mogilner [33] with permission). (d) Steady-
state maps of actin flow and substrate stress for keratocyte
migration (From Shao et al. [99] with permission)
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Collective cell migration plays a crucial role in
many biological processes, including embryonic
development, wound healing, as well as cancer
invasion and metastasis [35, 36]. During col-
lectively cell migration, the enhanced migration
is led by a subset of “leader cells” that extend
filopodia at the leading edge of the cell clus-
ter [105]. The “invasion-competent” malignant
cells induced the collective invasion of otherwise
“invasion incompetent” epithelial cells, and that
these two cell types consistently exhibited dis-
tinct leader and follower roles during invasion.
Analysis of extracellular matrix (ECM) microar-
chitecture revealed that malignant cell invasion
was accompanied by extensive ECM remodeling
including matrix alignment and proteolytic track
making [15].

Physical characteristics of ECM strongly
modulate cell migration by outside-in signaling
from microenvironment, while morphological
properties of cell and intracellular dynamics
feedback to ECM by inside-out signaling [91].
Current knowledge about the focal adhesion, cell
migration, mechano-signaling, and cytoskeletal
function is derived primarily from studies on
planar 2D tissue culture substrates. The 2D
substrate may induce artificial polarity between
the basal and apical surfaces of the normally
nonpolar cells, e.g., fibroblastic cells [24]. It also
may exclude ECM-dependent regulators of 3D
cell migration, including ECM porosity, ECM
compliance, collagen fiber size, and collagen
concentration [114]. The microarchitecture of
3D scaffolds has been found to influence cell
migration behavior via junction interactions [54].
The pore size of collagen-glycosaminoglycan
scaffolds influences the fibroblast migration:
the migration speed decreases as pore size
increases across a range from 90 to 150 �m
[84]. Importantly, ECM density, stiffness and
alignment also contributes to cell migration
speed and persistence differently; ECM
density and stiffness influences cell speed, but
ECM alignment does not change cell speed;
instead, alignment increases cell migration
persistence [93].

4.4 2D Cell Migration Models

Computational and mathematical modeling
has benefited from the availability of new
data with combination of live-cell imaging,
molecular manipulation and force measurement.
To date, most models in cell-ECM interactions
focus on cell shape and cell motility. These
models have treated implicit or explicit focal-
adhesion, motility related diffusion-reaction of
molecules, cytoskeletal dynamics, intracellular
flows, and cell morphology related protrusion
and contraction.

A rule-based model was developed for cell
migration, in which the underlying mechano-
chemical events are incorporated implicitly us-
ing rules describing the evolution of cell shapes
and regulatory signals [96]. The main rules are
about the local/global feedbacks and determin-
istic/stochastic signaling regulations. A cell is
modeled using a collection of perimeter points
and a center. The perimeter points can move ac-
cording to the balance between protrusion signal
and retraction signal. The local protrusion signal
propagates and decays, with a stochastic positive
feedback loop that accounts for both “local stim-
ulation” and generation of random noises. Focal
adhesion is a probabilistic event with a fixed
average halftime. This simple model was capable
of generating the dynamic shapes and persistence
of amoeboid cells migration without the chemo-
attractants.

Using the keratocyte migration as a model, a
whole series of mathematical models explained
the keratocyte cell shape [5, 6, 32, 94, 99].
Actin fibers polymerize pushing on the cell
membrane from within, generating membrane
tension that rapidly equilibrates. The membrane
tension in turn exerts a constant force on the
actin network. The spatiotemporal dynamics
of adhesion-dependent actin polymerization,
retrograde flow, myosin distribution, and
traction forces together provide a more
complete understanding of distribution of cell
motility molecules and cell shape [33, 56]
(Fig. 4.5c).
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As the cell morphology adapts to the local
forces from focal adhesion, actin flow, and
myosin activities, the macromolecular distribu-
tion inside the cell presents a moving boundary
reaction-diffusion problem for modeling. Be-
cause of the computational complexity, few mod-
els have integrated or implemented this problem.
A recent model used the phase-field method to
integrate the adhesion dynamics with the dynam-
ics of the actin filaments modeled as a viscous
network, and to solve for the moving boundary
with membrane tension. The model included a
reaction-diffusion model for the actin-myosin
machinery and discrete adhesion sites that can be
in a “gripping” or “slipping” mode. This model
suggested the pattern of the actin flow inside the
cell, the cell velocity, and the cell morphology
are determined by the integration of actin
polymerization, myosin contraction, adhesion
forces, and membrane forces (Fig. 4.5d) [99].

The interaction between migrating cells and
the ECM has also become a focal point of
modeling in the past decade. In the context
of angiogenesis, Bauer et al. developed a 2D
model based on the cellular Potts model to
study the effects of ECM topography on the
collective migration morphology of endothelial
cells [7]. They varied the density and alignment
of the matrix fibers to simulate different tissue
environments and to explore the possibility of
manipulating the extracellular matrix to achieve
pro- and anti-angiogenic effects. The ECM in
this model only provided contact guidance,
without mechanical interactions with the cells.
Van Oers et al. coupled a 2D cellular Potts
model with a finite element model for the ECM
substrate, to simulate the mechanical interaction
between cells and the ECM [107]. They showed
that the resulting matrix strain could in turn
mediate the interaction between cells and
promote collective migration (Fig. 4.6a). The
effect of ECM geometry on cell migration mode
determination was studied by Tozluoglu et al.
[104], using a 2D hybrid agent-based/finite
element model of cell blebbing migration.
The model integrated actin-polymerization-
based protrusion, actomyosin contractility,
and membrane blebbing due to actin-plasma

membrane linkage, cell-ECM adhesion and
varied matrix geometries (Fig. 4.6d–f) [104].
Actomyosin cortex and cell membrane were
agents, with local levels of actin cortex density,
myosin concentration, cortex-membrane linker
proteins recorded at each agent. The model
predicted the optimal migration strategies with
different matrix geometries.

4.5 3D Cell-ECM Model

Most cells encounter a 3D matrix environment
during processes such as wound healing or cancer
metastasis. Increasing evidence from literature
suggests that 2D ECM models are inherently lim-
ited in their scope to capture the ability of cells to
form adhesions in three dimensions. Therefore, it
is important that we use 3D systems to study cell-
matrix interactions to gain more physiologically-
relevant insights. The 3D matrix structure, focal
adhesion, cell signaling, and cell morphology are
more complex. But with the advance of imaging
tools, such as multi-photon microscopy for imag-
ing the ECM, and lattice light-sheet microscopy
to image both cell and ECM with very high
spatial and temporal resolutions [17], the hope
is high for a more complete understanding of 3D
cell-ECM interactions in the near future.

A phenomenological 3D model of single cell
migration through cell-ECM interaction is devel-
oped taking into account the ECM deposition,
cell protrusion, adhesion detachment and MMP
activities [18] [53]. In this model, cells can de-
grade, deposit, or pull local fibers, depending on
the fiber density around each cell. The cells can
also move within the 3D matrix. The model pro-
duced results consistent with the current under-
standing: in low density environments, cells de-
posit more collagen to increase fibril fraction; in
higher density environments, the less invasive cell
line reduced the fibril fraction as compared to the
highly invasive phenotype. Riching et al. showed
another 3D cell-ECM interaction model (in the
supporting materials in [93]). In this model, the
cells migrate in 2D but interact with a 3D ECM
environment they are embeded in. The cells send
out protrusion vectors around their perimeters,
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Fig. 4.6 Simulated cell-ECM interaction. (a) Traction
forces (black arrow) and resulting matrix strains (blue
line segments) generated in the hybrid cellular Potts and
finite element model (From van Oers et al. [107] with
permission). Cell invasion into ECM fiber network with
pore sizes of (b) 0.5 and (c) 1.5 �m (From Kim et al.
[67] with permission). Simulations of cell moving through

different matrix geometries show different optimal migra-
tion strategies. (d) Cell crawling on a surface. (e) Actin-
protrusion-based solution within confined continuous en-
vironments. (f) Blebbing-driven solution for cells with
50 % more overall contractility (From Tozluoglu [104]
with permission)

the magnitudes of these protrusion vectors are
determined by its interaction with the local matrix
stiffness, alignment and ligand density. Mechan-
ics was only considered implicitly through the
coefficient of matrix rigidity. The simple cell-
ECM model was able to qualitatively agree with
experiments in concluding that matrix alignment
does not change cell speed but increases cell
migration persistence [93].

Borau et al. [8] developed a probabilistic,
cell voxel-based finite element for 3D cell-ECM
interactions in a microfluidic environment. A cell
is a collection of voxels, where stress, chemical
concentration and fluid flow surrounding the cell
drives cell migration by adding and removing
voxels. Cell contains cortex, cytoplasm and nu-
cleus. The nucleus is an elastic material that only
plays a passive role during cell migration. The
cortex and cytoplasm contractility depends on
the mechanosensing of ECM stiffness, which is
modeled implicitly. It provides a methodology for
testing and designing experiments in microfluidic
systems.

Kim et al. [67] reported a more biomechani-
cally realistic cell-ECM interaction model, which

accounted for intracellular mechanics of cellular
and nuclear membranes, contractile actin stress
fibers, focal adhesion dynamics, structural me-
chanics of ECM fiber networks, and reaction-
diffusion mass transfers of seven biochemical
concentrations associated with chemotaxis, pro-
teolysis, haptotaxis, and degradation in ECM.
Simulations of cell invasion into fiber networks
with various pore sizes, such as 0.5 �m pore
size (Fig. 4.6b) and 1.5 �m pore size (Fig. 4.6c),
show that filopodia invaded more deeply in the
large pore ECM fibers [67]. The results were
successfully compared with experiments of 3D
HUVEC migration for ECMs with different pore
sizes and stiffness.

4.6 Modeling Collective
Behavior of Cell Migration

Comparing to single cell modeling, less effort
has been directed towards understanding how
clusters of cells migrate collectively through
microenvironments. A few models have been
developed to explore how the cell-cell and cell-
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ECM interactions influence collective behavior of
migrating cells. Models at this scale are usually
complicated, but computationally less expensive
than single cell level, because most cell details
have been coarse-grained.

Most multi-cellular models contain three
parts: single agent with simple properties
to represent a cell, cell-cell adhesion, and
heterogeneous environment. Guven et al. [51]
developed a coarse-grained stochastic model of
Dictyostelium cells using 2D self-propelled soft
disks to study the influence of signal relay. Wynn
et al. [117] developed an agent-based cell model
that treats point-like cells with biased migration
directionality and cell-ECM interactions, and
modeled the leader-follower dynamic patterns
of collective migration in neural crest cells. In
this model the ECM is a passive substrate that
can be degraded by cells to form tracks of less
resistance. Zaritsky et al. [120] proposed a new
analytical framework to explicitly detect and
quantify cell clusters that move coordinately in a
monolayer, and reported the finding of waves
of coordinated migration in wound healing
experiments. They explained the wave by Met
activation with hepatocyte growth factor or
scatter factor. The data and model suggested that
collective migration emerges from spatial and
temporal accumulation and directionality, which
can be a basic cellular mechanism for long-term
cell guidance during collective cell migration.

4.7 Summary

Cancer cell invasion into ECM is the first step of
metastasis, the main difficulty in treating cancer.
Biomechanical experiments and simulations of
the ECM, cell, and interactions between the cell
and ECM are necessary to better understand the
invasion behavior of cancer cells. Recent tech-
nologies in microscopy, biomechanical rheology,
image processing, and 2D and 3D computational
modeling shed light on cancer invasion. We high-
lighted recent studies on tumor microenviron-
ment, especially ECM, cell, and their interaction.

The importance of the mechanics of ECM
and cell-ECM interactions in regulating and con-

tributing to cancer invasion has been increasingly
accepted. Moreover, it is necessary to combine
these understandings into a unified framework of
cancer invasion. The biophysical and biomechan-
ical aspects of the microenvironment should be
integrated with the biological and the biochemi-
cal aspects, to form a comprehensive description
of the tumor microenvironment. The integrated
understanding of the cell, ECM, and their interac-
tions is required to better predict cancer invasion
and possibly develop new tools to prevent or stop
cancer. The strong interplay between cancer cell
biology and the mechanical microenvironment
suggests new possibilities of regulation and ma-
nipulation of cell behavior to alter the outcome of
cancer.
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5Circulating Tumor Cells: When a Solid
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Abstract

Solid tumor dissemination from the primary site to the sites of metastasis
involves tumor cell transport through the blood or lymph circulation
systems. Once the tumor cells enter the bloodstream, they encounter a
new hostile microenvironment. The cells must withstand hemodynamic
forces and overcome the effects of fluid shear. The cells are exposed
to immunological signaling insults from leukocytes, to collisions with
erythrocytes, and to interactions with platelets or macrophages. Finally,
the cells need to attach to the blood vessel walls and extravasate to the
surrounding stroma to form tumor metastases. Although only a small
fraction of invasive cells is able to complete the metastatic process,
most cancer-related deaths are the result of tumor metastasis. Thus,
investigating the intracellular properties of circulating tumor cells and
the extracellular conditions that allow the tumor cells to survive and
thrive in this microenvironment is of vital interest. In this chapter, we
discuss the intravascular microenvironment that the circulating tumor cells
must endure. We summarize the current experimental and computational
literature on tumor cells in the circulation system. We also illustrate
various aspects of the intravascular transport of circulating tumor cells
using a mathematical model based on immersed boundary principles.
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5.1 Introduction

Metastasis to distant organs is the major cause
of mortality for patients with many types of
cancer. Metastasis accounts for nearly 90 % of
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cancer-related deaths, although no more than
0.01 % of circulating tumor cells (CTCs) is able
to successfully form secondary lesions [67]. In
order to metastasize, the cancer cells must detach
from the primary tumor mass, migrate through
the stromal tissue surrounding the primary
tumor, enter the blood or lymph circulation
system, travel with the blood flow, and, finally,
extravasate into the new site, invade the local
matrix, and colonize the target organ [39, 43,
71]. The process of CTC intravenous transport
and the physical properties that allow CTCs to
survive under the physiological blood flow is
still poorly understood. One of the hypotheses
is called the “adhesion cascade” (Fig. 5.1) and
was formulated and observed in the context of
circulating leukocytes (reviewed in [44]). During
this process, a single tumor cell is expected to
switch among various locomotion strategies,
from floating with the bloodstream to rolling
on the endothelial wall, to tumor cell arrest and
crawling, and finally, to tumor cell transmigration
through the endothelial layer [44, 71].

Tumor cell dissemination from primary to
metastatic sites has not only a biological meaning
but also important clinical implications. With the
detection of metastasis in a patient, the clinical
strategy for therapy changes from localized to
systemic. However, how chemotherapeutic drugs
directed at primary tumors affect the distant
metastases is not known. Neither is it known
how intravenously administered drugs affect
CTCs. Therefore, investigating how to prevent
CTCs from metastatic spread is of vital interest
to cancer biology. A deeper understanding of
what factors allow CTCs to survive in the

circulation system could be used to design novel
therapeutic treatments. Moreover, understanding
and characterizing CTCs is the first step toward
utilizing them as biopsy material and directly as a
biomarker of disease progression or as a measure
of patient response to an anti-cancer treatment.

Although CTCs can be found in the blood
of patients with various types of cancers, these
cells are quite rare—one in a million in com-
parison with leukocytes [31] or one in a billion
in comparison with blood cells [74]. In recent
years, several approaches were undertaken to de-
sign highly specialized technical devices capable
of capturing and isolating CTCs from patients’
peripheral blood [2, 9, 10, 18, 28]. These methods
allowed the cancer biology community to gain
enormous knowledge about the biological and
physical properties of CTCs and to correlate the
presence of CTCs with patients’ clinical out-
comes [17, 45, 61, 69].

One such method, a high-definition CTC assay
(HD-CTC), was developed by Kuhn and col-
leagues to capture CTCs from patients’ blood
without using surface protein-based enrichment.
This method allows not only for identification
of significant numbers of CTCs in patients with
different types of cancers but also for imaging
of the captured cells. Significant heterogeneity
has been observed between tumor cells of various
origins, as well as within cells of the same type
of cancer [30, 32, 33]. The patients’ CTCs varied
in size, shape, expression of specific proteins,
and the cytoplasm to nucleus ratio. For example,
the prostate cancer cell diameter ranged from 8
to 16 �m, and the breast cancer cells reached
9–19 �m in diameter [30, 51]. Several blood

Fig. 5.1 Schematics of the CTC adhesive cascade. A cell
floating with the blood flow need to reach an endothelial
wall via margination process; once near the endothelial
wall, it needs to adhere to the endothelium, undergo the

transitions from rolling to crawling migration before an-
choring to the endothelium and transmigrate the endothe-
lial wall using one of the following ways: perivascular
migration, transcellular migration or a mosaic process
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samples contained also CTCs’ clusters (emboli)
of various sizes and shapes [7, 32, 34]. These
cell aggregates were found in blood from pa-
tients with breast, lung, pancreatic, and prostate
cancers which indicates that the emboli may not
be a sporadic case and that cell aggregates may
present certain advantages for CTC survival in
blood flow.

Recent advances in real-time fluorescent
microscopy imaging allow for a visual account
of CTCs in the circulation system in animal
models (Fig. 5.2). Experiments conducted by
the Hoffman group showed both individual
cells and multicellular emboli in the blood
and lymph circulation systems in mouse skin
[15, 16, 72, 73]. In particular, the researchers
showed that injected human fibrosarcoma cells
acquire different shapes depending on the size
of the vessel. The CTCs in microvessels were
relatively circular and nondeformed, with the
minor and major axes equal to 19.3 and 23.3 �m
on average, respectively (Fig. 5.2a). However, in
capillaries (typically 3–8 �m in diameter), the
cells were elongated reaching four times their
normal size (7.8 � 92.6 �m on average), and the
length of the nuclei increased 1.6 times reaching
7.8 � 27.6 �m on average. These cells occupied
the full diameter of the vessel (Fig. 5.2b). The
same group also observed occasional small
masses of tumor cells and larger multicellular
emboli traveling through the large venules
[15, 16].

Once in the circulation system, CTCs are ex-
posed to various microenvironmental factors that
are novel for cells arising from a solid tumor
mass. In order to survive, the cells must withstand
hemodynamic forces and overcome the effects
of fluid shear [41, 51, 71]. Blood flow velocities
in the circulation system can range from 0.03 to
40 cm/s depending on the vessel size [36], and
the hemodynamic shear forces in the bloodstream
can reach 0.5–4.0 dyn/s2 in the venous circulation
and 4.0–30.0 dyn/s2 in the arterial circulation
[41, 68]. The pattern of the blood flow and its
shear stress, as well as the movement of other
cells in the circulation system can affect CTC
trajectory. Moreover, CTCs may also be exposed
to collisions with red blood cells or adhesion to
leukocytes, platelets, and microphages [42, 51,
66]. How individual CTCs and CTC emboli can
withstand these intercellular interactions and per-
sist in the fluid flow is not yet fully understood,
and many questions are still unanswered. Math-
ematical modeling based on physical principles
and available experimental and clinical data can
provide an invaluable tool for reconstructing the
intravascular microenvironment and for testing
what properties of CTCs allow them to survive
in the circulation system.

In this chapter, we present a mathematical
model of circulating tumor cells in the microves-
sel that utilizes fluid-structure interaction princi-
ples. We also discuss CTCs’ biophysical prop-
erties, including cell deformability and dynam-

Fig. 5.2 Circulating tumor cells in the vessel in the
mouse skin. An image of tumor HT-1080 sarcoma cells:
(a) nondeformed cells within a microvessel; (b) deformed
cells occupying the full diameter of the vessel. Cells are
labeled with green fluorescent protein in the nucleus, and

red fluorescent protein in the cytoplasm. Image acquired
using the Olympus OV100 system at �100 magnification.
(Reproduced from Yamauchi et al. Cancer Research 2005
Fig. 3, with permission [73])
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ical changes in cell structure (both locally and
globally) that are necessary for cell survival in
the blood flow, and switches in cell locomotion
strategies. This will allow us to identify combi-
nations of parameters that can be manipulated
experimentally in order to disrupt some steps of
the CTC adhesive cascade.

5.2 The IBCell Mathematical
Model of Circulating Tumor
Cells

To model interactions between the bodies of
circulating tumor cells and the surrounding
blood plasma flow, fluid-structure-interactions
methods are a natural modeling choice. One such
modeling framework is the Immersed Boundary
Method developed by Charles Peskin to model
blood flow in the heart [47–50]. We adapted this
computational framework to design a model of a
deformable eukaryotic cell, IBCell (an Immersed
Boundary model of a Cell [55, 56]). This model
includes various cellular processes that the cells
can experience, such as cell growth, division,
death, adhesion, and migration. Subsequently,
we applied the IBCell framework to model
circulating tumor cells in the blood flow [57].

We present here the details of this two-
dimensional (2D) model of deformable circulat-
ing tumor cells traveling through a microvessel.
Note, that a 3D version of this model can be based
on the same principles, as described in [57]. Here,
we consider a microvessel large enough that the
cells are able to preserve a circular shape as
shown in Fig. 5.2a. During the simulations, cell
deformation is a result of the blood flow, not the
occlusion within the vessel. The cells are exposed
to both hemodynamic forces exerted by the
blood plasma flow and adhesive-repulsive forces
between either other tumor cells or the tumor cell
attaching to or migrating along the endothelial
cells of the microvessel. All components of this
model are described below and are presented in
Fig. 5.3.

• Blood plasma flow—this model takes into
account the fluid phase of the blood (the

plasma) only. No other cells, such as red blood
cells, leukocytes or platelets, are included.
The blood plasma is modeled as a viscous
incompressible Newtonian fluid governed by
Navier-Stokes equations. The fluid flow inside
the vessel is laminar of a parabolic profile with
zero velocity at the microvessel walls and a
maximum velocity of 0.6 mm/s in the center
of the microvessel. However, in the presence
of obstacles, such as deformable tumor cells,
the plasma flow profile may be distorted. In
these simulations, we use a small 30-�m-wide
and 75-�m-long vessel.

• Endothelium structure—the endothelium is
modeled as a mesh of short and relatively
stiff linear springs that form a uniform rigid
wall. For simplicity, no individual endothelial
cells are included in the model. While we
are aware that the blood flow can alter the
biophysical state of the endothelium (for
example, some membrane receptors can be
expressed differently under the flow), for
simplicity, we neglect any changes that the
plasma flow may have on the endothelium.

• Circulating tumor cell structure—in this
model, we consider a circular cell with a
diameter of 10 �m, a 4-�m-wide nucleus,
and a 2-�m-wide cortex band. No other
cell cytoskeleton elements and intracellular
organelles are included in the model, but
the whole cell structure is interpenetrated
by viscous incompressible cytoplasm. Cell
shape and stiffness are modulated by the cell
actin cortex and the cell nuclear envelope.
Both are modeled as dense networks of
linear Hookean springs. The model allows
modifications in spring stiffness globally (i.e.,
for all springs forming the structure) and
locally (i.e., for an individual spring in the
structure), and separately for the cell nucleus
and the cortex. This enables testing the relative
role of the nucleus and the cortex in preserving
the overall cell shape under the blood
flow.

• Circulating tumor cells-endothelium
interactions—all interactions between circu-
lating tumor cells and the endothelium are
modeled via the pseudo-receptors located on
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Fig. 5.3 Schematics of the CTC and endothelium struc-
ture. A schematic representation of the 2D model of the
tumor cell in circulation. (a) The blood vessel (red top
wall) is interpenetrated by a blood flow (grey arrows
representing a velocity field); the CTC nucleus (black)
is surrounded by the cell cortex (blue) both composed
from cross-linked Hookean springs. (b) The cell near

the endothelial wall develops adhesive connections (green
links). (c) As a result of cell deformation, the springs are
stretched and exert restoring forces (magenta arrows). (d)
The cell boundary points are moved on a local fluid ve-
locity (magenta arrows). This mathematical model utilizes
the computational frameworks of the Immersed Boundary
method

Fig. 5.4 IBCell model equations. Equations Eqs. 1–5 define the mathematical frameworks of the Immersed Boundary
method

the tumor and the endothelial cell membranes.
The adhesive links emerge when these
receptors are in close proximity. These
adhesive links, are modeled as short linear
Hookean springs, and can be dynamically
assembled and disassembled based on the
distance between the receptors, as well as
the adhesive spring stiffness. For simplicity,
we assume that the receptor-ligand binding is
always effective when the distance between
the receptors is small enough.

The mathematical framework of the immersed
boundary method is given in Fig. 5.4. In this
method, Equation 1 is the Navier–Stokes equa-

tion of a viscous incompressible fluid defined
on the Cartesian grid x D (x1,x2), where p is the
fluid pressure, � is the fluid viscosity, � is the
fluid density, u is the fluid velocity, and f is
the external force density. Equation 2 is the law
of mass balance. Interactions between the fluid
and the material points X(l,t) on the tumor cell
membrane and the endothelial wall boundaries
(l is an index along either the boundaries of the
tumor cells �t or the boundaries of the endothelial
walls �e) are defined in Equations 3–4. Here,
the force density F(l,t) acting on the cell and
wall boundaries is applied to the fluid using the
2D Dirac delta function ı, while all material
boundary points X(l,t) are carried along with the



98 K.A. Rejniak

fluid. The boundary forces F(l,t) arise from the
elastic properties of the tumor cell membranes,
from the rigid properties of the endothelial walls
and from tumor cell-endothelial cell adhesion and
are all represented by the short linear Hookean
springs in Equation 5, where S is the spring
stiffness, L is the spring resting length and X*(l,t)
is the adjacent, opposite, or neighboring point for
the elastic, rigid, or adhesive forces, respectively.
These equations are solved using the finite dif-
ference methods with a discrete approximation
of the Dirac delta function and are described in
detail in [55, 58].

The equations of the immersed boundary
method are solved in the following steps:

1. Define the structure of the endothelium and
the circulating tumor cells.

2. Define the forces that determine the cells and
the endothelium structure; define the adhesive
forces between the cells and between the cells
and the endothelium.

3. Spread the forces to the underlying fluid grid.
4. Solve the Navier-Stokes equations on the

Cartesian fluid grid for the fluid velocities.
5. Interpolate the fluid velocities to the boundary

points of the cells and the endothelium.
6. Move the immersed boundary points based on

the computed velocities.
7. Repeat steps 2–6.

In the following sections, we discuss several
stages of the intravascular transport and, when-
ever possible, illustrate them with simulations
from the IBCell model. In particular, we dis-
cuss the relative stiffness of the CTC cortex
versus the stiffness of the CTC nuclear envelope
that controls cell deformation under blood flow
(Sect. 5.3), collisions with other cells (Sect. 5.4),
how CTC cytoskeletal properties need to be mod-
ified in order to attach and roll on the endothelium
(Sect. 5.5), how CTC cytoskeleton reorganization
and cell membrane receptor redistribution enable
CTC anchorage and migration on the endothe-
lium (Sect. 5.6), and CTC transmigration through
the endothelium (Sect. 5.7). Finally, we discuss
how the formation of cell emboli changes the

dynamics of the cells in the circulation system
(Sect. 5.8).

5.3 Circulating Tumor Cell
Survival in the Blood Flow

Laboratory experiments with CTCs in the mouse
circulation system showed that the cells are able
to undergo high levels of deformability (Fig. 5.2
and [16, 73]). The overall cell shape and the
shape of the cell nucleus were able to adjust to
the size of the small capillaries. Similar deforma-
bility was also observed in human tumor cells
transplanted into the vasculature of a transparent
zebrafish [59, 60] and in modeled nucleus-free
red blood cells [54] and neutrophils [22].

We previously used the IBCell model to in-
vestigate how changes in the stiffness of the cell
cortex and the cell nucleus influence the survival
of the whole cell when it is exposed to the
same pattern of blood flow [57]. The results are
summarized in Fig. 5.5 in the form of a parameter
space graph. We varied the stiffness constant of
the individual fibers forming the cell cortex and,
independently, the stiffness constant of the fibers
forming the cell nuclear envelope. Following the
values reported in the literature, the range was
1–106 g/cm � s2 for each fiber [29, 35, 46, 58].
The final cell shapes were recorded after the cell
reached two thirds of the length of a straight
vessel (i.e., at 50 �m).

All simulations started with a cell with a
perfectly circular cortex and nucleus. The cell
was initially located in the middle of the vessel.
The cases in which both the cortex and the
nucleus were very stiff resulted in no significant
deformation during the whole simulation, and
the cells retained their initial circular shapes
(Fig. 5.5(iv)). However, when both the cell
cortex and the cell nucleus were very soft, the
cells did not survive the flow and underwent
clasmatosis—cytoplasmic fragmentation. For
the relatively soft cortex (fiber stiffness of 10–
100 g/cm � s2) the cells acquired a concave shape
with the central inward deformation (a parachute-
like shape) at the location of the highest blood
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Fig. 5.5 Deformation of a CTC under a steady blood
flow. A parameter space of final cellular morphologies
when the stiffness of the cell cortex (blue) and the cell
nuclear envelope (black) is varied by 7 orders of mag-

nitude. Insets (i–iv)—the representative deformable (i–ii)
and non-deformable (iii–iv) cell morphologies are shown
within each parameter range

flow (Fig. 5.5(i)). For the same cortex stiffness,
these invaginations became smaller when the
nuclear envelope became stiffer (Fig. 5.5(ii)).
Interestingly, a stiff nucleus with a softer (but
not too soft) cortex prevented significant cell
deformations (Fig. 5.5(iii)). Thus, actin cortex
stiffness is crucial for cell survival during passive
transport of the cell by the blood flow, and
the combination of a soft cortex and a soft
nuclear envelope may lead to cell damage by
the bloodstream.

5.4 Circulating Tumor Cell
Collision Dynamics

An interesting question is, how do CTCs ap-
proach the endothelial vessel walls? Is the CTCs’
movement a result of collisions with other cells?
Or do the CTCs need to be pushed by the flow
created by other cells? The phenomenon of the
cells’ translocation to the periphery of the vessel
wall is known as margination. This process has

been computationally modeled for large colonies
of red blood cells [75], for interactions between
red blood cells and platelets [8, 12], and for
interactions between red and white blood cells
[11, 63]. These results indicated that red blood
cell-induced drift effectively leads to margination
of leukocytes and platelets in both small and large
vessel channels. The duration of the margination
process depends on the vessel size, but once
margination is achieved, the process is sustained
for a long time. Moreover, the size of the cell-free
layer depends on the cell deformability and the
aggregation strength. Recently published mathe-
matical models [27, 64] were drawn on previous
studies of leukocyte-red blood cell interactions
and tested whether margination processes can be
also observed for CTCs. In particular, a math-
ematical model discussed in [27] showed that
when three different CTC membrane elasticities
were considered the cells with rigid bodies were
directed toward the vessel walls the quickest.
The softest CTCs showed only small fluctuations
along the initial trajectory. How such properties
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of the CTCs in the circulation system can be used
for therapeutic purposes should be investigated in
a quantitative and predictive way.

5.5 Circulating Tumor Cell
Adhesion and Rolling
on the Endothelium

In the adhesive cascade process (Fig. 5.1), which
has been proposed as a mechanism for extravasa-
tion for both the leukocytes and CTCs, adhesion
to the endothelium is a prerequisite of cell trans-
migration through the endothelial wall. Various
receptor-ligand bond formations (via a family
of selectin adhesion molecules) and hydrody-
namic interactions have previously been modeled
for leukocytes-endothelium adhesion [19, 23, 26,
65]. Recent experiments in microfluidic devices
have also reported either selectin-mediated [40]
or platelet-enhanced [37] adhesive capture of
tumor cells. Moreover, cell rolling along the en-
dothelium that was observed in in vitro exper-
iments and modeled in silico in the case of
leukocytes [3, 19, 25, 38] has also been postulated
to work in the case of circulating tumor cells
[37, 67].

The model we used in [57] does not include
detailed receptor-ligand kinetics. The adhesion
process between CTCs and the endothelium was
simplified to have high affinity and to assemble
easily if both the receptor and the ligand were in
close proximity to one another. Instead, we fo-
cused again on the cortex and nucleus structures
and their deformation when the CTCs adhere to
the endothelium under the blood flow. Using the
same range of stiffness values as in Sect. 5.3,
IBCell produced the parameter space shown in
Fig. 5.6. We, again, started with a perfectly cir-
cular cell (the cell cortex and the cell nucleus),
but this time, the cell was located near the bottom
wall of the vessel. This allowed the cell to adhere
to the endothelium. Moreover, this location also
resulted in the cell being exposed to nonsym-
metrical blood shear stress with increasing blood
velocity far from the endothelium.

The simulated cases revealed that cells with a
soft cortex underwent quite significant deforma-

tion due to the flow pushing on one side of the
cells while the opposite side was attached to the
vessel wall (Fig. 5.6a(i)). In these cases, the area
of CTC-endothelium adhesion was quite large,
but the cells were more likely to detach from the
endothelium and be carried out with the blood
flow. However, with the increasing stiffness of
the nucleus, the cell’s overall shape became less
elongated, but these cells were also not able to
firmly adhere to the endothelium (Fig. 5.6a(ii)).
Interestingly, the cells with a moderately soft cor-
tex but a stiffer nucleus remained less deformed
and adhered quite strongly to the endothelial cells
(Fig. 5.6a(iii)). Similar dynamics was also ob-
served in the cases of a stiff cortex (Fig. 5.6a(iv)).
The simulations showed that although the de-
formable cells with a softer cortex had a larger
area of adhesion to the endothelium, they were
also more responsive to blood shear stress, as
their area of contact with higher-velocity flow
could increase with time due to their deformabil-
ity. The stiffer cells had a smaller area of adhesion
to the endothelium, but as the cells’ shape was
not deforming, they were able to maintain this
area of adhesion over time, and were less likely
to detach.

We stained a fixed part of the cell cortex
in each cell to show its translocation along the
cell perimeter (Figs. 5.6b, c). When both the
cortex and the nucleus were relatively stiff, the
cells showed a rolling motion. These simulations
indicated that the transition in the CTC transport
phase from floating with the blood flow to attach-
ing and rolling on the endothelial wall requires
stiffening of the whole CTC cortex.

5.6 Circulating Tumor Cell
Crawling Dynamics

One of the steps of the leukocyte adhesive cas-
cade is cell crawling—a slow migration along the
endothelium before the cells can completely stop
and start the extravasation process [44, 70]. Such
intraluminal cell crawling has been observed in
time-lapse video-microscopy within the postcap-
illary venules [53]. It has also been shown that
leukocyte crawling can trigger specific signaling



5 Circulating Tumor Cell Microenvironment 101

Fig. 5.6 CTC attachment to endothelium under a steady
blood flow. (a) A parameter space of final cellular mor-
phologies when the stiffness of the cell cortex (blue) and
the cell nuclear envelope (black) is varied by 7 orders
of magnitude. Insets (i–iv)—the representative cell mor-
phologies for each category; the adhesive links between

CTC and the endothelium shown in green. The time
course image (b and c) shows the same cell at five different
time point overimposed on the same image: (b) shows cell
detachment from the endothelium, and (c) cell rolling on
the endothelium. A fixed small part of the cell cortex is
stained in magenta to illustrate the rolling effect

between white blood cells and endothelial cells
that can induce the transient weakening of en-
dothelial cell junctions that may play an impor-
tant role in enabling cell transmigration [44].

We used the IBCell model to reproduce the
cell crawling movement under the blood flow and
to test the mechanical properties of the migrating
cell. Based on the results described in Sect. 5.5,
we chosen a cell configuration for which the
cell was able to attach to the endothelium and
withstand the hemodynamic forces of the flowing
blood (Fig. 5.6c). In the case we considered here,
the cell had a relatively stiff nucleus but a softer
cortex. Therefore, we tested whether further soft-
ening of the cell cortex around the cell’s focal
adhesions would result in better cell migration.
The softer and stiffer parts of the cell cortex were

stained differently, as shown in Fig. 5.7. Fol-
lowing the example in Fig. 5.6, we also stained
a small part of the cortex opposite the cell-
endothelium adhesions, to indicate their translo-
cation along the cell perimeter. These simulations
revealed that in order for the circulating tumor
cell to progress from rolling to anchoring and to
crawling, the stiffness of the cell’s cytoskeleton
has to be dynamically altered between the part
in adhesion to the endothelium and the opposite
side (Fig. 5.7). Cell rolling required a quite stiff
actin cortex that could be pushed by the blood
flow without extensive deformation. Upon tran-
sition to anchoring, the CTC cytoskeleton must
become more flexible along the contact surface.
Cell crawling required that the cortex fibers were
softened around the cell focal adhesions with
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Fig. 5.7 CTC migrating on the endothelium. A time
course shows the same cell at different time point over-
imposed on the same image. To illustrate cell crawling a
fixed small part of the cell cortex is stained in magenta.

Cell cortex is stained differently depending on its local
stiffness: soft (cyan) close to cell focal adhesion with
the endothelium, and stiff (blue) far from the adhesive
contacts (green)

the endothelium, and the cortex fibers became
stiffer immediately after the focal adhesions were
broken. This local softening of the cell cytoskele-
ton along the contact area with the endothelium
may be potentially modulated by signals from the
endothelial cells in contact.

5.7 Circulating Tumor Cell
Anchorage
to the Endothelium
and Transmigration

The final step in the adhesive cascade is cell
transmigration through the endothelium and ex-
travasation to the surrounding stromal tissue. This
is an area of very active research with in in
vitro microfluidic devices and in vivo animal
models [5, 6, 20, 24]. It has been shown exper-
imentally using the laminar flow chamber that
cancer cells can utilize three distinct mechanisms
of tumor cell-endothelial cell interactions in or-
der to initialize the transmigration process [67].
Tumor cells can use paracellular transmigration
that takes place at the junction of three adjacent
endothelial cells. The second mechanism allowed
the tumor cell to form a mosaic with endothelial
cells in which the tumor cell became inserted
within the endothelial layer, sometimes for as
long as 24 h. The third observed transmigration

mechanism was penetration through the endothe-
lial cell. This transcellular migration process did
not occur on the endothelial cell junctions, but the
tumor cell was engulfed in a large vacuole and
transported through the endothelial cell [67]. The
complex process of CTC transmigration through
the endothelium has not yet been explored with
mathematical modeling.

5.8 The Dynamics of Circulating
Tumor Cell Microemboli

Although tumor emboli have been observed clin-
ically in the blood of patients with different
tumors [1, 4, 7], how such emboli can arise is not
yet well understood, especially given how rare
CTCs in the circulation system are. The observed
CTC clusters numbered from two to several cells
in clinical samples [4, 7] and even up to 50
cells in animal experiments [15, 16]. It has also
been observed that CTC emboli can contain other
cells, such as platelets, that may guard the tumor
cells from immune elimination and promote their
arrest at the endothelium [14, 42].

With the IBCell model, we considered mi-
croemboli that consisted only of CTCs. The sim-
ulations showed that such CTC clusters were able
to survive the fluid flow shear stress longer than
individual CTCs (Fig. 5.8). Their collective abil-
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Fig. 5.8 CTC microemboli in the blood circulation sys-
tem. A time course (a–c) shows the same CTC cluster at
different time points with cellular adhesions and adhesion
to the endothelium indicated as green links. The cluster

structure allows individual cells to withstand the blood
shear stress and survive in the blood flow (showed as grey
vector field)

ity to adhere to the endothelium was also superior
to the adhesion capabilities of individual CTCs.
However, further, more systematic investigations
are needed to determine the trade-offs between
the size of the CTC cluster, the probability of
surviving intravenous transport, and the chances
of creating vessel occlusion because of the em-
bolus size. The latter was investigated in [52]
by reconstructing the size and shape of emboli
observed in patients’ blood. This work showed
that small CTC clusters tumbled during the flow
and were able to reach the vessel walls, even
in the absence of other cells. However, large
CTC clusters were capable of vascular occlusion,
slowing the blood’s velocity and increasing the
levels of local generation of coagulation factors.

5.9 Summary

The fluid environment of the blood to which
circulating tumor cells are exposed presents a
formidable challenge to cells of epithelial ori-
gin. Although experimental studies showed that
dysplastic and metastatic cells exhibit a different
degree of mechanical stiffness and cell deforma-
bility [13, 21, 62], the precise mechanisms and
the extent of such deformations in circulating
tumor cells in the blood flow are not known.
Most of the currently used methods for capturing
CTCs require cell attachment or anchorage to
the substrate. This may result in changes in the
cytoskeletal properties of the cell in a way that
subsequent measurements will not reflect the cell
properties in the circulation system. Numerous in
vivo studies showed that metastatic tumor cells

are quite deformable, and the cell cytoplasm and
the cell nucleus can undergo strong compression
and shape deformation in small capillaries [16,
59, 60, 72, 73].

Computational simulations can help determine
which properties of CTCs must be altered so that
they can successfully travel through the blood
or lymph circulation systems. This knowledge
can lead to designing the next generation of
therapeutic interventions that will prevent CTCs
from completing the adhesive cascade or from
forming multicellular emboli that can result in
vessel occlusions. However, such models need
to be based on physical principles and need to
be able to formulate and test various hypotheses
of CTC biomechanics and mechanotransduction.
Quantitative integration of physics-based com-
putational models with in vitro experimentation
and ex vivo CTC analysis will lead to advance-
ments from the biomechanical and therapeutic
perspectives.
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Abstract

With the exception of a limited number of sites in the body, primary
tumors infrequently lead to the demise of cancer patients. Instead,
mortality and a significant degree of morbidity result from the growth
of secondary tumors in distant organs. Tumor survival, growth and
dissemination are associated with the formation of both new blood
vessels (angiogenesis) and new lymph vessels (lymphagenesis or
lymphangiogenesis). Although intensive research in tumor angiogenesis
has been going on for the past four decades, experimental results in
tumor lymphangiogenesis began to appear only in the last 10 years.
In this chapter we expand the models proposed by Friedman, Lolas
and Pepper on tumor lymphangiogenesis mediated by proteolytically
and un-proteolytically processed growth factors (Friedman and Lolas
G, Math Models Methods Appl Sci 15(01):95–107, 2005; Pepper
and Lolas G, Selected topics in cancer modeling: genesis, evolution,
immune competition, and therapy. In: The lymphatic vascular system in
lymphangiogenesis invasion and metastasis a mathematical approach.
Birkhäuser Boston, Boston, pp 1–22, 2008). The variables represent
different cell densities and growth factors concentrations, and where
possible the parameters are estimated from experimental and clinical data.
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The results obtained from computational simulations carried out on the
model equations produce dynamic heterogeneous (“anarchic”) spatio-
temporal solutions. More specifically, we observed coherent masses of
tumor clusters migrating around and within the lymphatic network. Our
findings are in line with recent experimental evidence that associate
cluster formation with the minimization of cell loss favoring high local
extracellular matrix proteolysis and thus protecting cancer invading cells
from an immunological assault driven by the lymphatic network.

Keywords

Lymphangiogenesis • Proteolysis • Plasmin • Mature VEGF-C • Tumor
clusters • Tumor heterogeneity

6.1 Introduction

It is well known that cancer growth and dis-
semination is an extremely complicated process
that involves different inter-related biochemical
and cellular interactions at many different spatial
and temporal scales. Despite the existence of
different types of tumours, solid tumours rep-
resent a large fraction of the clinical observed
tumours and as such they are the main focus of
the current chapter. The growth of solid tumors
distinguishing them in two categories: the benign
and malignant. Benign tumors remain confined
to the tissue in which they arise [3]. Malignant
tumors, invade and destroy the surrounding tis-
sues and, by exploiting the blood or the lymphatic
systems, establish new colonies, a process called
metastasis [4–6].

Metastasis is the predominant cause of cancer
death. There are four major routes of neoplastic
dissemination: (1) local invasion; (2) direct seed-
ing to body cavities; (3) hematogenous spread;
and (4) lymphatic spread, preferentially to re-
gional lymph nodes and later to distant sites [7].

For a primary tumor to grow, it needs a supply
of nutrients, delivered by the blood. The tumor
therefore secrets growth factors which induce
the formation of new blood vessels, sprouting
them from preexisting vessels and directing them
toward the tumor. This is the process of tumor an-
giogenesis [8,9]. Targeting angiogenesis, namely,

cutting of blood supply, is one off the strategies
for blocking tumor growth and dissemination.

A similar, although far less well studied pro-
cess, also occurs in the lymphatic system and
is referred to as lymphangiogenesis or lympha-
genesis [7, 10–15]. Traditionally the lymphatic
system has not been considered to be actively
involved in the process of metastasis, it has been
suggested that cancer cells are passively car-
ried into lymphatic vessels with interstitial fluid
and proteins [16]. Surprisingly, almost all of
the published literature focuses on the correla-
tions between angiogenesis, microvessel density,
metastatic spread, and tumor prognosis [7, 17].
However, recent studies have demonstrated the
presence of enlarged lymphatic vessels in peritu-
moral regions of several human tumors, and the
number of tumor-associated lymphatics has been
correlated with lymph node metastases (reviewed
by [18, 19]).

The lymphatic system comprises a vascular
network of one-way, open-ended, thin-walled
complex network of capillaries and larger vessels,
collecting vessels, lymph nodes, trunks, and ducts
that transport lymph and cells from body tissues
back to the circulatory system [20–23]. The
lymph is a protein-rich interstitial fluid drained
from peripheral extracellular spaces, composed
of interstitial fluid components, metabolites,
and plasma proteins extravasated from blood
capillaries, and cells from the immune system to
the venous system [7, 17, 24].



6 Tumor Lymphangiogenesis & Proteolysis 109

Knowledge of lymphatics and lymphatic cir-
culation progressed very slowly until the past
10 years [10,25,26]. One of the major limitations
of research on lymphatic vessels and lymphan-
giogenesis was the lack of specific markers that
could accurately differentiate Blood Endothelial
Cells (BEC) from Lymphatic Endothelial Cells
(LEC) [7]. A major impetus in understanding
the physiopathology of the lymphatic system has
come from the discovery of growth factors which
induce the formation of new lymphatic capillar-
ies, and the identification of molecular markers
which allow one to differentiate between blood
vascular and lymphatic endothelium. This in turn
has led to the establishment of techniques for
the isolation of pure populations of BEC and
LEC [7, 11, 27].

Two growth factors have been identified that
induce the growth of new lymphatic cappilar-
ies, and both belong to the vascular endothe-
lial growth factor (VEGF) family. These factors
include VEGF-C and VEGF-D [28]. VEGF-C
is the central regulator of lymphatic develop-
ment [29] and is synthesized as a preprotein
with a structural homology to the angiogenic
growth factor VEGF [30]. VEGF-C was isolated
from the human prostatic adenocarcinoma during
a search for a specific lymphangiogenic ligand
VEGFR-3 [30]. Although VEGFR-3 is expressed
during early development by blood vascular en-
dothelium, it becomes restricted mainly to lym-
phatic endothelial cells in normal adult tissues
[31–33]. Other transmembrane proteins such as
LYVE-1 (lymphatic vessel endothelial hyaluro-
nan receptor-1) [34], podoplanin and desmo-
plakin have also been shown to be reliable lym-
phatic markers [35]. More recently, Prox-1 a
homeobox gene has been identified as a major
factor in the induction of the lymphatic develop-
ment [36, 37].

Additionally, several forms of VEGF-C
and VEGF-D are generated by proteolytic
processing. VEGF-C (or VEGF-D) proteolytic
processing increases its binding affinity to
VEGFR-2 and VEGFR-3, cell surface-receptors
that are predominantly expressed on blood- and
lymphatic- vascular endothelia, respectively.
Thus, proteolytically processed VEGF-C and

VEGF-D have a dual role since they are able to
induce both angiogenesis and lymphangiogenesis
(see Fig. 6.1). Like the angiogenic specific
cytokine VEGF, VEGF-C stimulates also the
migration of blood endothelial cells and induces
vascular permeability and endothelial-cell
proliferation, but does it less effectively than
VEGF in the sense that smaller concentrations
of VEGF have the same effects as larger
concentrations of VEGF-C.

Tumor angiogenesis and lymphangiogenesis
provide new vessels that malignant cells can
use to escape the confines of the primary tumor
[38]. However, existing vessels already provide
mechanism of escape, and therefore the relative
importance of pre-existing versus new vessels is
still to be determined [39]. Various studies have
shown that angiogenesis is important for solid tu-
mour growth and, presumably, also in hematoge-
nous metastasis [40]. By contrast, the role of
lymphatic vessels and the relevance of lymphan-
giogenesis to tumor pathology is less clear. Until
recently only limited information concerning the
molecular mechanisms and pathways involved in
tumor lymphangiogenesis and tumor lymphatic
invasion have been obtained [7, 41–46].

Unlike the blood vascular network, the lym-
phatic network does not provide nutrients to cells.
It is, however, more conductive to tumor invasion
and metastasis [18]. The lymphatic system is op-
timally suited for the entry and transport of cells
(e.g., immune cells), and it also seems to have
many advantages over the blood circulation as a
pathway for tumor cell dissemination [21]. Even
the smallest initial lymphatics are much larger
than blood capillaries. In comparison to blood
vessels, lymphatic vessels have thinner walls and
poorly developed basement membrane, devoid
of pericytes. Additionally, lymphatic vessel en-
dothelium lacks tight junctions. Lymphatic en-
dothelial cells are equipped with ovelapping junc-
tions, which function as mechanical flap valves
[20,47]. Fibers and collagen anchor the lymphatic
endothelial cells into the surrounding connective
tissue [48]. Upon increase in interstitial fluid
pressure, the connecting tissue fibers become
stretched, thereby widenning the lymphatic lu-
men. The lymphatic endothelial cells, which un-
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Angiogenesis

Lymphangiogenesis
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Vascular Endothelial Growth Factor  –  C (VEGF-C) 

Mature form of  VEGF-C 
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Degradation of Extracellular Matrix 
Extracellular Matrix bound  VEGF-C Plasmin induced mature form of VEGF-C   

Fig. 6.1 The different effects that tumor secreted VEGF-C and VEGF-D have on blood angiogenesis versus
lymphangiogenesis are dependent on their protelytic processing by extracellular matrix proteases

der normal conditions overlap, then move apart,
effectively opening intercellular channels to al-
low fluid and macromolecules access to the lym-
phatic lumen [47]. It has been speculated that this
may be the cause of the greater permeability of
the lymphatic vessels. Flow velocities inside the
lymphatic system are orders of magnitude lower
than those observed in the blood system. Ad-
ditionaly, lymph composition is nearly identical
to the interstitial fluid and in this regard is able
to promote the viability of invading tumor cells
[7, 18].

By contrast, the bloodstream is a highly
aggressive medium for neoplastic cells due
to serum toxicity, high shear stresses, and
mechanical deformation. Moreover, blood
vessels have a more robust structure with a
well-defined basement membrane and supporting
cells [20]. As a consequence, hematogenous
metastasis is a low-efficiency phenomenon,

where a significant number of the neoplastic
cells within bloodstream routes are quiescent or
in apoptosis [49]. Thus, altogether, the lymphatic
system provides a much better environment than
the blood vasculature for both the survival and
metastatic efficiency of disseminating tumor
cells. In addition, metastatic cells may reach the
bloodstream via lymphatic-venous shunts, high
endothelial venules inside lymph nodes, or by
lymphatic drainage into the thoracic duct [7, 15].

Cao and coworkers have found intratumor
lymphatics in a large number of different tumors
grown subcutaneously in mice [50,51]. As shown
in Fig. 6.2, in which lymphatic vessels are shown
in blue, erythrocytes in red and tumor cells in
green, such intratumoral lymphatics often exhibit
highly irregular morphologies compared to the
healthy lymphatics in for example the large in-
testine, and are in contrast to healthy lymphatics
perfused with blood. This argues for an important
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Fig. 6.2 Pathological nature of intra-tumoral lymphatic
vessels. Whole-mount confocal imaging of cut samples
from a GFP-labeled fibrosarcoma (green) grown subcu-
taneously or healthy large intestine from a mouse were
stained with the lymphatic endothelial cells marker Lyve-
1 (blue), erythrocyte marker Ter119 (red). Intratumoral
lymphatics are shown to be highly disorganized and filled

with Ter119-positive erythrocytes, whereas healthy lym-
phatics in the large intestine appear normal and without
erythrocytes, which are instead restricted to the lumen
of the intestinal blood vessels. TC: tumor cell, RBC: red
blood cell. The middle column represent enlarged images
of the areas marked by white boxes in the left column

role of the intratumoral lymphatics in draining
liquid and cells that leak from the similarly highly
disorganized tumor blood vasculature, as well
as the tumor cells themselves. As platelets and
other blood cells may attach to the surface of
tumor cells and shield them from recognition by
cytotoxic immune cells, the finding of blood in
tumor lymphatics provide an additional level of
pro-metastatic aid for the tumor cells.

Many lymphangiogenic factors are produced
by tumor cells in high amounts [52], but as pro-
factors that have very limited activity in their na-
tive form. These factors need to be proteolytically
processed by proteases in the extracellular matrix
before signaling is allowed. VEGF-C for example
are cleaved by a ccbe1-ADAMTS3-complex in
the extracellular matrix which enable signaling
through VEGFR3 [53]. VEGF-A, VEGF-C and
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other lymphangiogenic factors are furthermore
sequestered by heparin sulphate proteoglycans
and other proteins in the extracellular matrix
from which they can be mobilized by prote-
olytic degradation of these scaffold proteins [52].
In some cases such as signaling by the angio-
genic and lymphangiogenic factor transforming
growth factor-(TGF)beta, mobilization of already
produced but extracellularly sequestered proteins
are the signaling-governing event rather than up-
regulation of the amount of protein produced by
the cells.

The most studied proteases involved in pro-
teolytic activation and/or release of extracellular
angiogenic factors belong to the matrix metal-
loproteinase (MMP) family, where especially
MMP2 and MMP9 are known to be important for
angiogenesis and lymphangiogenesis. Recently
however, lymph vessel researchers have focused
on a different mechanism in which ccbe1-
ADAMTS3 proteolytic cleavage of pro-VEGF-C
allow this factor to activate signaling through
VEGFR3, which is necessary for lymphangio-
genesis even when induced by other factors such
as inflammatory factors [50, 51, 53]. As such,
knockout of ccbe1 lead to the complete absence
of lymphatic vessel development, massive edema
and childhood lethality in a disease known as
the hennekam syndrome. This is an example
of the importance and rate-limiting actions of
extracellular proteases for lymphangiogenesis
and lymphatic metastasis. Tumor cells produce a
large number of proteases including MMP-2 and
MMP-9, especially if they have gained increased
migratory/invasive capabilities through the so-
called epithelial-to-mesenchymal-transition.
Interestingly, these factors are also important
for generation of endogenous angiogenesis and
lymphangiogenesis inhibitors by proteolysis of
extracellular matrix proteins such as fibronectin
which releases their kringle domains known as
angiostatin or endostatin that potently inhibit
angiogenesis. As such the MMPs have dual
functions on regulation of angiogenesis and
lymphangiogenesis. This may explain why
therapeutically targeting MMP-2 or -9 has been

proven to be a non-viable approach for treatment
of most cancers in spite of initial excitement
about such treatments when they were first
developed.

Another major protease system responsible for
ECM degradation is the plasminogen activation
system which generate the potent serine protease
plasmin [54–56]. uPA is produced from several
types of cells including macrophages, endothelial
cells and tumor cells, as a single-chain proen-
zyme pro-uPA [57]. The binding of uPA to the
cancer cell membrane-anchored receptor uroki-
nase receptor (uPAR) accelerates plasminogen
activation and, hence, generates plasmin, a serine
protease capable of digesting basement mem-
brane and extracellular matrix proteins [58, 59].
Plasmin itself is a broadly acting enzyme that
not only catalyzes the breakdown of many of the
known extracellular matrix (ECM) and basement
membrane molecules, such as vitronectin, fibrin,
laminin and collagens, but also may activate met-
alloproteinases [58].

On the modelling aspect, there is a significant
gap between the amount of models developed
for angiogenesis and those describing its sibling
process lymphangiogenesis (for a comprehensive
review see [60]). Therefore, modeling litera-
ture about lymphatic development although is a
new and exciting area is still relative immature
and sparse. Only a couple of specialized models
have been published so far. Lolas and cowork-
ers proposed mathematical models of tumor in-
duced lymphangiogenesis enhance by proteolyti-
cally and unproteolytically processed lymphatic
endothelial growth factors [1, 2]. The basis of
the model discussed in this chapter is the model
introduced in Lolas and Pepper in [2].

6.2 Mathematical Model
Development

A system of nonlinear coupled partial differen-
tial equations (PDEs) describing the evolution in
time and space of selected biological factors that
are associated with tumor lymphangiogenesis,
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proteolysis and invasion was used to develop the
proposed model. More specifically, the model is
based on the following key physical variables: the
tumour cell density (denoted by c); the lymphatic
endothelial cell density (denoted by e); extra-
cellular matrix protein density (ECM) (denoted
by m); the urokinase plasminogen activator con-
centration (uPA) secreted by the lymphatic en-
dothelial cells (denoted by ue), and by the cancer
cells (denoted by uc); the plasmin concentration
activated by LEC (denoted by pe), and by the
cancer cells (denoted by pc); and the vascular en-
dothelial growth factor-C concentration (VEGF-
C) (denoted by f ). Assumptions considered for
developing the aforementioned in silico model
are described below.

Cancer Cells: The controlled dissolution of the
extracellular matrix by tumor cell-associated pro-
teases allows tumor cells to pass through tissue
barriers and gain access to the circulation [61,62].
The consequent digestion of ECM allows the
cells to move into the spaces thereby created, and
also set up tissue gradients, which the cells then
exploit to move forwards [63–68]. Movement
up concentration gradients of ECM has been
reported as a mechanism enabling movement
through tissues by a variety of cell types. Tumor
cell motility toward high concentrations/densities
of substratum-bound insolubilized components
has been termed haptotaxis [69].

Another cause of tumor cell motility is
chemotaxis whereby tumor cells undergo mi-
gration in the direction of a gradient of a soluble

attractant [66, 70]. Tumor secretes a number of
diffusible chemical substances such as VEGF-
C and VEGF-D into the surrounding tissues and
extracellular matrix to which cancer cells respond
chemotactically [71,72] We assume that there is a
change in cell number density due to dispersion:
cells disperse from higher to lower densities in a
random motion with diffusion coefficient Dc. The
flux arising from this random motion is Jrandom D

�Dcrc and we choose Dc to be constant.
The second important term that quantifies the

change in cell number density is that of the
directional flow of cells due to spatial gradients of
environmental stimuli, such as those stimulating
chemotactic or haptotactic responses mentioned
above. To incorporate these responses into our
mathematical model we take the cancer cell flux
(due to gradients) to be

Jflux D Jchemo C Jhapto

where

Jchem D �c cruc C  c crpc; Jhapt D �c crm ;

�c, �c, and c are the chemotactic coefficients and
�c is the haptotactic coefficient; these coefficients
are positive, and for simplicity we assume that
they are constants.

Regarding the proliferation of cancer cells, we
assume that satisfies a logistic growth law. Hence
the resulting partial differential equation for the
cancer cell motion is:

@c

@t
D r � .Dcrc/
„ ƒ‚ …

dispersion

� r � .�c c ruc C  c c rpc/„ ƒ‚ …
chemotaxis

� r � .�c c rm/
„ ƒ‚ …

haptotaxis

C�11 c .1 �
c

co
/

„ ƒ‚ …
proliferation

;

where �11 is the proliferation rate of the cancer
cells, and co is the maximum sustainable tumour
cell density.

Lymphatic Endothelial Cells: We next derive
an equation for the lymphatic endothelial cells
(LEC). In response to the lymphangiogenic
stimulus (e.g. VEGF-C), LEC in the neighboring

lymphatic vessels are activated to secrete
matrix degrading enzymes [73]. LEC then
start to migrate into the extracellular space
responding chemotactically to VEGF-C secreted
by cancer cells [73, 74]. LEC directed
migration is augmented through the release of
matrix bound VEGF-C [75–77]. LEC through
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the secretion/activation of soluble liberating
proteases creating a VEGF-C morphogen
gradient. In this regard, LEC also respond
chemotactically to the LEC secreted proteases
and more specifically uPA and plasmin (which is
activated by plasminogen), and they also respond
haptotactically to extracellular matrix proteins
(e.g., fibronectin, vitronectin) [55].

We assume that lymphatic endothelial cell
mitosis is governed by logistic type growth

e .1 �
e

eo
/. The activation of both VEGFR-2 and

VEGFR-3 that is a result of proteolytically and
unproteolytically processed VEGF-C can lead to
the proliferation and enlargement of peritumoral

and intratumoral lymphatic vessels via the
activation of two important signalling cascades
[17, 21, 78]. Specifically Oh et al. [79] showed
that the application of mature form of VEGF-
C on the CAM of 13-day old chick embryos
induced proliferation of lymphatic endothelial
cells and formation of new lymphatics. We
account for this sequence of events by assuming
that the lymphatic endothelial cell proliferation
is also increased by unproteolytically and
proteolytically processed VEGF-C at a rate
proportional to e f and e pc f respectively.
The above considerations lead to the following
equation for the lymphatic endothelial cells:

@e

@t
D r � .Dere/
„ ƒ‚ …

dispersion

� r � .�ee rf C �ee rue C  ee rpe/„ ƒ‚ …
chemotaxis

� r � .�ee rm/
„ ƒ‚ …

haptotaxis

C�21 e .1 �
e

eo
/C �22 e f C �23 pcf e

„ ƒ‚ …
proliferation

;

where De is a diffusion coefficient, �e, �e,  e

and �e are the chemotactic and haptotactic co-
efficients, respectively, while �21, �22, �23 are
proliferation coefficients. We assume that De, �e,
�e, e, �e, �21, �22 and �23 are positive constants.

Extracellular Matrix: It is known that extracel-
lular or interstitial matrix (ECM) does not diffuse
and therefore we omit any diffusion term or
“taxis” terms. However, ECM is not “static” in a
sense that it is continually produced and remod-
elled. Therefore, based on experimental evidence
that uPA activates plasminogen to its cancer cell-
surface associated form plasmin, which in turn
catalyses the breakdown of VN as well as other
ECM constituents, we model the fact that plasmin
(activated from LEC and CC cells respectively)
degrades the VN upon contact at a degradation
rate ı31; ı32 respectively. Moreover, a logistic
growth term accounts for the remodelling of the
ECM by the cells present in the tissue. Using rate
constant �31 to describe the ECM renewal, we
have the following equation for the ECM:

@m

@t
D �ı31 pe m � ı32 pc m
„ ƒ‚ …

proteolysis

C �31 m .1 �
m

mo
/

„ ƒ‚ …
re�establishment

:

(6.1)

Vascular Endothelial Growth Factor – C:
VEGF-C with concentration f .x; t/ is released
rapidly by the solid tumor and it diffuses into the
surrounding tissue [30, 80]. As has already been
mentioned in the Introduction, both VEGF-C and
VEGF-D stimulate lymphangiogenesis in tissues
as well as in tumors by activating the lymphatic
endothelial cell surface tyrosine kinases receptors
VEGFR-3 and VEGFR-2. For simplicity we shall
focus our attention only on VEGF-C.

Proteolytic cleavage removes the propeptide
forms of tumor secreted VEGF-C to generate
mature forms that bind lymphatic endothelial cell
surface receptors such as VEGFR-3 (or VEGFR-
2) with much greater affinity than the full-length
cancer-cell secreted VEGF-C (VEGF-D) forms
(Joukov et al., 1997). In fact, several experimental
evidence [81–83] highlighted that the proteolytic
processing of VEGF-C and VEGF-D propeptides
mainly by the serine protease plasmin generating
a mature form exhibiting greatly enhanced bind-
ing and cross linking of VEGFR-2 and VEGFR-
3 in comparison to full-length secreted VEGF-
C and VEGF-D (˛42pccf ) [25]. Additionally,
regarding the process of angiogenesis it has been
demonstrated by [84] and [85] that the process of
ECM degradation by plasmin leads to the release



6 Tumor Lymphangiogenesis & Proteolysis 115

and cleavage of matrix bound latent cytokines,
such as VEGF. Therefore, we assume that tumor-
activated plasmin can also release and cleave
matrix bound VEGF-C during the process of
tumor ECM proteolysis (˛43pcmf ).

We shall therefore assume that cancer cell
regulated plasmin proteolytically cleaves tumor
secreted and extracellular-matrix bound VEGF-C
to generate its mature VEGF-C form.

We also assume that VEGF-C undergoes some
form of decay either natural ˇ43f or proportional
to the neutralization of proteolytically and un-
proteolytically processed VEGF-C by its binding
to the lymphatic endothelial cell-surface receptor
VEGFR-3, ˇ41 f e, ˇ42pc f e. Summarizing, we
have:

@f

@t
D Df r2f
„ƒ‚…
diffusion

C ˛41 c„ƒ‚…
secreted

C˛42 pc c f
„ ƒ‚ …
mature form

C˛43 pc m f
„ ƒ‚ …
mature form

„ ƒ‚ …
production

�ˇ41 e f � ˇ42 pc e f
„ ƒ‚ …

neutrilization

� ˇ43 f
„ƒ‚…

natural decay

;

uPA by LEC: Pepper and coworkers [85–87]
demonstrated that angiogenic cytokines such as
bFGF and VEGF increase uPA and uPAR expres-
sion in bovine lymphatic endothelial cells (BLE)
in a manner very similar to that described for
endothelial cells derived from the blood vascular
system. In a more recent paper, Tille et al. [88]
showed that this effect (i.e. regulation of the
plasminogen activation system) is mediated by
the binding of VEGF-C to its receptors.

Therefore, factors influencing the lymphatic
endothelial cell regulated uPA concentration are
assumed to be diffusion, uPA production and uPA
neutralization and decay. During its secretion
by the lymphatic endothelial cells (˛51 e) uPA

diffuses throughout the extracellular matrix, with
constant diffusion coefficient Due , while uPA pro-
duction is also enhanced by the binding of prote-
olytically and unproteolytically cleaved VEGF-C
to the lymphatic endothelial cell-surface recep-
tor VEGFR-3, and this is represented by terms
˛52 e f and ˛53 pc e f . Moreover, urokinase is de-
creased by natural decay (ˇ53 ue), by its neu-
tralization via its binding to the lymphatic en-
dothelial cell-surface receptor uPAR (ˇ51 ue e),
and indirectly via its inhibition by PAI-1 that is
activated by the process of plasmin degrading
the ECM (ˇ52 .pe m C pc m/ ue) . The equation
governing the evolution of uPA concentration is
therefore given by:

@ue

@t
D Due r2ue„ ƒ‚ …

dispersion

C ˛51 e C ˛52 e f C ˛53 pc f e
„ ƒ‚ …

production

� ˇ51 e ue„ ƒ‚ …
neutralization

� ˇ52 . pe m C pc m/ ue„ ƒ‚ …
inhibition

� ˇ53 ue„ƒ‚…
natural decay

;

uPA by CC: Cancers possess the ability to
actively invade the peritumoral local tissue
during the active process of lymphangiogenesis.
Mimicking the proteolysis of the extracellular
space by the lymphatic endothelial cells, cancer
cells also secrete uPA (˛61 c) which diffuses
throughout the peritumoral extracellular space,
with constant diffusion coefficient Duc [71, 72].

Additionally, cancer cell secreted uPA undergoes
some form of decay either natural (ˇ63 uc), or in
proportion to its neutralization by its binding to
the cancer cell-surface receptor(uPAR) (ˇ61 uc c).
Cancer cells secreted uPA concentration is
decreased even further by its inhibition of PAI-
1 which in turn is activated by the cancer and
lymphatic endothelial cells regulated plasmin
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degrading the peritumoral tissue (ˇ62 .pc m C

pe m/ uc). Under the aforementioned assumptions
the equation governing the cancer cell secreted
uPA concentration is given by:

@uc

@t
D Duc r2uc„ ƒ‚ …

dispersion

C ˛61 c„ƒ‚…
production

� ˇ61 c uc„ ƒ‚ …
neutralization

� ˇ62 . pc m C pe m/ uc„ ƒ‚ …
inhibition

� ˇ63 uc„ƒ‚…
natural decay

;

Plasmin by LEC: As already mentioned above,
VEGF-C increases the expression and activity
of Plasminogen Activators (PAs). PAs convert
plasminogen to plasmin, a protease responsible in
lymphatic endothelial cell and cancer cell tissue
remodelling and invasion [56, 71, 72, 89]. We as-
sume that the binding of LEC secreted uPA to its
LEC surface receptor (uPAR) provides the LEC
with a potential proteolytic activity via activation
of plasminogen and thus enhances the rate of
plasmin formation (˛71 ue e) [71, 72].

Moreover, the concentration of the lymphatic
endothelial cells regulated plasmin is decreased
as a result of natural decay (ˇ71 pe). Hence, in this
model the equation for the LEC mediated plasmin
dynamics is:

@pe

@t
D Dpe r2pe„ ƒ‚ …

diffusion

C ˛71 e ue„ ƒ‚ …
production

� ˇ71 pe„ƒ‚…
natural decay

;

(6.2)
Plasmin by CC: In line with the lymphatic en-
dothelial cell regulated plasmin formation that
was just presented above, plasmin regulation by
the cancer cells is assumed to diffuse with a con-
stant diffusion coefficient Dpc , and to be produced
through the binding of cancer cell secreted uPA
to its cancer cell-surface receptor uPAR (˛81c uc).
Additionaly, cancer cell generated plasmin under-

goes some form of natural decay (ˇ81 pc). Hence
we have:

@pc

@t
D Dpc r2pc„ ƒ‚ …

diffusion

C ˛81 c uc„ ƒ‚ …
production

� ˇ81 pc„ƒ‚…
natural decay

:

(6.3)
Nondimensionalization: Before we solve the
system numerically, we first non-dimensionalize
the equations as follows:

(1) Reference length scale, L, (e.g., the maxi-
mum distance of the lymphatic vessels to the
cancer cells at a typical stage of lymphangio-
genesis is 0.1–0.5 cm [40]),

(2) Reference time unit, � D
L2

D
, where D is a

reference chemical diffusion coefficient, e.g.,
10�6 cm2 � s�1 [90]. Hence we shall take � to
be 104s.

(3) Reference endothelial cell density eo, tumour
cell density co, extracellular matrix density
mo, VEGF-C concentration fo, reference can-
cer cell generated uPA and plasmin con-
centration uco , pco , and reference lymphatic
endothelial cell generated uPA and plasmin
concentration ueo , peo will be chosen later on.

The conversion from the dimensional to di-
mensionless units was done as follows:

Œt�; x�� D Œ
t

�
;

x

L
; �

Œc�; e�;m�; f �; u�
eo
; u�

co
; p�

eo
; p�

co
� D Œ

c

co
;

e

eo
;

m

mo
;

f

fo
;

ue

ueo

;
uc

uco

;
pe

peo

;
pc

pco

�;
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and introduce new parameters via the following
scaling:

D�
e D

De

D
; D�

c D
Dc

D
; D�

f D
Df

D
; D�

ue
D

Due

D
; D�

uc
D

Duc

D
; D�

pe
D

Dpe

D
;

D�
pc

D
Dpc

D
; ��

e D �e
fo
D
; ��

e D �e
ueo

D
;  �

e D  e
peo

D
; ��

e D �e
mo

D
;

��
c D �c

uco

D
;  �

c D  c
pco

D
; ��

c D �c
mo

D
; ��

11 D �11�; �
�
21 D �21�;

��
22 D �22fo �; �

�
23 D �23fo peo�; ı

�
31 D ı31peo�; ı

�
32 D ı32pco�;

��
31 D �31�; pco ˛

�
41 D ˛41�

co

fo
; ˛�

42 D ˛42�pco ; ˛
�
43 D ˛43�pco mo;

ˇ�
41 D ˇ41� eo; ˇ

�
42 D ˇ42� pco eo; ˇ

�
43 D ˇ43�; ˛

�
51 D ˛51�

eo

ueo

;

˛�
52 D ˛52�

eo fo
ueo

; ˛�
53 D ˛53�

eo fo peo

ueo

; ˇ�
51 D ˇ51� eo; ˇ

�
52 D ˇ52�

peo mo

ueo

;

ˇ�
53 D ˇ53�; ˛

�
61 D ˛61�

co

uco

; ˇ�
61 D ˇ61� co; ˇ

�
62 D ˇ62�

pco mo

uco

;

ˇ�
63 D ˇ63�; ˛

�
71 D ˛71�

eoueo

peo

; ˇ�
71 D ˇ71� mo; ˇ

�
72 D ˇ72�;

˛�
81 D ˛81�

couco

pco

; ˇ�
81 D ˇ81� mo ˇ

�
82 D ˇ82� :

For notational simplicity we shall henceforth
omit the asterisks. The dimensionless equations
can then be written in the following form:

@c

@t
D r � .Dcrc/
„ ƒ‚ …

dispersion

� r � .�c cruc C  c crpc/„ ƒ‚ …
chemotaxis

� r � .�c crm/
„ ƒ‚ …

haptotaxis

C�11 c .1 � c/
„ ƒ‚ …

proliferation

;

@e

@t
D r � .Dere/
„ ƒ‚ …

dispersion

� r � .�ee rf C �ee rue C  ee rpe/„ ƒ‚ …
chemotaxis

� r � .�ee rm/
„ ƒ‚ …

haptotaxis

C�21 e .1 � e/ C �22 e f C �23 pcf e
„ ƒ‚ …

proliferation

;

@m

@t
D �ı31 pe m � ı32 pc m
„ ƒ‚ …

proteolysis

C �31 m .1 � m/
„ ƒ‚ …
re�establishment

;

@f

@t
D Df r2f
„ ƒ‚ …
diffusion

C ˛41 c
„ƒ‚…
secreted

C ˛42 pc f c
„ ƒ‚ …
mature form

C˛43 pc m f
„ ƒ‚ …
mature form

„ ƒ‚ …
production

� ˇ41 e f � ˇ42 pc e f
„ ƒ‚ …

neutrilization

� ˇ43 f
„ƒ‚…

natural decay

;

@ue

@t
D Due r2ue„ ƒ‚ …

dispersion

C ˛51 e C ˛52 e f C ˛53 pc f e
„ ƒ‚ …

production

� ˇ51 e ue„ ƒ‚ …
neutrilization

� ˇ52 . pe m C pc m/ ue„ ƒ‚ …
inhibition

� ˇ53 ue„ƒ‚…
natural decay

;
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@uc

@t
D Duc r2uc„ ƒ‚ …

dispersion

C ˛61 c„ƒ‚…
production

� ˇ61 c uc„ ƒ‚ …
neutralization

� ˇ62 . pc m C pe m/ uc„ ƒ‚ …
inhibition

� ˇ63 uc„ƒ‚…
natural decay

;

@pe

@t
D Dpe r2pe„ ƒ‚ …

diffusion

C ˛71 e ue„ ƒ‚ …
production

� ˇ71 pe„ƒ‚…
natural decay

;

@pc

@t
D Dpc r2pc„ ƒ‚ …

diffusion

C ˛81 c uc„ ƒ‚ …
production

� ˇ81 pc„ƒ‚…
natural decay

; (6.4)

We complement the system (6.4) with bound-
ary and initial conditions:

Boundary Conditions: Guided by the in vitro
experimental protocol in which tumor invasion
and lymphangiogenesis take place within an iso-
lated system, we assume no-flux of all the diffus-
ing concentrations. For simplicity we shall deal
with the case of one-space dimension, taking the
domain to be 0 � x � 1. The boundary condi-
tions are then given by the following equations,

�Dc
@c

@x
C c �c

@u

@x
C c c

@p

@x
C c �c

@m

@x
D 0

at x D 0; 1; (6.5)

� Dc
@e

@x
C e�e

@f

@x
C e�e

@ue

@x
C e e

@pe

@x

C e �e
@m

@x
D 0 at x D 0; 1; (6.6)

@f

@x
D 0 at x D 0; 1; (6.7)

@ue

@x
D 0 at x D 0; 1; (6.8)

@uc

@x
D 0 at x D 0; 1; (6.9)

@pe

@x
D 0 at x D 0; 1; (6.10)

@pc

@x
D 0 at x D 0; 1 : (6.11)

Initial Conditions: We assume that initially (i)
there is a cluster of lymphatic endothelial cells
already present and a cluster of cancer cells that
have penetrated just a short distance into the
extracellular matrix; (ii) the concentrations of the
VEGF-C, the cancer cell secreted urokinase, and
the cancer cell activated plasmin are proportional
to the initial tumour density; and finally (iii) the
LEC-secreted urokinase as well as LEC-activated
plasmin have not yet been secreted and activated,
respectivelly. More specifically,

c.x; 0/ D exp.
�x2

�
/; x 2 Œ0; 1� and � > 0;

e.x; 0/ D exp.
�.x � 1/2

�
/; x 2 Œ0; 1� and � > 0;

m.x; 0/ D 1 �
1

2
exp.

�x2

�
/ �

1

2
exp.

�.x � 1/2

�
/;

x 2 Œ0; 1� and � > 0 ;

f .x; 0/ D
1

10
exp.

�x2

�
/; x 2 Œ0; 1� and � > 0 ;

(6.12)

ue.x; 0/ D 0; x 2 Œ0; 1� ;

uc.x; 0/ D
1

20
exp.

�x2

�
/; x 2 Œ0; 1� and � > 0 ;

pe.x; 0/ D 0; x 2 Œ0; 1� ;

pc.x; 0/ D
1

20
exp.

�x2

�
/; x 2 Œ0; 1� and � > 0 ;

where we take � D 0:01.
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6.2.1 Estimation of Parameters

Whenever possible, parameter values are esti-
mated from available experimental data. In cases
where no experimental data could be found, pa-
rameter values were chosen to give the best quali-
tative numerical simulation results of experimen-
tally observed events of proteolytically induced
lymphangiogenesis. This is in line with previous
papers successfully simulating proteolysis, tumor
invasion and angiogenesis [56, 91–93].

6.2.2 Scaling Coefficients
c0; e0; m0; f0; ue0

; uc0
; pe0

; pc0

The cell diameter of most animal cells range from
10 to 30 µm [94]. Taking tumor cell diameter
10 µm D 10 � 10�3 mm D 10�2 mm will
give an approximate volume V D 4

3
�r3 D

4
3
�. 1

2
10�2/3 mm3, so V � 5:24 � 10�7 �

5 � 10�7 mm3. In this regard if a cube of size
1mm3 was saturated with cancer cells with the
aforementioned volume, there would be 0:2 �

107 cells. Moreover, if we assume the density of
the cells to be 1g � ml�1 (the same as that of
water), we have that a cancer cell weighs about
5 � 10�10g. Hence, we choose c0 D 1 � 10�3 g �

cm�3, and correspondingly e0 D 1 � 10�4 g �

cm�3. Regarding ECM reference concentration
Mochan and Keler [95] considered in their in
vitro experiment the proteoglycan concentration
to be 400 µg � ml�1 D 4 � 10�4g � cm�3 while in
[96] they used a biological extracellular matrix of
1:5 � 10�3 g � cm�3 type I collagen. Therefore,
we choose the reference ECM concentration to
be in the c0; e0 range in other words we take
m0 D 1 � 10�3 g � cm�3. Based on in vivo
and in culture experimental evidence the refer-
ence concentration for several components of the
VEGF family (e.g. VEGF, VEGF-C, VEGF-D)
and more specifically for VEGF-C concentra-
tion is estimated to be between 22 and 100 ng �

ml�1 D 0:22� 1� 10�7g � cm�3. [85,87,97–99].
Moreover, in [57, 100–102] they estimated the
blood plasma concentration of uPA to be around
20 pM while [103] revealed the initial plasmino-
gen activator to be 0:087 CTA units. The unit

of urokinase activity, referred as the CTA unit
and is based on the activity of working standard
urokinase preparation which was independently
assayed in several laboratories which releases
5 � 10�4 micromoles � (CTA)�1 [104]. So we
can approximately choose the reference uPA con-
centration to be uco ; ueo � 1 � 10�8g � cm�3.
Additionally, Ellis [105] in their experiments
have used plasmin concentration of 0:5 nM and
100 pM respectively. Therefore, we assume that
both the cancer and the LECs activated plas-
min has a reference concentration of pco ; peo 	

10�10 M. Taking into account plasmin molecular
weight 76:5 kDa [106] we deduce that pco ; peo �

100 � 10�12 � 76;500 gr � lt�1 so pco ; peo �

1 � 10�8 gr � cm�3.

6.2.2.1 Estimation of the Diffusion
Coefficients D

We introduce a reference chemical diffusion co-
efficient D 	 10�6cm2 � s�1 [90]. In a model
of epidermal wound healing, Sherratt and Murray
[107], used values of 5:9 � 10�11cm2 � s�1 –
3� 10�9cm2 � s�1 for the random motility of epi-
dermal cells. In a study of individual endothelial
cells (ECs), Stokes et al. [108] calculated a ran-
dom motility coefficient of .7:1˙2:7/�10�9cm2 �

s�1 for ECs migrating in a culture containing
an angiogenic factor ˛FGF, heparin and fetal
serum as well as a random motility coefficient of
migrating endothelial cells, with agarose overlays
of .2:3 ˙ 0:6/ � 10�9cm2 � s�1 and without
agarose overlays of .6:9˙ 2:6/ � 10�9cm2 � s�1.
In agreement with the aforementioned measure-
ments for cell dispersion, Bray [90] estimated
the animal cell random motility coefficient to be
	 5�10�10cm2 �s�1. Correspondingly, our choice
for both lymphatic endothelial and cancer cell
dispersion will vary betweeen 10�11cm2 � s�1 and
10�9cm2 � s�1, so that our nondimensional values
will be between Dc;De D 10�5 � 10�3.

Regarding the plasmin diffusion coefficient,
Robbins et al. [109] and Fleury et al. [110], esti-
mated the dimensional urokinase-activated plas-
min diffusion coefficient to be 4:91 � 10�7 cm2 �

s�1 and 6:8� 10�7 cm2 � s�1 respectively. How-
ever, regarding the existence of several other
diffusible factors such as uPA and VEGF-C, we
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make the assumption that both the lymphatic
endothelial as well as the cancer cell activated
plasmin diffusion coefficients are much smaller:
we choose the dimensionless values for both Dpe

and Dpc to be in the range of 1 � 10�3 � 4:91 �

10�1.
For the diffusion coefficient of a chemotattrac-

tant, Sherratt and Murray [107] choose values of
3:1 � 10�7cm2 � s�1 – 6:9 � 10�6cm2 � s�1 for
an activator and inhibitor chemical respectively,
while Chaplain et al. [111, 112] chose 3:3 �

10�8cm2 � s�1. Additionally, White et al. [113]
estimated the urokinase diffusion coefficient to
be 7:41 � 10�7cm2 � s�1, while Fleury et al.
[110] considered the diffusion coefficient for a
cell secreted protease and matrix-binding ligand
to be between 80 µm2 and 120 µm2 respectively.
More recently Shin et al. [114] estimated using
a microfluidic assay the diffusion coefficient of
VEGF to be 5:8 � 10�7cm2 � s�1. Assuming that
the diffusion coefficient of a diffusible chemical
is in the range 10�9 � 10�6cm2 � s�1, we obtain
a dimensionless estimate for Due , Duc , and Df in
the range of 0.001–1.

6.2.2.2 Taxis Coefficients ¦, —, § , Ÿ

Stokes et al. [108] estimated the chemotaxis
coefficient of single individual endothelial cells
migrating in a culture containing ˛FGF, to be
2600 cm2 � s�1 � M�1. However, since in this
chapter we deal with densities of cells and also
due to the presence of several chemo- and hapto-
attractants we presume that the aforementioned
coefficient could be much smaller (e.g. 26 cm2 �

s�1 � M�1). Thus we choose the dimensional
lymphatic endothelial and cancer cell chemotac-
tic coefficients to be �26 cm2 � s�1 M�1. The
dimensional VEGF-C directed chemotactic coef-
ficient (taking into account that VEGF-C molec-
ular weight is 80 kDa) is estimated �e D 3:25 �

10�2. In a similar manner (using uPA and plamsin
molecular weight to be 54 kDa and 76:5 kDa) we
deduce �c;e D 4:81 � 10�3 and  c;e D 3:4 �

10�3.
In the absence of reliable experimental data,

we consider the haptotactic coefficient of both
the lymphatic endothelial and cancer cell to be
in the chemotactic range; in other words to be

between 26 and 2600 cm2 � s�1M�1. Taking the
vitronectin molecular weight to be 75 kDa gives a
non-dimensional value of �346. However, based
on the presence of different exracellular ma-
trix components with different molecular weight
we chose the dimensionless haptotactic coeffi-
cients to be much smaller, thus we choose �c

and �e to be between 3:46 � 10�1 � 3:46 �

10�5.

6.2.2.3 Proliferation Rate Constants, �ii
Yu et al. [115] estimated the doubling time
of human epidermoid carcinoma cells (HEp3)
from in vitro proliferation experiments to be
24 h. Furthermore, Shirasuna et al. [58] estimated
the adenoid cystic carcinoma (AdCC) doubling
time to be 86 h. Taking the proliferation rate as

ln2
Œ24�86�

h�1 we get�11 � Œ2:24�8:022��10�6s�1

and the non-dimensional �11 � Œ2:24� 8:022��

10�2.
Previously, Sherratt and Murray [107] esti-

mated the epidermal cell growth rate constant
to be 0.04 h�1. In addition, Stokes and Lauf-
fenburger [116] estimated the endothelial cell
proliferation time to be 18 h. Nevertheless, Stokes
and Lauffenburger [116], Chaplain et al. [117],
as well as Orme and Chaplain [91], reduced
the chosen value of the proliferation rate to be
0.02 h�1 in order for them to compensate for the
assumptions that fibronectin can inhibit endothe-
lial cell proliferation, and that during the angio-
genesis process the endothelial cell proliferation
is mainly confined to a zone just proximal to the
tips of the sprouting endothelial cell capillaries.
In a similar manner in [118, 119] estimated the
LEC doubling time between 24 and 30 h, deduc-
ing that these growth rates could been prolonged
for even longer time periods. Regarding the LEC
proliferation rate �21 we choose to be between
5:55 � 10�6 s�1 � 1:07 � 10�5s�1 and the non-
dimensional one to be 5:55 � 10�2 � 1:07 �

10�1s�1

ECM-bound VEGF-C can be released into a
soluble form by plasmin resulting in an increased
proliferation rate of LEC as it has been inves-
tigated for VEGF-bound ECM and endothelial
cells from [120]. To obtain estimates of the
aforementioned rate �22, we consider just the
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Fig. 6.3 A schematic
representation of the
VEGF-C/VEGFR-3
dynamics

VEGFR-3

Lymphatic Endothelial Cell

Binding

VEGFR-3

VEGF-C
VEGF-C

, 3
, 3

part of the LEC equation de=dt D �22ef , whose
solution is given by

e.t/ D e.0/ � exp.�22ft/ (6.13)

In [120, Figure 6,7] endothelial cell proliferation
is measured under several ECM conditions
from cells expressing VEGF isoforms. More-
over, [120] specifies that 7000 cells=well
were plated and the final cell numbers were
determined 5 days later. Then by taking e.0/ D

7000cells/well, we get the dimensional estimate
for �22 D 1:06 � 103cm3 � gr�1 � s�1 and the
non-dimensional �22 D 1:06.

6.2.2.4 VEGF-C Parameters
In [121, Figure 5] the authors reported that 293
cells tranfected with the rat VEGF-C gene plated
in a 6-well (�106 cells/well � 10�4gr ml�1)
produced 50 ng � ml�1 or 50 � 103pg � mm�3 of
VEGF-C after 6 days of culture. Then ˛41 �

9; 645�10�10s�1. Thus the dimensional value for
˛41 is ˛41 � 9:645� 10�17gr � cm�3 � s�1 � cell�1

and the non-dimensional value is ˛41 D 9:645 �

10�2.
In a similar manner Bocci et al. [122]

investigated the production and autocrine action
of VEGF by placental endothelial cells. They
showed that VEGF is secreted in placental
endothelial cells reaching a plateau from
day 24 (68:74 ˙ 7:52 pg � ml�1) to day 27
(67:20˙6:28 pg �ml�1). Taking an average of the
aforementioned maximum values (considering
the days 24–27) we deduce from [121, Figure 5]

that at day 25 endothelial cells occupy an area
of 23 mm2 and secreted 74:77 pg � ml�1 of
VEGF. Assuming an endothelial cell area to
be 10 � 10 µm we deduce that an area of 23 mm2

is occupied from 23�104 endothelial cells which
is � 1:15gr � cm�3. Then ˛41 � 1:88� 10�12 s�1

and the non-dimensional value to be ˛41 �

1:88 � 10�4 (Fig. 6.3).
To estimate a42 we use [120, Figure 7,8].

Taking into account only a specific part of the
VEGF-C equation, namely df

dt D a43pcfm we
deduce that the dimensionless value of a43 is
� 0:01732. In a similar way from [120, Figure 6]
we deduce that a42 D ln. 7

0:3
/ 1
0:0784

L�h�1 �µmol�1 �
h�1 � 1:34 � 102cm3 � gr�1 � s�1 Regarding the
consumption/internalization of unproteolytically
and proteolytically processed VEGF-C to lym-
phatic endothelial cell surface receptor VEGFR-
3 we will follow the methodology proposed by
Bianchi et al. [123] and Popel and coworkes
[124]. We recall the schematic representation
employed in [123] regarding the ligand-receptor
dynamics together with the associated kinetic pa-
rameters estimated in [41, 74, 125] and presented
in Table 6.1.

Based on the aforementioned reaction scheme,
the corresponding equations for VEGF-C and the
complex VEGF-C/VEGFR-3 (for a single cell)
are:

dVC

dt
D �kass � VC � R3 C kdiss � ŒVCR3�

(6.14)
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Table 6.1 Kinetic constants for receptor VEGFR-3
bound VEGF-C/D

Parameters Symbol Estimated range Sources

Association
constant

kass 13:6� 104s�1 � M�1 [74]

0:35� 104M�1s�1 [74]

Œ0:8�1:8��104M�1s�1 [125]

Dissociation
constant

kdiss 6:05� 10�4 s�1 [74]

4:0� 10�4 s�1 [74]

Œ7:0� 12:0�� 10�4 s�1 [125]

Internaliza-
tion constant

kint [127, Figure 3e,3f] [127]

�5:77� 10�4 s�1

dŒVCR3�

dt
D Ckass � VC � R3 � kdiss � ŒVCR3�

�kint;VCR3 � ŒVCR3� (6.15)

Solving the equation for the complex VEGF-
C/VEGFR3 at equilibrium we deduce that:

Ckass �VC �R3�kdiss �ŒVCR3��kint;VCR3 �ŒVCR3� D 0

, ŒVCR3�eq D
kassR3

kdiss C kint;VCR3

� VC (6.16)

To determine the molar concentration of
VEGFR-3, we note from [126] that the VEGFR-
3 concentration was estimated to be between
0.2 and 40 ng/ml, using primary human dermal
microvascular endothelial cells (HDMEC) and
primary human umbilical vein endothelial cells
(HUVEC). The cells were grown to 80%
confluence in 75 cm2 tissue culture flasks
� 8:4 � 106cells. So by considering the
80% of the aforementioned cell population
(� 6:72�106cells � 2:24�10�4 gr � cm�3) and
VEGFR-3 molecular weight to be 152; 757Da
we get R � 1:17� 10�9mol � l�1 � cm3 � gr�1 and
subsequently

ŒVCR3�eq D
kassR3

kdiss C kint;VCR3

� VC

� 1:346�10�1 �VC cm3 � gr�1 � M�1

By substituting the aforementioned value of
ŒVCR3�eq in Eq. 6.14 we deduce:

dŒVCR3�

dt
D � .kass � R3 � kdiss � 1:346 � 10�1/

„ ƒ‚ …
7:7687�10�5�s�1�cm3�gr�1

�VC

(6.17)
Then the dimensional and dimesnionless values
of ˇ41 are � 7:7687 � 10�5s�1 � cm3 � gr�1 and
� 7:7678 � 10�5 respectively.

In [74, 80, 97, 128] estimated that the pro-
teolytic processing of VEGF-D and VEGF-C
respectively increases their binding affinity to
VEGFR-3 up to 400-fold. Therefore, we choose
the non-dimensional ˇ42 value to be ˇ42 D 400�

ˇ41 D 3:10748 � 10�2.
Enholm et al. [129] have shown that the

VEGF-C half life is 5.5–6 h in the presence of
serum, while Ristimaki et al. [130] estimated
the VEGF-C half-life to be 3.5 h or much greater
than 4 h depending on the absence or the presence
of the cytokine interleukin(IL)-1ˇ. Therefore, by

using the fact that half-life t1=2 is given by
ln2

ˇ43
[131] and estimating the VEGF-C half-life to be
between 3.5 and 8 h, the VEGF-C decay rate is

taken to be ˇ43 �
ln2

3:5 � 5h
� 3:8�5:5�10�5s�1

and the associate dimensionless value � 3:8 �

10�1 � 5:5 � 10�1.

6.2.2.5 uPA Parameters
We estimate ˇ53, ˇ63 by using experimental data
on uPA-bound to the cell-surface receptor uPAR.
In [132] they have shown that receptor-bound
uPA remains exposed at the cell-surface with a
half-life of t1=2 D 4 � 5 h, while [57] calculated
that bound uPA does not dissociate rapidly from
the cell surface .t1=2 > 5 h/, nor is it appreciably
endocytosed and/or degraded during that time.
These results extend the observations of [133]
and [134] who had reported that a large fraction
of uPA is accessible to trypsin or acid elution 2–
4 h after binding to the cells. Assuming the uPA
half-life time to be between 2 and 6 h, we deduce
the dimensionless ˇ53; ˇ63 � 0:48 � 0:96.



6 Tumor Lymphangiogenesis & Proteolysis 123

Table 6.2 Values of the model variables at t D 0

Parameters Symbol Estimated range Sources

Association
constant

kass 4˙ 1� 106min�1 � M�1 [135]

5:92� 105M�1s�1 [136]

Dissociation
constant

kdiss 6:2˙ 1:4� 10�3 min�1 [135]

6:2˙ 1:8� 10�3 s�1 [136]

Internaliza-
tion constant

kint [137]

Binding
sites/cell

Bmax 2:2˙0:1�105 sites/cell [135]

2:7 ˙ 0:55 �
105 sites/cell

[136]

1:9� 104 � 1:87� 105 [138]

The rates ˇ51; ˇ61, are associated with uPA
binding to the LEC and cancer cell surface recep-
tors, such as uPAR.

We will base our estimations on the method-
ology employed for VEGF-C/VEGFR3 internal-
ization procedure. Therefore, by setting the uPA
as U, uPAR as R and the complex uPA/uPAR as
[UR], we deduce that:

, ŒUR�eq D
kass � R

kdiss C kint;UR
� U (6.18)

We will estimate the uPA binding constants to
uPAR LEC and cancer cells receptors by using
the parameters given in Table 6.2. Regarding the
internalization of the uPA/uPAR complex and
since this is mediated by the binding of PAI-1
which we do not consider in the current model
we will use the internalization constants given
for the triplex uPA/uPAR/PAI-1 from [137, Fig-
ure1B]. Assuming the the uPAR (R) receptors to
be between 103 and 106 receptors/cell (choosing
R D 103�105receptors=cell), and the cell volume
to be 500 µm3 we deduce that R D 3:32Œ�10�7 �

�10�5� M=cell and ŒURLEC�eq � 55:12 � 5512.
Substituting the aforementioned value for the
uPA equation (in a similar manner as the VEGF-
C equation) we have:

dU

dt
D � .kass � R � kdissŒURLEC�eq/„ ƒ‚ …

2:067�Œ10�2�1�s�1�cell�1

�U

Further assuming that 1cell � 1 gr � cm�3 [139]
we deduce that the internalization per cell con-
stant is ˇ51 D 2:067 � �Œ10�2 � 1� s�1 � gr � cm�3

while the non-dimensional value is ˇ51 D 2:067 �

�Œ10�2 � 1�:

In a similar manner we deduce the internaliza-
tion constant for cancer cells by employing the
parameters estimated by [136] presented also in
Table 6.2 estimating the internalization constant
from [137, Figure1B] (kint D ln2

30�60
s�1 D 0:38 �

10�3s�1). Thus, we get ŒURCC�eq D 2:345 �

Œ101 � 103� � U and

dUCC

dt
D � .kass � RCC � kdissŒURCC�eq/„ ƒ‚ …

0:885�Œ10�1�1�s�1�cell�1

�UCC

so regarding the dimensional and non-dimensional
internalization constant per cell (cell � 1gr �

cm�3) we have ˇ61 D 0:885 � Œ10�1 � 1�cm3 �

s�1 � gr�1 and ˇ61 D 0:885�Œ1�10� respectively.
The secretion of uPA by several explants of

human malignant tumors was studied in short
term organ culture by Markus and coworkers in
[103, 140, 141]. We choose the maximum uroki-
nase secretion rate estimated from [103, Table
1]for primary colon tumor to be 13:37 CTA units�

g�1 � h�1. The unit of urokinase activity, referred
as the CTA unit and is based on the activity
of working standard urokinase preparation which
was independently assayed in several laboratories
which releases 5�10�4micromoles CTA�1 [104].
Thus, a51 � 13:37 CTA units � g�1 � h�1 �

13:37� 5� 10�4 micromoles � g�1 � h�1. Taking
into account that the uPA molecular weight is
(�54;000Da) [104] then we get a61 � 0:1 �

10�3 gr� cm�3 � s�1. Considering that the cultured
tissue was 18mg � 106cells. Therefore, we con-
clude that ˛61 � 0:1�10�12 � s�1 �cells�1 and the
non-dimensional value to be ˛61 � 0:1�10�3. In
a similar manner and taking into account that the
secretion rate for normal colon was estimated in
[103, Table 1] to be 1:21 CTA units � g�1 � h�1 we
deduce that the LEC urokinase secretion rate is
a51 � 0:9075�10�14 s�1 �cells�1 and dimension-
less value of it a51 � 0:9075 � 10�6. It needs to
be considered that the most important observation
made in the studies of Markus and coworkers
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was that the secretion rate of metastatic tumors
were significantly lower than those of the primary
ones. Furthermore, during the 150 h culturing the
tumor produced 172 times more enzyme than it
contained in zero time.

Regarding the parameters ˛52; ˛53 we will
estimate them through the binding constant of
VEGF-C to LEC receptor VEGFR-3. Thus, from
Table 6.1 without loss of generality we will use
the binding constant 0:35 � 104M�1 � s�1 and we
deduce that ˛52 D 0:04375 � 103cm3 � gr�1 � s�1

and the non-dimensional value of it 437:5. As
it has already been stated the proteolyticaly
processed mature VEGF-C binds with higher
affinity (50 � 400-fold) to associated LEC
VEGFR-3 receptor therefore we take ˛52 D

0:021875 � 104cm3 � gr�1 � s�1 and thus
˛52 D 21;875. However, taking into account
the abundance presence of PAI-1 (although we
did not directly consider it here) in the peri-
tumoral space we expect the aforementioned
values to be substantially reduced in other words
we choose ˛51 D� 437:5 � Œ10�5 � 10�3� and
˛52 D� 21;875 � Œ10�6 � 10�3� respectively.

6.2.2.6 Degradation of the ECM
An extensive overview of the role of matrix
degrading enzymes such as plasmin in the degra-
dation of pericellular matrix by neoplastic as well
normal cell can be found in the work of [142,143]

In [144, Table 1] the effects of Plasminogen
treatment on the degradation of several compo-
nents of the ECM by macrophages is presented;
they are summarized here in Table 6.3.

Recalling part of the degradation components
of the ECM equation we have:

dm

dt
D ı31pem (6.19)

Table 6.3 Rates of degradation of glycoproteins by
macrophages (5� 105 cells) for 48 h.s

Matrix treatment Plasminogen
added �g � ml

Matrix component
digested %

Control 0 7:6˙ 5:0

Plg 10 60:6˙ 11:8

then by integrating by parts we deduce m.t/ D

c eı31pt, where c is a constant that can be estimated
by putting t D 0 and p.0/ D 0 in the last
equation. For t D 48 h, we have m.48/ D

ceı32pc48 , ı31 � 0:2465 cm3 � gr�1 � s�1 and the
nondimensional value to be ı31 D 0:2465�10�4.
In [143, Figure 1, Figure3] they estimated the
degradation of extracellular matrix by neoplastic
urothelial cells as well as normal urothelial cells
when 4 µgr � ml�1 of plasminogen was added.
Their results showed that normal urothelial cells
degraded all of the matrix constituents includ-
ing elastin to a greater extent than the neoplas-
tic cells. Similarly with the approach presented
above we will estimate the ECM degradation rate
induced by LEC from [143, Figure 6]. Thus, from
[143, Figure 6] we get:

ı32 � 0:0395 cm3 � gr�1 � s�1

and the dimensionless value to be ı32 � 0:0395�

10�4

Results associated with the degradation of the
extracellular matrix could be also be obtained
from experimental results presented by Pins et al.
[145] where they calculated that within 16h of
fibroblast populated collagen lattices treated with
plasmin (100 nM) contracted from approximately
20mm to less than 2mm resulting in other words
on a loss of 90% of the underlying matrix. This
gives a degradation range of ı � 79:95 cm3 �

gr�1 � s�1 and the dimensionless one to be �

79:95 � 10�4cm3 � gr�1 � s�1 � cell�1and the
dimensionless one to be � 79:95 � 10�4.

However due to the fact that we deal we aggre-
sive processes such as tumor invasion and tumor
lymphangiogenesis we anticipate that degrada-
tion rates for both LEC and cancer cell plsmin
proteolyis to be much bigger then the ones ob-
tained before.

Regarding the production/remodeling of ECM
components we used the experimental data pro-
vided in [58, 146] and more specifically in [146,
Figure 3]. The work by [146] revealed that extra-
cellular material began to appear 6–7 days after
cell seeding and rapidly increased in quantity. In
their experiments 3 mg of matrix proteins formed
per 35mm culture dish and maintained for up
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to 10 weeks. From [146, Figure 3] we deduce
that ECM proteins doubling time (from 200 to
400 µm) is 4 days so �31 D 2 � 10�6s�1 and the
non-dimensional value to be �31 D 2 � 10�2.

6.2.2.7 Plasmin Parameters
For ˛71 and ˛81 respectively, it seems reasonable
to take the rate at which uPA binds to LEC
and cancer cell surface receptors. Now, from Ta-
ble 6.2 we recall that the uPA/uPAR association
constant is 0:083 � 106M�1 � s�1 which gives
the associated plasmin secretion/activation rate
to be ˛71 D 0:1085 � 103 cm3 � gr�1 � s�1 and
its non-dimensional value is ˛71 D 0:1085 �

104. Similarly using from Table 6.2 the binding
affinity constant of 5:92�105M�1 �s�1 we deduce
˛81 D 10:96 � 103 cm3 � gr�1 � s�1 and the
dimensionless value of it to be ˛81 D 10:96�104.
Regarding the plasmin decay rate in [147] they
have estimated plasminogen half-life 2:24˙0:29

days, while digested forms of plasminogen have
a half-life of 0.8 days. Taking into consideration
the aforementioned values we have ˇ71; ˇ81 �

ln2
2:53�0:8

days�1 and we get ˇ71; ˇ81 D Œ3:17 �

10� � 10�6s�1 and the non-dimensional values to
be ˇ71; ˇ81 D Œ3:17 � 10� � 10�2. However, due
to the presence of anti-plasmin and its extremely
fast regulation we anticipate that the values of ˇ71
and ˇ81 could increase and take values between
3.17 and 10.

The range of all parameters in both dimen-
sional and dimensionless form, is summarized in
Table 6.4. It is the later values that are used in the
simulations.

6.3 Numerical Results for the
PDE Model

To compute the numerical solutions in one space
dimension we use the Matlab command pdepe,
which uses the method in [148] for the spatial
discretization of the model equations, thereby
reducing them to a system of (time-dependent)
ordinary differential equations which are readily
integrated (using the Matlab routine of ode15s).
Typically we take 2001 spatial points in Œ0; 1�

while the accuracy in the time integration is 1:0�

10�5.
In the simulations of Figs. 6.4, 6.5, and 6.6,

the parameter values used were as follows: De D

9:75 � 10�5, Dc D 9:75 � 10�5, Df D 5 � 10�3,
Due D 2:75 � 10�3, Duc D 2:75 � 10�3, Dpe D

1:5� 10�3, Dpc D 1:5� 10�3, �e D 3:25� 10�2,
�e D 340:0 � 10�5, �e D 4:815 � 10�2,  e D

3:410�2, �c D 340:010�5, �c D 4:815 � 10�2,
 c D 3:410�2, ı31 D 246:5� 10�1, ı32 D 39:5�

10�1, ˛41 D 9:645 � 10�1, ˛42 D 1:34 � 10�2,
˛43 D 1:732�10�2, ˇ41 D 7:7678�10�5, ˇ42 D

3:10748 � 10�2, ˇ43 D 0:55, ˛51 D 0:9075 �

10�1, ˛52 D 43:75� 10�2, ˛53 D 21:875� 10�2,
ˇ51 D 2:067 � 10�1, ˇ52 D 1:05 � 10�1, ˇ53 D

9:62�10�1, ˛61 D 0:1�10�1, ˇ61 D 8:85�10�1,
ˇ62 D 1:5 � 10�2, ˇ63 D 4:8 � 10�1, ˛71 D

10:85� 10�1, ˇ71 D 69:0� 10�3, ˛81 D 10:96�

10�1, ˇ81 D 69:0 � 10�3, �11 D 8:022 � 10�2,
�21 D 1:07 � 10�1, �22 D 10:6 � 10�1, �23 D

10:6 � 10�2, �31 D 20:00 � 10�3

In Fig. 6.4, at t D 5 (	14 h), we note that large
clusters of both the lymphatic endothelial and
the cancer cells have migrated a short distance
into the extracellular space; cancer cells secrete
uPA and VEGF-C while they activate plasmin
in order to degrade the peritumoral space. By
t D 15 (	1.7 days), several clusters of lymphatic
endothelial cells have already been formed at the
leading edge and rear edge of the lymphatic net-
work migrating chemotactically mainly to cancer
cells secreted VEGF-C. Between t D 10 (�
1day) and t D 15 (� 1:7 days) tumor cluster
cells have been formed merging together in order
to increase their metastatic probabilities under the
immuno-lymphatic attack.

Our results are in line with experimental evi-
dence of tumor invasion where cancer cells mi-
grated large distance ranging between 0.1 and
0.5 mm. More specifically in [149] they investi-
gated tumor migration where tumor cells formed
tracks-depressions or channels-in the matrix sub-
stratum. Depending on the initial cell density,
the tracks eventually merged into complex in-
terconnected meshworks in the gel. The chan-
nels were linear but random in direction and
approximately as wide as the cell diameter. It
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Table 6.4 Table of parameters for differential equations.
Parameters estimated from this work are presented as “tw”
(this work). In addition, when a reference is given in

parentheses with tw, these parameters have been estimated
from information given in the corresponding citation

Dimensional
parameter Dimensional range Dimensionless value Source

L 0:1cm 1 tw

D0 10�6 cm2 � s�1 1 [90]

c0 1� 10�3g � cm�3 1 [94]

e0 1� 10�4g � cm�3 1 [94]

m0 1� 10�3g � cm�3 1 [95, 96]

f0 1� 10�7g � cm�3 1 [85, 87, 97–99]

uc0 , ue0 1� 10�8g � cm�3 1 [57, 100–103]

pc0 , pe0 1� 10�8g � cm�3 1 [95],tw

Dc, De 5:9� 10�11 - 9:8� 10�9cm�2 � s�1 10�5 � 10�3 [90, 107, 108]

Df 10�9 � 10�6cm�2 � s�1 [110, 114]

Duc ;Due 10�9 � 10�6cm�2 � s�1 10�3 � 1 [54,56,89,107,112,113]

Dpc , Dpe 10�9 � 4:91� 10�7cm�2 � s�1 1� 10�3 � 4:91� 10�1 [54, 56, 89, 109, 110]

�e 26cm�2 � s�1 � M�1 3:25� 10�2 [108],tw

�c; �e 26cm�2 � s�1 � M�1 4:815� 10�3 [108],tw

 c;  e 26cm�2 � s�1 � M�1 3:4� 10�3 [108],tw

�c; �e 26cm�2 � s�1 � M�1 3:46� 10�1 [108],tw

�11 2:24� 10�6 � 8:022� 10�6 s�1 2:24� 10�2 � 8:022� 10�2 [58, 91, 115]

�21 5:55� 10�6 � 1:07� 10�5 s�1 5:55� 10�2 � 1:07� 10�1 s�1 [91, 107, 108]

�22 1:06� 103cm3 � gr�1 � s�1 �22 D 1:06 [120]

�31 2:0� 10�6 s�1 2:0� 10�2 [58, 146]

ı31 0:2465 � 10�4cm3 � gr�1 � s�1 0:2465 � 10�4 [144]

ı32 0:2465 � 10�4cm3 � gr�1 � s�1 0:2465 � 10�4 [144]

˛41 9:645� 10�10s�1 a41 D 9:645� 10�2 [121]

˛42 a42 D 1:732� 102cm3 � gr�1 � s�1 a42 D 1:732� 10�2 [120]

˛43 1:34� 102cm3 � gr�1 � s�1 a43 D 1:34� 10�2 [120]

ˇ41 7:7687 � 10�5cm3 � gr�1 � s�1 7:7687 � 10�5 [74, 125, 127]

ˇ42 Œ50� 400�� ˇ41 3:88435 � 10�3 � 3:10748 � 10�2 [30, 74, 97, 128]

ˇ43 3:8� 5:5� 10�5 s�1 3:8� 5:5� 10�1 [129, 130]

˛51 0:9075 � 10�14s�1 � cells�1 0:9075 � 10�6 [103]

˛52 0:04375 � 103 cm3 � gr�1 � s�1 437:5 � Œ10�5 � 10�3 [103]

˛53 0:021875 � 104 cm3 � gr�1 � s�1 21;875� Œ10�6 � 10�3 [103]

ˇ51 2:067� Œ10�2 � 1� cm3 � gr�1 � s�1 2:067� Œ10�2 � 1� tw

ˇ52, ˇ62 1:05� 10�1 tw

ˇ53; ˇ63 Œ4:8� 9:62� � 10�5 s�1 Œ4:8� 9:62�� 10�1 [57, 132–134]

˛61 0:1� 10�12s�1 � cells�1 0:1� 10�3 [103]

ˇ61 0:885� Œ10�1 � 1� cm3 � gr�1 � s�1 0:885� Œ1� 10� [136–138],tw

˛71 0:1085 � 103 cm3 � gr�1 � s�1 0:1085 � 104 [74, 125, 127]

˛81 10:96� 103 cm3 � gr�1 � s�1 10:96� 104 [74, 125, 127]

ˇ71; ˇ81 Œ3:17� 10�� 10�6s�1 � cells�1 Œ3:17� 10�� 10�2 [147]
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Fig. 6.4 Sequence of profiles showing the evolution of
the tumour cell density c.x; t/ (solid dashed black line),
the lymphatic endothelial cell density e.x; t/ (solid dotted-
dashed green line), the ECM density m.x; t/ (solid red
line), the VEGF-C concentration f .x; t/ (dashed black

line), the cancer cells secreted uPA concentration uc.x; t/
(dot-dashed black line),the cancer cells activated plasmin
pc.x; t/ (dotted black line), the LEC secreted uPA concen-
tration ue.x; t/ (dot-dashed red line), and LEC activated
plasmin concentration pe.x; t/ (dotted red line)

was common to observe a single tumor cell mi-
grate in one direction, creating a channel, then
suddenly reverse direction and move back along
the original migration track. Frequently, solitary
cells were seen to diverge from the established
paths and form new channels. After 2–4 days the
network of channels covered the entire surface
of the matrix substratum. During this period the
tumor cells proliferated, and the daughter cells
apparently remained in the migratory tracks of
their progenitors [149]. Within several hours after
seeding (HT1080 fibrosarcoma cells) the tumor
cells initiated a random migration, leaving behind
channels etched in the surface of the matrix.
Eventually the channels became interconnected
into a complex network.

Similar interconnected cell migrated channels
we also observe in Fig. 6.5 where at t D 45

(� 5:2 days) clusters of LE cells of the lymphatic
network continue to form while three different
clusters of cancer cells start migrating in and
around the lymphatic network. By t D 85 (�
10 days), large clumps of cancer cells have been
formed moving through the evolved lymphatic
network increasing their metastatic potential un-
der the immunological threat .

As time evolves, at t D 160 (�18.5 days) in
Fig. 6.6, several clusters of lymphatic endothelial
and cancer cells have formed. The spatio-
temporal heterogeneity of cancer cells and LECs
is still evident by t D 250 .� 29 days/ as a result
of the dynamic activity of the interactions be-
tween the lymphatic growth factor, the proteases,
the extracellular matrix, the cancer, and the lym-
phatic endothelial cells [150]. The simulations
plotted in Fig. 6.6 reveal how the proteolytically
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Fig. 6.5 Sequence of profiles showing the evolution of
the tumour cell density c.x; t/ (dashed black line), the
lymphatic endothelial cell density e.x; t/ (dashed-dotted
green line), the ECM density m.x; t/ (solid red line), the
VEGF-C concentration f .x; t/ (dashed black line), the can-

cer cells secreted uPA concentration uc.x; t/ (dot-dashed
black line),the cancer cells activated plasmin pc.x; t/
(dotted black line), the LEC secreted uPA concentration
ue.x; t/ (dot-dashed red line), and LEC activated plasmin
concentration pe.x; t/ (dotted red line)

driven tumor-lymphangiogenesis resulting in
spatio-temporal (“anarchic”) patterning.

Similar observations have been addressed
experimentally where the dissemination of co-
herent masses of tumor satellites is histologically
observed in tumors of epithelial origin (e.g.
invasive oral carcinoma and adenocarcinoma)
or melanoma [151–153]. The leading edge
of such clusters is composed of highly motile
cells (pathfinder cells) creating driving force
and guide the migration. A similar coordinated
cluster migration has also been observed in an in
vitro model of Xiphophorus (platyfish) melanoma
[154]. Liotta et al. [155] have indicated that
tumor cell clumps produce a significantly greater
number of metastatic foci than does a similar
number of single tumor cells. In this regard, it is
speculated that clustered tumorigenic migration

could also explain the spreading of heterogeneous
sets of tumor cells, in order to minimize cell
loss, favoring high local proteolysis [156] and
thus protecting cells from immunological assault
[152]. Thus, locomoting cell clusters could be
a novel and potentially important mechanism
of cancer cell invasion and metastasis. It is
reasonable to speculate that the dissemination
of cell clusters may represent an efficient
mechanism of cancer spread in the tissue, relative
resistance to immunological assault, and cancer
cell survival in the lymphatic circulation [151].

Furthermore, our model can be used to sim-
ulate the effects of anti-lymphangiogenic drugs
on the progress of tumor lymphangiogenesis and
tumor invasion into the lymphatic system.

Several molecules which have been shown
to be effective in inhibiting tumor lymphangio-
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Fig. 6.6 Sequence of profiles showing the evolution of
the tumour cell density c.x; t/ (dashed black line), the lym-
phatic endothelial cell density e.x; t/ (dashed-dotted green
line), the ECM density m.x; t/ (solid red line), the VEGF-
C concentration f .x; t/ (dashed black line), the cancer cells
secreted uPA concentration uc.x; t/ (dot-dashed black
line),the cancer cells activated plasmin pc.x; t/ (dotted
black line), the LEC secreted uPA concentration ue.x; t/

(dot-dashed red line), and LEC activated plasmin concen-
tration pe.x; t/ (dotted red line). An example of spatio-
temporal proteolytically driven patterning. A number of
cellular aggregations evolving in an arrhythmic sequence
of emerging and merging events. CC and LEC plotted as
a function of time (horizontal axis) and space (vertical
axis). The colorscale bar indicates increasing CC and LEC
cell density from 0 (black) to 6 (white)

genesis and lymph node metastasis include a
soluble VEGFR-3-IgG fusion protein and neu-
tralizing anti-VEGF-C/D antibodies. These tools
provide a glimpse at what could potentially be a
novel therapeutic opportunity for the prevention
of tumor cell dissemination and the formation
of metastases. However, it will be important to
clearly define an appropriate therapeutic window
in cancer patients, since it is likely that tumor cell
dissemination will already have occurred in many
patients at the time of initial presentation. Ther-
apy could then be aimed at preventing further
dissemination from existing lymph node metas-
tases (the bridgehead theory [35]). In this regard,
maintaining metastases in a state of dormancy
would appear to be an additional therapeutic op-
tion.However in the current model we will focus
on the proteolytically processed VEGF-C as our

major aim of anti-lympangiogenic strategies. We
shall demonstrate the following example.

It has been suggested that the secretion of
VEGF-C by the cancer cells, as well as its prote-
olytic cleavage by cancer cells activated plamsin
is a special candidate for anti-lymphangiogenic
strategies. In order to reduce the chemotactic ef-
fect of VEGF-C at the parental lymphatic vessel,
we may inject a soluble form of the lymphatic
endothelial cell receptor-3 (VEGFR-3) and anti-
plasmin into the peritumoral space. We model
this by setting ˛42 D 1:34 � 10�5 and ˛43 D

1:732 � 10�5.
The forced decay of proteolytically processed

VEGF-C would also result in a decrease in LEC
driven uPA activation. We model this by taking
˛52 D 43:75 � 10�4, and ˛53 D 21:875 � 10�4.
The, proreolytically processed VEGF-C forced
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Fig. 6.7 Sequence of profiles showing the evolution of
the tumour cell density c.x; t/ (dashed black line), the
lymphatic endothelial cell density e.x; t/ (dashed-dotted
green line), the ECM density m.x; t/ (solid red line), the
VEGF-C concentration f .x; t/ (dashed black line), the can-

cer cells secreted uPA concentration uc.x; t/ (dot-dashed
black line),the cancer cells activated plasmin pc.x; t/
(dotted black line), the LEC secreted uPA concentration
ue.x; t/ (dot-dashed red line), and LEC activated plasmin
concentration pe.x; t/ (dotted red line)

reduction through the anti-plasmin use will also
affect the effect that proteolytically and unprote-
olytically processed VEGF-C have in lymphatic
endothelial cells proliferation, and we therefore
chose �22 D 10:6 � 10�2, �23 D 20 � 10�3.

Figure 6.7, shows the result of the above
changes in the model parameters caused by
injecting soluble forms of VEGFR-3 and anti-
plasmin. Comparing Fig. 6.7 with Figs. 6.4 and
6.5 we see, for example, that in Fig. 6.4, at t D

15(	4 days) the lymphatic endothelial cells have
already migrated through the whole domain and
reached the initial cluster of cancer cells, while in
Fig. 6.7 they have migrated appreciably less. As
time evolves at t D 45(	10 days) in Fig. 6.5 the
profiles of LEC is highly heterogeneous, whereas
in Fig. 6.7 the LEC have not reached the initial
tumor yet while also part of the ECM remained
intact.

6.4 Conclusions

The lymphatic system acts to drain and return
interstitial fluids to the main circulatory system
through a complex network of vessels. Recent
experimental evidence established connection be-
tween tumor and lymphangiogenesis in its vicin-
ity. A very importnant role in our proposed model
has been played by the tumor-activated plasmin.
Tumor-activated plasmin not only proteolytically
cleaves tumor-secreted VEGF-C and therefore
produces its mature form which binds with high
affinity to the lymphatic specific endothelial cell
surface receptor VEGFR-3, but it can also, via its
role as an extracellular matrix degrading protease
release matrix-bound inactive VEGF-C.

In the proposed continuum model, we have
worked on the basis that lymphangiogenesis is
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occuring in and around tumors. We do however
recognize that many tumors utilize preexisting
lymphatics as a means to disseminate tumor cells.
In this case, VEGF-C may also be important
in that it may alter the function of preexisting
endothelial cells (for example by altering en-
dothelial to tumor cell adhesion or by producing
chemokines), as may the role of uPA and plasmin
in activating VEGF-C.

Tumors are heterogeneous from the fact that
they consist of subpopulations of neoplastic cells
with different metastatic, migrating, and invading
potential to the newly formed lymphatic vessels.
Our simulation captures this tumor heterogeneity:
Mimicking the lymphatic endothelial heterogene-
ity, we observe proliferative cancer cells near
the lymphatic endothelial cells already within
20 days. Thus although lymphangiogenesis is
essentially a two- (in vitro) or three-dimensional
(in vivo) process, our one-dimensional results
already successfully uncover the complex dy-
namics following tumor lymphangiogenesis.

Our observations support the concept that ma-
lignant tissues can develop patterns similar to
those that have been observed in embryologi-
cal morphogenesis. It is reasonable to speculate
that tumor dissemination cell migration, lym-
phangiogenesis, invasion and pericellular pro-
teolysis although can be dissociated and may
continue independently, these processes provide
concurrent, spatially controlled and synchronized
contribution to the overall invasion and cancer
dissemination process. The dynamic coupling of
the aforementioned processes is indispensable for
successful lymphatic invasion and metastasis.
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7Positive Feedback Loops Between
Inflammatory, Bone and Cancer Cells
During Metastatic Niche Construction
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Abstract

Bone, which includes several cell populations and numerous cytokines and
chemokines that provide cell-cell signaling, is a common destination for
many cancer metastases. Bone metastasis skews this signaling to develop
vicious cycles between immune, bone and cancer populations that lead
to abnormal bone remodeling during cancer niche construction. Temporal
models utilize positive feedback systems as an integrative tool providing
insights into the rate-limiting processes that determine multiple stages of
the bone metastasis. We develop a logical-transient-threshold framework
by linking temporal responses of the cancer, bone and immune systems
through macrophages during ecological niche construction of cancer in
host bone.

Keywords

Bone metastasis • Cancer ecology • Feedback systems • Tumor vicious
cycle

A. Kianercy
Brady Urological Institute, Johns Hopkins Hospital,
Baltimore, MD, USA

Department of Molecular Physiology and Biophysics,
Vanderbilt University, Nashville, TN, USA
e-mail: kianercy@usc.edu

K.J. Pienta (�)
Brady Urological Institute, Johns Hopkins Hospital,
Baltimore, MD, USA
e-mail: kpienta1@jhmi.edu

7.1 Introduction

The three most common neoplasms in humans –
breast, prostate, and lung cancer are often associ-
ated with bone metastases and remodeling of the
skeleton to a tumor nourishing ecology (Fig. 7.1).
In the U.S., the estimated number of deaths due to
prostate cancer in 2015 is 28,000 and majority of
patients die of metastatic bone involvement with
a 5-year survival rate of approximately 28% [1].
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Fig. 7.1 Typical metastatic prostate cancer bone lesions. (a) Osteoblastic (abnormal bone forming) lesions in a hip.
(b) Multiple lesions in a humerus. (c) Metastatic growth replaced a rib

In normal bone, the bone resorption rate, and
the bone formation rate are all relatively constant.
The bone remodeling process maintains the
integrity of the bone through temporary balanced
anatomic structures called basic multicellular
units (BMUs) consisting of osteoblasts (bone-
forming) and osteoclast (bone-lysing) cells [2].
Several positive cycles between the immune,
BMU and cancer system can change this
balance.

Cancer cells secrete factors in their microen-
vironment that can cause an inflammatory im-
mune system response, thereby utilizing inflam-
mation for its growth and irreversibly shifting
the bone’s state [3]. Thus, inflammation pro-
vides supporting conditions for enhancing tu-
mor growth. The inflammatory tumor mass com-
prises a number of different cell types. It includes
granulocytes, lymphoid cells, mast cells, natu-
ral killer cells, dendritic cells and macrophages.
Macrophages, the most abundant inflammatory
cell type, play a significant regulatory role in
inflammation and cancer. To utilize inflammation
for its growth, cancer cell secretes factors that
shift macrophage polarization from M1-like into
M2-like type tumor-associated macrophages that
subsequently promote tumor growth, and pro-
gression [4, 5].

Furthermore, certain types of solid tumors
metastasize to bone and recruit osteoclast and
osteoblast cells which secret growth factors en-
hancing tumor growth – resulting in positive
cycles [6].

In ecological systems, a niche describes the or-
ganism response to the available resources as well

as the competition with other species for those
resources, usually in a defined space. Resource
limitation and competition modulate the biolog-
ical and physical ecosystem components. A suc-
cessful bone metastasis niche construction is the
result of driven cancer disturbance of the cell-cell
network signaling in the bone microenvironment.
We demonstrate a vicious triangle with
positive feedback loops (vicious cycles) between
Macrophages, BMUs and cancer cells supporting
the metastatic bone niche construction.

Mathematical case studies have defined
inflammation-associated bone remodeling
homeostasis [7], myeloma affects on bone
populations [8], bone-immune system [9],
and bone-cancer dynamics [10]. Other studies
have introduced frameworks that can capture
inflammatory control mechanisms [11], dynamic
interactions between the immune system and
cancer [11] and dynamic interactions between
the immune system and cancer [9, 12].

We utilize a modularization (functional block)
framework to integrate different temporal mod-
elings, simplifying cells gene regulatory system
and cell-cell networks into conceptually manage-
able functional modules [13].

The mammalian gene regulatory network tem-
poral responses to environmental stimuli are ei-
ther impulse, state transitions or oscillatory re-
sponses. Thus, we adopt a second order system
as one of the simplest dynamics that can capture
these gene regulatory transient responses [14].

In addition, the tumour microenvironment
progresses through rate-limiting stages that lead
to several phenotypic transitions [15]. There is
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Fig. 7.2 Block diagrams helps to represent the net-
work of interconnected dynamical systems. (Top) Infor-
mation cascades from input r, is processed by a dynamical
system toward the final system output y over time (t).
(Down) Feedback system: System 1 output u is an

input for system 2 while system 2 output y becomes an
input of system 1. r is an environmental input signal.
The feedback signal can be either stimulatory (positive)
or inhibitory (negative)

experimental evidence of phenotypic transitions
in cancer [16, 17], macrophage [18, 19] and
bone [20]. This evidence suggests that a threshold
module that takes the transient response as
an input is in place to determine the cellular
phenotypic switching. Also, it is suggested, that
cell decision-making processes may go through
logical modules to integrate the multiple inputs
of stimuli from the environment [21].

We reconcile these three common functional
modules, providing a systematic method for
dynamical cell-cell networks, describe the rate-
limiting processes during bone metastases, and
study positive cycles between inflammatory,
bone remodeling and cancer populations in the
metastatic bone.

7.2 Cellular Systems in Tumor
Inflammation-Associated
Bone Remodeling

A difficulty in complex system modeling is in-
terconnecting systems from many different do-
mains. In metastatic bone niche construction, the
system, at a minimum, includes immune cell

populations, bone remodeling units, and cancer
cells.

Biological systems make use of feedback in
different scales ranging from molecules, cells,
organisms and ecosystems [22]. Feedback mech-
anisms in biological systems were first defined by
Walter Cannon to describe homeostasis in physi-
ological variables within a predefined range [23].
The term feedback refers to two or more dynami-
cal systems cross talking such that their dynamics
are coupled. Figure 7.2 illustrates block diagram
of a simple feedback system (closed loop).

A feedback system can contain negative or
positive loops. Negative feedback can reduce
noise and increase resistance to disturbances
inside the feedback loop, but it can also bring
oscillations if the disturbance is too strong.
Positive feedback, on the other hand, increases
the system’s sensitivity to the disturbances
and may also lead to bi-stability or a sudden
dramatic state switch [24]. In general, positive
cycles (loops) can lead to alternative stable
state. Thus, we focus on the positive feedback
loops to describe the state switching within
metastasis bone in favor of the cancer bone niche
construction.
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7.2.1 Bone Basic Multi-cellular Unit
(BMU)

On a molecular level, the balance of bone
formation and resorption is coordinated by
different cell types: osteoblasts, osteocytes,
adipocytes, chondrocytes, and fibroblasts. The
bone cells communication occurs through
cytokines, ligand-receptor interactions and
other cell-cell interactions. However, simple
models of bone homeostasis focus on only two
specialized cells, osteoblast and osteoclast cells
as a Basic Multi-cellular Unit (BMU) that co-
ordinate bone formation and resorption through
RANK/RANKL/OPG signaling pathway.

Osteoclasts are derived from the monocyte cell
linage in the local bone ecosystem and cytokine
milieu. Osteoclast differentiation relies on the
presence of Macrophage Colony-Stimulating
Factor (M-CSF) and Receptor for Activation
of Nuclear factor Kappa B Ligand (RANKL).
On the other hand, osteoblasts derive from
mesenchymal stem cells, act as both negative and
positive regulators of osteoclast differentiation
by adapting their expression of RANKL
and OPG.

RANK is a protein expressed by osteoclasts
and is a receptor for RANKL, a protein produced
by osteoblasts. RANK/RANKL signaling trig-
gers osteoclast differentiation, proliferation and
thus, the resorption phase during bone remodel-
ing. Osteoprotegerin (OPG) is a decoy receptor
for RANKL, since OPG is also a receptor for
RANKL. Mature osteoblasts express OPG that
binds to RANKL, thus inhibiting osteoclast pro-
duction. When RANKL expression is high, osteo-
protegerin levels are low and vice versa [7,25,26].
The balance between OPG and RANKL is crit-
ical for normal osteoclast differentiation. Local
factors, such as cancer and immune cytokines
influence the ratio RANKL/OPG.

7.3 Vicious Cycles Within the
Bone Metastasis
Microenvironment

The metastatic niche model suggests that a
microenvironment (pre-metastatic niche) must
evolve for tumor cells to be able to proliferate
at the secondary site (metastatic niche) [27, 28].
Several reinforcing cycles between tumor cells
catalyze this metastatic niche construction in
bone.

Patients with bone metastases can develop two
types of lesions: osteolytic or osteoblastic. Dur-
ing osteolytic (bone lysing) metastases, typical
for myeloma, high osteoclast activation results
from direct and indirect actions by metastatic
cancer cells. The clearest examples of cancer
niche constructions are osteolytic bone metastasis
of breast cancer [28]. On other hand, metastases
from cancers such as prostate cancer tend to be
predominantly osteoblastic (bone forming).

In both cases, usually cancer, bone marrow
and immune systems can establish positive cycles
supporting cancer growth and bone destruction
[7, 25, 29–31]. Here, we describe three important
types of these positive vicious cycles during bone
metastases (Fig. 7.3).

7.3.1 Bone-Cancer Vicious Cycle

The imbalance between the activities of
osteoblasts and osteoclasts determines the
phenotype of metastatic bone lesions. In general,
cancer bone metastases demonstrate mixed bone
lesions. For instance prostate cancer metastases
in bone tend to be more osteoblastic rather
than osteolytic, while breast bone metastases
predominantly reside in a niche that exhibits
features of osteoblast and later becomes
osteolytic [33, 34].
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Fig. 7.3 (Top) A simple schematic of vicious cycles in
metastasis bone between immune system and BMU (Bone
basic multi-cellular units). The vicious cycles build up a
vicious triangle which support cancer cells, M2-
like Macrophages and abnormal bone remodeling. (Bot-
tom) A simple expanded schematic of cell-cell network in
metastatic bone. The balances between osteoblast and os-
teoclast shifts through caner and macrophage signals. The

osteoclast-mediated bone matrix resorption releasesTGF-
ˇ and IGF1, which in turn upregulate the expression of
PTHrP, Jagged1 to create a vicious cycle of bone destruc-
tion. Physical factors within the bone microenvironment
such as hypoxia, low pH, and high extracellular calcium
concentration, may also enahnce this vicious triangle (For
more comprehensive details [28, 32])

In osteolytic metastases, cytokines or growth
factors secreted by invading cancer cells such
as parathyroid hormone-related protein (PTHrP)
act to stimulate osteoblasts to produce more
receptor activator of RANKL and less OPG. An
increase in serum RANKL/OPG ratio leads to a

higher osteolytic activity. Activated osteoclasts
degrade bone matrix, releasing growth factors
such as transforming growth factor beta (TGFˇ)
and insulin-like growth factor (IGF). These
molecules, in return, stimulate further cancer cell
growth thus establishing a positive feedback loop.
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This series of events provides an explanation
of the osteolytic stage of breast and prostate
cancer metastasis in bone; that is, an increase
in osteoclast activation leads to excess bone
breakdown and further stimulation of cancer
cells [28, 30, 31, 35].

In osteoblastic metastases, the osteoblast pop-
ulation expands more as compared to the osteo-
clast population, via stimulation of PTHrP [36].
The signature of prostate cancer bone metastasis
is the clear presence of osteoblastic lesions with
an underlying osteolytic component. In fact, in
the early stage of prostate cancer bone metas-
tases, osteoclast activity increases and in the
subsequent stage, osteoblast cells are stimulated
while osteoclast cells are less active [3].

7.3.2 Cancer-Macrophage
Vicious Cycle

Among different immune cells in metastatic
bone, one of the major players is the macrophage.
For example in metastatic breast and prostate
cancers, macrophages may account for up to
50% of the tumor cell mass. Cancer cells
in the tumor microenvironment recruit and
stimulate macrophage polarization to M2-like
macrophages that contribute both to tumor
development and bone remodeling [37, 38].

Macrophages differentiate in tissues from
monocytes originating in the bone marrow
and its phenotype can be altered according to
their resident microenvironment. Macrophage
phenotypes lie within a phenotypic spectrum with
two extreme ends M1 and M2. The macrophage
phenotypic state is a key element that links
inflammation to cancer.

Activators such as interferon
 and lipopolysac-
charide promote M1, or classically activated
macrophages. They are characterized by high
IL-23 and IL-12 production, high capacity
for antigen presentation and eventual T cells
activation to Th1 responses. M1-like macrophage
mediate pro-inflammatory, and cytotoxicity
against tumor cells is a key feature of M1-like
macrophages, mediated by the release of TNF,
nitric oxide and reactive oxygen intermediates.

M2, or alternatively activated macrophages,
are induced by IL-4, IL-10 and or IL-13. The
main characteristics of M2 macrophages are
wound healing, tissue remodeling, suppression
of inflammatory responses, and stimulation of
Th2 responses [37, 39]. The phenotype and
the function of differentiated mature tumor
associated macrophges resembles the M2-like,
rather than the M1-like phenotype.

Experiments suggest various tumour cells,
including breast and prostate cancers, secrete
increased levels of Monocyte Chemo-attractant
Protein 1(MCP-1). MCP-1 over-expression in
tumor cells increases macrophage infiltration
into the bone. In return, the secretion of IL-1 and
TNF˛ by macrophages stimulates the production
of IL-6 by tumor cells. Many cancer related
processes including tumor cell proliferation
express IL-6 [39, 40].

Furthermore, the lactic acid produced by tu-
mour cells, as a by-product of glycolysis, is
another factor which induce the M2-like polar-
ization of tumour-associated macrophages. In re-
turn, the lactate-induced expression of arginase-1
by macrophages has an important role in tumour
growth [41].

7.3.3 Macrophage-Bone Vicious
Cycle

Osteoimmunology elucidates inflammation-
associated changes in bone homeostasis by
looking at osteoclasts/osteoblast and immune
cells crosstalk [7, 26]. This crosstalk can change
to vicious cycles in bone metastases as both
osteoclasts and osteoblasts can manipulate
the immune system toward cancer niche
construction.

Macrophages can promote both osteolytic and
osteoblastic bone niches. Studies have identified
that Human Macrophage Inflammatory Protein-
1 ˛ (hMIP-1˛), also termed CCL3, produced by
macrophages, may be responsible for the increase
of osteoblast population activity in bone marrow
[42]. Macrophages can also support osteoclytic
activity by secreting IL-23 that promotes osteo-
clastic formation [43]. In return, macrophages
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exposed to Stromal cell-Derived Factor 1 (SDF-
1 also known as CXCL12), expressed by os-
teoblasts demonstrate a M2-like phenotype, for
instance during prostate carcinoma progression
[44, 45].

In conclusion, cancer, BMU, and macrophage
populations build a triangle. We term this trian-
gle a vicious triangle that promotes can-
cer proliferation, anti-inflammatory macrophages
and abnormal bone remodeling simultaneously
(Fig. 7.3).

7.4 Logical-Transient-Threshold
Dynamics

Understanding the dynamics of cellular responses
requires collecting high-quality time series data
of cell information transmission, processing and
decision making. The development of fluorescent
labeling and time-lapse technology improved our
ability to quantify the dynamics of biological
responses in single cells providing rich insights
about cellular signaling pathways and cell-cell
network dynamics.

Cell signaling dynamics studies the shape of
signals curve through the amplitude, frequency,
amplitude, duration, or state modification over
time. The time scale of the dynamics can change
from seconds, in intracellular events, to days, for
observable phenotypes such as cell morphology
or expression of cell-surface markers [46].

Functional module or blocks representation
provide a simple and intuitive picture without de-
scribing the detailed biochemistry of transmitting
information in cells and between cells, providing
a dynamical description, ranging from a cell dy-
namics to the average dynamical behavior of a
population [47].

The typical temporal patterns of eukaryote
cells gene transcription response to environmen-
tal stimuli can be placed into three classes: Im-
pulse (transient), Sustained (switching between
states) and Oscillating (cyclic) patterns.

In fact, impulse transient patterns are prevalent
in responses to environmental changes in all or-
ganisms from bacteria to mammals. In addition,
some transient responses induce strong gene ex-

pression necessary for shifting the state to a long
term sustained cell’s state [14, 46, 48].

For example, the tumor suppressor p53
shows both stimulus and amplitude dependent
dynamics. Also, a combination of transient and
state switching was observed during Phorbol
Myristate Acetate (PMA) induced differentiation
of myelomonocytic leukemia cells. This state
switching over time has been observed in
many other mammalian populations, including
responses to growth, pathogens and stress
signals (Ref. [14, 46, 48] for comprehensive
review). To capture these gene transcription
transient behaviors, we suggest a second order
dynamical system module.1

In addition, hysteresis is part of the cell dy-
namical pattern when cell state or phenotype
not only depend on its current inputs abut also
depends on current state but also depend on
an internal state that is formed based on the
past input signals. In other words, cell hysteresis
arises because a cell’s biological history affects
the value of its current internal state. Studies
shows that complex nonlinear gene regulatory
networks demonstrate a threshold and hysteresis
that lead to phenotypic switching [49]. Thus,
sudden phenotypic transition over time can model
in a step-like hysteresis module.

Furthermore, eukaryotic stress response path-
ways contain redundant components in the sen-
sory level that make logical operation an easy
module for integrating those multiple inputs. In
our case, the output of each cells can be translated
into a bit like (high-down, one-zero, . . . ) output.
Thus, we suggest these multiple bit-like inputs
integration occurs in biological modules similar
to logical operators such as AND, OR operators
(Fig. 7.4).

A simple example of a cell-cell network of the
vicious triangle is shown in Fig. 7.3. During the
bone niche construction, in the simplest model,
populations obtain two states; cancer cells obtain
two states, macrophages polarize to either M1 or

1A second order behavior of variable x under external
stimuli f .t/ is given by a second order linear differential
system as d2x

dt2 C a1
dx
dt C a2x D f .t/.
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Fig. 7.4 Logical-Transient-Threshold model: A simple
modularization of the cellular information processing,
thereby leading phenotypic switching (Top) A simple
second order linear differential equation creates the com-
mon cellular transient response patterns. Also, threshold
mechanism sensitive to dynamical characteristics, such as
transient overshot or pulse duration, switches the cells
state to an alternative state or phenotype. The logical
mechanisms of cells handles the multiple inputs from
environment such as signals form other cells. (Bottom)

A Simulink simulation of Logical-Transient-Threshold
response to noisy step input. Each graph correspond to the
block above it. A logical operator, here an OR, receives
two noisy signals and produces an output signal (the first
graph). This signal, a step like signal with a Gaussian
noise 
 D 0:3 is an input to a second order system
d2x
dt2 C dx

dt C0:7x, sending a temporal profile to a hysteresis
function that switches on (i.e. change of state to 1) at 1 and
off (i.e. change of state to 0) at 0.8 of x.t/ value that is the
output of the second order system

M2 and bone remodeling is either osteolytic or
osteoblastic.

An example of the logical-transient-threshold
model simulation for the three populations is
demonstrated in Fig. 7.4. It shows the tempo-
ral profiles, sudden changes of cells phenotypic
switching and how some rate limiting processes
(based on threshold criteria, type of the logical
operations on signals or the speed of transient
response) lead to distinctive stages of tumor.

There are multiple steps during cancer
metastatic niche construction. As cancer cells
evolve through these intermediate steps, the slow-
est step, i.e. rate-limiting process, determines the
rate of appearance of the phenotypic shifts.

The Logical-Transient-Threshold dynamics
provides a simple tool to consider the rate-

limiting factors during the cancer niche
construction in tumor. In this model, rate-limiting
factors are determined by cell’s metabolic
dynamics (second order dynamical system),
cell’s integration logic of the stimuli (logical
operation) and cells’ tolerance to these stimuli
(threshold mechanism).

It can be seen, that even in a simple model, one
can capture interesting phenomena. For example
in Fig. 7.5, the number of cancer cells at the be-
ginning at state 1 (for instance high proliferating)
while the osteoclast cells proliferate (osteolytic
metastatic stage). Later, the number of osteoclast
cells decreases, and the cancer cells, after a delay,
goes to state 2 (more proliferation). The popu-
lation of M2-like Macrophages increases in the
middle of the bone niche construction.
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Fig. 7.5 Metastatic bone phenotypic changes over time.
(Top) An example of Simulink simulation results
Transient-Threshold-logical provides an insight of rate-
limiting steps during multistage carcinogenesis. The lines
color change overtime as an indication of the cell state
switching. Each population obtain two states (red or

blues). Cancer have two states, bone is either in osteolytic
or osteoblastic state, and macrophage polarization are ei-
ther in M1-Like ot M2-like. (Bottom) The Simulink func-
tional blocks networks composed of three logical operator,
three transient response and three threshold mechanisms

7.4.1 Modules’ Parameters
Estimations

Logical – transient – threshold modules help to
systematically design experiments for character-
izing parameters of cellular transient behavior,
criteria for transitions and types of the biological
signal integration.

For instance, a second order gene regulatory
transient module that undergoes a cyclic input,
such as sinusoidal signal, can be fully charac-

terized by utilizing control systems frequency
response methods.

In addition, the threshold criteria of the cells
state transition can be tested, for instance, by the
genes response overshot, maximum value of the
biological pulse, duration of the gene transient
response, or mixture of the two (by pulse in-
tegration). Finally, experimental combination of
multiple stimuli or co-culturing cells involved in
tumor microenvironment can help to study the
logical integration of multiple input signals.
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Additional Temporal Modules
Nonlinear cellular growth: During the
cancer initial adaptation in bone, there is
little evidence of an increase in cell number
as it is a period during which the cell
attaches to the bone substrate and it can
refer as lag phase of the population growth.
However, to consider caner cell growth
overtime, a growth module should be added
to the model.

Differential equations from the simple
one-parameter exponential growth model
to more advanced models can capture the
nonlinear growth of a cancer population
[50]. As an example, the logistic (or Pearl-
Verhulst) equation has successfully been
applied to a large number of biologic phe-
nomena, ranging from tumor populations to
bacterial growth:

dC

dt
D rC.1 �

C

K
/ (7.1)

In this equation, the dynamics of a can-
cer population C are described with an
intrinsic growth rate r, and tumor microen-
vironment carrying capacity K.
Tumor macrophage recruiting dynam-
ics: Cancer cells in the tumor microen-
vironment recruit macrophages in the
metastatic bone by highly expressing a
number of monocyte chemoattractants, in-
cluding Chemo-attractant Protein 1(MCP-
1), chemokine (C-C motif) ligands CCL2,
CCL3, CCL4, CCL8 and CCL5 to recruit
macrophages that increase in number and
then differentiation inside the bone [5]. To
model this macrophage recruiting mecha-
nism, we can use dynamical equation

dM

dt
D

MmaxC

k C C
(7.2)

where M, and C are macrophage and
cancer cells intensity, receptively. k is a
constant, and Mmax is the maximum capac-
ity of the bone for accepting macrophages.

7.5 Conclusion

The development of metastasis is a multistage
process with several distinctive steps. Here, we
propose a systematic method to find the rate-
limiting steps that leads to phenotypic state
transition during bone metastases, suggesting
a logical-transient-threshold model by utilizing
only a few cell decision modules.

We suggest a metastatic bone ecosystem with
three components: the immune, cancer cell pop-
ulations, and BMUs (osteoblasts and osteoclasts)
system and highlight positive feedback systems
role in the maintenance of the tumor bone
metastases. In a simplified model, cells adopt
only two states (M1/M2, osteolytic/osteoblastic,
stage1/stage2). The model can be optimized
together with experimental studies for hypothesis
driven experimental studies in cell-cell signaling
studies.

The logical-transient-threshold framework can
be expanded for more complex tumor cell-cell
networks. For instance, experimental data show
that infiltrating tumor cells need to induce pe-
riostin (POSTN), a component of the extracel-
lular matrix, that is expressed by fibroblasts in
the stroma of the metastases target organ to initi-
ate cancer colonization. Thus, stroma population
can support metastatic colonization and may be
added to the model [51]. Also, the number of
the possible phenotypic states can increase above
two choices; leading to even more complex, but
potentially insightful models.

The bone marrow serves as a reservoir for tu-
mor cells that can resist chemotherapeutic stress
and predictive models may suggest new strate-
gies for therapy. Our simple model reveals the
potential importance of temporal profiling and
timing of the cancer therapy. It proposes, that a
successful cancer therapy should consider what
threshold or transient responses may lead to the
abnormal bone remodeling during cancer niche
construction.
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Abstract

A tumor vasculature that is functionally abnormal results in irregular
gradients of metabolites and drugs within the tumor tissue. Recently,
significant efforts have been committed to experimentally examine how
cellular response to anti-cancer treatments varies based on the environment
in which the cells are grown. In vitro studies point to specific conditions in
which tumor cells can remain dormant and survive the treatment. In vivo
results suggest that cells can escape the effects of drug therapy in tissue
regions that are poorly penetrated by the drugs. Better understanding how
the tumor microenvironments influence the emergence of drug resistance
in both primary and metastatic tumors may improve drug development and
the design of more effective therapeutic protocols. This chapter presents a
hybrid agent-based model of the growth of tumor micrometastases and ex-
plores how microenvironmental factors can contribute to the development
of acquired resistance in response to a DNA damaging drug. The specific
microenvironments of interest in this work are tumor hypoxic niches
and tumor normoxic sanctuaries with poor drug penetration. We aim to
quantify how spatial constraints of limited drug transport and quiescent
cell survival contribute to the development of drug resistant tumors.
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8.1 Introduction

There is an ongoing discussion about the origin of
anti-cancer drug resistance [1, 13, 25, 47]. Clin-
ically, drug resistance is defined as a reduced ef-
fectiveness of treatment during or after the course
of therapy. As a result, a cancer can progress even
months or years after treatment, leading to tumor
recurrence. Currently, no pretreatment tests or
analyses can predict whether or not a particular
patient will develop resistance.

Further, the contribution of two potential
modes of resistance – pre-existing and acquired –
is also challenging to determine. The term pre-
existing resistance refers to the fact that, before
the therapy is applied, the tumor may harbor
some cells or cell clones that will not respond
to the treatment. These cells are passively
selected by the therapy, expand and overtake
the population of non-resistant cells. In contrast,
acquired resistance means that all cells are
initially sensitive to the treatment, and that
mechanisms of resistance develop during the
therapy. The cells will then become progressively
more tolerant to the drug as a result of treatment,
and the end result is similar to what occurs in the
case of pre-existing resistance: the population of
non-resistant cells is overtaken by resistant ones
(see Fig. 8.1).

In this chapter we will concentrate on the
case of drug resistance that is induced by treat-
ment (acquired resistance). Many experimental
results support the idea that cancer cells may
harbor the potential to acquire a variety of drug-
resistance mechanisms activated in response to
therapy [23, 50, 57, 60]. In the in vitro ex-
periment described in [57], a lung cancer cell
line was exposed to a targeted therapy, and a
small population of cells that remained alive was
subsequently cultured in the presence of that drug
for a year. This created a handful of “persister”
cells that survived a prolonged drug exposure
with almost no population growth. These cells

attained protection from lethal drug levels and,
finally, gained ability to proliferate in spite of
the drug. The extensive screening of drug-tolerant
cell colonies that arose from persister cells re-
vealed that they exhibit diverse resistance mech-
anisms. This experiments showed that heteroge-
neous resistance mechanisms can emerge in cells
derived from the same cell line and exposed to
identical selective pressures. Another example is
DNA damage caused by anticancer methylating
agents that is typically processed by methyltrans-
ferases or directed for mismatch repair (MMR).
Progressive inactivation of MMR by reducing
or inhibiting the expression of repair proteins,
for example under hypoxic conditions, leads to
increased tumor cell tolerance to this intended
damage [28]. Similarly, in the case of DNA-
crosslinking cisplatin, the tumor cell may bypass
cisplatin-DNA adducts by translesion synthesis
polymerases [14, 65].

The focus in this work is on a DNA damaging
drug. The mechanism through which cancer cells
could acquire resistance to such a drug arise from
the natural tendency of cells to preserve their ge-
nomic integrity – even normal cells continuously
fight against endogenous metabolic products and
exogenous damaging compounds through various
repair mechanisms. Agents damaging DNA on
the level of a single base, a dinucleotide, strand
crosslinks, strand breaks, or alkylating agents all
activate the response from DNA damage repair
machinery (DDR) [10]. DDR activates various
mechanisms, such as nucleotide excision repair,
base excision repair or MMR. These repair mech-
anisms work individually or in parallel to main-
tain genomic stability. Under normal conditions
they should lead the cell to arrest in one of the
cell cycle checkpoints that will resume only after
the damage is repaired or, they should result in
a permanent cell-cycle arrest and cell apoptosis
if the damage is unrepairable [6]. The cytotoxic
agents used in many anticancer therapies are
designed to target various DNA sites with the
ultimate goal to overcome repair mechanisms
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Fig. 8.1 Schematics of the development of pre-existing
and acquired drug resistance in tumor tissue under con-
tinuously administered treatment. (a) In the pre-existing
resistance case, the resistant cells are selected for and
overgrow the sensitive cells. (b) In the acquired resistance

case, the cells progressively acquire resistance as a result
of being exposed to the drug. The final outcome in both
cases is a resistant tumor, which makes it difficult to
determine what mechanism(s) of resistance a given tumor
possesses

and lead to cell death. Nonetheless, as a part of
a natural cell response to damage, cells try to
escape the arrest and maintain genomic stability.
Here, in addition to transcription-related DDR
pathways, the replication-related DNA-damage
tolerance (DDT) mechanisms are activated leav-
ing unrepaired or misrepaired DNA modifica-
tions to be repaired later and the cell proceeds
with its cell cycle [9, 19]. This increases cell
tolerance to accumulation of DNA damage and,
although highly disadvantageous for therapeutic
outcomes, such effect is commonly observed in
anticancer therapies.

8.2 Microenvironmental Niches
and Sanctuaries

It has been postulated that tumor cells can sur-
vive in dormant niches in a growth-arrested state
for many years before they re-enter prolifera-
tion [17]. Tumor niches are specialized regions
in tumor microenvironment that can provide re-
quired factors for tumor cell survival, and may
be permissive either for tumor initiation, growth
or progression to metastasis. Several kinds of mi-
croenvironmental niches have been identified and
are subject of ongoing research, among these are
pre-cancerous, pre-metastatic or stem-cell niches
[3, 5, 18, 27, 38, 39, 49, 51]. Such regions
allow the tumor cells to survive and maintain a
quiescent state while regulating their metabolic
needs and immune cell surveillance. The niche
conditions can also influence specific changes

in gene expression levels and can induce DNA
mutations or cell differentiation mechanisms that
may lead to tumor cell invasion and metastatic
spread [8, 20, 21, 40].

Tumor tissues may also contain regions that
are poorly penetrated by therapeutics, forming
what are termed drug-limited or pharmacologic
sanctuaries [11, 56]. One of the main sanctuary
sites in our body is the central nervous system
[48, 56]. Since the blood-brain barrier (BBB)
prevents tumor cells from drug exposure, the cells
are able to escape the effects of drug therapy
and maintain fast growth forming brain metas-
tases. Beyond this organ-level sanctuary, the non-
uniform distribution of drugs within a specific
tissue can form tissue-level sanctuaries.

Multiple factors can contribute to the
formation of these tissue-level sanctuaries. For
instance, drug interstitial transport depends not
only on physicochemical properties of the drug,
but also on the structure of the extracellular
matrix that may hinder drug transport, for
example in regions of higher fiber density
or cross-linking. Cellular architecture of the
tissue may also prohibit free diffusion of
drug molecules. Moreover, drug internalization
may vary between individual cells. While
measurements of drug concentrations in blood
plasma are easy to obtain, the distribution within
a tissue compartment is more difficult to quantify.
Recent developments using in vivo imaging
techniques now allow for the visualization of
heterogeneous drug distributions within tissues,
as well as the visual assessment of cells’ response
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to fluorescently labeled drugs or fluorescent non-
therapeutic imaging agents [43, 55, 63, 64].

In an effort to better understand the impact
of drug sanctuaries, attempts have been made to
quantify tumor cell response in various condi-
tions. A comprehensive set of in vitro experi-
ments looked at three different tumor cell lines
grown in 54 homogeneous microenvironments
that differed from one another in the levels of glu-
cose and oxygen, and with diverse concentrations
of the clinically used drug erlotinib [44]. Quanti-
tative time series data were collected and subse-
quently used to calibrate a non-spatial stochastic
branching model containing populations of drug-
sensitive and drug-resistant cells. Simulations of
this experimentally-calibrated model showed that
the tumor microenvironment has a strong influ-
ence on tumor evolutionary dynamics under the
pulsed drug administration schedule. In particu-
lar, the computational model demonstrated that
under heterogeneous microenvironmental condi-
tions there was no reduction in tumor burden.
On the other hand, the same tumors in homo-
geneous conditions responded positively to the
therapy.

Therefore, heterogeneities in the tumor mi-
croenvironment, such as tumor-associated niches
and sanctuaries, may play a crucial role in tumor
promotion, survival, progression, and response
to therapies. Can these niches (formed due to

actions of drug and/or stromal cells) and/or sanc-
tuaries (formed as a result of limited drug pene-
tration) that emerge within the tumor microenvi-
ronment promote anti-cancer drug resistance by
enabling drug-induced tolerance? In this chapter
we will address this question by studying tumor
response to a simulated DNA damaging agent
using a spatial agent-based model with explicit
heterogeneous tissue morphology.

8.3 The Mathematical Model
of the Tumor and Its
Microenvironment

In order to create a heterogeneous tumor mi-
croenvironment, we consider a small patch of tis-
sue with four non-evolving blood vessels placed
inside the tissue in an irregular pattern as shown
in Fig. 8.2. These vessels supply both oxygen
and drug that subsequently diffuse through the
domain and are absorbed by tumor cells. Addi-
tionally, we assume that the drug is subjected
to decay due to its half-life. Tumor cells are
modeled as individual entities whose behavior is
modulated by both the properties inherited from
their mother cells (the age at which the cells
can divide, the initial tolerance to DNA dam-
age, the amounts of accumulated drug and DNA
damage), and by their immediate environment

Fig. 8.2 Schematics of the tumor microenvironment with
metabolic and drug gradients. (a) Oxygen supplied by
four vessels (red circles) creates a gradient (color-coded
contours lines) due to its diffusion through the tissue and
cellular uptake – the levels of low oxygen (hypoxia) are
indicated; (b) the corresponding oxygen gradient (shades
of gray) with hypoxic cells circled and cell viability levels

(based on how much cell’s DNA has been damaged) are
represented by shades of green; (c) the corresponding
drug gradient (shades of gray) with intracellular drug
accumulation represented by shades of purple; (d) color-
coded contours of drug gradient – the levels of low drug
concentration are indicated by low D
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(the levels of extracellular oxygen and drug, and
their interactions with the neighboring cells). For
example, cell division and cell relocation can be
suppressed due to lack of free space and cellular
overcrowding. Another example is that cells can
become dormant if they move to a tissue region
with hypoxic levels of oxygen. A cell’s initial
viability is also inherited from its mother cell
because both the DNA damage and the cell’s
tolerance to DNA damage are passed from a
mother to both daughter cells. This model setup
enables tracing of both cells’ ancestry and how
the cell properties evolve upon treatment.

A distorted tumor vasculature such as the one
we are considering results in irregular gradients
of metabolites. This includes significant regions
of low oxygen content (hypoxia), which is often
observed in animal tumors and in biomedical
images used in the clinic for diagnostic purposes
[31, 62]. In our model, we placed blood vessels in
order to create regions that contain no more than
5 % of the oxygen level found in the most oxy-
genated areas near the blood vessels (Fig. 8.2a).
Since both oxygen and drug are supplied by the
same vascular system, it may seem that the result-
ing gradients will also be similar. However, the
actual levels of oxygen and drug at the same spa-
tial location may be different since the interstitial
transport of oxygen and drug depend not only on
their vascular influx and interstitial diffusion, but
also on cellular uptake (which may be different),
and the decay in the case of the drug.

Figures 8.2a, d show contours of both ex-
tracellular gradients in the same scale. These
figures indicate that the regions near the domain
boundaries are hypoxic and contain low con-
centrations of drugs (we call such regions the
hypoxic niches), and that the region in between
the vessel in the top-right corner and three other
vessels have normoxic levels of oxygen but low
levels of the drug (we call such tissue regions
the sanctuaries). Figures 8.2b, c show cellular
response to the gradients in these specific tissue
regions (grey-scale gradients in these figures are
identical to the contours shown in Figs. 8.2a, d,
respectively). In Fig. 8.2b the hypoxic cells are
circled, and the gradient of oxygen from Fig. 8.2a

is shown in the background. The same cells in
Fig. 8.2c are color-coded according to the ac-
cumulated levels of drug, and the extracellular
gradient of the drug from Fig. 8.2d is shown in the
background. The cells that were recently born are
colored in light purple, since they inherited half
of the drug accumulated in the mother cell. Upon
exposure to the drug, cells accumulate damage
and become less viable, which is color-coded in
Fig. 8.2b – the lighter the color the more viable
the cell is. Note that the clusters of cells in the
hypoxic areas are more viable, while the cells
near the vasculature are close to reaching the
DNA damage tolerance level that will result in
cell death.

Mathematically, our modeling approach
combines the off-lattice agent-based model
of individual cells with physical cell-cell
interactions, and the continuous description of
extracellular nutrients and metabolites, as well as
stiffness/viscous properties of the extracellular
matrix. The temporal and spatial changes in
oxygen � and drug 
 concentrations in the
interstitial space are given in Eqs. (8.1) and (8.2).
These metabolites are supplied from the vessels
with the supply rates S� and S
 (t), respectively.
They diffuse through the extracellular space
with diffusion coefficients D� and D
 . They are
absorbed by the cells with uptake rates �� and
�
 . Additionally, drug decays with decay rate d
 .
Each cell Ck(t) is defined by its position Ck

(X,Y)(t),
and is characterized by several properties, such
as current cell age Ck

age(t), and cell maturation
age at which the cell is ready to divide Ck

mat.
Moreover, cell behavior depends also on the
level of sensed oxygen Ck

� (t), the amount of
accumulated drug Ck


 (t), the duration of cell
exposure to high drug concentration Ck

exp(t),
the level of accumulated damage Ck

dam(t), and
the level of damage that the cell can withstand
without committing to death (also called the
level of tolerated damage or death threshold)
Ck

death(t). The quantity of oxygen taken up by the
cell is described in Eq. (8.3), and that of drug in
Eq. (8.4). Both of these metabolites are obtained
from the local cell neighborhood �Ck, as defined
in Eq. (8.5).
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Equations 1 present the continuous description
of the interstitial kinetics of oxygen (8.1) and
drug (8.2); cellular uptake of the oxygen (8.3)
and drug (8.4); definition of the cellular Ck and

vascular Vj neighborhoods with radii RC and RV

for cellular uptake and vascular supply, respec-
tively (8.5).
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The drug-induced damage depends on the cur-
rent increase in drug consumed by the cell (drug
uptake minus drug decay) and on damage repair,
that is proportional to the current damage with
rate p (Eq. (8.6)). The damage level tolerated
by the cells increases when the cell is exposed
to high enough drug concentrations 
 exp for a
prolonged time texp (Eqs. (8.7) and (8.8)). When
the cell Ck(t) divides, one of its daughter cells
takes the coordinates of its mother: Ck1

.X;Y/.t/ D

Ck
.X;Y/.t/, whereas the second is placed randomly

near the mother cell: Ck2
.X;Y/.t/ D Ck

.X;Y/.t/CRC

(cos� , sin� ), where RC is the cell radius. The
current age of both daughter cells is set to 0,
and the cell maturation age is inherited with
a small noise term. The cell damage, damage

tolerance and the current drug exposure time are
all inherited from the mother cell. On the other
hand, the level of accumulated drug is split in half
between both daughter cells. Finally, the level of
sensed oxygen is determined independently for
each cell based on the oxygen concentration in
the cell’s vicinity.

In order to keep the neighboring cells from
overlapping, repulsive forces are applied as de-
scribed in Eq. (8.9). These overdamped springs
(� is a damping coefficient) allow the whole mul-
ticellular system to return to equilibrium with-
out oscillations. The repulsive forces with spring
stiffness Fspr are used to move the cells apart
until they reach the distance equal to cell di-
ameter (2RC) as defined in Eq. (8.10) for two
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neighboring cells, and in Eq. (8.11) for multiple
cells. For simplicity, we do not include other
microenvironmental components, such as stromal
cells and other metabolites. More details of the
model, its implementation, and the parameter
self-calibration can be found in [16].

Equations 2 define accumulation of cell damage
(8.6), increase in cell tolerance to damage (8.7),
and cell exposure time to the drug (8.8); mechan-
ical equations of cell movement (8.9) determined
by repulsive forces between two (8.10) and mul-
tiple (8.11) neighboring cells.
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8.4 Non-resistant Tumor
Dynamics Under Treatment

In the model described here, the drug is supplied
continuously from four blood vessels inside the
tumor. We consider a small cluster of tumor cells,
as could arise in a micrometastasis. In the case
of non-resistant cells, cell tolerance to the drug-
induced damage does not change in time. Thus

continuous drug exposure will eventually cause
each cell to accumulate a damage level in excess
of the threshold, which will result in tumor erad-
ication. The time course of tumor progression in
this example is shown in Fig. 8.3.

At the initiation of the simulation there is no
damage, and there is a uniform (as indicated
by a standard deviation of zero) damage toler-
ance level of 0.5, as shown in Fig. 8.3a. The
initial 65 cells shown in Fig. 8.3b proliferate
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Fig. 8.3 Time course of non-resistant tumor progression.
The bottom curve indicates the total number of cells over
time. The left-top inset (a) shows the time course in both
accumulated damage (grey) and damage tolerance (black)
averaged over all tumor cells at a given time (standard

deviation also shown); note, that the averaged damage
tolerance is constant for non-resistant cells. The insets (b–
g) show tumor morphology at the specific time points with
the internally accumulated drug (shades of purple)

extensively while the absorbed drug leads to the
accumulation of drug-induced damage – note the
steady increase in the average damage levels in
Fig. 8.3a. Cells primarily located near the vessels
quickly accumulate damage levels above their
tolerance level, and as a result die. Dying cells
give the remaining cells space to divide, and the
net result is steady tumor growth during the first
20 simulated hours (Figs. 8.3c, d), with the tumor
reaching its maximal size of 528 cells after 20 h
(Fig. 8.3d). The newly divided cells are indicated
by a light purple color, since daughter cells inherit
half of the drug accumulated by the mother cell.

Most of the newly divided cells are located
on the rim of the tumor cluster. However, during
the 20 h of drug exposure, many cells have
accumulated such high levels of damage that they
rapidly died after that time (Fig. 8.3e). At 30 h, a
small cluster of surviving cells is located in the
area of low drug content (the tissue sanctuary)
that allows for a short rebound in tumor growth
between 30 and 40 h (Fig. 8.3f). During this time,
the DNA damage averaged over the total number
of cells is very close to the value of cell tolerance
to DNA damage shown in Fig. 8.3a (note, that

for the non-resistant tumor the tolerance to DNA
damage is identical for all cells and is constant
in time). However, the accumulated damage of
the 153 surviving cells after 40 h is very high
and the whole tumor is eradicated within 55 h
(Fig. 8.3g). In Fig. 8.3a this is confirmed by the
close proximity of both averaged curves over this
time with, finally, the damage curve intersecting
the damage tolerance curve at the time when all
tumor cells die.

8.5 Tumor Dynamics
with Acquired Resistance
Under the Treatment

In contrast to the non-resistant case in which
tumor cells have a constant tolerance, in the case
of acquired resistance the tolerance of individual
cells to DNA damage can increase as a result
of prolonged drug exposure. The cells can still
die when they are damaged beyond the tolerance
threshold, but cell fate depends on whether or
not the cell tolerance level grows faster than the
level of cell damage. The time course of tumor
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Fig. 8.4 Time course of progression of a tumor with ac-
quired resistance. The curve indicates the total number of
cells over time. The insets (a–h) show tumor morphology

at the specific time points with the internally accumulated
drug (shades of purple)

progression when the individual cells can acquire
resistance to the drug (at rate 9.5 � 10�5 per
iteration) is shown in Fig. 8.4. The initial 65 cells
seen in Fig. 8.4a proliferate extensively, reaching
about 800 cells in 115 h as shown in Fig. 8.4b.
Note that the non-resistant tumor was completely
eradicated in less than half of this time. This
indicates that cell tolerance levels, at least in
some cells, have increased above the level of non-
resistant cells leading to a tenfold expansion of
the tumor.

Although tolerance levels are increasing in
many cells, it has not necessarily increased fast
enough for a subpopulation of the cells to evade
death. In fact, a large subpopulation of tumor
cells has died, and the tumor shrunk to about 100
cells in 215 h, as shown in Fig. 8.4c. In the next
period of time it is evident that a competition
between increasing cell tolerance to the drug-
induced damage and increasing cell DNA dam-
age due to the drug exposure takes place. This is
evidenced by fluctuations in tumor size: the tu-
mor grows to about 200 cells in next 70 h (shown
in Fig. 8.4d), and then rapidly retreats to about 30
cells. This small cell population is located in the
hypoxic niches, in which drug concentrations are
negligible. As a result, no significant damage is
induced in these dormant cells, thus the cells can
continue to repair DNA damage. With lower cell
damage and increased tolerance, these cells ex-
pand fivefold in a short amount of time when the

local oxygenation changes slightly (Figs. 8.4e, f).
Since the damage and tolerance properties are
passed to the daughter cells, the tumor is able
to avoid complete eradication. While individual
cells can still die, the tumor as a whole overtakes
the available tissue space – it reaches about 950
cells (Fig. 8.4g), and remains at that size for the
rest of the simulation as shown in Fig. 8.4h.

8.6 Development of a Drug
Resistant Tumor

The lack of tumor shrinkage at the end of the
simulation shown in Fig. 8.4 does not directly
imply that the tumor became resistant. However,
here we prove that the tumor in Fig. 8.4 is
resistant to the simulated DNA damaging agent
by analyzing tumor cell viability. In our model
cell viability is defined as how close the level
of accumulated damage is to reaching the level
of damage that the cell can tolerate (damage
tolerance minus damage accumulated). In case
of the non-resistant tumor shown in Fig. 8.3,
the tolerance level was the same for every cell
and constant during the entire simulation. Thus,
with the increase of drug-induced damage, cell
viability was continually decreasing, eventually
leading to death of the whole tumor.

In the case of the resistance-acquiring tumor
shown in Fig. 8.4, cell tolerance to damage can be
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Fig. 8.5 Cell viability graphs showing the emergence of
a resistant tumor. (a) The averaged levels of cell tolerance
to damage (black) and cell accumulated damage (grey)
shown over 1150 h of simulated time. The vertical lines
indicate standard deviations. (b–f) Five snapshots showing
individual cell viability levels defined as a difference
between cell tolerance to damage and cell damage; top

row: color-coded from blue (low viability) to green, to
magenta, to cyan (high viability); bottom row: the corre-
sponding images show cells which viability is color-coded
from light green (more viable cells) to dark green (less
viable cells). Circled cells represent hypoxic cells, and red
cylinders and circles represent four vessels

amplified for each cell independently in response
to the local drug concentration (i.e., damage tol-
erance is no longer constant). Therefore, for a
tumor to be resistant, its tolerance to damage has
to increase faster than the accumulated damage
(on average). In this way, the average cell viabil-
ity would eventually become a monotonically in-
creasing function in time. Figure 8.5 graphically
shows changes in tumor viability (Fig. 8.5a), and
changes in the viability of each individual cell
during the same simulation as shown in Fig. 8.4.
Each vertical cylinder in Figs. 8.5b–f represents
a cell and is placed spatially where the cell is
found within the tissue (red cylinder represent
the vessels). The height of the cylinder is equal
to the cell viability; that is, the height represents
difference between cell tolerance level and cell
damage level. Thus the lower the cylinder is,
the closer the cell is to death. The taller the
cylinder, the larger the gap between cell damage
and the tolerance level, and the more viable the
cell is.

The cell viability plots in Fig. 8.5 help us
to study the emergence of drug resistance. The

initial 65 cells shown in Fig. 8.5b have no dam-
age, and all cylinders have a height equal to the
non-resistant damage tolerance level. However,
upon exposure to the drug the damage level in
most cells increases at a faster rate than their
tolerance levels increase. Therefore most of cells
die, leaving only a small population of viable
cells (Fig. 8.5c), the same as in Fig. 8.4e. As it
has been shown in Fig. 8.4f, the cells in hypoxic
regions have negligible exposure to the drug, thus
cell damage does not increase for these cells, and
the cell damage repair is relatively more effective
leading to increased viability. This is illustrated
by the taller green cylinders in Fig. 8.5d, again
with a taller height being indicative of an in-
crease in cell viability. This is also illustrated by
lighter green cells in the corresponding image
in the bottom row of Fig. 8.5. Note that these
more tolerant cells are located within the hypoxic
region. Subsequently, it is visible in Fig. 8.5e that
cells with increased viability are located along
an off-diagonal region between the vessel in the
right top corner and the three remaining vessels.
Lower levels of drug and low but normoxic levels
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Fig. 8.6 Histogram
surface of cell viability
(with values between 0 and
2) recorded over the time
of 1150 h (with frequency
of 15 h). Initially, cell
viability is diminished due
to damage induced by the
drug, leading to significant
tumor reduction (between
165 and 500 h); however,
at the later stages (after
825 h), there is a steady
increase in cell viability
leading to tumor resistance

of oxygen characterize this region, and represent
common features of a tissue sanctuary, where
drug penetration is limited.

The remaining cells, indicated by blue cylin-
ders in Fig. 8.5f, are sensitive to the drug and
die, leaving space for the more tolerant cells to
divide. With time, this allows the population of
more tolerant cells to expand. This is clearly
indicated in the time course plot in Fig. 8.5a
in which we observe a progressively increasing
divergence between the averaged damage toler-
ance and the average accumulated damage (com-
pare Figs. 8.5e, f). Since the disparity between
two curves (and therefore, the cell viability) is
continuously increasing, we interpret that as the
emergence of acquired drug resistance. More-
over, in this particular case chemotherapy could
not overcome acquired resistance. While individ-
ual cells can still be killed by the DNA damaging
drug, the tumor as a whole survives and becomes
nonresponsive to the drug.

Our observations are further confirmed by
the histogram surface of cell viability shown in
Fig. 8.6. Here, for the consecutive time points
(from 0 to 1150 h) we constructed the histograms
for cell viability with centers from 0.1 to 2.0 in
intervals of 0.1. At the beginning of the simula-

tion all cells had viability of 0.5. At early times,
the viability of a large fraction of cells decreases
(is in the range 0.1–0.5) due to increased drug-
induced cell damage. However, with more time,
cell viability increased in a majority of cells, and
the fraction of cells with low viability drastically
decreased (after 825 h, there are no cells with
near zero viability). Again, the trend of increas-
ing cell viability indicates that the tumor cells
individually and as a whole population acquired
resistance to the drug.

8.7 Tissue Niches
and Sanctuaries and Their
Relation to Resistance

Model simulations presented in this chapter
showed that two tumor regions play an important
role in the emergence of drug resistance –
one with a low content of oxygen and drug (a
hypoxic niche), and a second with limited drug
penetration, but normoxic oxygenation (a tumor
sanctuary). In particular, we have shown that
when the tumor cells reach hypoxic niches they
attain a dormant, non-proliferative state, which
allowed them to overcome accumulated damage
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due to still active DNA repair mechanisms. Some
such “persister” cells in our simulation were able
to survive for more than 80 h. Our computational
study also pointed to tissue sanctuaries in which
tumor cells are protected from lethal effects of
the drug. We showed that in these regions the
tolerance to drug-induced damage is rising faster
than the damage itself, which, in turn, leads the
cells to acquire drug resistance.

While the concept of a tissue sanctuary has
previously been reported in cancer biology, it
was mostly used in reference to metastatic brain
sanctuaries that arise due to the blood brain bar-
rier [48, 56] and bone marrow sanctuaries that
arise due to their protective structure [12, 41].
Recently, this concept of drug sanctuaries has
been adopted in the context of acquired drug
resistance [15]. In this work the authors argued
that, in contrast to the belief that the development
of resistance is caused by genetic heterogeneity,
spatial heterogeneity in drug concentrations can
be a driving force in the emergence of drug re-
sistance. They showed that resistance is likely to
arise in cells found in sanctuaries with poor drug
penetration, and later these cells can invade non-
sanctuary compartments. They also suggested
that cell migration may be pivotal to this process,
and that a certain combination of cell migration
rate and spatial heterogeneity level can acceler-
ate the development of resistance. Although our
model does not include migration, the fact that
resistance arises in low-drug sanctuaries and can
later result in resistance in high-drug regions is
consistent with our findings.

The concept of dormant persister tumor cell
phenotype has been reported experimentally [23,
50, 57, 60], though not in hypoxic niches. In in
vitro experiments, dormant persister tumor cells
were able to survive treatment for a long time
before gaining the ability to grow and proliferate
in the presence of drug. Moreover, the surviving
clones acquired various drug-induced resistance
mechanisms. This has an important clinical appli-
cation. The fact that they can survive in treatment
for a prolonged time and develop various forms of
resistance indicates that novel approaches should
be developed towards exploiting vulnerabilities
of such drug-tolerant persister cells. If such per-

sister cells are not removed or suppressed, the
typical anti-cancer chemotherapy will lead to the
emergence of heterogeneously resistant persister-
derived clones instead of leading to tumor eradi-
cation.

8.8 Summary and Outlook

The work presented in this chapter is a more de-
tailed analysis of one particular example from the
model developed by us in [16]. We considered a
tumor with a parameter �death (defining how cell
tolerance to drug-induced damage is changing)
equal to 9.5 � 10�5, which we previously showed
to be in a parameter regime that results in the
emergence of a drug resistant tumor. As first dis-
covered in [16] and detailed here, hypoxic niches
and low drug sanctuaries play a very important
role in the dynamics of acquired drug resistance.

However, in [16] we also showed that the
microenvironment plays a less significant role in
the tumor dynamics when resistance to the drug is
pre-existing. In the pre-existing resistance case, a
certain (small) population of tumor cells was not
responsive to the drug even before the treatment
was applied. We demonstrated that a simplified,
spatially-invariant version of this model can pre-
dict long-term tumor response (tumor eradica-
tion, survival of only drug resistant clones, com-
plete treatment failure) when resistance is pre-
existing, indicating that the spatial (microenvi-
ronmental) considerations are not a key driving
force in long-term dynamics. This occurs because
the inherent fitness advantage that the cells with
pre-existing resistance possess in the presence of
drug can dominate (in the long-term) over any
spatial considerations. In contrast for the acquired
resistance case, the dynamics predicted by the
spatially-invariant model are vastly different than
those predicted by the full spatial model [16].
These differences point to the key role of niches
and sanctuaries in treatment dynamics when drug
resistance is acquired.

It is worth noting that in the recent years, var-
ious mathematical approaches have been devel-
oped to model drug resistance. Most of them deal
with resistance on a whole tumor cell population
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level and they usually do not incorporate any
components of tumor microenvironment. If the
microenvironment is incorporated, it is typically
treated as a homogeneous medium. Some excel-
lent overviews of such methods can be found
in [7, 13, 29, 30, 34, 54], and in our previous
publications [16, 59]. There are only a few math-
ematical models that deal with microenvironmen-
tal heterogeneity in the context of chemotherapy
and drug resistance, using either agent-based ap-
proaches [42, 52, 53, 61] or continuous equations
[22, 26, 35, 37].

There is also an increasing interest in devel-
oping experimental and computational methods,
to predict a tumor’s potential for drug resistance
before it emerges. We recently postulated a con-
cept of Virtual Clinical Trials to assess tumor
chemoresistance based on patient-specific biopsy
data and computer simulations of therapeutic
treatments [58]. While it is difficult and costly
to perform extensive scheduling experiments in a
laboratory, it is relatively easy and inexpensive to
run large numbers of computational simulations
to test various dosing and timing schedules of
mono- and multi-drug therapies. Of particular
interest is whether a specifically designed treat-
ment schedules would be able to prevent or de-
lay the development of acquired drug resistance.
Moreover, following findings described in this
chapter, it is of interest to investigate whether
such protocols would limit the survival or pro-
liferation of persister cells, and the development
of tissue sanctuaries. For instance, response to
various treatment protocols including maximum
tolerated dose, metronomic and fractioned, has
been studied in the model described herein. It
was found that for micrometastases that harbor
pre-existing resistant cells (up to a certain level
of resistance) and for those that can acquire
resistance in response to drug (up to a certain
rate), a small number of fractioned dose protocols
proved to be optimal in limiting (and in some
cases, preventing) the emergence of drug resistant
micrometastases [59].

While here we specifically consider drug re-
sistance in tumors, there are parallels to therapy
resistance in populations of bacterial cells [2,
32, 33]. In particular, it has been experimentally

shown that the emergence of bacterial antibiotic
resistance was accelerated in heterogeneous mi-
croenvironments [66]. Further, various strains of
bacteria were shown to possess the capability to
actively form niches to adapt to different envi-
ronments, such as changes in nutrient availability
[45]. It is also worth noting that the concept of
persister cells was first described in the context
of bacterial infections in which a small number of
antibiotic-resistant mutants survived in a dormant
non-dividing state [4, 36]. For bacteria, several
factors such as growth stage [46], anaerobic adap-
tation [24], toxin–antitoxin modules as well as a
number of genes and pathways [67], have been
identified to be linked to persister formation.

However, in contrast to bacteria, it is not
known how cancer persister cells arise. Nor is
it known how the various mechanisms of resis-
tance that have been observed experimentally can
emerge in cell colonies arising from individual
persisters. While it is likely that any adaptation
strategies of drug-tolerant mother cells are passed
along to daughter cells, why cancer persister
cells remain dormant for months and what makes
them finally leave the dormant state, has yet
to be identified. More detailed investigations at
the single cell level, such as tracking cell lin-
eages to recreate different evolutionary dynam-
ics: clonal, spatial, and pharmacological may
shed light on these aspects (subject of ongoing
work). Of particular interest is to correlate spatial
dynamics of single cells and cell populations with
the pre-existing and emerging microenvironmen-
tal niches and sanctuaries.

The importance of the microenvironment in
tumor initiation, growth, invasion and metastasis
is now well appreciated. The role that the mi-
croenvironment plays in tumors response to ther-
apies and in the development of anti-treatment re-
sistance is currently under intense investigation,
both experimentally and mathematically. In this
chapter we presented a scenario in which tumor
cells can gain drug resistance in specific microen-
vironmental conditions, namely tissue niches and
sanctuaries. However, it is still an open question
whether the tumor cells that acquired drug re-
sistance happened to reach these specific envi-
ronments, were actively adapting to these new
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conditions, or were actively engaged in microen-
vironment remodeling. Understanding the ways
in which tumor cell communities thrive in hetero-
geneous microenvironments and their strategies
for surviving under extreme stress can be used for
the development of new therapeutic treatments
that target or control these interactions instead
of directly targeting the cells themselves. This
can pave new directions for research in cancer
biology.
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9The Tumor Microenvironment
as a Barrier to Cancer Nanotherapy

Louis T. Curtis and Hermann B. Frieboes

Abstract

Although extensive research effort and resources have been dedicated to
the development of nanotherapeutics to treat cancer, few formulations have
reached clinical application. A major reason is that the large number of
parameters available to tune nanotherapy characteristics coupled with the
variability in tumor tissue precludes evaluation of complex interactions
through experimentation alone. In order to optimize the nanotechnology
design and gain further insight into these phenomena, mathematical
modeling and computational simulation have been applied to complement
empirical work. In this chapter, we discuss modeling work related to
nanotherapy and the tumor microenvironment. We first summarize the
biology underlying the dysregulated tumor microenvironment, followed
by a description of major nano-scale parameters. We then present an
overview of the mathematical modeling of cancer nanotherapy, including
evaluation of nanotherapy in multi-dimensional tumor tissue, coupling of
nanotherapy with vascular flow, modeling of nanotherapy in combination
with in vivo imaging, modeling of nanoparticle transport based on in
vitro data, modeling of vasculature-bound nanoparticles, evaluation of
nanotherapy using pharmacokinetic modeling, and modeling of nano-
based hyperthermia. We conclude that an even tighter interdisciplinary
effort between biological, material, and physical scientists is needed in
order to eventually overcome the tumor microenvironment barrier to
successful nanotherapy.
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9.1 Dysregulation of the Tumor
Microenvironment

The tumor microenvironment presents a
formidable barrier that prevents adequate trans-
port and uptake of systemically-administered
nano-scale devices as well as conventional
chemotherapeutics. Insufficient blood and
lymphatic vascularization limit access to and
from flow, and a denser-than-normal extracellular
matrix (ECM) hinders interstitial transport.
Consequently, solid tumors are typically charac-
terized by hypoxic and necrotic tissue, metabolic
waste buildup leading to an extracellular acidic
pH, and high interstitial fluid pressure (IFP) [8,
100]. Irregular tumor vasculature as well as ECM
arise from uncoordinated cellular regulation
[90], mainly due to unbalanced stimuli by
unscheduled tumor cell proliferation. Some tissue
regions may be hyper-vascularized while others
will remain hypo-vascularized. As tumor cells
typically proliferate at higher rates than vascular
endothelial cells, the vascular development is
chronically insufficient to properly maintain
the growing tissue [69]. The resulting oxygen
and nutrient gradients promote heterogeneous
cellular proliferation [38].

Cells distal from blood vessels beyond the
diffusion limit of oxygen (100 �m), with
impaired access to cell nutrients and oxygen, as
well as insufficient drainage of surrounding extra-
cellular fluid and metabolic waste, will become
quiescent (non-proliferating) in order to promote
survival. Quiescence increases cell resistance
to chemotherapeutics as well as radiotherapy
[20, 70], as it thwarts the action of cell-cycle
dependent therapeutics. Post therapy, quiescent
cells may be able to resume proliferation and
thus resume tissue growth. Under sufficiently
deteriorated conditions, these hypoxic cells will
experience unregulated cell death (necrosis) [41],
leading to spilling of toxic cellular contents
into the surrounding microenvironment. Further,
hypoxic or acidic microenvironments may render
chemotherapeutics ineffective. Even if drugs
were effective, the concentrations achieved
distal to the vasculature may be insufficient for
cytotoxicity [69].

An acidic microenvironment hinders
chemotherapeutic delivery in multiple ways [98].
The low pH stems from the excessive build-up
in the extracellular space of metabolites such as
carbonic acid and lactic acid. The vascular and
lymphatic vessels are unable to eliminate the
metabolites due to overproduction in addition to
insufficient drainage. In order to cross cellular
membranes, drugs must be in an uncharged
state. Weak bases such as doxorubicin will
become ionized in an acidic environment, which
prevents cellular uptake and diminishes overall
efficacy [62].

The IFP optimizes the flow of fluid and nutri-
ents between blood vessels and surrounding cells
[100]. In normal tissue the IFP is slightly negative
(�1 to �3 mmHg) [37], whereas in solid tumors
it can be as high as 10–30 mmHg. An elevated
IFP results from the synergistic combination of
decreased blood and lymphatic vessel function,
unbalanced osmosis, and stromal contraction [8].
The increased IFP affects therapeutic efficacy,
with a positive correlation shown between poor
prognosis and elevated IFP [16].

Solid tumors can have a significantly higher
proportion of ECM proteins than non-cancerous
tissue, resulting in decreased diffusivity of both
medium and large molecular weight proteins
through the interstitial space [69]. The ECM,
composed of various proteins (e.g. collagen,
hyaluronic acid, proteoglycans), accounts for
cell-cell and cell-matrix adhesion, cell-to-cell
communication, and tissue structural integrity.
In particular, the slightly positive charge of
collagen may attract anionic nanoparticles and
drugs, decreasing their availability to tumor
cells [87].

9.2 Nanotherapy as a Means
to Address the Tumor
Microenvironment

Nanoparticles of different materials and
properties have been devised to target drugs
more effectively to tumor tissue. In spite of
numerous efforts, only a few formulations
have reached clinical application, including
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liposomal Doxorubicin (Doxil) and albumin-
bound paclitaxel (Abraxane).

Nanoparticles targeted for cancer therapeutic
application typically include the following char-
acteristics: (i) accumulation in tumor tissue via
passive targeting, (ii) active targeting of cancer
cells, (iii) controllable drug release kinetics tai-
lored to treatment regimen or cancer type, (iv)
bypassing of intrinsic cellular resistance mech-
anisms, (v) overcoming drug pharmacokinetic
limitations, (vi) multiple drug loading, (vii) high
tunability enabling modulation of properties such
as shape, size, and surface charge, and (viii)
potential theranostic capability, i.e., with both
diagnostic and therapeutic functions.

(i) Passive targeting of nanoparticles is based
upon the observation that accumulation is
enhanced in tissue surrounding the irregu-
lar tumor vasculature due to fenestrations
of the endothelial cell layer as well as
limited lymphatic draining [36, 100]. This
phenomenon has been termed the enhanced
permeability and retention effect (EPR)
[61, 63]. As the effect is time-dependent,
simply increasing the NP circulation time
leads to higher accumulation. However,
the reticulo-endothelial system (RES), first
reported in [4], filters most of circulating
NPs out of the body. Thus, 40–50 % of
injected nanoparticles will accumulate in
the liver, 24–40 % in the spleen, and the
remainder in the lungs, kidneys, and heart.
Only 1–5 % of injected nanoparticles will
extravasate into the tumor tissue, which
can ultimately lead to therapeutic failure
due to insufficient local concentration
[45]. RES uptake can be decreased by
coating nanoparticles with polymers such
as poly(ethylene) glycol (PEG), which
has been shown to potentially double the
circulation time compared to non-coated
particles [39, 54].

(ii) By specifically targeting cancer cells, sys-
temic off target toxicity that is commonly
associated with current chemotherapeutics
can be minimized. This process is called
“active targeting.” In this case, nanopar-

ticles are chemically modified with vari-
ous surface modifications, such as proteins,
peptides, antibodies, or other compounds
that enhance uptake by the targeted cells.
For example, nanoparticles have been tar-
geted to cell surface proteins commonly
up-regulated in cancer cells, such as epi-
dermal growth factor receptor (EGFR) [14,
44, 68, 76]. As nanoparticles possess high
surface area to volume ratio due to their
small size and shape, attaching multiple
targeting ligands onto a single nanoparticle
may increase the probability of cellular in-
teractions with the targeted tissue. Adding
multiple targeting ligands, however, may
not provide a synergistic effect on targeting
capabilities and tumor accumulation [79].

(iii) NP drug release kinetics can be tailored
to treat specific disease conditions. The
kinetics depends upon several factors
including interactions between the
nanoparticle and the drug (e.g. covalent
or non-covalent linkage), nanoparticle
physiochemical properties, and the tissue
microenvironment pH. Through surface
modifications, slow and rapid release
patterns can be achieved. A common
method for analyzing drug release kinetics
is with dialysis, along with analysis by
high performance liquid chromatography
(HPLC) or UV-spectroscopy [104].

(iv) In addition to physiological factors,
cellular mechanisms can alter sensitivity
to drugs. This resistance may be intrinsic
(pre-existent in cells pre-treatment) or in-
duced by drugs (acquired post-treatment),
and in either case can be a major stumbling
block to successful chemotherapy. Cellular
mechanisms include upregulated drug
metabolism, downregulated apoptosis,
altered molecular targets, upregulation
of efflux pumps, and genetic alterations
[75]. Efflux pumps such as P-glycoprotein
are commonly associated with increased
drug resistance to multiple classes of
chemotherapeutics including doxorubicin,
vinca alkaloids, and taxols [1, 33]. In
particular, multidrug resistance (MDR)
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is a well-known mechanism through
which cancer cells acquire resistant to
multiple drugs [77]. Nanoparticles may
help to overcome some mechanisms of
cellular drug resistance. For example,
it was shown that both sensitive and
resistant cells would uptake the same
amount of doxorubicin if delivered via
nanoparticles [19]. Intracellular apoptotic
mechanisms, such as Bcl-2, which is a
protein inhibiting downstream apoptotic
pathways and is up-regulated in most
solid tumors, have also been targeted. In
particular, this resistance can be decreased
by encapsulating Bcl-2 siRNAs [6, 11,
12]. For example, liposomes containing
two different siRNAs, Bcl2-siRNA and
MRP1-siRNA, and doxorubicin have been
developed for use in MDR lung cancer
cells. Results showed effective co-delivery
of doxorubicin and siRNAs with up to 95 %
cell-death induction, with high suppression
of cellular resistance [82].

(v) The biological effect of a drug depends
highly upon its pharmacokinetic prop-
erties. Many chemotherapeutics have
substandard pharmacokinetic profiles
which limit their travel through systemic
circulation, due to characteristics such as
rapid metabolism or elimination. In par-
ticular, poorly water-soluble compounds
suffer from uncontrollable precipitation
after dosing, suboptimal dosing, lack
of dose-response proportionality, use of
harsh excipients, use of basic or acid
conditions to enhance solubility, poor
bioavailability, and patient non-compliance
due to dosing strategies [66]. Nanoparticles
can help overcome unfavorable drug
harmacokinetic properties. Nanoencapsu-
lation can help to address pharmacokinetic
shortcomings of certain drugs such as
paclitaxel, which has deficient water
solubility and high plasma protein binding
[57]. Paclitaxel is an effective FDA-
approved chemotherapeutic with potent
anti-cancer activity and relatively low
EC50, yet harsh solvents and minimal water

solubility can hinder effective delivery and
increase the risk of systemic toxicity. The
albumin-bound formulation of paclitaxel
has shown decreased systemic toxicity,
enhanced effectiveness, and increased
survival rates as well as time to disease
progress [32].

(vi) Due to a high surface area to volume
ratio, multiple targeting ligands and
therapeutic agents can be loaded onto
single nanoparticles. This can be advan-
tageous since chemotherapeutic strategies
commonly consist of two or more drugs
in combination. For example, mesoporous
silica nanoparticles were developed with
two siRNA molecules targeted to MRP1
and BCL2 mRNA as well as two anti-
cancer drugs (doxorubicin and cisplatin)
to decrease cellular resistance [91]. Using
the luteinizing hormone releasing peptide
(LHRH) as an active targeting ligand,
tumor accumulation was significantly
enhanced, as the anti-cancer agents
exhibited enhanced therapeutic effect for
the treatment of non-small cell lung cancer
(NSCLC) and the siRNA suppressed
cellular resistance to the anticancer drugs.
In another case, both hydrophilic and
hydrophobic drugs were loaded onto
the same nanoparticle by encapsulating
doxorubicin with paclitaxel or doxorubicin
with rapamycin into magnetic mesoporous
silica nanoparticles [55]. Furthermore,
by loading multiple drugs onto single
nanoparticles, patient compliance may be
improved by decreasing the number of
medicines requiring intake.

(vii) The high tunability of nanoparticles
enables their use in a variety of medical
applications. Characteristics such as con-
formational shape, maximum absorbance,
surface charge, and hydrodynamic size can
be chemically modified to modulate effi-
cacy. In particular, shape can dramatically
influence cellular uptake, while maximum
absorbance affects the efficacy of
applications such as photoacoustic imaging
and photothermal therapy. Surface charge
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impacts systemic travel and diffusion
through tissue; cationic nanoparticles
accumulate in tumor vasculature due to
electrostatic interactions, but the cationic
charge must be minimal for nanoparticles
to extravasate from vasculature [46, 93].
Neutrally charged nanoparticles diffuse
rapidly within tumor tissue as compared to
charged nanoparticles, which may interact
with extracellular proteins such as collagen
or hyaluronan [53, 87].

Nanoparticle size affects tumor-specific
accumulation and diffusion within tissue,
but the relationship is not necessarily
linearly proportional. In general, smaller
nanoparticles (10–100 nm) have enhanced
diffusivity compared to larger particles.
Liposomes ranging in size from 100 to
200 nm have enhanced tumor accumulation
compared to smaller liposomes (<100 nm)
and larger nanoparticles (>200 nm)
[95], which may be related to the EPR
effect. Further studies have analyzed the
tumor intra-tissue diffusion of very small
nanoparticles, showing that 2 and 6 nm
nanoparticles accumulate after intravenous
injection at higher concentrations than
slightly larger nanoparticles (15 nm) [40].
Both 2 and 6 nm particles were distributed
throughout the cytoplasm and nucleus
of cancer cells, while the larger 15 nm
nanoparticles were only detected in the
cytoplasm where they formed aggregates
[40].

(viii) Theranostic applications require that
nanoparticles function as imaging as well
as therapeutic agents. Magnetic resonance
imaging (MRI) has been extensively
utilized with theranostic nanoparticles.
New imaging methodologies, such as
photoacoustic imaging with multispectral
optoacoustic tomography (MSOT), have
enabled monitoring nanoparticle circula-
tion in real-time [58, 71, 92]. Recently,
theranostic nanoparticles were developed
possessing multiple modifications, includ-
ing a cytotoxic compound (c-substituted
diindolymethanes or DIM-C-pPhC6H5)

for therapeutic activity, a peptide (Cys-
Arg-Glu-Lys-Ala or CREKA) for active
targeting to lung cancer, and PEG-coating
to increase systemic circulation [74].
These particles showed a 40-fold increased
transport in tumor vasculature compared to
non-PEG and non-CREKA versions.

9.3 Mathematical Modeling
of Cancer Nanotherapy

It has been proposed that similar to the ‘ratio-
nal drug design’ concept applied in pharmaceu-
tical community studies, optimization of nano-
scale delivery systems should integrate predictive
mathematical models, in vitro assays, and in vivo
testing into a unified framework [22]. Extensive
work modeling tumor growth and angiogenesis
has been completed in recent years (see reviews
[2, 5, 7, 9, 15, 23, 24, 26, 47, 56, 67, 72, 73, 80,
81, 89, 99, 101, 102] and associated references),
with a subset of studies specifically focusing on
nanotherapy [17, 18, 22, 27, 28, 30, 31, 43,
49–52, 96, 97, 103].

9.3.1 Multi-dimensional Simulation
of Nanotherapy
in Vascularized Tumors

Traditionally, tumor growth and therapy have
been evaluated in one-dimensional systems
which can afford significant insight into complex
behavior, e.g., as in the classical work by [34,
35]. To further elucidate the role of multi-
dimensional space in nanotherapy, evaluation of
nanoparticle-based drug delivery and treatment
response in a two-dimensional spatial model
of vascularized tumor growth was pioneered in
[84] based on work by [3, 105]. The potential
efficacy of nanotherapeutics was shown to
be heavily dependent on physical transport.
The study considered very small (1–10 nm)
particles that extravasate from the vasculature and
diffuse through the interstitium as well as larger
(>100 nm) particles that remain at their location
of extravasation. The nanoparticle localization
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was assumed to be associated with fenestrations
in the leaky tumor vasculature. The simulations
showed that the nanoparticles evinced more
uniform and larger concentrations of drug over
longer periods of time compared to drug freely
administered.

The local tumor mass growth rate is described
as the divergence velocity field u of the tumor
cells [105]:

r � u D �M
n

nv
� �D

where �M is the proliferation rate, n is the oxygen
concentration, nv is the oxygen concentration in
the vasculature (representing a maximum), and
�D is the cellular death rate also dependent on
the local chemotherapeutic concentration. The
velocity is set proportional to the tumor pressure
p via Darcy-Stokes’ law [94]:

u D ��rp

where � is hydraulic conductivity obtained by
describing the tumor and extracellular matrix as
porous media.

The local concentration of drug S as a function
of the local concentration s of 1–10 nm NPs is:

S D �1 ..sv � s/ =nv/ .1 � p=pv/ • � ˜s=nv:

where �1 is the transfer rate from the vasculature,
SV is the NP concentration in the vasculature, pV

is the pressure in the vasculature, • is the indicator
function for the vasculature (1 where it exists, and
0 otherwise), and 	 is the rate of oxygen uptake
by the tumor cells.

The concentration sv of NPs in the blood is
assumed to be constant over the course of the
therapy. The NPs are capable of convecting from
the vasculature, diffusing through the tumor inter-
stitium, and entering cancer cells. The transport
of the rescaled variable s/nv is governed by an
equation analogous to the transport of oxygen
[84]:

S D v1
nv � s

nv

�
1 �

p

pv

�C

ı � 	
s

nv

Unlike the 1–10 nm NPs, the larger 100 nm NPs
have limited diffusion through the interstitium.
These NPs are modeled to remain near the neo-
vasculature and to diffuse into the tissue on a
short timescale.

The typical biphasic release of drug
from the NPs (e.g., [86]) is modeled as Ct

D1 � (Ae�’t C Be�“t) [13, 83], which can be
approximated as (1 � B) C B“t assuming that A
and ’ are parameters corresponding to the rapidly
released portion and B and “ correspond to the
slowly released portion of the fraction Ct of
released drug at time t. For the larger particles,
drug S is determined by S D �2•�˜s/nv, where
�2 is a constant flux of drug molecules into the
tissue [84].

The effect of chemotherapy on cell prolifera-
tion is described by letting N be a cell population
uniformly exposed (e.g., in vitro) to a NP concen-
tration s and to an oxygen concentration n, letting
N0 be the initial cell population and t be the time
of exposure:

log N=N0 D ��A .s=nv/ .n=nv/ t

In the study, a best case scenario was assumed
with only one clone of tumor cells, all cells being
drug-sensitive, with no host toxicity and no non-
specific NP binding.

The simulations confirmed inadequate drug
delivery in vivo compared to in vitro due to
transport limitations induced by the heteroge-
neously vascularized tumor microenvironment.
The results showed that drugs released from the
nanoparticles would be affected by the same fun-
damental transport limitations as freely adminis-
tered drug. Non-uniform drug delivery resulted
from the interaction between vasculature density,
supporting nanoparticle extravasation, and intra-
tumoral pressure, hindering vascular extravasa-
tion. The inhomogeneous oxygen and nutrient
supply to the tumor tissue coupled with the cel-
lular proliferative response further exacerbated
this non-uniformity. The simulation results addi-
tionally suggest that anti-angiogenic agents may
improve transport but could also lead to tissue
fragmentation and hence higher resistance due
to decreased access to vasculature. Limitations
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of this study included that the simulation served
as a best-case scenario, no distinction was made
between interstitial fluid pressure and tumor pres-
sure, complete disappearance of dead cells was
assumed as opposed to a slower lysis with mass
conservation, and simplified NP types were used
with no specific information on drug loading.

9.3.2 Coupling of Nanotherapy
Modeling with Vascular Flow

Interactions between the changing tumor vascu-
lature and blood flow have been evaluated by
coupling an updated version [59] of the multi-
dimensional tumor model referenced above [105]
with a more elaborate model of tumor-induced
angiogenesis [3, 64, 65]. Similar to the study in
[84], this multiscale model [60] incorporates oxy-
gen/nutrients and angiogenic factors released by
the neovasculature and tumor cells, respectively.
Now, however, the flow of fluid in the vascu-
lature, and the corresponding transport of oxy-
gen/nutrients, is hindered by hydrostatic pressure
exerted by the proliferating tumor, which in turn
applies pressure to the neovasculature and alters
the vascular flow pattern and associated shear
stress. Further, the tumor growth and vascular
network are coupled to the extracellular matrix
(ECM) to simulate the role of ECM degradation
during migration of tumor and endothelial cells.

Recently, this modeling framework [60] was
extended in [103] to incorporate interstitial
pressure and flow, a lymphatic system to
model fluid drainage, and blood vessel leakage.
Building upon this work, the microenvironment
complexities that inhibit drug transport and
internalization in tumors were analyzed in [103].
The vascular tumor growth model coupled with
a discrete angiogenesis model [3, 64, 65] was
supplemented with interstitial and lymphatic fluid
dynamics to evaluate the role of hypertensive
interstitial fluid pressure as a physical barrier
hindering extravasation of agents into tumors.
This system enables more biologically realistic
simulation of the flow and distribution of NPs
and drug molecules (collectively referred to as
“agents”) within tumor vasculature, as well as

agent extravasation and diffusion through tumor
tissue.

Blood flow is modeled using a generalized
Poiseuille’s law [29]:

Qqp D
�R4qp

�
Pvq � Pvp

�

8�apparentL

where Qqp is the blood flow from vessel node
q to a neighboring node p, Rqp is the radius of
the vessel segment between q and p, �apparent is
the apparent plasma viscosity, Pvq and Pvp are
the corresponding blood pressures. The transcap-
illary fluid flux is modeled by Starling’s law [29]:

OV D KVf SV
�
PV � Pf � ! .�V � �i/

�

where KVf is vascular hydraulic conductivity,
SV is the summation of all half-vessel segment
surface areas connecting to neighboring vessel
nodes, PV is blood pressure, Pf is interstitial
fluid pressure, ! is average osmotic reflection
coefficient for plasma proteins, and �V and � i are
osmotic pressures of plasma and interstitial fluid,
respectively.

Following the interstitial fluid dynamics mod-
eled in [103], Darcy’s law is used to relate the
interstitial fluid pressure and fluid flux:

vf D �KrPf

where K is the interstitial hydraulic conductivity.
Conservation of mass is applied to obtain:

r �
�
�f vf

�
D �f .Jv � JL/ � r � .�cvc/

where � f and �c are the water and cell volume
fractions, respectively, vc is the cell velocity and
JL is the lymphatic drainage, described as

JL D �fLc .Pc;L/
�
Pf � PL

�
� 1Pf>PL

where c .Pc;L/ is the lymphatic drainage capac-
ity, �fL is a constant rate and PL is the critical IFP
level below which there is no drainage. 1Pf>PL is
1 for Pf > PL and 0 for Pf � PL. The func-
tion c .Pc;L/ depends on the tumor hydrostatic
pressure Pc and the lymphatic vessel density L.
For small hydrostatic pressures Pc below a partial
collapse threshold, c .Pc;L/ increases with Pc
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and the drainage increases as hydrostatic pressure
from the cells pushes fluid into the lymphatic
vessels. When the pressure increases beyond this
threshold, the lymphatic vessels responding to the
pressure Pc begin to partially close, and c .Pc;L/
subsequently decreases, eventually reaching 0 at
a maximum threshold at which the lymphatic
vessels collapse.

This study first quantified agent availability in
the tumor after systemic injection under differ-
ent conditions of lymphatic resistance and drug
permeability. It was shown that agent availabil-
ity would increase for less permeable agents as
lymphatic resistance increases, and oppositely
will decrease for highly permeable agents. Ad-
ditionally, as shown in Fig. 9.1, different condi-
tions of interstitial and vascular hydraulic con-
ductivity lead to varied interstitial fluid pres-
sure, and consequently influencing the extrava-
sation of therapeutics into the tumor. Tumors
with elevated interstitial hydraulic conductivity
are shown to require the strongest dosage to
shrink. From these computational results, it was
concluded that normalization of the intra-tumoral
vascular and interstitial conditions could poten-
tially lead to maximized effects of chemotherapy,
in agreement with experimental and theoretical
observations [10, 42]. Normalization of only one
of these factors may be insufficient to overcome
the physical transport barriers required to achieve
optimal tumor shrinkage. Although this study
focused mainly on free drug chemotherapy, the
model framework incorporating interstitial pres-
sure, vascular flow, and a lymphatic system make
the results also applicable to the transport of
nanotherapeutics.

9.3.3 Modeling of Nanotherapy
in Combination with In Vivo
Imaging

It is actually very difficult to visualize vascu-
lature and flow of nanotherapeutics in tumors.
In [97], nanoparticle-based drug delivery sys-
tems designed to circumvent biophysical barriers
were evaluated in conjunction with intravital mi-
croscopy (IVM) data from in vivo mouse exper-

iments. The study simulated tumor response to
doxorubicin delivered via porous silicon particles
in order to evaluate how much drug per particle
and how many particles would need to be released
from the tumor vasculature in order to achieve
remission.

The model builds upon the vascularized tumor
system in [103], which describes the transport
of small molecules s such as oxygen (s D ¢) and
drug (s D D) at the point of release from the vas-
culature by quasi-steady reaction-diffusion equa-
tions. The model assumes that small molecules
are supplied by the pre-existing vasculature as
well as the neo-vasculature at rates œs

pre and
œs

neo, respectively, diffuse into the host and can-
cerous tissue with a diffusion coefficient Ds, are
uptaken both by the normal cells (with a rate
œs

tissue) and tumor cells (œs
tumor in the prolifer-

ating region and qs in the hypoxic region), and
decay (with a rate œs

N) in the necrotic regions.
The transport equations are:

0Dr � .Dsrs/��s.s/sC�s
ev .x; t; 1vessel; p; s; h/

�s D

8
ˆ̂
<

ˆ̂:

�s
tissue outside �
�S

tumor in �P

qs.s/ in �H

�s
N in �N

where x is position in space, t is time, p is
the tumor (solid) pressure, h is the hematocrit
in the neo-vascular network related to oxygen
extravasation, and qs is a smooth interpolating
function. The extravasation is modulated by the
extra-vascular interstitial pressure pi scaled by the
effective pressure pe, with kpi representing the
weight of the small molecule convective transport
component:

�
ev D �



ev1vessel .x; t/
�

h

HD
� hmin

�C

�

�
1 � kpi

pi

pe

�
.1 � 
/

�D
ev D �

D
ev1vessel .x; t/

�
1 � kpi

pi

pe

�

�

�
Ct

CD
� Cmin � D

�
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Fig. 9.1 Tumor vasculature, IFP and drug distribution
immediately after injection on day 18 after tumor in-
ception. Red: Viable (proliferating) tissue; blue: hypoxic
(quiescent) tissue; brown: necrotic (dead) tissue. Existing
capillary network is denoted by regularly spaced grid
(brown), with vessels induced by angiogenesis shown as
irregular lines growing towards the hypoxic tumor regions
which act as a source of angiogenic stimuli. Normal tissue
(not shown) surrounds the lesion. Each panel represents
2�2 mm2. A pressure gradient is imposed on the domain
boundary, 3750 Pa s at the lower left and 3000 Pas at the
upper right, linearly decreasing between the two corners.
Chemotherapy was simulated via constant injection of
a generic macromolecule drug for 5 days. The tumor
with elevated tumor interstitial hydraulic conductivity has
a broad base plateau profile of IFP (column 2, row 2)
whereas the IFP with elevated tumor vascular hydraulic
conductivity (column 3) is more hypertensive compared to

the control (column 1) due to excessive fluid extravasation.
The broad base plateau profile contributes to a larger
elevated IFP area and fluid flow away from the tumor.
This decreases the drug concentration in and near the
tumor (column 2) while the plateau profile itself makes the
drug distribution more uniform inside the tumor compared
to the control (column 2). Excessive fluid extravasation
by an elevated tumor vascular hydraulic conductivity
contributes to higher drug extravasation, thus increasing
the concentration in the interstitium (column 3), but the
distribution is heterogeneous and the concentration in the
tumor remains low (though higher than the base case)
(Reprinted from Journal of Theoretical Biology, Vol. 355,
Wu et al. [103], The effect of interstitial pressure on thera-
peutic agent transport: Coupling with the tumor blood and
lymphatic vascular systems, Page 203, Copyright (2014),
with permission from Elsevier)
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Fig. 9.2 Simulation results of tumor inhibition based on
different values of initial local drug concentration CD

achieved by intra-vascularly administered NPs, illustrat-
ing a nonlinear relationship between drug concentration

and tumor regression. Reprinted from van de Ven et al.
[97], AIP Advances, Vol. 2, p. 11208, (2012); used in
accordance with the Creative Commons Attribution 3.0
Unported License

where �
s
ev is the constant transfer rate from

tumor-induced and pre-existing vasculatre,
and 1 is the vessel characteristic function. The
constants hmin and HD represent the minimum
and normal blood hematocrit required for oxygen
extravasation, respectively. Drug release is
assumed to follow C t D CD e�’t, where the decay
’ was estimated from the experiments. The drug
is assumed to only affect proliferating cells when
the level is above a threshold Tdrug. The effect of
the drug is included into the proliferation term �p,
where �effect is a rescaling factor (units of effect
per drug concentration), CD rescales the drug
concentration D, and A is the natural apoptosis
rate:

�p D 

�
1 � �effectCD1D > Tdrug

�
� A;

which in turn determines the tumor growth veloc-
ity: r � u D �p.

Simulations were run to determine an initial
concentration of drug CD to achieve an average
50 % tumor size remission (the “IC50”). This
defines the number of NPs per volume as
well as the drug per NP required to achieve
this remission. Based on the experimentally

measured IC50 for BL16-B6 murine melanoma
cells in vitro, the simulations predicted that
approximately 0.5–50 mg doxorubicin in 	10
billion silicon particles would be needed intra-
tumorally. The modeling further showed that
therapy-induced cell death is not necessarily
linearly proportional to the concentration of drug
delivered by the nanoparticles. A saturation
phenomenon occurs in which increasing the
amount of drug leads to a correspondingly
smaller increase in the death effect (Fig. 9.2).

It is expected that drug concentration fol-
lowing an initial burst release from NPs would
be insufficient to induce death for cells farther
removed from the vasculature [48, 78]. However,
tumor remission begins to level off after several
days of treatment even when subjected to contin-
uous drug release. Consequently, the relationship
between tumor regression (as measured by the
tumor radius) and the initial local drug concen-
tration is nonlinear. This saturation effect has
been observed in previous studies [88], where an
increase in drug concentration is not necessarily
linearly proportional to the death effect. One
reason is that cell death and removal is a much
slower process (typically 6–12 h) compared to
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drug penetration and decay modulated by trans-
port barriers imposed by under-vascularization
and tissue density [85]. Another reason may be
attributed to the complex interaction between het-
erogeneities in the vascular and tumor structures,
which constrain the transport of drug release
from the nanoparticles. As tumor cells undergo
apoptosis, additional regions of inadequate drug
penetration may be created. Thus, simply deliver-
ing more nanoparticles or more drug per particle
in a single injection may not necessarily provide
improved response. This work suggests that op-
timal nanotherapy requires a strategy combining
both experimental and mathematical modeling
in order to overcome tumor microenvironment
induced barriers.

In [31], optimal combinations of size, shape,
and surface functionalization were studied to
maximize nanovector localization within dis-
eased microvasculature. The approach combines
IVM, multiscale mathematical modeling, and in
vitro assays. The IVM provides a quantitative
assessment of microvascular phenomena in real-
time, enabling the acquisition of data pertaining
to the geometry, permeability, and hemodynamic
conditions of the vascular network in animal
models. An in vitro parallel plate flow chamber
system enabled the quantitative adhesive
properties of nanovectors to be measured.
Using an external pumping system, NPs were
flown through the apparatus, and their adhesive
dynamics to the bottom cell layer were analyzed
over time using fluorescence microscopy. The
results of the mathematical modeling in terms of
concentration of adhering and flowing NPs could
be used to validate and improve upon the in vitro
and in vivo experiments. The end goal of this
approach is to identify efficacious nanovector
properties for optimal tumor delivery as well
as reduce the time and costs required for future
optimization.

In [96], IVM was utilized to simultaneously
acquire vascular perfusion information on breast
cancer tumor xenografts in mice in conjunction
with nanoparticle accumulation kinetics. In
simplifying the analysis of heterogeneous
perfusion measurements, a modeling framework
was developed using a fuzzy c-means classifier

to rank tumors. The ranking was based on two
features identified through IVM observation
of the vascular perfusion, namely the time to
arterial peak and the venous delay. This ranking
would not require underlying assumptions
about the tissue structure, function, or internal
heterogeneity. The rankings were then correlated
inversely with experimental nanoparticle
accumulation measurements, thus allowing for
estimation of NP delivery into tumor tissue based
on the perfusion rankings. The methodology was
proposed to be applicable to study a variety
of nanoparticles targeted in different tumor
models.

9.3.4 Modeling of Nanoparticle
Transport Based on In Vitro
Data

The hypothesis that NP diffusive transport
and spatial distribution in solid tumors can be
predicted using mathematical models based
on experimentally derived parameters was
tested in [30] with pharynx FaDu cells using
three different formulations: negatively charged
polystyrene beads, near-neutral liposomes, and
positively charged liposomes, with respective
diameter of 20, 110, and 130 nm. The applied
methodology consisted of five steps:

1. Develop a model for diffusive flux in 3-
dimensional tumor interstitium, which is
determined by several concentration and time-
dependent processes including NP binding
and internalization in cells.

2. Obtain model parameters for nanoparticle dif-
fusivity, binding, and internalization from ex-
periments with 2D monolayer cell culture.

3. Perform in silico studies to simulate NP diffu-
sive transport in 3D tumor interstitium.

4. Experimentally determine the concentration-
depth profiles of fluorescently-labeled NP in
3D tumor cell spheroids at three initial NP
concentrations and three treatment times.

5. Evaluate model performance by comparison
of in silico and in vitro diffusion profile
studies.
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The study of effect of treatment time used
a fixed initial NP concentration (18.8 nM for
polystyrene beads, 1.13 nM for HSPC liposomes,
0.55 nM for C20-5 liposomes). The evaluation of
effect of initial NP concentration used a single
treatment time (5 h for beads, 6 h for both
liposomes). The results compared the model-
simulated NP spatial distribution to experimen-
tally observed data. The model was shown to be
predictive of 3D transport in spheroids for the
neutral and negative liposomal NPs with greater
than 90 % accuracy, but not for the positive lipo-
somal NPs. The study additionally showed the
limited penetration of NPs in FaDu spheroids.
This may be partly due to the limited diffu-
sive transport of nanoparticles, the binding of
nanoparticles to cells, and the presence of tight
cell packing creating a barrier to diffusion. As
complex and as accurate as this approach was
shown to be, numerous improvements and po-
tential limitations were noted. For example, the
model did not consider convection, charge ef-
fects, efflux from cells, effect of NP shape, non-
saturable binding of NPs, and heterogeneous tu-
mor interstitium. The approach shows promise
for further development and refinement of such
predictive methods.

An interdisciplinary experimental/ computa-
tional modeling approach to evaluate diffusive
transport of drug-loaded gold nanoparticles
in heterogeneously-vascularized tumors was
proposed in [17]. Gold nanoparticles with
two or three layer formulations to enhance
tumor tissue uptake and diffusivity, and loaded
with either cisplatin (a hydrophilic drug) or
paclitaxel (a hydrophobic drug), were evaluated
for size, surface properties, release profiles
of loaded drug, and cytotoxicity in non-small
cell lung cancer (NSCLC) cell lines and in
3D spheroid cell culture. The cytotoxicity
experiments demonstrated increased efficacy of
the layered formulations over free drug, and
confirmed the increased resistance conferred
by the hypovascularized microenvironment
in 3D cell culture. In silico analysis using
computer simulations was applied to project
the efficacy of these NP formulations in an in
vivo vascularized environment. The simulations

were calibrated to the in vitro data using the
drug release profiles and cytotoxicity results.
The mathematical equations for nanoparticle
transport built upon the studies performed in
[97], while the vascularized tumor component
including vascular flow is based on [103]. The
drug G is released at the location of extravasated
nanoparticles and diffuses through the tissue with
a coefficient DG. The uptake by tumor and normal
cells and the wash-out from the interstitial space
are included as a combined effect in the rate
�

G
decay, which reflects the drug half-life:

@G

@t
D r � .DGrG/C �G

release .t; s/ � �
G
decayG

where the drug release �G
releasefrom the nanopar-

ticles is �G
release D sCG

t . The release CG
t in

time is fitted to follow the profile experimentally
observed for cisplatin or paclitaxel obtained in
[25]. Locally, the drug release rate thus combines
the effect of the nanoparticle concentration and
the drug release profile.

The simulated injection of paclitaxel-loaded
nanoparticles and the subsequent drug release are
illustrated in Fig. 9.3. Over time, the drug con-
centration in the interstitium reaches a maximum
around 12 h after treatment due to the steady re-
lease of drug from the NPs, followed by drug and
NP washout. Figure 9.4 shows the response of the
vascularized tumor to each potential treatment.
The results highlight the importance of steady
release and longer bioavailability of drug for
effective response. Although the results were not
verified in vivo, the application of computational
modeling to evaluate drug-loaded gold nanopar-
ticle performance based on dosage and tissue
transport characteristics offers the possibility to
guide the design of such systems with tumor-
specific data.

9.3.5 Modeling
of Vasculature-Bound
Nanoparticles

NPs targeted to the tumor vasculature (instead
of the tumor cells) provide a means for anti-
tumor and anti-angiogenic therapy as well as



Fig. 9.3 Simulated treatment with paclitaxel-loaded
three-layer gold nanoparticles (colors as in Fig. 9.1).
Initially (at 3.6 h), the nanoparticle concentration is very
high while the drug concentration is low. Over the course
of 24 h, the nanoparticles wash out of the interstitium with
the drug concentration actually peaking at �12 h post
injection. During this process, the tumor lesion begins to

shrink as a result of the drug effect. Vascular flow is from
lower left to upper right for each panel (Reprinted from
Curtis et al. [17]: Curtis LT et al. (2016) An interdisci-
plinary computational/experimental approach to evaluate
drug-loaded gold nanoparticle tumor cytotoxicity, with
permission from Nanomedicine (Lond.) as agreed by
Future Medicine Ltd.)
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Fig. 9.4 Simulated change in vascularized tumor lesion
radius after treatment with drug-loaded gold nanopar-
ticles. Solid line: untreated (control) tumor; dashed:
cisplatin-treated lesion; dotted: paclitaxel-treated lesion.
The paclitaxel system achieved a 41.3 % decrease in
lesion radius compared to the untreated control by 250 h

post injection, while cisplatin attained a 9.5 % decrease
(Reprinted from Curtis et al. [17]: Curtis LT et al.
(2016) An interdisciplinary computational/experimental
approach to evaluate drug-loaded gold nanoparticle tumor
cytotoxicity, with permission from Nanomedicine (Lond.)
as agreed by Future Medicine Ltd.)

cancer detection and imaging. The clinical appli-
cation of this concept has been limited because
of the complex interplay of tumor, drug, and NP
parameters. The NP vascular affinity, a critical
factor in this scheme, is a function of vascular
receptor expression and NP size and surface-
bound ligand density. Building upon the vascu-
larized tumor growth model presented in [103],
a computational model was developed in [28] to
study the accumulation of vasculature-bound NPs
in order to help elucidate the interplay between
NP distribution and accumulation as a function
of NP vascular affinity, size, and drug loading
and release characteristics. The tumor response
to drug released from such as system was eval-
uated in [18] by coupling with the nanotherapy
model from [97]. The NPs are represented to be
functionalized with surface-bound ligands target-
ing specific vascular endothelial receptors of the
tumor lesions. The particle number N attached in
each vessel segment is described by [21]:

N .d;Ru; Su/ D Su˛dı1 exp
�

� ˇ
�
1C 
dı2

�
Srtu

�

where the shear rate is Srtu D 4Qu/pRu
3 and Qu

is the flow rate. The parameters ˛, ˇ, and 


are respectively proportional to [28]: (i) the sur-
face density of receptors on endothelial cells
and ligands on the NP, and the ligand-receptor
affinity under zero external force; (ii) the charac-
teristic length scale of the ligand-receptor bond
and the viscosity of fluid; (iii) the inverse of
the surface density of receptors. The values of
˛; ˇ; 
 are varied to modulate the NP affinity for
the vascular endothelial cell receptors. Following
this equation, the particle concentrations in the
blood and on the vessel surface are quantified
by mass conservation equations in the vessels
and on the vessel surface between neighboring
nodes [28].

In Fig. 9.5, tumor radius, blood area frac-
tion, average vascular flow rate, and average wall
shear rate are shown for both the neovascula-
ture and pre-existing vasculature [28]. The tumor
shows overall a 30-fold increase in radius over
the course of 24 days. The blood area fraction
is introduced as the ratio between the total area
covered by the vessel network and the tumor
area in a cross section. Interestingly, for the new
vascular network originating with the tumor, the
blood area fraction grows with time reaching a
value close to 0.6 at 24 days, implying that more
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Fig. 9.5 Simulated tumor and vasculature growth pre-
sented as a function of the number of days post tumor
inception. (a) Tumor radius; (b) blood area fraction, de-
fined as ratio of the vasculature to the tumor area, (c)
average vascular flow rate; and (d) average wall shear
rate. In (c) and (d), bars denote SEM (standard error of
the mean) values estimated over the number of vessel

segments in the tumor area (Reprinted with permission
from [28]: Frieboes HB et al. (2013) A computational
model for predicting nanoparticle accumulation in tumor
vasculature. PloS ONE 8 (2):e56876. doi:10.1371/jour-
nal.pone.0056876; used in accordance with Creative Com-
mons Attribution (CC BY) license)

than 50 % of the tumor cross section is covered by
blood vessels. On the other hand, the blood area
fraction for the pre-existing vasculature holds
steady over time, being always smaller than 10 %.
Additionally, for the pre-existing vessels, little
variation in flow rate and shear rate are observed
over the 24 days. Differently, these two hydro-
dynamic parameters change dramatically for the
neovasculature starting from the avascular phase
of the tumor during the rapid growth over the first
10 days. These values are comparable with those
observed for the pre-existing vasculature, imply-
ing that after 10 days the tumor neovasculature is
fully functional.

Systemic injection of NPs was simulated and
particle fraction adhering per tumor area was

quantified (Fig. 9.6) over the period of tumor
growth evaluated in Fig. 9.5. The total fraction of
adhering NPs is shown to be not only dependent
on the dynamic tumor vascular characteristics,
but also on the NP parameters ’, “, and NP diam-
eter d. The variation in the fraction of adhering
NPs presents a complex and interesting behav-
ior (Fig. 9.6 – bottom row). For ’D 1012 m�2,
the accumulation of the 100 nm particles grows
rapidly over the first 10 days and then decreases
slowly up to 24 days. Differently, for the 600
and 1000 nm particles, the fraction of adhering
particles reaches a maximum at about 10 days
and then decreases rapidly to almost zero up to
24 days. These results emphasize the importance
of properly modulating the size of the NPs with

http://dx.doi.org/10.1371/journal.pone.0056876
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Fig. 9.6 Fraction of injected NPs adhering firmly at the
blood vessel walls per tumor area (mm2) as a function of
the tumor development stage (days post tumor inception)
for a range of magnitudes of the NP parameters ’ and
“ (Reprinted with permission from [28]: Frieboes HB et

al. (2013) A computational model for predicting nanopar-
ticle accumulation in tumor vasculature. PloS ONE 8
(2):e56876. doi:10.1371/journal.pone.0056876; used in
accordance with Creative Commons Attribution (CC BY)
license)

respect to the NP vascular affinity as well as
the stage of the tumor growth in order to foster
tumoritropic accumulation and a more uniform
distribution of the NPs.

Building upon this study, scenarios of variable
NP vascular affinity and diameter were further
simulated in [18] in order to evaluate how these
characteristics affect both the heterogeneities of
drug distribution from drug-loaded NPs as well
as the tumor response to the released drug. It
was assumed that the initial NP drug loaded is
linearly proportional to the diameter d, and that
the release rate �G

release in time is proportional to
the square root of this diameter:

�G
release D kCpS

p
d

where k is a proportionality constant describing
the drug release and CpS is the local NP con-

centration on the vessel surface [28]. Following
[103], it is assumed that the net proliferation rate
�P of the tumor is proportional to the amount
of oxygen and nutrients present. This rate is
modulated by the effect of the drug, �effect:

�P D

8
ˆ̂̂
<

ˆ̂̂
:

0 outside �

�M

�
1 � �effectD

�
� �A in �P

0 in �H

� �N in �N

In order to simulate the typically cell-cycle de-
pendent effects of chemotherapeutic drugs (e.g.,
as is the case with paclitaxel), the drug is assumed
to only act upon proliferating cells. The term
�effect is the rate of drug-induced cell death, D
is the local drug concentration, �M is the mitosis
rate, �A is the apoptosis rate, and �N is the rate
of volume loss in the necrotic regions assuming

http://dx.doi.org/10.1371/journal.pone.0056876
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Fig. 9.7 Distribution of drug released by NPs 24 h after
NP injection (colors as in Fig. 9.1). Vascular flow is from
lower left to upper right in each panel. Drug concentra-
tion is in dimensionless units, with the maximum drug
concentration decreasing about an order of magnitude for
each 102 decrease in ’ (Reprinted with permission from

[18]: Curtis LT et al. (2015) Computational Modeling
of Tumor Response to Drug Release from Vasculature-
Bound Nanoparticles. PloS ONE 10(12):e0144888; used
in accordance with Creative Commons Attribution (CC
BY) license)

that cellular debris is constantly degraded and the
resulting fluid is removed. When �effectD � 1, the
net proliferation is reduced, and when �effectD > 1,
cell death is introduced and contributes to tumor
regression.

As was shown in [28], immediately after injec-
tion the NPs distribute more uniformly through-
out the vasculature when their affinity, primarily
determined by the parameter ’, is lower, but
the maximum concentration is significantly de-
creased with lower ’ (	102 lower for each 102

decrease in ’). For the same value of ’, however,
the maximum NP concentration increases with
larger size. For the 600 and 1000 nm diameters,
the NP vascular accumulation is highly hetero-

geneous. For ’D 1012 m�2, the NPs accumulate
preferentially at the periphery of the tumor (at the
vascular inflow side) as a result of high affinity for
the neovasculature. Figure 9.7 illustrates the drug
distribution as a function of NP diameter and the
parameter ’, proportional to the adhesive strength
of NPs to the vasculature [18]. These results
emphasize how excessively high vascular affinity
can lead to NP distribution at the periphery of
the tumor with poor homogeneous penetration
throughout, leading to lower intra-tumor drug
concentrations and poorly-effective treatments.

Additionally, the study in [18] quantified the
tumor response to NP adherence, with the overall
effectiveness of the drug represented as 1=�IC50,
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Fig. 9.8 Relative efficacy of all treatments types (three
levels of parameter ˛, three levels of NP diameter d).
Relative efficacy (non-dimensional value) is measured as
1=�IC50, with �IC50 being the rate of drug-induced death
necessary to reduce the tumor to 50 % of its original size.
A larger value of 1=�IC50 thus denotes more effective

treatment (Reprinted with permission from [18]: Curtis LT
et al. (2015) Computational Modeling of Tumor Response
to Drug Release from Vasculature-Bound Nanoparticles.
PloS ONE 10(12):e0144888; used in accordance with
Creative Commons Attribution (CC BY) license)

where �IC50 D �effect for 50 % tumor remission.
The results in Fig. 9.8 show that although larger
NP have greater drug loading, drug release rates,
and higher maximal adherence in tissue, they do
not necessarily correspond to highest treatment
efficacy. For the lowest and medium affinities
(’D 108 and ’D 1010, respectively), larger NP
diameters yielded increased efficacy. The small-
est diameter (100 nm) performed best at the
highest affinity, while the two larger diameters
(600 and 1000 nm) were most efficacious with the
medium affinity. Regardless of NP size, efficacy
was superior for medium than for lowest affin-
ity. This trend was reversed for highest affinity,
for which an increased NP diameter decreased
the treatment efficacy due to lower uptake of
larger NPs. All NPs were less effective than at
higher affinities at the lowest affinity (’D 108).
These results indicate that effective nanother-
apy requires a delicate balance between vascular

affinity and NP diameter dependent upon the
stage of tumor development and vascularity.

9.3.6 Evaluation of Nanotherapy
Using Pharmacokinetic
Modeling

Physiologically based pharmacokinetic modeling
(PBPK) has been employed to seek improvement
of efficacy of pharmacological agents [49],
including recently for nanotherapeutics. These
models are designed to study the absorption,
distribution, metabolism, and excretion (ADME)
of small agents such as drugs or nanoparticles,
and enable interspecies extrapolation from
animal data to humans. PBPK models organize
individual organs or tissues of an anatomical
structure as separate compartments, where each
compartment is interconnected through mass
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Fig. 9.9 Diagrams and
equations for a blood
flow-limited tissue (upper
panel) and a
membrane-limited tissue
with the vascular
membrane as the limiting
membrane (bottom panel).
C D concentration;
CL D clearance;
R D tissue-to-plasma
partition coefficient;
Q D blood flow;
V D volume,
K D transportation
coefficient; subscripts ART,
VEN, P, and T indicate
arterial, venous, plasma,
and tissue, respectively. For
tissues without elimination,
the CL will be zero
(Reprinted with permission
from [49]: Li et al.,
Physiologically based
pharmacokinetic modeling
of nanoparticles. ACS
Nano 4 (11):6303–6317.
Copyright (2010)
American Chemical
Society)

transport. Time-dependent concentrations of
drugs and metabolites in these compartments are
described by mathematical equations. Traditional
pharmacokinetic models cannot provide mass-
time profiles of individual tissues and organs.
An example of PBPK modeling of transport
mechanisms is shown in Fig. 9.9 [49]. The blood
flow-limited model assumes that every organ is
a well-stirred compartment and that nanoparticle
distribution between blood and tissue instantly
reaches equilibrium. This means that the only
limiting factor in the transportation between
blood and tissue is the blood flow rate. For
membrane-limited models, it is assumed that
transportation between blood and tissue is limited
by permeability of the blood capillary membrane
or tissue cell membrane [51].

PBPK modeling has been successfully ap-
plied to therapeutic agents for over 30 years, and
more recently to the modeling of nanotherapy.
Nanoparticles differ from drugs in their absorp-
tion, distribution, metabolism, and excretion in

physiological systems. Larger nanoparticles are
involved in potentially more complex processes
such as opsonization in blood, cellular recogni-
tion and internalization, enzymatic degradation,
and property changes, which may not be relevant
to freely administered drug molecules.

Pharmacokinetic modeling was employed in
[50] to quantitatively represent and understand
in vivo behavior of nano-sized drug carriers. Us-
ing paclitaxel incorporated in poly (lactic-co-
glycolic acid) nanoparticles chemically labeled
with a fluorescence probe, the NPs were deliv-
ered to human breast cancer MCF7 cells and
the PK profiles were quantified. A mathemati-
cal model was used to describe the intracellular
PK of paclitaxel delivered by the nanoparticles.
The model accurately represented the effects of
relative factors, such as drug dose, drug-release
kinetics, and nanoparticle PK, on the PK of pa-
clitaxel delivered by the nanoparticles. In [52] a
PBPK model was developed to describe the pro-
cess of absorption, distribution, metabolism, and
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elimination of nanoparticles after intravenous,
oral, and pulmonary exposure. As with typical
PBPK models, the human body was divided into
compartments and mass-time profiles were sim-
ulated using mathematical equations describing
the inter-compartmental transport of nanoparti-
cles, assuming first order kinetics.

In [51], a physiologically based pharmacoki-
netic model was utilized to interpret the effects of
nanoparticle properties on previously published
biodistribution data for five poly(lactic-co-
glycolic) acid (PLGA) nanoparticle formulations
prepared with varied content of monomethoxy-
poly (ethyleneglycol) (mPEG) (PLGA, PLGA-
mPEG256, PLGA-mPEG153, PLGA-mPEG51,
PLGA-mPEG34) after intravenous injection
in mice. Multivariate regression analysis was
performed on the data to build the relationship
between nanoparticle properties (size, zeta
potential, and number of PEG molecules per
unit surface area) and biodistribution parameters.
Based on the experimental data collected, the
body was divided into compartments as outlined
in Fig. 9.10.

Rate equations for each compartment were
based on the principle of mass balance conserva-
tion: the net amount of nanoparticles in an organ
equals the sum of all nanoparticles that enter the
organ minus all nanoparticles that exit the organ.
This can be generalized for each separate organ
as follows [51]:

Vi
dCi

dt
D

dMi

dt
D ki

�
Cp �

Ci

Ri

�
� CLiCi

D ki

�
MP

VP
�

Mi

RiVi

�
� CLi

Mi

Vi

where Cp and Mp refer to the nanoparticle
concentration and amount in the blood, Vi,
Ci, Mi, ki, Ri, and CLi refer to the tissue
volume, nanoparticle concentration, nanoparticle
amount, diffusion coefficient, tissue–blood
partition coefficient, and excretion coefficient in
tissue i, respectively. After the parameters were
determined, the equations describing the mass-
time profiles of the five nanoparticle formulations
were solved numerically. Simulations were then
performed to analyze mass-time curves for
comparison with experimental data. This model
system simulated well the experimental results
of tissue concentration-time curves, providing
insight into the mechanisms of nanoparticle
biodistribution and the relationship between
nanoparticle properties and biodistribution.

To verify the predictive ability of the
model, characterized physicochemical properties
of PLGA-mPEG495 nanoparticles (a sixth
formulation) were used to predict biodistribution
profiles. It was found that the predicted values
for PLGA-mPEG495 were close to experimental
data for all tissues. Further applications of
this work could include nanoparticle toxicity

Fig. 9.10 Schematic diagrams of (a) membrane- limited
model and (b) blood flow-limited model. Arrows indicate
the transport of nanoparticles, with the set of transport

equations being different between the two cases (Adapted
from Li et al. [51])
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assessment, rational carrier design for drug
delivery and imaging, and data interpretation
from in vivo bioimaging/biomarker systems.

9.3.7 Modeling of Nanotherapy
Induced Hyperthermia

In contrast to the drug-related NP studies dis-
cussed so far, magnetic and gold nanoparticle-
mediated hyperthermia has also been computa-
tionally modeled, as reviewed in [43]. In this
approach, the nanoparticle itself, rather than a
nanoparticle-encapsulated drug, is the basis for
the therapy. Hyperthermia, or thermal therapy,
is a form of treatment in which the tissue is
heated, typically between 40 and 45 ıC, causing
thermally-induced tissue damage. Hyperthermia
may be applied locally or systemically to the
whole body. There are multiple possible mecha-
nisms for hyperthermia, such as ultrasound, ther-
mal chambers, laser light, or nanoparticles. As a
result of heating, a number of molecular effects
take place, including protein denaturation and the
induction of cellular apoptosis. Cancer cells are
not intrinsically more vulnerable to hyperthermia
than normal cells; however, in vivo, the typically
low pH and hypoxic tumor microenvironment
increases cell sensitivity to heat. Nanoparticle-
based hyperthermia allows concentration of the
local heat source (the nanoparticles) within the
tumor, so heat-induced damage to healthy cells
can be minimized. In addition, NP-based hy-
perthermia could potentially be combined with
chemotherapeutic delivery of drugs to take ad-
vantage of chemosensitization effects.

Computational models of tumor hyperther-
mia treatment have been developed by multiple
groups (see [43] and associated references), some
more focused on the physics of the process while
others are more focused on the therapeutic as-
pect of hyperthermia on the biological tissues.
There are several important variables and param-
eters that characterize typical models, including
nanoparticle physical properties such as material
and shape, the excitation source, tissue properties
such as bioheat transference and tissue hetero-

geneity, and nanoparticle distribution in tissue.
Current limitations include lack of consideration
of tumor heterogeneities, oversimplification of
nanoparticle accumulation and transport within
tumors, lack of experimental verification of in
silico studies integrated with in vitro and in vivo
experiments, and insufficient understanding of
the effect of nanoparticle-based hyperthermia on
chemotherapeutics. Despite these limitations, the
prospective value of computational modeling is
high, especially to help elucidate the complex and
non-intuitive interactions between thermal, drug,
NP, and tumor tissue parameters. In particular,
models could be developed for optimization of
nanoparticle properties and excitation, as well as
the assessment of therapeutic strategies tailored
to patient-specific tumors.

9.4 Conclusion

The work reviewed in this chapter shows that
the complexity of the interactions between the
typically dysregulated tumor microenvironment
and the plethora of available nanotherapy param-
eters can be more comprehensively addressed via
complementary experimental and computational
modeling efforts. The presented results illustrate
examples of recent modeling approaches. How-
ever, much more is required in order to facil-
itate the bridging of nanotechnology to cancer
clinical treatment, including a tighter a priori
coordinated integration between experiments and
computational model parameters, further devel-
opment of mathematical models capable of cap-
turing the multi-scale biophysics from the nano-
to the patient tissue-scales, and the establishment
of more uniform methods for nanotherapy design
and validation. In order to succeed, this effort
will require even more intensive interdisciplinary
collaboration and exchange between biological,
material, and physical scientists, as well as with
researchers in related disciplines. Such consider-
ations provide a realistic basis for hope that the
tumor microenvironment barrier to nanotherapy
will eventually be overcome and thus lead to
effective cancer treatments.



186 L.T. Curtis and H.B. Frieboes

References

1. Allen JD, Brinkhuis RF, van Deemter L, Wijnholds
J, Schinkel AH (2000) Extensive contribution of
the multidrug transporters P-glycoprotein and Mrp1
to basal drug resistance. Cancer Res 60(20):5761–
5766

2. Andasari V, Gerisch A, Lolas G, South AP, Chaplain
MA (2011) Mathematical modeling of cancer cell
invasion of tissue: biological insight from math-
ematical analysis and computational simulation.
J Math Biol 63(1):141–171. doi:10.1007/s00285-
010-0369-1

3. Anderson AR, Chaplain MA (1998) Continuous and
discrete mathematical models of tumor-induced an-
giogenesis. Bull Math Biol 60(5):857–899. doi:10.
1006/bulm.1998.0042

4. Aschoff L, Kiyono K (1913) Zur frage der grossen
Mononuclearen. Folia Haematol 15:383–390

5. Bachmann J, Raue A, Schilling M, Becker V, Tim-
mer J, Klingmuller U (2012) Predictive mathe-
matical models of cancer signalling pathways. J
Intern Med 271(2):155–165. doi:10.1111/j.1365-
2796.2011.02492.x

6. Beh CW, Seow WY, Wang Y, Zhang Y, Ong
ZY, Ee PLR, Yang YY (2009) Efficient deliv-
ery of Bcl-2-targeted siRNA using cationic poly-
mer nanoparticles: downregulating mRNA expres-
sion level and sensitizing cancer cells to an-
ticancer drug. Biomacromolecules 10(1):41–48.
doi:10.1021/Bm801109g

7. Byrne HM (2010) Dissecting cancer through math-
ematics: from the cell to the animal model. Nat Rev
Cancer 10(3):221–230. doi:10.1038/Nrc2808

8. Cairns R, Papandreou I, Denko N (2006) Over-
coming physiologic barriers to cancer treatment
by molecularly targeting the tumor microenviron-
ment. Mol Cancer Res 4(2):61–70. doi:10.1158/
1541-7786.mcr-06-0002

9. Chaplain MAJ (2011) Multiscale mathematical
modelling in biology and medicine. IMA J Appl
Math 76(3):371–388. doi:10.1093/imamat/hxr025

10. Chauhan VP, Jain RK (2013) Strategies for advanc-
ing cancer nanomedicine. Nat Mater 12(11):958–
962. doi:10.1038/nmat3792

11. Chen AM, Zhang M, Wei DG, Stueber D, Taratula
O, Minko T, He HX (2009) Co-delivery of dox-
orubicin and Bcl-2 siRNA by mesoporous silica
nanoparticles enhances the efficacy of chemother-
apy in multidrug-resistant cancer cells. Small
5(23):2673–2677. doi:10.1002/smll.200900621

12. Cheng D, Cao N, Chen JF, Yu XS, Shuai XT (2012)
Multifunctional nanocarrier mediated co-delivery of
doxorubicin and siRNA for synergistic enhancement
of glioma apoptosis in rat. Biomaterials 33(4):1170–
1179. doi:10.1016/j.biomaterials.2011.10.057

13. Systems CDD (1994) Drugs and the pharmaceutical
sciences, 1st edn. CRC Press/Marcel-Dekker, Inc.,
New York/Basel/Hong Kong

14. Creixell M, Bohorquez AC, Torres-Lugo M, Ri-
naldi C (2011) EGFR-targeted magnetic nanopar-
ticle heaters kill cancer cells without a percepti-
ble temperature rise. ACS Nano 5(9):7124–7129.
doi:10.1021/Nn201822b

15. Cristini V, Lowengrub J (2010) Multiscale modeling
of cancer: an integrated experimental and mathe-
matical modeling approach. Cambridge University
Press, Cambridge

16. Curti BD, Urba WJ, Alvord WG, Janik JE, Smith
JW 2nd, Madara K, Longo DL (1993) Interstitial
pressure of subcutaneous nodules in melanoma and
lymphoma patients: changes during treatment. Can-
cer Res 53(10 Suppl):2204–2207

17. Curtis LT, England CG, Wu M, Lowengrub
J, Frieboes HB (2016) An interdisciplinary
computational/experimental approach to evaluate
drug-loaded gold nanoparticle tumor cytotoxicity.
Nanomedicine (Lond) 11(3):197–216. doi:10.2217/
nnm.15.195

18. Curtis LT, Wu M, Lowengrub J, Decuzzi P, Frieboes
HB (2015) Computational modeling of tumor re-
sponse to drug release from vasculature-bound
nanoparticles. PLoS One 10(12):e0144888. doi:10.
1371/journal.pone.0144888, eCollection 2015

19. Cuvier C, Roblot-Treupel L, Millot JM, Lizard G,
Chevillard S, Manfait M, Couvreur P, Poupon MF
(1992) Doxorubicin-loaded nanospheres bypass tu-
mor cell multidrug resistance. Biochem Pharmacol
44(3):509–517. doi:10.1016/0006-2952(92)90443-
M

20. Dean M, Fojo T, Bates S (2005) Tumour stem cells
and drug resistance. Nat Rev Cancer 5(4):275–284.
doi:10.1038/nrc1590

21. Decuzzi P, Ferrari M (2006) The adhesive strength
of non-spherical particles mediated by specific in-
teractions. Biomaterials 27(30):5307–5314. doi:10.
1016/j.biomaterials.2006.05.024

22. Decuzzi P, Pasqualini R, Arap W, Ferrari M (2009)
Intravascular delivery of particulate systems: does
geometry really matter? Pharm Res 26(1):235–243.
doi:10.1007/s11095-008-9697-x

23. Deisboeck TS, Wang Z, Macklin P, Cristini V (2011)
Multiscale cancer modeling. Annu Rev Biomed Eng
13:127–155. doi:10.1146/annurev-bioeng-071910-
124729

24. Edelman LB, Eddy JA, Price ND (2010) In silico
models of cancer. Wiley Interdiscip Rev Syst Biol
Med 2(4):438–459. doi:10.1002/Wsbm.75

25. England CG, Miller MC, Kuttan A, Trent JO,
Frieboes HB (2015) Release kinetics of paclitaxel
and cisplatin from two and three layered gold
nanoparticles. Eur J Pharm Biopharm 92:120–129

26. Frieboes HB, Chaplain MA, Thompson AM, Bearer
EL, Lowengrub JS, Cristini V (2011) Physical on-
cology: a bench-to-bedside quantitative and predic-
tive approach. Cancer Res 71(2):298–302. doi:10.
1158/0008-5472.CAN-10-2676

27. Frieboes HB, Sinek JP, Nalcioglu O, Fruehauf JP,
Cristini V (2006) Nanotechnology in cancer drug

http://dx.doi.org/10.1007/s00285-010-0369-1
http://dx.doi.org/10.1007/s00285-010-0369-1
http://dx.doi.org/10.1006/bulm.1998.0042
http://dx.doi.org/10.1006/bulm.1998.0042
http://dx.doi.org/10.1111/j.1365-2796.2011.02492.x
http://dx.doi.org/10.1111/j.1365-2796.2011.02492.x
http://dx.doi.org/10.1021/Bm801109g
http://dx.doi.org/10.1038/Nrc2808
http://dx.doi.org/10.1158/1541-7786.mcr-06-0002
http://dx.doi.org/10.1158/1541-7786.mcr-06-0002
http://dx.doi.org/10.1093/imamat/hxr025
http://dx.doi.org/10.1038/nmat3792
http://dx.doi.org/10.1002/smll.200900621
http://dx.doi.org/10.1016/j.biomaterials.2011.10.057
http://dx.doi.org/10.1021/Nn201822b
http://dx.doi.org/10.2217/nnm.15.195
http://dx.doi.org/10.2217/nnm.15.195
http://dx.doi.org/10.1371/journal.pone.0144888
http://dx.doi.org/10.1371/journal.pone.0144888
http://dx.doi.org/10.1016/0006-2952(92)90443-M
http://dx.doi.org/10.1016/0006-2952(92)90443-M
http://dx.doi.org/10.1038/nrc1590
http://dx.doi.org/10.1016/j.biomaterials.2006.05.024
http://dx.doi.org/10.1016/j.biomaterials.2006.05.024
http://dx.doi.org/10.1007/s11095-008-9697-x
http://dx.doi.org/10.1146/annurev-bioeng-071910-124729
http://dx.doi.org/10.1146/annurev-bioeng-071910-124729
http://dx.doi.org/10.1002/Wsbm.75
http://dx.doi.org/10.1158/0008-5472.CAN-10-2676
http://dx.doi.org/10.1158/0008-5472.CAN-10-2676


9 Tumor Microenvironment as a Barrier to Nanotherapy 187

therapy: a biocomputational approach. In: Lee AP,
Lee LJ, Ferrari M (eds) BioMEMS and biomedical
nanotechnology. Springer, New York, pp 435–460.
doi:10.1007/978-0-387-25842-3_15

28. Frieboes HB, Wu M, Lowengrub J, Decuzzi P,
Cristini V (2013) A computational model for pre-
dicting nanoparticle accumulation in tumor vascu-
lature. PLoS One 8(2):e56876. doi:10.1371/journal.
pone.0056876

29. Fung YC (1997) Biomechanics: Circulation.
Springer, University of California, San Diego

30. Gao Y, Li M, Chen B, Shen Z, Guo P, Wientjes
MG, Au JL (2013) Predictive models of diffu-
sive nanoparticle transport in 3-dimensional tumor
cell spheroids. AAPS J 15(3):816–831. doi:10.1208/
s12248-013-9478-2

31. Godin B, Driessen WH, Proneth B, Lee SY, Srini-
vasan S, Rumbaut R, Arap W, Pasqualini R, Ferrari
M, Decuzzi P (2010) An integrated approach for
the rational design of nanovectors for biomedical
imaging and therapy. Adv Genet 69:31–64. doi:10.
1016/S0065-2660(10)69009-8

32. Gradishar WJ (2006) Albumin-bound paclitaxel: a
next-generation taxane. Expert Opin Pharmacother
7(8):1041–1053. doi:10.1517/14656566.7.8.1041

33. Grant CE, Valdimarsson G, Hipfner DR, Almquist
KC, Cole SPC, Deeley RG (1994) Overexpression
of multidrug resistance-associated protein (Mrp) in-
creases resistance to natural product drugs. Cancer
Res 54(2):357–361

34. Greenspan HP (1972) Models for the growth of a
solid tumor by diffusion. Stud Appl Math 51:317–
340

35. Greenspan HP (1976) On the growth and stability of
cell cultures and solid tumors. J Theor Biol 56:229–
242

36. Greish K (2007) Enhanced permeability and
retention of macromolecular drugs in solid tumors:
a royal gate for targeted anticancer nanomedicines.
J Drug Target 15(7-8):457–464. doi:10.1080/
10611860701539584

37. Heldin CH, Rubin K, Pietras K, Ostman A (2004)
High interstitial fluid pressure – an obstacle in can-
cer therapy. Nat Rev Cancer 4(10):806–813. doi:10.
1038/nrc1456

38. Hirst DG, Denekamp J (1979) Tumour cell prolifer-
ation in relation to the vasculature. Cell Tissue Kinet
12(1):31–42

39. Hong MH, Zhu SJ, Jiang YY, Tang GT, Pei
YY (2009) Efficient tumor targeting of hydroxy-
camptothecin loaded PEGylated niosomes modified
with transferrin. J Control Release 133(2):96–102.
doi:10.1016/j.jconrel.2008.09.005

40. Huang K, Ma H, Liu J, Huo S, Kumar A, Wei T,
Zhang X, Jin S, Gan Y, Wang PC, He S, Zhang
X, Liang XJ (2012) Size-dependent localization
and penetration of ultrasmall gold nanoparticles in
cancer cells, multicellular spheroids, and tumors
in vivo. ACS Nano 6(5):4483–4493. doi:10.1021/
nn301282m

41. Izuishi K, Kato K, Ogura T, Kinoshita T, Es-
umi H (2000) Remarkable tolerance of tumor cells
to nutrient deprivation: possible new biochemi-
cal target for cancer therapy. Cancer Res 60(21):
6201–6207

42. Jain RK (2013) Normalizing tumor microenviron-
ment to treat cancer: bench to bedside to biomarkers.
J Clin Oncol 31(17):2205–2218. doi:10.1200/JCO.
2012.46.3653

43. Kaddi CD, Phan JH, Wang MD (2013)
Computational nanomedicine: modeling of
nanoparticle-mediated hyperthermal cancer therapy.
Nanomedicine (Lond) 8(8):1323–1333. doi:10.
2217/nnm.13.117

44. Kao HW, Lin YY, Chen CC, Chi KH, Tien DC,
Hsia CC, Lin MH, Wang HE (2013) Evaluation of
EGFR-targeted radioimmuno-gold-nanoparticles as
a theranostic agent in a tumor animal model. Bioorg
Med Chem Lett 23(11):3180–3185. doi:10.1016/j.
bmcl.2013.04.002

45. Konno T, Maeda H, Iwai K, Tashiro S, Maki
S, Morinaga T, Mochinaga M, Hiraoka T,
Yokoyama I (1983) Effect of arterial administration
of high-molecular-weight anti-cancer agent
SMANCS with lipid lymphographic agent on
hepatoma – a preliminary-report. Eur J Cancer
Clin Oncol 19(8):1053–1065. doi:10.1016/0277-
5379(83)90028-7

46. Krasnici S, Werner A, Eichhorn ME, Schmitt-Sody
M, Pahernik SA, Sauer B, Schulze B, Teifel M,
Michaelis U, Naujoks K, Dellian M (2003) Effect of
the surface charge of liposomes on their uptake by
angiogenic tumor vessels. Int J Cancer 105(4):561–
567. doi:10.1002/Ijc.11108

47. Kreeger PK, Lauffenburger DA (2010) Cancer sys-
tems biology: a network modeling perspective. Car-
cinogenesis 31(1):2–8. doi:10.1093/carcin/bgp261

48. Lankelma J, Dekker H, Luque FR, Luykx S,
Hoekman K, van der Valk P, van Diest PJ,
Pinedo HM (1999) Doxorubicin gradients in
human breast cancer. Clin Cancer Res 5(7):
1703–1707

49. Li M, Al-Jamal KT, Kostarelos K, Reineke J (2010)
Physiologically based pharmacokinetic modeling of
nanoparticles. ACS Nano 4(11):6303–6317. doi:10.
1021/nn1018818

50. Li M, Czyszczon EA, Reineke JJ (2013) Delineating
intracellular pharmacokinetics of paclitaxel deliv-
ered by PLGA nanoparticles. Drug Deliv Transl Res
3(6):551–561. doi:10.1007/s13346-013-0162-y

51. Li M, Panagi Z, Avgoustakis K, Reineke J
(2012) Physiologically based pharmacokinetic
modeling of PLGA nanoparticles with varied
mPEG content. Int J Nanomedicine 7:
1345–1356

52. Li M, Reineke J (2011) Mathematical mod-
elling of nanoparticle biodistribution: extrapola-
tion among intravenous, oral and pulmonary ad-
ministration routes. Int J Nano Biomater 3(3):
222–238

http://dx.doi.org/10.1007/978-0-387-25842-3_15
http://dx.doi.org/10.1371/journal.pone.0056876
http://dx.doi.org/10.1371/journal.pone.0056876
http://dx.doi.org/10.1208/s12248-013-9478-2
http://dx.doi.org/10.1208/s12248-013-9478-2
http://dx.doi.org/10.1016/S0065-2660(10)69009-8
http://dx.doi.org/10.1016/S0065-2660(10)69009-8
http://dx.doi.org/10.1517/14656566.7.8.1041
http://dx.doi.org/10.1080/10611860701539584
http://dx.doi.org/10.1080/10611860701539584
http://dx.doi.org/10.1038/nrc1456
http://dx.doi.org/10.1038/nrc1456
http://dx.doi.org/10.1016/j.jconrel.2008.09.005
http://dx.doi.org/10.1021/nn301282m
http://dx.doi.org/10.1021/nn301282m
http://dx.doi.org/10.1200/JCO.2012.46.3653
http://dx.doi.org/10.1200/JCO.2012.46.3653
http://dx.doi.org/10.2217/nnm.13.117
http://dx.doi.org/10.2217/nnm.13.117
http://dx.doi.org/10.1016/j.bmcl.2013.04.002
http://dx.doi.org/10.1016/j.bmcl.2013.04.002
http://dx.doi.org/10.1016/0277-5379(83)90028-7
http://dx.doi.org/10.1016/0277-5379(83)90028-7
http://dx.doi.org/10.1002/Ijc.11108
http://dx.doi.org/10.1093/carcin/bgp261
http://dx.doi.org/10.1021/nn1018818
http://dx.doi.org/10.1021/nn1018818
http://dx.doi.org/10.1007/s13346-013-0162-y


188 L.T. Curtis and H.B. Frieboes

53. Lieleg O, Baumgartel RM, Bausch AR (2009)
Selective filtering of particles by the extracellu-
lar matrix: an electrostatic bandpass. Biophys J
97(6):1569–1577. doi:10.1016/j.bpj.2009.07.009

54. Litzinger DC, Buiting AMJ, Vanrooijen N,
Huang L (1994) Effect of liposome size on the
circulation time and intraorgan distribution of
amphipathic poly(ethylene glycol)-containing
liposomes. Biochim Et Biophys Acta-
Biomembranes 1190(1):99–107. doi:10.1016/
0005-2736(94)90038-8

55. Liu Q, Zhang J, Sun W, Xie QR, Xia W, Gu H (2012)
Delivering hydrophilic and hydrophobic chemother-
apeutics simultaneously by magnetic mesoporous
silica nanoparticles to inhibit cancer cells. Int J
Nanomedicine 7:999–1013. doi:10.2147/ijn.s28088

56. Lowengrub JS, Frieboes HB, Jin F, Chuang YL, Li
X, Macklin P, Wise SM, Cristini V (2010) Nonlinear
modelling of cancer: bridging the gap between cells
and tumours. Nonlinearity 23(1):R1–R9

57. Ma P, Mumper RJ (2013) Paclitaxel nano-
delivery systems: a comprehensive review. J
Nanomed Nanotechnol 4(2):1000164. doi:10.4172/
2157-7439.1000164

58. Ma R, Taruttis A, Ntziachristos V, Razansky
D (2009) Multispectral optoacoustic tomography
(MSOT) scanner for whole-body small animal
imaging. Opt Express 17(24):21414–21426

59. Macklin P, Lowengrub J (2007) Nonlinear simu-
lation of the effect of microenvironment on tumor
growth. J Theor Biol 245(4):677–704. doi:10.1016/
j.jtbi.2006.12.004

60. Macklin P, McDougall S, Anderson AR, Chaplain
MA, Cristini V, Lowengrub J (2009) Multiscale
modelling and nonlinear simulation of vascular tu-
mour growth. J Math Biol 58(4–5):765–798. doi:10.
1007/s00285-008-0216-9

61. Maeda H, Ueda M, Morinaga T, Matsumoto T
(1985) Conjugation of poly(styrene-co-maleic acid)
derivatives to the antitumor protein neocarzinos-
tatin - pronounced improvements in pharmacolog-
ical properties. J Med Chem 28(4):455–461. doi:10.
1021/Jm00382a012

62. Mahoney BP, Raghunand N, Baggett B, Gillies RJ
(2003) Tumor acidity, ion trapping and chemother-
apeutics. I. Acid pH affects the distribution of
chemotherapeutic agents in vitro. Biochem Pharma-
col 66(7):1207–1218

63. Matsumura Y, Maeda H (1986) A new
concept for macromolecular therapeutics
in cancer-chemotherapy - mechanism of
tumoritropic accumulation of proteins and the
antitumor agent smancs. Cancer Res 46(12):
6387–6392

64. McDougall SR, Anderson AR, Chaplain MA
(2006) Mathematical modelling of dynamic adap-
tive tumour-induced angiogenesis: clinical implica-
tions and therapeutic targeting strategies. J Theor
Biol 241(3):564–589. doi:10.1016/j.jtbi.2005.12.
022

65. McDougall SR, Anderson AR, Chaplain MA, Sher-
ratt JA (2002) Mathematical modelling of flow
through vascular networks: implications for tumour-
induced angiogenesis and chemotherapy strategies.
Bull Math Biol 64(4):673–702. doi:10.1006/bulm.
2002.0293

66. Merisko-Liversidge EM, Liversidge GG (2008)
Drug nanoparticles: formulating poorly water-
soluble compounds. Toxicol Pathol 36(1):43–48.
doi:10.1177/0192623307310946

67. Michor F, Liphardt J, Ferrari M, Widom J (2011)
What does physics have to do with cancer? Nat Rev
Cancer 11(9):657–670. doi:10.1038/Nrc3092

68. Milane L, Duan ZF, Amiji M (2011) Pharmacoki-
netics and biodistribution of lonidamine/paclitaxel
loaded, EGFR-targeted nanoparticles in an ortho-
topic animal model of multi-drug resistant breast
cancer. Nanomedicine 7(4):435–444. doi:10.1016/j.
nano.2010.12.009

69. Minchinton AI, Tannock IF (2006) Drug penetration
in solid tumours. Nat Rev Cancer 6(8):583–592.
doi:10.1038/nrc1893

70. Moulder JE, Rockwell S (1987) Tumor hypoxia: its
impact on cancer therapy. Cancer Metastasis Rev
5(4):313–341

71. Ntziachristos V, Razansky D (2010) Molecular
imaging by means of multispectral optoacoustic to-
mography (MSOT). Chem Rev 110(5):2783–2794.
doi:10.1021/cr9002566

72. Osborne JM, Walter A, Kershaw SK, Mirams GR,
Fletcher AG, Pathmanathan P, Gavaghan D, Jensen
OE, Maini PK, Byrne HM (2010) A hybrid approach
to multi-scale modelling of cancer. Philos Trans R
Soc A-Math Phys Eng Sci 368(1930):5013–5028.
doi:10.1098/rsta.2010.0173

73. Palladini A, Nicoletti G, Pappalardo F, Murgo A,
Grosso V, Stivani V, Ianzano ML, Antognoli A,
Croci S, Landuzzi L, De Giovanni C, Nanni P,
Motta S, Lollini PL (2010) In silico modeling and
in vivo efficacy of cancer-preventive vaccinations.
Cancer Res 70(20):7755–7763. doi:10.1158/0008-
5472.Can-10-0701

74. Patel AR, Chougule MB, Lim E, Francis KP, Safe
S, Sachdeva M (2013) Theranostic tumor hom-
ing nanocarriers for the treatment of lung cancer.
Nanomedicine. doi:10.1016/j.nano.2013.12.002

75. Patel NR, Pattni BS, Abouzeid AH, Torchilin VP
(2013) Nanopreparations to overcome multidrug
resistance in cancer. Adv Drug Deliv Rev 65(13–
14):1748–1762. doi:10.1016/j.addr.2013.08.004

76. Peng XH, Wang YQ, Huang DH, Wang YX, Shin
HJ, Chen ZJ, Spewak MB, Mao H, Wang X,
Wang Y, Chen Z, Nie SM, Shin DM (2011) Tar-
geted delivery of cisplatin to lung cancer using
ScFvEGFR-heparin-cisplatin nanoparticles. ACS
Nano 5(12):9480–9493. doi:10.1021/Nn202410f

77. Persidis A (1999) Cancer multidrug resistance. Nat
Biotechnol 17(1):94–95. doi:10.1038/5289

78. Primeau AJ, Rendon A, Hedley D, Lilge L, Tannock
IF (2005) The distribution of the anticancer drug

http://dx.doi.org/10.1016/j.bpj.2009.07.009
http://dx.doi.org/10.1016/0005-2736(94)90038-8
http://dx.doi.org/10.1016/0005-2736(94)90038-8
http://dx.doi.org/10.2147/ijn.s28088
http://dx.doi.org/10.4172/2157-7439.1000164
http://dx.doi.org/10.4172/2157-7439.1000164
http://dx.doi.org/10.1016/j.jtbi.2006.12.004
http://dx.doi.org/10.1016/j.jtbi.2006.12.004
http://dx.doi.org/10.1007/s00285-008-0216-9
http://dx.doi.org/10.1007/s00285-008-0216-9
http://dx.doi.org/10.1021/Jm00382a012
http://dx.doi.org/10.1021/Jm00382a012
http://dx.doi.org/10.1016/j.jtbi.2005.12.022
http://dx.doi.org/10.1016/j.jtbi.2005.12.022
http://dx.doi.org/10.1006/bulm.2002.0293
http://dx.doi.org/10.1006/bulm.2002.0293
http://dx.doi.org/10.1177/0192623307310946
http://dx.doi.org/10.1038/Nrc3092
http://dx.doi.org/10.1016/j.nano.2010.12.009
http://dx.doi.org/10.1016/j.nano.2010.12.009
http://dx.doi.org/10.1038/nrc1893
http://dx.doi.org/10.1021/cr9002566
http://dx.doi.org/10.1098/rsta.2010.0173
http://dx.doi.org/10.1158/0008-5472.Can-10-0701
http://dx.doi.org/10.1158/0008-5472.Can-10-0701
http://dx.doi.org/10.1016/j.nano.2013.12.002
http://dx.doi.org/10.1016/j.addr.2013.08.004
http://dx.doi.org/10.1021/Nn202410f
http://dx.doi.org/10.1038/5289


9 Tumor Microenvironment as a Barrier to Nanotherapy 189

Doxorubicin in relation to blood vessels in solid
tumors. Clin Cancer Res 11(24 Pt 1):8782–8788.
doi:10.1158/1078-0432.CCR-05-1664

79. Rangger C, Helbok A, Sosabowski J, Kremser
C, Koehler G, Prassl R, Andreae F, Virgolini IJ,
von Guggenberg E, Decristoforo C (2013) Tu-
mor targeting and imaging with dual-peptide con-
jugated multifunctional liposomal nanoparticles.
Int J Nanomedicine 8:4659–4670. doi:10.2147/Ijn.
S51927

80. Rejniak KA, Anderson ARA (2011) Hybrid models
of tumor growth. Wiley Interdisciplinary Reviews-
Systems Biology and Medicine 3(1):115–125.
doi:10.1002/Wsbm.102

81. Rejniak KA, McCawley LJ (2010) Current trends in
mathematical modeling of tumor-microenvironment
interactions: a survey of tools and applications. Exp
Biol Med 235(4):411–423. doi:10.1258/ebm.2009.
009230

82. Saad M, Garbuzenko OB, Minko T (2008) Co-
delivery of siRNA and an anticancer drug for treat-
ment of multidrug-resistant cancer. Nanomedicine
(Lond) 3(6):761–776. doi:10.2217/17435889.3.6.
761

83. Siepmann J, Göpferich A (2001) Mathematical
modeling of bioerodible, polymeric drug delivery
systems. Adv Drug Deliv Rev 48:229–247

84. Sinek J, Frieboes H, Zheng X, Cristini V
(2004) Two-dimensional chemotherapy simula-
tions demonstrate fundamental transport and tu-
mor response limitations involving nanoparticles.
Biomed Microdevices 6(4):297–309. doi:10.1023/
B:BMMD.0000048562.29657.64

85. Sinek JP, Sanga S, Zheng X, Frieboes HB, Fer-
rari M, Cristini V (2009) Predicting drug pharma-
cokinetics and effect in vascularized tumors using
computer simulation. J Math Biol 58(4–5):485–510.
doi:10.1007/s00285-008-0214-y

86. Soppimath KS, Aminabhavi TM, Kulkarni AR,
Rudzinski WE (2001) Biodegradable polymeric
nanoparticles as drug delivery devices. J Control
Release 70(1–2):1–20

87. Stylianopoulos T, Poh MZ, Insin N, Bawendi MG,
Fukumura D, Munn LL, Jain RK (2010) Diffusion
of particles in the extracellular matrix: the effect
of repulsive electrostatic interactions. Biophys J
99(5):1342–1349. doi:10.1016/j.bpj.2010.06.016

88. Sumner DD, Stevens JT (1994) Pharmacokinetic
factors influencing risk assessment: saturation of
biochemical processes and cofactor depletion. En-
viron Health Perspect 102(Suppl 11):13–22

89. Swanson KR, Rockne RC, Claridge J, Chaplain
MA, Alvord EC, Anderson ARA (2011) Quanti-
fying the role of angiogenesis in malignant pro-
gression of gliomas: in silico modeling integrates
imaging and histology. Cancer Res 71(24):7366–
7375. doi:10.1158/0008-5472.Can-11-1399

90. Szala S, Jarosz M (2011) Tumor blood
vessels. Postepy Hig Med Dosw (Online) 65:
437–446

91. Taratula O, Garbuzenko OB, Chen AM, Minko T
(2011) Innovative strategy for treatment of lung can-
cer: targeted nanotechnology-based inhalation co-
delivery of anticancer drugs and siRNA. J Drug Tar-
get 19(10):900–914. doi:10.3109/1061186x.2011.
622404

92. Taruttis A, Herzog E, Razansky D, Ntziachristos
V (2010) Real-time imaging of cardiovascular dy-
namics and circulating gold nanorods with mul-
tispectral optoacoustic tomography. Opt Express
18(19):19592–19602. doi:10.1364/oe.18.019592

93. Thurston G, McLean JW, Rizen M, Baluk P,
Haskell A, Murphy TJ, Hanahan D, McDonald
DM (1998) Cationic liposomes target angiogenic
endothelial cells in tumors and chronic inflam-
mation in mice. J Clin Invest 101(7):1401–1413.
doi:10.1172/Jci965

94. Truskey G, Yuan F, Katz D (2004) Transport phe-
nomena in biological systems. Pearson Prentice
Hall, Upper Saddle River

95. Unezaki S, Maruyama K, Hosoda J, Nagae I,
Koyanagi Y, Nakata M, Ishida O, Iwatsuru M,
Tsuchiya S (1996) Direct measurement of the ex-
travasation of polyethyleneglycol-coated liposomes
into solid tumor tissue by in vivo fluorescence mi-
croscopy. Int J Pharm 144(1):11–17. doi:10.1016/
S0378-5173(96)04674-1

96. van de Ven AL, Abdollahi B, Martinez CJ, Burey
LA, Landis MD, Chang JC, Ferrari M, Frieboes HB
(2013) Modeling of nanotherapeutics delivery based
on tumor perfusion. New J Phys 15:55004. doi:10.
1088/1367-2630/15/5/055004

97. van de Ven AL, Wu M, Lowengrub J, McDougall
SR, Chaplain MA, Cristini V, Ferrari M, Frieboes
HB (2012) Integrated intravital microscopy and
mathematical modeling to optimize nanotherapeu-
tics delivery to tumors. AIP Adv 2(1):11208. doi:10.
1063/1.3699060

98. Vandenberg AP, Wikehooley JL, Vandenbergblok
AE, Vanderzee J, Reinhold HS (1982) Tumor
pH in human mammary-carcinoma. Eur J Can-
cer Clin Oncol 18(5):457–462. doi:10.1016/0277-
5379(82)90114-6

99. Vineis P, Schatzkin A, Potter JD (2010) Mod-
els of carcinogenesis: an overview. Carcinogenesis
31(10):1703–1709. doi:10.1093/carcin/bgq087

100. Waite CL, Roth CM (2012) Nanoscale drug delivery
systems for enhanced drug penetration into solid
tumors: current progress and opportunities. Crit Rev
Biomed Eng 40(1):21–41

101. Wang Z, Butner JD, Cristini V, Deisboeck TS (2015)
Integrated PK-PD and agent-based modeling in on-
cology. J Pharmacokinet Pharmacodyn 42(2):179–
189. doi:10.1007/s10928-015-9403-7

102. Wang Z, Deisboeck TS (2014) Mathematical mod-
eling in cancer drug discovery. Drug Discov Today
19(2):145–150. doi:10.1016/j.drudis.2013.06.015

103. Wu M, Frieboes HB, Chaplain MA, McDougall
SR, Cristini V, Lowengrub J (2014) The effect of
interstitial pressure on therapeutic agent transport:

http://dx.doi.org/10.1158/1078-0432.CCR-05-1664
http://dx.doi.org/10.2147/Ijn.S51927
http://dx.doi.org/10.2147/Ijn.S51927
http://dx.doi.org/10.1002/Wsbm.102
http://dx.doi.org/10.1258/ebm.2009.009230
http://dx.doi.org/10.1258/ebm.2009.009230
http://dx.doi.org/10.2217/17435889.3.6.761
http://dx.doi.org/10.2217/17435889.3.6.761
http://dx.doi.org/10.1023/B:BMMD.0000048562.29657.64
http://dx.doi.org/10.1023/B:BMMD.0000048562.29657.64
http://dx.doi.org/10.1007/s00285-008-0214-y
http://dx.doi.org/10.1016/j.bpj.2010.06.016
http://dx.doi.org/10.1158/0008-5472.Can-11-1399
http://dx.doi.org/10.3109/1061186x.2011.622404
http://dx.doi.org/10.3109/1061186x.2011.622404
http://dx.doi.org/10.1364/oe.18.019592
http://dx.doi.org/10.1172/Jci965
http://dx.doi.org/10.1016/S0378-5173(96)04674-1
http://dx.doi.org/10.1016/S0378-5173(96)04674-1
http://dx.doi.org/10.1088/1367-2630/15/5/055004
http://dx.doi.org/10.1088/1367-2630/15/5/055004
http://dx.doi.org/10.1063/1.3699060
http://dx.doi.org/10.1063/1.3699060
http://dx.doi.org/10.1016/0277-5379(82)90114-6
http://dx.doi.org/10.1016/0277-5379(82)90114-6
http://dx.doi.org/10.1093/carcin/bgq087
http://dx.doi.org/10.1007/s10928-015-9403-7
http://dx.doi.org/10.1016/j.drudis.2013.06.015


190 L.T. Curtis and H.B. Frieboes

coupling with the tumor blood and lymphatic vascu-
lar systems. J Theor Biol 355:194–207. doi:10.1016/
j.jtbi.2014.04.012

104. Zhang Z, Feng SS (2006) Nanoparticles of
poly(lactide)/vitamin E TPGS copolymer
for cancer chemotherapy: synthesis,
formulation, characterization and in vitro

drug release. Biomaterials 27(2):262–270.
doi:10.1016/j.biomaterials.2005.05.104

105. Zheng X, Wise SM, Cristini V (2005) Nonlinear
simulation of tumor necrosis, neo-vascularization
and tissue invasion via an adaptive finite-
element/level-set method. Bull Math Biol
67(2):211–259. doi:10.1016/j.bulm.2004.08.001

http://dx.doi.org/10.1016/j.jtbi.2014.04.012
http://dx.doi.org/10.1016/j.jtbi.2014.04.012
http://dx.doi.org/10.1016/j.biomaterials.2005.05.104
http://dx.doi.org/10.1016/j.bulm.2004.08.001


10Microenvironment-Mediated
Modeling of Tumor Response
to Vascular-Targeting Drugs

Jana L. Gevertz

Abstract

The tumor-associated microvasculature is one of the key elements of the
microenvironment that helps shape, and is shaped by, tumor progression.
Given the important role of the vasculature in tumor progression, and the
fact that tumor and normal vasculature are physiologically and molecularly
distinct, much effort has gone into the development of vascular-targeting
drugs that in theory should target tumors without significant risk to
normal tissue. In this chapter, a multiscale hybrid mathematical model of
tumor-vascular interactions is presented to provide a theoretical basis for
assessing tumor response to vascular-targeting drugs. Model performance
is calibrated to quantitative clinical data on tumor response to angiogenesis
inhibitors (AIs), preclinical data on response to a cytotoxic chemotherapy,
and qualitative preclinical data on response to vascular disrupting agents
(VDAs). The calibrated model is then used to explore two questions of
clinical interest. First, the hypothesis that AIs and VDAs are complemen-
tary treatments, rather than redundant, is explored. The model predicts a
minimal increase in antitumor activity as a result of adding a VDA to an
AI treatment regimen, and in fact at times the combination can exert less
antitumor activity than stand-alone AI treatment. Second, the question
of identifying an optimal dosing strategy for treating with an AI and
a cytotoxic agent is addressed. Using a stochastic optimization scheme,
an intermittent schedule for both chemotherapy and AI administration
is identified that can eradicate the simulated tumors. We propose that
this schedule may have increased clinical antitumor activity compared to
currently used treatment protocols.
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10.1 Introduction

Solid tumors maintain their vascular needs
through a combination of co-option of existing
host blood vessels and the creation of new blood
vessels from existing ones in a process termed
angiogenesis. While a tumor can partially fill
its vascular needs through vessel co-option,
growth beyond a few millimeters in diameter
and invasion beyond the primary tumor site
requires angiogenesis [4]. Therefore, the tumor-
associated vasculature is a key component of the
microenvironment that helps shape, and is shaped
by, tumor progression.

The angiogenic process is influenced by
a broad range of pro- and anti-angiogenic
molecules, and can also be triggered by
microenvironmental cues such as hypoxia and
mechanical stress [4]. While angiogenesis is
a speedy process for directing oxygen and
nutrients to a tumor mass, the rapid nature of the
process results in significant differences between
angiogenic and normal vasculature. While the
architecture of normal tissue vasculature is
generally mature with an organized structure,
the angiogenic vasculature is typically immature,
leaky and tortuous [4]. These physiological
differences, along with the different repertoire
of proteins expressed by angiogenic vessels,
make the angiogenic vasculature and process
an exciting target for drug developers [24].
In particular, drugs that target the angiogenic
vessels or process hold the promise of interfering
with tumor growth and spread while having
limited impact on normal tissue and its associated
vasculature.

Drugs developed for this purpose are termed
vascular-targeting compounds, and they can gen-
erally be classified into one of two categories.
First, there are the angiogenesis inhibitors (AIs)

which are designed to inhibit the formation of
new blood vessels via the angiogenic process.
These drugs are expected to limit the oxygen
and nutrient supply of the tumor, and as a result
indirectly inhibit tumor growth and metastasis.
Many different aspects of the angiogenic pro-
cess have been targeted through AIs, including
inhibiting pro-angiogenic molecules, delivering
anti-angiogenic molecules, blocking angiogenic
receptors, and inhibiting the proliferation of en-
dothelial cells (ECs) that comprise blood vessels
[4, 24]. Hundreds of AIs have been or are cur-
rently undergoing clinical trial testing, and in the
United States five AIs have been approved by
the Food and Drug Administration: bevacizumab,
sorafenib, sunitinib, pazopanib, and everolimus.1

Bevacizumab (Avastin®), the first approved AI,
has resulted in increased progression free sur-
vival times for several cancer types. However,
the impacts of the drug are transient, with re-
growth typically occurring several months after
treatment [1].

The second class of vascular-targeting drugs
are the vascular disrupting agents (VDAs). These
drugs are designed to selectively target and col-
lapse the vascular structure inside of an existing
solid tumor [14, 17]. Therefore, they differ in
their mode of action from AIs, which attempt
to prevent new blood vessel formation without
targeting pre-existing vasculature. No VDAs have
been clinically approved for use in the United
States, although a number of VDAs can be found
at various stages in the clinical trial process.
A non-exhaustive list includes the microtubule
destabilizing agents derived from combretastatin
(fosbretabulin, OXI4503, ombrabulin), plinabulin
and vadimezan [19]. In vitro experiments with
tubulin binding VDAs show that they induce

1http://www.cancer.gov/about-cancer/treatment/types/
immunotherapy/angiogenesis-inhibitors-fact-sheet

http://www.cancer.gov/about-cancer/treatment/types/immunotherapy/angiogenesis-inhibitors-fact-sheet
http://www.cancer.gov/about-cancer/treatment/types/immunotherapy/angiogenesis-inhibitors-fact-sheet
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rapid changes in EC morphology that cause these
cells to retract, round and detach [17]. Preclinical
studies in animal models have shown significant
reductions in blood flow through the tumor; as
one example, vadimezan has been shown to se-
lectively decrease tumor blood flow and cause
necrosis [19]. As another, studies using fos-
bretabulin triggered death in as much as 95 % of
the tumor mass [27]. Although these preclinical
results are promising, independent of the VDA
tested a thin rim of cancer cells survive at the
tumor periphery [27], limiting the antitumor ac-
tivity of this class of drugs.

Although AIs have not achieved the promising
clinical outcomes that were initially anticipated,
and although no VDAs have received clinical
approval, there is still significant research being
conducted to determine the optimal schedules,
doses and even the combination of these vascular-
targeting drugs [20, 22]. The purpose of this
work is to demonstrate how a validated mathe-
matical model can be calibrated to predict the
efficacy of a hypothetical AI and VDA. With
such a calibrated model, we then ask a number of
questions related to drug dosing, scheduling and
combinations. Here, we particularly explore what
additional clinical benefits, if any, are achieved
through treating with a combination of an AI and
VDA. Using a stochastic optimization scheme,
we also identify an optimal dosing protocol for
treating with an AI and a standard cytotoxic
chemotherapeutic agent.

10.2 Mathematical Model of
Tumor Progression and
Treatment

The vascular microenvironment of a solid tumor
mass is highly heterogeneous. The properties of
individual tumor cells are partially dictated by
their proximity to this heterogeneous vasculature.
For these reasons we used an explicit spatial
representation of the blood vessels and a discrete
model of cancer cells to study the complex inter-
actions that occur when a solid tumor grows in a
heterogeneous vascular microenvironment [10].

Before explaining the model we have
developed in any detail, it is essential to
understand the co-option-regression-growth
experimental framework for tumor evolution
in well-vascularized microenvironments [12].
This framework hypothesizes that a growing
tumor mass co-opts the normal blood vessels
in the associated healthy tissue. These vessels
express a range of proteins that contribute to
their maturation and stabilization, including the
constitutive expression of angiopoietin-1 (Ang-
1) [16]. The process of tumor expansion then
leads to the upregulation of the antagonist of
Ang-1, angiopoietin-2 (Ang-2), in the tumor and
the surrounding microenvironment. Upregulation
of Ang-2 creates competition with Ang-1 for
binding to their target receptor, Tie-2 [12].
This competition can result in destabilization of
the vasculature. A third protein, the hypoxia-
inducible VEGF, determines vessel response
to destabilization. Not only is VEGF an anti-
apoptotic signal for blood vessel ECs, it also
promotes EC proliferation and chemotaxis
[3]. Vessels destabilized by the balance of
Ang-2 to Ang-1 can therefore survive in the
presence of VEGF, yet are marked for regression
without sufficient VEGF levels [12]. Vessel
regression in the absence of vessel growth leads
to the formation of hypoxic tumor regions that
subsequently upregulate VEGF production. In
turn, the upregulation of VEGF promotes the
formation of new blood vessels via angiogenesis.

10.2.1 Spatial Model of
Tumor-Vascular Interactions

The mathematical framework we have developed
to study tumor-vascular interactions is a spatial
hybrid cellular automaton model. It is initialized
by defining two-dimensional tissue space using
a discrete grid of automaton cells, with each
automaton cell representing a cluster of approx-
imately seven biological cells. Overlaid on top of
the cells in the tissue space is a discrete network
of microvessels. Tumor growth is initialized by
designating a single automaton cell at the center
of the space to be a proliferative cancer cell. As
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time progresses in the algorithm, this automaton
cell and its progeny can divide according to their
cell doubling time, provided the cell remains in
normoxic conditions. As the cells respond to the
oxygen conditions determined by the microves-
sels, the vascular network is also modified by the
tumor cells. In particular, the spatial configura-
tion of the cancer cells feeds into a system of
partial differential equations (PDEs) that describe
the dynamics of the key ligands involved in vessel
evolution: Ang-1, Ang-2, VEGF, and their recep-
tors. The numerically-determined concentration
profile of these proteins at the next day is input
into a biologically-inspired set of rules to deter-
mine vessel response (growth or regression) to
its protein levels. In turn, the change in vessel
configuration alters the oxygen levels at each cell
site, and therefore determines whether each can-
cerous automaton cell is normoxic (and capable
of proliferating), hypoxic (low oxygen state with-
out any proliferation), or necrotic (dead) [10].
The algorithm is summarized in Fig. 10.1.

To provide more details, the algorithm can be
divided into the following steps:

1. Generate discrete grid of cells. We use a
Voronoi tessellation of points generated via
random sequential addition of hard circular
disks to determine the underlying two-
dimensional lattice for the model. Length
scales are determined by defining tissue space
to be 24 � 24 mm. Under this assumption, the
disks that determine the size of the automaton
cells have an average diameter of 120�m.
Assuming an average cancer cell diameter of
40�m, each of the automaton cells contains
approximately seven cancer cells [10].

2. Overlay normal vascular network. A modified
Krogh cylinder model is used to place ran-
domized parallel line segments representing
microvessels on a triangular grid until all cells
in the space are well-vascularized (within a
specified distance from a vessel). To determine
when a cell is well-vascularized, a charac-

Fig. 10.1 Summary of the tumor-vasculature interaction
model, partially adapted from [8]. (a) depicts the
interactions modeled in the system of PDEs given in
Eqs. (10.1), (10.2), (10.3), (10.4), (10.5), (10.6), (10.7),
and (10.8), where V represents VEGF, A1 is Ang-1, A2 is
Ang-2. Curved arrows indicate the cell type that produced
the referenced protein. (b) depicts the physiological

change in the vasculature in response to ligand-receptor
binding. (c) illustrates the potential transition between
cell types, where normoxic cells are blue, hypoxic cells
are yellow, and necrotic cells are black. The processes in
(a) through (c) are repeated for as many days of tumor
growth as desired
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teristic diffusion length of oxygen/nutrients
in tissue of 250�m is used [30]. When a
cell is within this distance from a vessel, it
is considered normoxic. Otherwise, it is con-
sidered hypoxic or necrotic (necrosis occurs
when the distance to the nearest vessel ex-
ceeds 1500�m). The line segments represent-
ing vasculature are constrained so that no two
parallel vessels can be too close together, and
that three vessels cannot intersect at one lattice
site. More details can be found in [10].

3. Introduce tumor. The center automaton cell is
designated as a proliferative cancer cell, with
all remaining cells representing healthy tissue.

4. Tumor and vessel evolution algorithm. Time
is discretized into one-day units. At each time

point, the following processes are repeated, as
illustrated in Fig. 10.1.

a. Numerically solve PDEs. A stable forward
difference scheme on a triangular grid is
employed to solve the system of PDEs
given in Eqs. (10.1), (10.2), (10.3), (10.4),
(10.5), (10.6), (10.7), and (10.8) that de-
scribes the evolution of the key proteins
involved in vessel evolution. Variables are
defined as follows: VEGF concentration v,
unbound VEGFR-2 (receptor for VEGF)
rv0, VEGF/VEGFR-2 complex rv , Ang-1
a1, Ang-2 a2, unbound Tie-2 ra0, Ang-
1/Tie-2 complex ra1, and Ang-2/Tie-2 com-
plex ra2.

@v

@t
D Dv�v„ƒ‚…

diffusion

C bvhi
�
h � v2=Kv

�

„ ƒ‚ …
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� k0vrv0„ƒ‚…
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(10.1)
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The equation for the three ligands
VEGF, Ang-1, and Ang-2 all include
the production by the appropriate cell
types (either proliferative/normoxic cells
pi, hypoxic cells hi or necrotic cells
ni, where the subscript i denotes an
indicator function) with a carrying capacity
term, as well as a linear decay term.
Since Ang-1 is thought to act in a
paracrine manner upon ECs, diffusion is
only considered for VEGF and Ang-2.
For the receptors VEGFR-2 and Tie-2,
the equations represent the association
and dissociation of the ligand-receptor
complex. All variable concentrations are
initially set to zero, with the exception
of unbound Tie-2 and the Ang-1/Tie-2
complex at a blood vessel site, as Ang-
1 is constitutively expressed by healthy
vessels. Identical (Dirichlet) conditions
are imposed at the boundary of the tissue
space [10]. The schematic in Fig. 10.1a
graphically illustrates the processes being
modeled in Eqs. (10.1), (10.2), (10.3),
(10.4), (10.5), (10.6), (10.7), and (10.8).
A complete list of parameter definitions
and values is found elsewhere [10].

b. Evolve vasculature. Vessels with a con-
centration of Ang-2/Tie-2 six times greater
than that of Ang-1/Tie-2 regress [16], pro-
vided the concentration of VEGF/VEGFR-
2 is below its critical value. Vessel tips with
a sufficient amount of VEGF/VEGFR-2
sprout along the VEGF gradient [10].

c. Evolve automaton cancer cells. A nonma-
lignant cell undergoes apoptosis if vessel
regression causes the oxygen concentration
of the cell to drop below a critical threshold
(distance to the nearest vessel is greater
than 250�m) [10]. Other than this, nonma-
lignant cells are inert. Similarly, necrotic
cells are inert.

Hypoxic cells can transition to either
a necrotic or normoxic state. They turn
necrotic if they are further than 1500�m
from a vessel, and they turn normoxic
(with the potential to proliferate) if the
growth of a vessel results in the cell being

within 250�m from an oxygen/nutrient
source [10].

Normoxic cells can transition to a
hypoxic state if oxygen levels fall too
low (cell is further than 250�m from a
vessel). If the cell remains normoxic, it
may attempt to divide into the space of
a nonmalignant cell. The probability of
division, pdiv depends on the location of
the cell from the tumor center r, reflecting
the effects of confinement pressure in the
tissue space. Assuming a maximum tumor
extent of Rmax, the following equation is
used to describe the probability of division:

pdiv D p0

�
1 �

r

Rmax

�
; (10.9)

where the base probability of division p0
depends on the distance to the nearest
vessel, and is calibrated so that the
average cell doubling time corresponds
to approximately four days [11].

10.2.2 Treatment Protocols

The model has previously been calibrated to
data on the growth of glioblastoma multiforme
(GBM), the most aggressive of the tumors
arising from the glial cells in the central nervous
system [10]. Herein, we will discuss how the
model has been expanded to include treatment
with vascular-targeting drugs and a cytotoxic
chemotherapy.

10.2.2.1 Vascular-Targeting Drug 1:
Angiogenesis Inhibitors

The simulated angiogenesis inhibitor will be
based on the first clinically-approved AI in the
United States, bevacizumab. Bevacizumab is a
monoclonal antibody that binds to and inhibits
VEGF [1]. To incorporate such an AI into our
model, a drug will be considered that inhibits
the production rate of VEGF (the bv parameter
in Eq. (10.1)) by a factor of TAI [8]. The impact
of varying the inhibition of VEGF over three
orders of magnitude (from 10-fold to 1000-fold
inhibition) will be explored.



10 Microenvironment-Mediated Modeling of Tumor Response to Vascular-Targeting Drugs 197

Unless otherwise specified, the simulated AI
is administered every two weeks [15]. This time
interval has been chosen because the half-life
of bevacizumab is approximately 20 days, with
effective concentrations being found in the brain
two to three weeks after administration [15]. For
the sake of simplicity, drug is available immedi-
ately upon injection and remains at therapeutic
levels (decreasing bv by the factor TAI) for the
entire two week period of time.

10.2.2.2 Vascular-Targeting Drug 2:
Vascular Disrupting Agents

The simulated VDA will be based on one of the
most well-tested of these agents, fosbretabulin.
Fosbretabulin is a compound that interacts with
the colchicine binding site of ˇ-tubulin. The
resulting microtubule destabilization disrupts the
cellular cytoskeleton and mitotic machinery of
tumor-associated vessels [19]. To incorporate
such a VDA into our model, it assumed that dur-
ing each period of drug administration, the VDA
destroys angiogenic vessels with probability pVDA

(0 � pVDA � 1) [8].
Unless otherwise specified, the simulated

VDA will be administered once every three
weeks, as this was the protocol followed in a
Phase I pharmacokinetic study of fosbretabulin
given as single-dose [7]. The VDA will only exert
its destructive effects on the vasculature the day
the drug is administered, as preclinical studies
have demonstrated that in vivo effects peak 4–6 h
after drug exposure, and are sustained for up to
one day [5]. Just as with the AI, drug is available
immediately upon injection, and remains at
therapeutic levels (destroys angiogenic vessels
with probability pVDA) for the entire day.

10.2.2.3 Cytotoxic Chemotherapy
The simulated cytotoxic chemotherapy will be
based on temozolomide, as this drug is standard
of care for treating patients with GBM. Temo-
zolomide is an alkylating agent that preferentially
targets rapidly dividing cells, like most cyto-
toxic chemotherapies [26]. To incorporate such
a chemotherapy in our model, a drug will be
introduced that kills a certain proportion pchemo

(0 � pchemo � 1) of normoxic/proliferative
cancer cells each day the drug is administered [8].

To calibrate this parameter value, we con-
sider a preclinical setup in which mice geneti-
cally engineered to develop gliomas are treated
with temozolomide for five days [18]. In this
system, the log cell kill was calculated to be
0.4, where log cell kill satisfies the following
equation:

L D log10

�
V0
V5

�
� log10

�
N0
N5

�
: (10.10)

In this equation, V represents tumor volume ei-
ther pre- (t D 0) or post-treatment (t D 5), and N
represents the number of tumor cells. Under the
assumption that each cell has a fixed volume, the
expression for log cell kill can be expressed in
terms of cell number, instead of cell volume.

To extract a value for pchemo from L, we further
assume that per day during the five day treatment
window, each glioma cell divides at a rate r, and
is killed by drug with probability pchemo:

NtC1 D .r � pchemo/Nt: (10.11)

In Eq. (10.11), we use the fact that the doubling
time for glioma cells is approximately four days
[13] to compute a growth rate (without treatment,
so pchemo D 0) of r D 21=4. Using this informa-
tion and an initial population size N0, the solution
to the difference equation after five days is:

N5 D N0
�
21=4 � pchemo

�5
: (10.12)

Solving (10.10) for N5 with the measured
value of L D 0:4 and equating it to N5
in Eq. (10.12) allows us to approximate the
chemotherapy-induced death rate as:

pchemo D 21=4 � 10�2=25 � 0:36: (10.13)

For this reason, simulation experiments will be
conducted with pchemo close to this value.

From numerous years of use in the clinic,
it has been established that a continuous
administration schedule of temozolomide can
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be sustained for six to seven weeks [26]. For
this reason, any simulations we conduct with
chemotherapy will be constrained by the fact
that the chemotherapy can be administered for,
at maximum, six consecutive weeks in a row.
Given that the half-life of temozolomide is
1.8 h [23], it can be assumed that therapeutic
concentrations of the drug are maintained each
day the cytotoxic agent is administered (meaning
pchemo stays fixed in a one day window of
time). As done previously, we assume drug is
available immediately upon injection and we
further assume no drug is available the next day,
unless drug is re-administered.

10.3 Benchmarking Model
Performance Against
Preclinical and Clinical Data

Now that we have introduced treatment
with vascular-targeting drugs and a cytotoxic
chemotherapy, here we will explain how the
model has been calibrated to some available
clinical and preclinical data on the treatment
of GBM or other solid tumors. Note that for
any treatment results presented, ten simulations
have been run and the average tumor response
is reported. Treatment is only applied once a
tumor achieves a 4 mm radius (assumed size at
detection).

10.3.1 Angiogenesis Inhibitor in
Isolation

To benchmark model performance when simu-
lating treatment with AIs, in silico predictions
will be compared to a clinical dataset treating
12 GBM patients with bevacizumab. For each
patient, an MRI was taken before the start of
treatment, and a follow-up MRI was taken 40–
83 days later (with the average being 53 days).
By performing image analysis on each pair of
MRIs, the relative changes in the volume of Gd-
enhancement (�Gd D Vstart � Vend), edema and
necrosis were determined [21].

Here, we will focus on comparing the relative
change in the Gd-enhancement volume to model
predictions on tumor response to a simulated AI.
In order to compare the clinical data to in silico
data, we have assumed that the Gd-enhanced
region corresponds to areas of high vascularity
and therefore corresponds to the normoxic region
of our simulated tumors. Among the 12 patients,
the average relative change in the Gd-enhanced
volume (calculated as �Gd=Vstart) was 59.5 %
with a standard deviation of 19.2 % [21].

To compare these numbers to model
predictions, for each AI model parameter
(TAI D 10; 1000; 1000), ten simulations were
conducted. For each simulation, the start of
AI treatment time was recorded (this time is
determined by when the unique realization of
the tumor achieves a radius of 4 mm), as is the
area of the proliferative/normoxic tumor region
(assumed to correlate with Gd-enhanced volume)
at that time. AI is administered for 53 days (the
average length of time in the patient study [21]),
and the area of the proliferative tumor region is
again recorded. From there, the relative change
in proliferative tumor area is calculated for that
unique tumor. This process is repeated for all
ten tumor realizations per parameter value and
the average and standard deviation in the relative
change of the proliferative area is calculated. This
is compared to the patient data in Table 10.1.

By comparing in silico results to clinical data,
we find that TAI D 100 gives a similar reduction
in the proliferative tumor area (average of 58.2 %)
as is observed in the clinical data (average of

Table 10.1 Relative change in proliferative tumor area
after 53 days of AI treatment. Patient data is averaged
over 12 patients. For a fixed model parameter, the percent
change is averaged over 10 simulations from the precise
start of treatment for each of those simulations

Relative change in proliferative area 53
days post-AI

Patient data
(from [21])

59.5 % ˙ 19.2 % (Gd-enhanced tumor
volume)

TAI D 10 �9.6 % ˙ 34.3 %

TAI D 100 58.2 % ˙ 7.7 %

TAI D 1000 72.7 % ˙ 7.2 %
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Fig. 10.2 Average area of the proliferative tumor region
(averaged over 10 simulations) per AI treatment parameter
is shown as a function of time. The thick grey line indicates
the minimal average start time of treatment, and the thin
grey line indicates 53-days post the maximal average start
of treatment. It is on this thin grey line that the model
predictions can be compared to clinical data. The yellow
box contains the average size of the proliferative tumor
region that would be predicted by the clinical dataset
(within one standard deviation from the mean), with the
solid black line running horizontally through the yellow

box indicating the mean response predicted by the clinical
data. Also included is a snapshot of one tumor treated with
TAI D 100 that happens to be 44 days into AI treatment at
day 180. In this visualization, viable nonmalignant cells
are labeled white, nonmalignant cells that have under-
gone apoptosis are green, necrotic tumor cells are black,
hypoxic tumor cells are yellow, and normoxic (potentially
proliferating) tumor cells are blue. Further, vessels that are
originally part of the healthy tissue vascular network are
red, and vessels that grew via angiogenesis are purple

59.5 %) [21]. On the other hand, reducing VEGF
production by a factor of TAI D 10 actually
results in an increase in the relative change in
the proliferative area. In other words, the average
proliferative area is continuing to expand at this
level of drug efficacy (Fig. 10.2), although the
rate of expansion is very slow compared to the
case of no treatment (data not shown). Finally,
reducing VEGF production by a factor of TAI D

1000 gives an average reduction in the prolifer-
ative tumor area that falls within one standard
deviation of the mean of the patient data; that is,
it falls within the range Œ40:3%; 78:7%� [21].

Figure 10.2 also allows us to compare model
performance for different values of VEGF inhibi-

tion to the clinical dataset in Table 10.1. However,
the numbers in the table cannot be directly
extrapolated from the numbers in the figure.
In the figure, the average proliferative tumor area
is being compared from the minimum average
start of treatment (that is, the average start time
of treatment per 10 simulations is determined for
each parameter value, and the minimum of those
three values is plotted in the thick grey line.) The
thin grey line then indicates the latest end of the
treatment window (that is, the maximum of the
average start times plus 53 days). The average
proliferative tumor area among all 30 tumors at
the start of treatment (thick grey line in Fig. 10.2)
is determined; it works out to 13.76 mm2.
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Assuming the clinical prediction that 53 days
of treatment should result in a 59.5˙19:2%
reduction in average proliferative tumor area
[21], the model predictions should be in the
range 2.93–8.21 mm2 (yellow box in Fig. 10.2),
with an average value of 5.57 mm2 illustrated
as the center line in the box. So, the data in
Table 10.1 is more precise, as each individual
simulation is compared from its unique start time
to 53-days post-treatment initiation. However,
Fig. 10.2 still allows us to see that TAI D 10 does
not give results comparable to the clinical data,
whereas TAI D 100 and 1000 give predictions
comparable to that observed clinically.

The time course plots in Fig. 10.2 also allows
us to understand the sensitivity of the model to
the AI treatment parameter. We observe that for
TAI 
 100, the normoxic tumor region appears
to stabilize during the course of treatment. The
stabilized area of this region does depends on the
strength of the drug, with the tumor stabilizing
at a smaller size for larger values of VEGF-
inhibition. However in neither case is the prolif-
erative tumor region fully eliminated by the AI.
The reason for tumor survival in spite of the use
of a perfectly-penetrating VEGF inhibitor (which
is already a theoretical idealization) is as follows:
AI treatment leaves a number of proliferative
cells surviving at the tumor periphery that obtain
their oxygen and nutrients from the co-opted vas-
culature [8]. This can be seen in the tumor insert
in Fig. 10.2, which clearly still contains normoxic
cells with proliferative potential (labeled blue) at
the tumor periphery. The fact that tumor survival
is largely a consequence of the well-vascularized
environment in which the mass grows highlights
the important role the microenvironment plays in
treatment response.

10.3.2 Vascular Disrupting Agents

To benchmark model performance when simu-
lating treatment with a VDA, model simulations
will be compared to some qualitative and quanti-
tative preclinical data. Generally speaking, VDAs
qualitatively result in characteristic patterns of
widespread central necrosis which can extend

to as much as 95 % of the tumor. However, a
thin rim of normoxic cells typically survive at
the tumor periphery, which ultimately results in
tumor regrowth [27].

Quantitative data has been extracted from a
preclinical study using ZD6126 (one of many
tubulin-binding VDAs) to treat a range of solid
tumors grown as xenografts in nude mice [2].
Tumors were grown to approximately 200–
700 mm3 in volume, treated with ZD6126, and
after one day, tumors were excised, processed and
stained. Level of necrosis was then scored on 10-
point grading system, with 1 representing 0–10 %
necrosis, and each additional point representing
the next 10 % range, up to 10 representing >90–
100 % necrosis. The median necrosis score was
calculated for four or more tumors over a range of
ZD6126 doses grown from the following human
cell lines: Calu-6 lung cancer, HT-29 colorectal
cancer, and LoVo colorectal cancer. The median
necrosis score ranged from 4 to 9.5 depending on
the drug dose and tumor type, while the median
necrosis score without treatment is in the range
of 1–4 [2].

To compare this preclinical data our in silico
output, we first observe that the model predicts
a median necrosis score of 4 in the case of no
treatment. This is on the high end, but still is
consistent, with preclinical measurements. Con-
trarily, the model predicts a median necrosis score
of 5 for pVDA 
 0:3, and a median necrosis
score of 4 when pVDA � 0:2. In other words,
the model does not exhibit the wide range of
median necrosis scores seen in the experimental
tumor models over a range of VDA doses. The
narrow range of median necrosis scores predicted
by the model compared to the preclinical data
may indeed be indicative of the strong role of
the microenvironment in determining response
to VDAs: the cell lines were implanted into
nude mice, making the microenvironment quite
distinct from malignancies that develop de novo
within the tumor microenvironment.

Although this preclinical data doesn’t assess
the impact of multiple rounds of treatment, clini-
cal trials with the VDA fosbretabulin are looking
to assess the longer-term antitumor activity of
VDAs. In the first trial done with fosbretabulin,
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the drug is administered every three weeks for
8–40 cycles [7]. Here, we explore the antitumor
activity of different doses of a VDA (controlled
by the pVDA parameter, 0 � pVDA � 1). An
average of ten cycles of treatment will be used,
but the precise number will depend on how much
time passes between the initiation of treatment
(when the tumor attains the “detectable” radius
of 4 mm) and one year from the initiation of
simulated tumor growth.

The antitumor activity of different “doses” of
the VDA over approximately ten cycles is found
in Fig. 10.3. We find that the VDA does limit
tumor growth relative to the untreated case, but
tumor growth does persist in spite of treatment.
Consistent with qualitative preclinical observa-
tions [27], the sustained growth of the in silico tu-
mors in spite of VDA treatment can be explained

by a thin rim of normoxic cells at the tumor
periphery (see insert in Fig. 10.3). Somewhat sur-
prisingly, we also found that increasing the VDA
dose (modeled as increasing fraction of angio-
genic vessels the VDA can collapse from 10 % to
100 %) does not significantly increase the antitu-
mor activity of the VDA (Fig. 10.3). The lack of a
dose-dependent effect is attributed to the fact that
destroying angiogenic vessels does not interfere
with the survival of the proliferative rim. This rim
is overwhelmingly dependent on the co-opted
vasculature, and not the physiologically distinct
angiogenic vasculature. Elsewhere, we have also
shown that reducing the spacing between doses
to less than three weeks does not significantly
improve VDA efficacy [9], as the proliferative
rim is still maintained in spite of more frequent
dosing.

Fig. 10.3 Dose-response curves to administering a VDA
once every three weeks for approximately 10 cycles. The
average area of the active tumor region (normoxic +
hypoxic) predicted by the algorithm is shown for each

parameter value [8]. The insert shows a snapshot of a
tumor one day after VDA administration when pVDA D
0:6. Note the lack of angiogenic (purple) vessels and the
presence of the normoxic (blue) rim at the tumor periphery
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10.4 Antitumor Activity of
Combination Therapies

Rarely is a new cancer drug given as a stand-
alone treatment. For instance, in the treatment of
GBM, bevacizumab is typically administered in
combination with a cytotoxic chemotherapeutic
agent that targets actively dividing cells, such
as temozolomide [6]. And although no VDAs
are yet approved for use in the clinic, numerous
clinical studies have been conducted combining
AIs and VDAs. For instance, a phase I study
showed that combining bevacizumab with fos-
bretabulin produced a 39 % persistent reduction
in vascularization [22]. Given that the treatment
was also generally well tolerated, a randomized
phase II trial is being conducted to see if there
are survival benefits for adding fosbretabulin to a
bevacizumab regimen.

In this section, the benchmarked model will
first be utilized to quantify the benefits of adding
a VDA to an AI treatment protocol. Second, we
will focus on optimizing a combination therapy
involving an AI and cytotoxic chemotherapy, sub-
ject to toxicity constraints.

10.4.1 Angiogenesis Inhibitors with
Vascular Disrupting Agents

Preclinical studies have shown that the addi-
tion of an AI to a VDA regimen reduces the
revascularization at the rim of the treated tumor,
and thus significantly increases antitumor activity
[25]. Further, a Phase I trial of fosbretabulin in
combination with bevacizumab in patients with
advanced solid tumors demonstrated this com-
bination to be safe and found that the vascu-
lar changes induced by fosbretabulin alone were
maintained when bevacizumab is added to the
treatment protocol [22]. Our mathematical model
can be used to explore the hypothesis that target-
ing the tumor vasculature with AIs and VDAs is
complementary, rather than redundant [24].

With this goal in mind, the impact of adding an
AI to a VDA treatment protocol (Fig. 10.4a) and
the impact of adding a VDA to an AI treatment

protocol (Fig. 10.4b) have been explored. The
effect of both drugs will be tested over a range
of “doses”, with values of the VDA parameter
pVDA ranging from 0.1 to 1 and values of the AI
parameter ranging from TAI D 100:9 to 1000.
Note that a normalized value for TAI is presented
on the x-axes in Fig. 10.4, where the normalized
value is computed as NTAI D .TAI �1/=999. As the
VDA parameter is defined to be the proportion
of angiogenic vasculature shut down each day
of drug administration, by definition it is already
normalized to values in the range Œ0; 1�.

Ten simulations are run per normalized treat-
ment value in the following instances:

• Treat with VDA only for pVDA D 0:1j; 8j 2

f i 2 Z W 1 � i � 10g

• Treat with AI only for NTAI D 0:1j; 8j 2 f i 2

Z W 1 � i � 10g

• Treat with AI and VDA at the same normal-
ized treatment value. That is, if pVDA D x,
then NTAI D x as well, where as previously
x D 0:1j; 8j 2 f i 2 Z W 1 � i � 10g.

As done in Sect. 10.3, treatment is initiated when
a tumor reaches a size of 4 mm in radius. AI is
administered once every two weeks, and thera-
peutic levels are maintained throughout the treat-
ment window. VDA is administered once every
three weeks [7], and therapeutic levels are only
maintained the day the drug is administered.
Treatment is continued for four months, and the
average tumor size as a function of time at each
normalized drug level is determined.

First we will consider the impact of adding an
AI to a VDA dosing protocol, as was explored in
[22]. To this end, we have computed the average
percent reduction in tumor size gained by adding
an AI to a VDA treatment protocol:

�CAI
perc .t/ D

AVDA.t/ � AVDACAI.t/

AVDA.t/
� 100;

(10.14)
where AVDA.t/ is the average active tumor area
(normoxic + hypoxic) t days from the initiation
of VDA treatment, and AVDACAI.t/ is the average
active tumor area t days from the initiation of
treatment with a VDA and AI. Subsequently,
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Fig. 10.4 The x axis
shows the normalized drug
concentration of both the
AI and the VDA. (a)
Percent reduction in the
active tumor area as a
function of time as a result
of adding an AI to a VDA
treatment regimen
(�CAI

perc .t/). (b) Percent
reduction in the active
tumor area as a function of
time as a result of adding a
VDA to an AI treatment
regimen (�CVDA

perc .t/)

we will consider the impact of adding a VDA
to an AI dosing protocol. The metric used is
�CVDA

perc , the average percent reduction in tumor
size gained by adding a VDA to an AI treatment
protocol:

�CVDA
perc .t/ D

AAI.t/ � AVDACAI.t/

AAI.t/
� 100;

(10.15)

where AAI.t/ is the average active tumor area
t days from the initiation of AI treatment. The
larger the value of �perc, the greater the impact

that adding the second drug has on the antitumor
effects of the first drug.

The model predicts a sustained benefit that
increases with time when an AI is added to a
VDA treatment protocol over the full range of
normalized drug concentrations. Near the start of
treatment, tumor burden is reduced by approxi-
mately 40 % due to the addition of the AI, and
after four months a reduction of approximately
75 % is observed (Fig. 10.4a). However, the same
benefit is not observed when adding a VDA to
an AI treatment protocol (Fig. 10.4b). In that
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case, the maximum reduction in tumor burden
gained by adding a VDA to an AI protocol is
approximately 8 %. Further, there are multiple
drug concentrations and time points for which the
addition of the VDA actually negatively impacts
tumor response (that is, measured active tumor
area is actually larger when treating with an AI
and VDA than just treating with an AI).

These observations allow us to conclude that,
in the model, tumor response to the combination
protocol of an AI and VDA is largely driven by
the AI. There is little to no benefit gained by
adding the VDA to the AI regimen (Fig. 10.4b),
and antitumor activity is significantly improved
when the AI is added to the VDA protocol
(Fig. 10.4a). This strongly suggests that AIs
and VDAs may not be as complementary as
has been proposed (see [24]); the efficacy of a
bevacizumab-like AI in the model is not signifi-
cantly enhanced by the inclusion of a VDA [9].

10.4.2 Optimal Dosing Schedule for
Angiogenesis Inhibitor and
Chemotherapy

Given the limited benefit of adding a VDA to an
AI treatment protocol, in this section we will only
consider treatment with an AI and a cytotoxic
chemotherapy. Our goal here is to identify an
8-week treatment protocol that minimizes the
average number active (normoxic + hypoxic) tu-
mor cells at the end of two treatment cycles
(a 16-week window). To accomplish this goal,
simulated annealing, a stochastic optimization
scheme, will be employed. This approach allows
us to begin with an initial treatment parameter
set (specifying the number of days that the AI
and chemotherapy will be given in isolation or in
combination) and to evolve the treatment param-
eter set until an optimal protocol is identified [9].

More particularly, the goal is to minimize
the average number (averaged over ten realiza-
tions) of active tumor cells remaining after two
cycles of an 8-week treatment protocol, ƒ.t/.
The parameters that determine the value of this
objective function are:

• �AI : the number of days in the 8-week treat-
ment protocol that therapeutic levels of AI
are maintained in the tissue without having
therapeutic levels of chemotherapy. We will
use TAI D 1000 (a stronger AI gives quicker
convergence to the optimal solution), and ini-
tially we assume �AI D 28 days.

• �AIC: the number of days in the 8-week
treatment protocol that both the AI and
the chemotherapeutic are simultaneously
maintained at therapeutic levels in the tissue.
We will use pchemo D 0:44 (again, a strong
chemotherapeutic gives quicker convergence
to the optimal solution), and initially we
assume �AIC D 28 days.

• �C: the number of days in the 8-week treat-
ment protocol that only chemotherapy is main-
tained at therapeutic levels in the tissue. Ini-
tially, we assume �C D 0 to ensure the first
treatment tested is an 8-week protocol.

Since at best the treatment can remove all
active cancer cells, the aim is to solve

Minimize z D .ƒ.t/ � 0/2

subject to �AIC C �C � 36 (10.16)

�AI ; �AIC; �C 
 0:

Notice that minimizing z is equivalent to
minŒƒ.t/�, and that the second constraint simply
indicates that no treatment can be given for a
negative number of days. The first constraint is
to limit the toxic side effects of chemotherapy.
In particular, temozolomide can only be safely
tolerated approximately six week [26], so 36
days was chosen to remain below this threshold,
as the simulated treatment protocol is being
administered twice [9].

Simulated annealing proceeds by perturbing
�AI and �AIC by random integers in the range
Œ�4; 4�, and �C is then calculated to preserve the
8-week treatment window. Provided the new pro-
tocol satisfies the constraints in Eq. (10.16), the
8-week protocol is twice applied to ten different
growing tumors, and the average number of ac-
tive cells surviving treatment is recorded as Oƒ.t/
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[9]. The probability that the new treatment pa-
rameter set is accepted depends on�ƒ D Oƒ.t/�
ƒ.t/ and the Metropolis acceptance rule [28]:

p.�ƒ/ D

	
1; �ƒ � 0

exp.��ƒ=.51:5.0:94/k//; �ƒ > 0;
(10.17)

where k is equal to the number of parameter
sets tested. According to this rule, any treatment
protocol which decreases the number of actively
surviving cancer cells (�ƒ < 0) is accepted,
and those protocols that increase the number of
actively surviving cells (�ƒ > 0) are accepted
with some nonzero probability in order to avoid
converging to a local minimum.

New protocols are created and accepted with
probability p.�ƒ/ (Eq. (10.17)) until the objec-
tive function is within a specified tolerance of the
optimal value of zero (we use z D ƒ.112/ �

2) [9]. Figure 10.5a shows the change in the
three treatment parameters as a function of the
accepted annealing step Nk, along with the cor-
responding average number of active automaton
cancer cells that remained at the end of the treat-
ment window for each accepted parameter set.

The optimal treatment discovered is a pulsed
or intermittent protocol in that neither the AI or
the chemotherapy are maintained at therapeutic
levels during the entire treatment window [9]:

• Days 1–20: Maintain therapeutic levels of AI
only (�AI D 20)

• Days 21–32: Maintain therapeutic levels of AI
and chemotherapy (�AIC D 12)

• Days 33–56: Maintain therapeutic levels of
chemotherapy only (�C D 24).

On average, this left only 1.4 active automaton
cells (approximately 10 active cancer cells) re-
maining after two cycles of the 8-week treatment
protocol (Fig. 10.5a). Next, we considered what
happens when we apply this 8-week protocol
over four cycles at the treatment parameter values
calibrated from data (T1 D 100 and pchemo D

0:34, with the latter being very close to the
average value of 0.36 calculated from preclinical
data). Tumor response for this optimal protocol is
compared to a more “naive” 8-week protocol that

maintains AI at therapeutic levels for the entire
eight week period, and for the final four weeks,
chemotherapy is also maintained at therapeutic
levels. Figure 10.5b shows that unlike the more
naive protocol that results in tumor regrowth at
the cessation of treatment, the optimal protocol
can eradicate the entire active tumor mass and
therefore prevent regrowth [9].

As both the naive and optimal treatment
protocol give chemotherapy intermittently to
avoid toxicity, it must be the pulsing of the AI
that explains the drastic difference in tumor
response between the two dosing schedules.
What removing the AI for certain periods of
time does is allow angiogenesis to occur during
the course of treatment. This has two positive
impacts on treatment response. First, it increases
blood flow through the tumor, and therefore
allows chemotherapy access to parts of the tumor
that would otherwise receive little to no drug due
to poor vascularization. Second, angiogenesis
also increases the flow of oxygen through the
tumor. This permits a portion of the hypoxic cells
(that cannot be targeted by the chemotherapy)
to enter a normoxic state, allowing them to be
targeted by the chemotherapy [9].

The success of the optimal protocol in erad-
icating the simulated tumors certainly does not
suggest that the protocol would have equal suc-
cess in the clinic. A number of simplifying as-
sumptions are inevitably built into any mathemat-
ical model, and these limit the direct quantitative
translation of in silico predictions to the clinic.
However, the model provides strong evidence that
a treatment schedule that pulses AI administra-
tion may do better to prolong progression-free
survival than currently utilized protocols.

10.5 Conclusions

A previously validated hybrid spatial model has
been extended to account for the activity of three
cancer drugs. In particular, the model is calibrated
to accurately predict antitumor activity of an an-
giogenesis inhibitor such as bevacizumab. Within
the range of calibrated parameter values, the
model correctly predicts that treatment with an AI
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Fig. 10.5 Simulated annealing results. (a) Left axis
(blue) shows the change in the treatment parameters �AI ,
�AIC , and �C as a function of accepted annealing step Nk.
Right axis (green stars) shows the change in the average
number of active automaton cells remaining after 16
weeks of treatment, also as a function of accepted anneal-
ing step. Optimization was conducted using treatment pa-

rameters T1 D 1000 and pchemo D 0:44. (b) Comparison
of tumor response to four cycles of the initial “naive” 8-
week treatment protocol (4 weeks of AI followed by 4
weeks of AI + chemotherapy) and the optimal protocol.
Simulations were conducted using treatment parameters
TAI D 100 and pchemo D 0:34
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results in a period of growth inhibition, followed
by eventual regrowth. The model also made pre-
dictions regarding the efficacy of a VDA such
as fosbretabulin that agreed with preclinical and
clinical observations that this treatment allows a
rim of proliferative cells at the tumor periphery
to survive and maintain tumor growth. Finally,
the implementation of a cytotoxic chemotherapy
in the model was calibrated to the log cell kill
value for glioma cells treated with temozolomide.
Model predicted responses to drug administration
are highly dependent on the vascular nature of
the tumor microenvironment, in which vessel co-
option occurs alongside angiogenesis.

As the model predicted limited antitumor ac-
tivity for VDAs, we sought to explore if this
was a result of the drug “dose”. Surprisingly, we
did not find a strong dose-dependent change in
response to treatment with VDAs. The relative
inefficacy of VDAs was further uncovered when
used in combination with an AI. In particular,
while the addition of an AI to a VDA protocol
resulted in great reductions in the active tumor
area (between 40 % and 75 % reduction depend-
ing on the time passed since treatment initiation),
the addition of a VDA to an AI protocol did not
result in significant reductions in the active tumor
area. Taken together, this suggests that these two
approaches to targeting the vasculature may not
be complementary.

Finally, our mathematical model was also ex-
tended to search for an optimal delivery sched-
ule for treating a solid tumor with an AI and
cytotoxic chemotherapy. Using a simulated an-
nealing algorithm to minimize the active tumor
size subject to toxicity constraints, an optimal
intermittent dosing strategy was uncovered. The
protocol is intermittent in that it specifies that
therapeutic levels of AI are, counterintuitively,
not maintained at all times during treatment. This
results in increased tumor vascularization with
the consequence that some hypoxic cells are able
to re-enter a normoxic state, making them more
vulnerable to killing by the chemotherapy (which
is also now more widely distributed throughout
the tumor tissue due to angiogenesis that can
occur when the AI is not at therapeutic levels).
Three to four rounds of the optimal intermittent

protocol resulted in permanent growth inhibition
of the simulated tumors, strongly suggesting that
this intermittent schedule may prolong progres-
sion free survival compared to the currently uti-
lized dosing schedule for an AI and chemothera-
peutic. This result warrants testing in a preclinical
setting, and such experiments are now feasible
since noninvasive methods have been developed
to visualize and assess angiogenesis and vascular
changes in live tumor-bearing animals [29].
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11Optimizing Chemotherapeutic
Anti-cancer Treatment and the Tumor
Microenvironment: An Analysis
of Mathematical Models
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Abstract

We review results about the structure of administration of chemothera-
peutic anti-cancer treatment that we have obtained from an analysis of
minimally parameterized mathematical models using methods of optimal
control. This is a branch of continuous-time optimization that studies
the minimization of a performance criterion imposed on an underlying
dynamical system subject to constraints. The scheduling of anti-cancer
treatments has all the features of such a problem: treatments are admin-
istered in time and the interactions of the drugs with the tumor and its
microenvironment determine the efficacy of therapy. At the same time,
constraints on the toxicity of the treatments need to be taken into account.
The models we consider are low-dimensional and do not include more
refined details, but they capture the essence of the underlying biology
and our results give robust and rather conclusive qualitative information
about the administration of optimal treatment protocols that strongly
correlate with approaches taken in medical practice. We describe the
changes that arise in optimal administration schedules as the mathematical
models are increasingly refined to progress from models that only consider
the cancerous cells to models that include the major components of
the tumor microenvironment, namely the tumor vasculature and tumor-
immune system interactions.
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11.1 Introduction: Anti-cancer
Treatment as an Optimal
Control Problem

The question how anti-cancer therapies should be
administered in order to be at the same time safe
for the patient and to maximize their potential
effects is a fundamental one, but also one very
difficult to answer conclusively [1, 6, 7, 14, 36,
45]. The reasons for this lie in the complexities
of the interactions of the various constituents that
form a tumor and its microenvironment [4, 5, 11–
14, 35]. If a specific aspect of the overall system
is considered in isolation, sometimes clear and
simple answers about the structure of optimal
therapy protocols can be given. For example, if
one only considers the tumor itself and assumes
that it consists of a homogeneous population
of chemotherapeutically sensitive cells, it seems
to be intuitively clear that it would be best to
give as much drugs as possible as soon as pos-
sible, the so-called MTD (maximum tolerated
dose) paradigm in medicine. Simple mathemati-
cal models confirm such strategies as optimal [23,
28, 42–44]. But as increasingly more complex
features of the overall system are taken into
account such as tumor heterogeneity, tumor im-
mune system interactions and tumor angiogene-
sis, clear answers still remain elusive [14, 36, 45].
It is here that mathematical modeling and analy-
sis (in silico) can be useful by providing a frame-
work for cancer progression and its response to
various treatment options. These approaches can
both be pursued within a general framework [2,
3, 25, 27] or tailored to specific diseases, like, for
example, chronic myeloid leukemia in [31, 32].

The administration of anti-cancer therapies
has all the characteristic features of what are
called optimal control problems in the mathemat-
ical and engineering literature. Such problems

deal with the minimization of a performance cri-
terion imposed on an underlying dynamical sys-
tem subject to constraints. Figure 11.1 illustrates
the main components involved in such a problem:
controls (input) are functions in time that describe
allowable outside influences on the system which,
when applied, induce a system response (output).
Based on this response, a mathematical objective
is evaluated which is taken as the performance
measure for the behavior of the system. It gener-
ally includes terms related to the running cost of
the system as well as penalty terms on the system
response that are designed to induce a desired
performance. Optimal control theory addresses
the question of optimizing this objective. Natu-
rally, the true response of the real system will also
be shaped by other aspects that have not been
included in the modeling and possibly random
disturbances. Hence the true system response will
be different from the one computed within the
model and thus questions about robustness of the
solutions and other stability properties become
of great importance. The scheduling of cancer
treatments has all the features of such a problem:
treatments are administered in time and the in-
teractions of the therapeutic agents both with the
tumor, its microenvironment and the healthy cells
determine the efficacy of therapy. At the same
time, constraints on the toxicity of the treatments
must be taken into account to guarantee its safety.

In this chapter, we review results that we
have obtained about the administrations of anti-
cancer therapies from an analysis of minimally
parameterized mathematical models using opti-
mal control [38, 39]. These models are low-
dimensional and thus do not include more refined
biological details, but they capture the essence
of the underlying biology and our results give
rather conclusive qualitative information about
the administration of optimal treatment proto-
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Fig. 11.1 Schematic representation of the structural elements of an optimal control problem

cols that strongly correlate with many approaches
taken in medical practice. The chapter is orga-
nized as follows: In Sect. 11.2, as a basic refer-
ence, we briefly summarize mathematical results
about the structure of optimal protocols for cell-
cycle specific models for cancer chemotherapy
if only the cancerous cells are considered. Al-
ready here it makes a significant difference if
the tumor population is homogeneous or het-
erogeneous. Then we include specific aspects of
a tumor’s microenvironment separately, namely
angiogenic signaling and anti-angiogenic treat-
ments in Sect. 11.3 and tumor immune system
interactions in Sect. 11.4. We then combine these
effects in Sect. 11.5 into an overall mathemat-
ical model that considers these two principal
components of a tumor’s microenvironment in
connection with metronomic chemotherapy.

11.2 Optimal Administration
of Cancer Chemotherapy for
Homogeneous
and Heterogeneous Tumor
Populations

Cancer is a widely symptomless disease that
often is only detected in an advanced stage. This
makes it imperative to take strong action as soon
as possible. As a result, MTD-strategies that give
maximum tolerated doses with upfront dosing
have become the standard of oncology for the

initial phase of treatment, so-called induction
therapy. Such procedures indeed are also the
optimal solutions for mathematical models of
cancer chemotherapy when only the cancerous
cells are considered and the tumor consists of
a homogeneous population of chemotherapeuti-
cally sensitive cells. Cell cycle specific models
for cancer chemotherapy for this case have been
formulated in the work of Swierniak et al. [42,
43]. Analyzing these models as optimal control
problems with the objective to minimize the tu-
mor volume while including the total amount
of agents as a penalty term to measure the side
effects of treatment gives optimal solutions that
administer cytotoxic (killing) agents in one max-
imum dose therapy session with upfront dosing
affirming an MTD-strategy (e.g., see [23, 28, 39,
44]) (Fig. 11.2).

Modern oncology, however, more realistically
views a tumor as an agglomeration of possibly
highly diverse subpopulations of cancerous cells
with widely varying chemotherapeutic sensitivi-
ties. Cancer cells often are genetically highly un-
stable and, coupled with high proliferation rates,
this leads to significantly higher mutation rates
than in healthy cells [8]. As a result, a great
variety of different cell types can exist within one
tumor from the very beginning (ab initio) and it is
possible that there exist small sub-populations of
cells for which the activation mechanism of a cer-
tain drug (targeted or not) simply does not work
(intrinsic drug resistance). In addition, growing
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Fig. 11.2 Example of a typical solution for a 2-
compartment model for cell-cycle specific cancer
chemotherapy with one cytotoxic agent acting in the
G2/M phase of the cell cycle. The control is shown on

the left and the corresponding response with N1 denoting
the number of cancer cells in the phases G0, G1 and S and
N2 cells in G2/M are shown on the right

malignant tumors exhibit considerable evolution-
ary ability to enhance cell survival in an environ-
ment that is becoming hostile and this leads to
the further development of strains of the cells that
exhibit increased drug resistance (acquired drug
resistance) [29, 30]. For example, the Norton-
Simon hypothesis [33] postulates that tumors
typically consist of faster growing cells that are
sensitive to chemotherapy and slower growing
populations of cells that have lower sensitivities
or are resistant to the chemotherapeutic agent.
The underlying rationale reflects the viewpoint
that cells that duplicate fast will outperform those
that replicate at slower rates, but at the same time
these are also the cells that are more vulnerable to
a cytotoxic attack since they have higher growth
fractions in synthesis and mitosis where they
are much more amenable to a chemotherapeutic
attack. Once heterogeneity of the tumor cell pop-
ulation is taken into account, MTD-type solutions
no longer need to be optimal [26]. Intuitively, in
the presence of drug resistant strains, as the cyto-
toxic agent kills off the sensitive cells, the resis-
tant cell population becomes increasingly more
dominant and eventually more harm than good
is done by an MTD-style treatment. Once tu-
mor heterogeneity is taken into account, optimal
solutions, after an initial period when full dose
chemotherapy is given, either stop chemotherapy

altogether or favor reduced dose rate adminis-
trations. In the medical literature such adminis-
tration schedules have been called chemo-switch
protocols [37]. Figure 11.3 shows an example of
such an administration protocol for a mathemat-
ical model in which sensitive and resistant can-
cer cells are distinguished. Mathematically these
optimal lower dose administration schedules are
defined by what are called singular controls in
optimal control. These correspond to a second
class of natural candidates for optimality that do
not take values in the boundary of the control set
but are given by specific intermediate values that
lie in the interior and are determined by necessary
conditions for optimality. The other, and first
class of candidates, are called bang-bang controls
and they represent administration schedules that
take values in the extreme points of the control
set, u D umax, and u D 0. Obviously, such controls
correspond to sessions of full dose chemotherapy
with rest periods.

While one can show mathematically that sin-
gular controls, and thus the administration of
chemotherapy at intermediate values that they
represent, are not optimal for cell cycle specific
models for homogeneous tumor populations [23],
this no longer holds for heterogeneous tumor
populations [26] and, indeed, as the degree of het-
erogeneity increases, singular controls become
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Fig. 11.3 Example of a chemo-switch type protocol for
a mathematical model of chemotherapeutically ‘sensitive’
and ‘resistant’ cells with the terminology indicating that
resistant cells have a much lower, but not necessarily zero
resistance. The control shown on the left administers full
dose chemotherapy for 1.8 [days] and then switches to
a much lower dose for the remaining therapy horizon

[35 days]. The initial tumor volume was 1010 cells with
94 % in the sensitive compartment. The initial high dose
significantly reduces the sensitive cells (but not the more
resistant group) and the lower subsequent dose still brings
down the resistant compartment, but at a much slower
pace

candidates for optimality from the very beginning
[20]. There are also good biological reasons for
such a behavior. Intuitively, if there exists an in-
trinsically resistant subpopulation of cancer cells,
and if indeed this population is so to speak “out-
competed” by the sensitive population (and this
would be in agreement with the Norton-Simon
hypothesis), it could be argued that it may be ben-
eficial to maintain a minimum level of the sensi-
tive population (which at any rate can be killed off
by the drug) to keep the more harmful resistant
strain of cells in check. On the other hand, the
typical MTD-style administration of chemother-
apy annihilates the sensitive population entirely
and in time thus promotes the development of
the much more dangerous subpopulation, even
if this may take years before it happens. Similar
evolutionary ideas are the main rationale behind
the concept of adaptive therapy by Gatenby et al.
[6, 7] in the medical literature and they seem
to find some resonance in mathematical models.
This should be of particular interest since this is a
fundamental issue that is related simply to the fact
that tumors are heterogeneous. As such it remains
a concern equally for traditional drugs that target
all strongly proliferating cells as well as for mod-
ern strongly targeted therapeutic agents that have

been developed in the past 10 years and are still
the focus of so much pharmaceutical research.
While these clearly limit the negative side effects
of treatment and thus represent a tremendous
advance in cancer treatments, nevertheless tar-
geted therapies may be of no help with resolving
the fundamental issue of heterogeneity. Simply
put, if there exist subpopulations of cancer cells
for which the specific activation mechanism of
the drug does not work, then, as the sensitive
populations are eliminated through therapy, even-
tually the resistant strain will become dominant.
It is for this very reason that both traditional and
targeted therapies eventually will fail in these
cases. It is precisely here that the specific admin-
istration schedules of the drugs may make all the
difference.

These observations reinforce the question
whether it is possible to optimize the overall ef-
fects of therapy by modulating the administration
schedules of the therapeutic agents. However,
the answer to this question does not only depend
on the cytotoxic effects of drugs on tumor cells,
but also on an array of ancillary features that in
various ways aid and abet the tumor, but also
fight it and form the tumor microenvironment.
The most important structure that sustains the
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tumor is its vasculature which provides the tumor
with the oxygen and nutrients needed for further
growth. The main example of an endogenous
system that fights the tumor is the body’s immune
system. In modern oncology, therefore, the point
of view of the tumor as a system of interacting
components is becoming prevalent and modern
treatments are multi-targeted therapies that not
only aim to kill cancer cells, but include anti-
angiogenic therapy that targets the vasculature,
immunotherapy and other novel options such as
cancer viruses.

11.3 Optimal Control
of Anti-angiogenic Mono-
and Combination Therapies

In the 1990s anti-angiogenic therapies were
viewed as a new hope in anti-cancer therapies
since they target the healthy and genetically
stable endothelial cells that form the lining of
blood vessels and capillaries and no developing
drug resistance occurred [15, 16]. However,
because of the indirect nature of the approach –
treatment is only limiting the tumor’s support
mechanism without actually killing the cancer
cells – anti-angiogenic therapy by itself only
achieves a temporary, “pseudo-therapeutic”
effect that goes away with time. Once treatment
is halted the tumor grows back even more
vigorously than before. While anti-angiogenic
monotherapy thus is no longer considered a
viable treatment option, it has become a staple
of anti-cancer treatments in combination with
both radio- and chemotherapy. The expectation
is that antiangiogenic therapy can enhance the
efficacy of traditional approaches by normalizing
a tumor’s vasculature. For example, Jain and
Munn argue that a normalization of a tumor’s
irregular and dysfunctional vasculature [12, 13]
through prior anti-angiogenic treatment enhances
the delivery of chemotherapeutic agents and thus
improves the effectiveness of chemotherapy.

Hahnfeldt et al. [9] have formulated a widely
influential mathematical model that describes tu-
mor development under angiogenic signaling.
If we denote the tumor volume by p and the

carrying capacity of the vasculature (measured
in terms of the volume of the endothelial cells
that provide the lining for the newly formed
vessels and capillaries) by q, then based on an
asymptotic expansion of the solutions for the
underlying consumption-diffusion equation, the
following dynamics is proposed to model the
stimulatory and inhibitory interactions between
the tumor and its vasculature:

p0 D ��p ln .p=q/ � '1pv; (11.1)

q0 D bp �
�
�C dp2=3

�
q � �qu � '2qv: (11.2)

Equation (11.1) describes tumor growth using a
Gompertzian model with coefficient Ÿ and Eq.
(11.2) models the interplay between tumor de-
rived stimulators and inhibitors. Stimulators act
locally which is reflected in a fast clearing of
these agents and this is modeled by the stimu-
lation term bp with b a constant mnemonically
labeled for ‘birth’. Inhibitors, on the other hand,
have a more systemic action and the inhibition
term is taken in the form dp2/3q with d labeling
a tumor stimulated ‘death’ term. The functional
relation p2/3q reflects an interaction of the car-
rying capacity q with the tumor surface p2/3

through which inhibitors need to be released. The
constant � denotes the natural rate of death for
cells related to the carrying capacity and gener-
ally is small, often set to zero. The term ��qu
represents the loss of vasculature due to anti-
angiogenic treatment with u denoting the dose
rate/concentration of the agent while the terms
�®1pv and �®2qv multiplying v model the loss
in the respective compartments under a cytotoxic
agent v.

We only remark that in this chapter we iden-
tify the dose rate of the agents with their con-
centrations. While there clearly is a difference,
this simplifies the mathematical aspects of our
presentation. We have analyzed the effects that
the inclusion of standard linear pharmacokinetic
models has on optimal controls in various papers
(e.g., see [24]). While there is a difference from
the theoretical mathematical perspective, as far as
the practical implications of the results are con-



11 Optimizing Chemotherapeutic Anti-cancer Treatment and the Tumor Microenvironment. . . 215

0 0.5 1 1.5 2 2.5 3 3.5

x 10
4

0

2000

4000

6000

8000

10000

12000

14000

16000

18000

q
0 0.5 1 1.5 2 2.5 3 3.5

x 10
4

0

2000

4000

6000

8000

10000

12000

14000

16000

18000

p

Fig. 11.4 The singular arc � defining the relation be-
tween the tumor volume p and the carrying capacity q
along which the best tumor reductions can be achieved.
The singular curve is the loop shown in the picture, but the
dose rates are only admissible along the segment shown

as a solid blue curve. This illustration is for the numer-
ical values �D 0.192, b D 5.85, d D 0.00873, �D 0.015,
�D 0 that are based on data from Hahnfeldt et al. [9] and
a sample maximum dose rate umax D 75

cerned, the mathematical models considered here
are sufficient to derive the qualitative structures
of optimal protocols [39].

In the paper [25] we have given a complete
solution for the optimal control problem that de-
scribes the monotherapy problem to minimize the
tumor volume with an a priori given amount of
anti-angiogenic agents. Interestingly, the math-
ematical optimal solutions point to a specific
“path” � in (p, q)-space determined by an optimal
singular arc that should be followed in order
to obtain the best possible tumor reductions. In
Fig. 11.4 this path is illustrated for a set of pa-
rameter values taken from [9]. Optimal controls
typically (i.e., except for medically less realistic
scenarios) employ the following strategy: give
a brief and carefully measured maximum dose
of anti-angiogenic inhibitors to reach the curve
� and then reduce the dose rates to follow this
specific path � until all inhibitors are exhausted.
(A representative example is shown in Fig. 11.5.)
Indeed, this strategy achieves the best possible
minimum tumor volumes. For example, generally
simple maximum dose rate strategies unnecessar-
ily waste the limited amount of anti-angiogenic

agents that can be utilized with higher efficacy
using the lower dose rate singular controls. Max-
imum dose rates are only optimal if the value
of the numerically computed singular control
exceeds the maximum allowable dose rate. This
occurs for low tumor volumes [25].

For the anti-angiogenic monotherapy problem
singular controls form the core of the optimal
solutions and this prevails when combinations
with chemo- and radiotherapy are considered.
Here we only briefly describe the case of com-
bination with chemotherapy. In this case, optimal
solutions implement the following strategy: again
give a brief and carefully measured maximum
dose of anti-angiogenic inhibitors to reach the
curve � and then maintain this relation by ju-
diciously choosing reduced dose rates for the
anti-angiogenic agent (defined by the singular
controls) until, at the best moment, chemotherapy
is given in one full dose session. In the medical
literature, the term therapeutic window [12] has
been used to characterize this period. While both
anti-angiogenic and chemotherapeutic agents are
administered, the anti-angiogenic dose rate is
adjusted to maintain the optimal relation between
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Fig. 11.5 Example of the time evolution of the opti-
mal control (anti-angiogenic dose rate) for the initial
values p0 D 12,000 and q0 D 15,000, system parame-
ters �D 0.192, b D 5.85, d D 0.00873, �D 0.015 and
�D 0 and control data given by the maximum dose rate

umax D 75 and overall available amount of inhibitors given
by 300. The example clearly illustrates the dominant
portion in time when the optimal solution is given by a
singular control with values in the interior of the control
set [0,umax]

Fig. 11.6 Example of an
optimal administration
schedule for the
anti-angiogenic agent u
(shown in red) in
combination with
chemotherapy. The
cytotoxic agent is active at
maximum dose during the
interval marked by the blue
arrow (Adapted from
Ledzewicz and Schättler
[27])
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tumor volume and carrying capacity [34]. This
structure of the mathematically optimal solu-
tions is in agreement with the medical hypothesis
that the preliminary delivery of anti-angiogenic
agents can regularize a tumor’s vascular network
with beneficial consequences for the successive
delivery of cytotoxic chemotherapeutic agents
[13] (Fig. 11.6).

11.4 Optimal Control with Tumor
Immune System Interactions

Singular controls also come to the forefront of the
structure of optimal therapy protocols when tu-
mor immune system interactions are included in
the mathematical model. The following equations
are based on a classical model by Stepanova [41]:
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p0 D ��p ln .p=q/ � �pr � '1pv; (11.3)

r0 D ˛
�
p � ˇp2

�
r C 
 � ır C '3rw: (11.4)

Here, as before, p denotes the tumor volume
and r is a non-dimensional, normalized, order of
magnitude quantity related to the activities of var-
ious types of T-cells activated during the immune
reaction. We summarily refer to it as the immuno-
competent cell density. All other letters in these
equations denote constant coefficients. Equation
(11.4) models the tumor immune-system interac-
tions. Various organs such as the spleen, thymus,
lymph nodes and bone marrow, each contribute
to the development of immune cells in the body
and the parameter ” models a combined rate of
influx of T-cells generated through these primary
organs; • is simply the rate of natural death of
the T-cells. The first term in this equation models
the proliferation of lymphocytes. For small tu-
mors, it is stimulated by tumor antigen and this
effect is taken to be proportional to the tumor
volume p. Large tumors suppress the activity
of the immune system. The reasons lie in an
inadequate stimulation of the immune forces as
well as a general suppression of immune lympho-
cytes by the tumor (see [41] and the references
therein). This feature is expressed in the model
through the inclusion of the term �ˇp2. Thus
1/ˇ corresponds to a threshold beyond which the
immunological system becomes depressed by the
growing tumor. The coefficients ’ and ˇ are used
to calibrate these interactions and collectively
describe a state-dependent influence of the cancer
cells on the stimulation of the immune system.
As in the model for angiogenic signaling, Eq.
(11.3) models tumor growth using a Gompertzian
function with growth coefficient Ÿ. The additional
term ��pr in Eq. (11.3) models the beneficial
effects of the immune system reaction on the
cancer volume with � denoting the rate at which
cancer cells are eliminated through the activity of
T-cells. As above, the term �®1pv describes the
loss of tumor volume due to the administration of
a cytotoxic agent at concentration v and C®3rw
represents a rudimentary form of an immune
boost.

Depending on the values of the parameters,
the dynamical system (11.3) and (11.4) exhibits a
wide range of behaviors that encompass a variety
of medically realistic scenarios. These range from
cases when tumor-immune system interactions
are able to completely eradicate the tumor in the
sense that all trajectories converge to the tumor
free equilibrium point (0, 
 /ı) (immune surveil-
lance) to situations when tumor dormancy is
induced (a unique, globally asymptotically stable,
benign equilibrium point with small positive tu-
mor volume exists) to multi-stable situations that
have both persistent benign and malignant be-
haviors to situations when tumor growth simply
is dominant and overcomes the immune system.
Despite its simplicity, with just a few parameters
this model rather accurately reflects the main
qualitative aspects of tumor-immune interactions:
the immune system can be effective in the control
of small cancer volumes, but for large volumes
the cancer dynamics suppresses the immune sys-
tem and the two systems effectively become sep-
arated. For this reason, the underlying equations
have been widely accepted as a basic model.

The most interesting and relevant scenario
arises when the dynamics is characterized by bi-
stable properties. Figure 11.7 shows the phase
portrait for a typical such set of parameters. There
exist two locally asymptotically stable equilibria,
(pb,rb) and (pm,rm), marked with a green and
red star, respectively, and a saddle point (ps,rs)
marked with a black star. The region of attraction
of a locally stable equilibrium point consists of
all initial conditions from which the system con-
verges to the equilibrium point. The tumor vol-
ume for the equilibrium point (pm,rm) is close to
the carrying capacity of the system and it is by an
order of magnitude larger than for (pb,rb). These
values might be interpreted as a microscopic and
a macroscopic locally asymptotically stable equi-
librium point with the high value indicating that
the patient will succumb to the disease. We call an
equilibrium point malignant if the corresponding
tumor volume is close to the carrying capacity
of the system and benign if it is by an order of
magnitude smaller. The corresponding regions of
attractions are, respectively, the malignant and
benign regions. In case of a microscopic benign
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Fig. 11.7 Phaseportrait of
the uncontrolled system
(11.3) and (11.4) for
parameter values
�D 0.5618, � D 1,
˛D 0.00484, ˇD 0.00264,

 D 0.1181 and ıD 0.3745
that are based on data from
Kuznetsov et al. [18]. The
benign equilibrium point is
at (73,1.33), the saddle
point at (355,0.44) and the
malignant equilibrium
point is at (737,0.03). The
boundary between the
benign and malignant
regions (separatrix) is
formed by the stable
manifold of the saddle
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equilibrium, this region can be interpreted as the
set of all states of the system where the immune
system is able to control the cancer. This is one
way of describing geometrically what medically
has been called tumor dormancy. On the other
hand, the region of attraction of the macroscopic
equilibrium point corresponds to conditions when
the system has escaped from this immune surveil-
lance and the disease will become lethal. Obvi-
ously, the boundary between these two behaviors,
called the separatrix in mathematics, is the critical
object to study and it is formed by the stable
manifold of the saddle point. This set consists
of all initial data from which the system actually
does converge to the saddle point as t ! 1 and is
shown as a dashed red curve in Fig. 11.7.

The dynamically only nontrivial – and at the
same time medically most interesting case –
arises in the bi-stable scenario. In this case,
it is natural to consider the transfer of the
state from the malignant into the benign region
as an optimal control problem. In the papers
[21, 22], we have formulated an objective
functional which was designed to achieve this
transfer by minimizing an appropriate penalty
term that is based on the underlying geometry of
the system, namely

J.u/D Ap.T/�Br.T/C

TZ

0

.Mu.t/CNv.t/CS/ dt:

(11.5)

This objective function consists of three separate
pieces. (i) The penalty term Ap(T) � Br(T) at
the final time is designed to induce the state of
the system to move from the malignant into the
benign region. This can be achieved by choosing
the coefficients A and B as the coordinates of
a properly oriented normal vector to the stable
manifold at the saddle or as a properly oriented
unstable eigenvector at the saddle point. In either
case, both A and B are positive. (ii) The integral
terms involving the cytotoxic agent u and the
immuno therapy v measure the amounts of drugs
given and are an indirect way of controlling their
side effects. (iii) The penalty term ST on the final
time is included to avoid solutions with infinitely
long intervals and also makes the mathematical
problem well-posed. All coefficients are posi-
tive. We emphasize that all these coefficients are
variables of choice that should and need to be
calibrated to fine-tune the response of the system.
The choice of the weights aims at striking a
balance between the benefit at the terminal time
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Fig. 11.8 Optimal controls for the transfer of the
state from the malignant into the benign region are
“chemo-switch” protocols. The parameter values used
for this illustration are the same as in Fig. 11.7 for the
dynamics, �D 0.5618, � D 1, ˛D 0.00484, ˇD 0.00264,

 D 0.1181 and ıD 0.3745, the pharmacodynamic

coefficients are ®1 D 2 and ®3 D 1 and the initial condition
is (p0,r0) D (600,0.1). The weights in the objective are
given by A D 0.00192, B D 1, M D 0.01, N D 0.025 and
S D 0.001 (Figure adapted from Ledzewicz and Schättler
[27])

T, Ap(T) � Br(T), and the overall side effects
measured by the total amount of drugs given,
while it guarantees the existence of an optimal so-
lution by also penalizing the free terminal time T.

Figure 11.8 shows a typical example of an
optimal control that achieves such a transition.
The dose rates for the chemotherapeutic agent
are shown in red while the immune boost is
shown in green. After a brief initial period of
maximum dose therapy, the dose rates for the
cytotoxic agent are drastically reduced and follow
an optimal singular arc from the malignant into
the benign region. Essentially, as the beneficial
aspects of the immune reaction increase, it sim-
ply is no longer necessary to give full dose
chemotherapy. Since this dose is penalized in the
objective (5), optimal controls reduce the dose
rates and optimal protocols are of the chemo-
switch type [37]. For a large range of parameter
values, similar to the case shown here, after a
prolonged rest period, optimal protocols often
still administer a brief boost of maximum dose
therapy at the end.

It clearly is the mitigating influence of the im-
mune system which, for smaller tumor volumes,
leads to the abandonment of the strict bang-bang

scheme that was seen as optimal in the cell-cycle
specific models. Intuitively, if the system is in a
condition where it is able to control the cancer,
why administer chemotherapy if this might de-
stroy this innate ability of the organism? Despite
the model’s simplicity, optimal solutions show
qualitative structures that are robust and conform
to results in the medical research. Indeed, such
chemo-switch protocols have shown effectiveness
for certain types of cancer [37].

11.5 Metronomic Chemotherapy:
A Mathematical Model for Its
Effects on the Tumor
Microenvironment

Another nontraditional way of administering
chemotherapy that has shown itself effective
precisely because of the effects it has on the tu-
mor microenvironment are metronomic protocols
that administer specific chemotherapeutic agents
(such as cyclophosphamide) at significantly
lower dose rates, almost continuously, with
only short interruptions to increase the efficacy
of the drugs (e.g., see [1, 10, 17, 35]). There
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exists mounting medical evidence that low-dose
chemotherapy, while still having a moderate
cytotoxic effect on cancerous cells, has both
anti-angiogenic and immune stimulatory effects
[11]. The rationale behind reducing dosage is
that, in the absence of severe limiting toxic side
effects, it will be possible to give chemotherapy
over prolonged time intervals so that, because
of the greatly extended time horizon, the overall
effect may be improved when compared with
repeated short MTD doses [2, 14, 45].

Because of its anti-angiogenic and immune
stimulatory effects, a mathematical model for
metronomic chemotherapy needs to take these
fundamental aspects of the tumor microenviron-
ment into account. Merging the mathematical
model for angiogenic signaling from [4] defined
by Eq. (11.2) with Stepanova’s Eqs. (11.3) and
(11.4) for tumor immune system interactions,
we obtain the following minimally parameterized
mathematical model for metronomic chemother-
apy [19, 40]:

p0 D ��p ln .p=q/ � �pr � '1pv; (11.6)

q0 D bp �
�
�C dp2=3

�
q � '2qv; (11.7)

r0 D ˛
�
p � ˇp2

�
r C 
 � ır C '3rv: (11.8)

The variables and parameters are the same as de-
scribed earlier with v denoting the concentration
of some low-dose chemotherapeutic agent. For a
number of cytotoxic drugs for which experimen-
tal data are available (e.g., cyclophosphamide),
low dose metronomic chemotherapy has a strong
anti-angiogenic effect while the cytotoxic and
pro-immune effects are lower. Generally, how-
ever, these relations depend on the specific drug-
tumor combination and are modeled by inequal-
ity relations between the pharmacodynamic pa-
rameters ®i.

This model exhibits the same wide range of
dynamical behaviors as Stepanova’s model (11.3)
and (11.4) [41]. These range from cases when
low-dose metronomic chemotherapy is able to
completely eradicate the tumor (in the sense that
all trajectories converge to a tumor free equilib-

rium point) to situations when tumor dormancy
is induced (a unique, globally asymptotically sta-
ble benign equilibrium point with small positive
tumor volume exists) to multi-stable situations
that have both persistent benign and malignant
behaviors (the typical multi-stable scenario of
mathematical models for tumor-immune system
interactions) to situations when tumor growth
simply is dominant and the disease cannot be
cured by low-dose metronomic chemotherapy.

As before, the most important practical sce-
nario arises when the system is bi-stable with
both a benign and a malignant equilibrium point.
Here the state space is 3-dimensional and the
stable manifold of the saddle is a surface that
separates the benign and malignant regions. Once
more, we consider the problem to minimize an
objective J(u) that is designed to move an initial
condition (p0,q0,r0) that lies in the malignant
region into the benign region. Analogously to (5),
such a performance measure is constructed as

J.u/DAp.T/CBq.T/�Cr.T/C

TZ

0

.Mu.t/CS/ dt:

(11.9)

In this case, because of the dimension of the
state space, singular controls become smooth
functions of the state (p,q,r) and, in principle,
always are a viable candidate for optimality.
Figure 11.9 shows a slice of the singular control
as a function of (p,q) for a fixed value r.
However, numerical computations indicate that
the actual values these controls would take are
negative for high tumor volumes and carrying
capacities. While the necessary conditions for
optimality are satisfied in either case, for high
tumor volumes the controls are inadmissible.
The theoretical analysis of these models is still
in progress, but these numerical computations
again point to optimal controls that follow a
chemo-switch strategy for initial conditions
in the malignant region: start with a brief
maximum dose rate chemotherapy and then,
once the system moves into or close to the benign
region, lower the dose rate to follow singular
controls.
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Fig. 11.9 Values of the singular control as function of (p,q) for the constant value r D 0.2. In the relevant region where
p and q are comparable the values correspond to a low dose administration of agents

11.6 Conclusion

In this paper, we have summarized some results
about the structure of optimal therapy protocols
for chemotherapeutic agents that can be inferred
from a mathematical analysis of minimally pa-
rameterized models. As important aspects of the
tumor microenvironment are taken into account,
such as the tumor vasculature and tumor im-
mune system interactions, optimal solutions de-
viate from the customary MTD (maximum tol-
erable dose) approach still dominant in medical
practice. While these type of protocols are well
established and do make perfect sense under cer-
tain conditions, especially early in treatment and
for homogeneous, chemotherapeutically sensitive
tumor cell populations, once tumor heterogeneity
and tumor-immune system interactions are con-
sidered as well, the rationale for an MTD type ap-
proach becomes blurry. For anti-angiogenic treat-
ments clearly an ideal relationship between tumor
volume and carrying capacity is sought that is
realized with time-varying lower doses. Also, if
the immune system can be recruited in the fight
against cancer, then lower doses with less toxic
side effects become viable as it is the case in the
mathematical models described above. All these

observations lead to the conclusion that alterna-
tive drug administration schedules that have been
considered in medical practice such as chemo-
switch protocols and metronomic chemotherapy
at a minimum should be seriously considered. In
certain stages of the disease, mathematical mod-
els strongly support the hypothesis that “more
is not necessarily better” put forward in the
medical literature [5, 27]. Clearly, there still re-
main many questions to be answered how exactly
therapy protocols should be designed in order
to optimize the effects of treatment in the sense
of dose rates, frequency and also of sequencing
if multiple drugs are involved. The analysis of
minimally parameterized mathematical models
like they were discussed in this paper allows to
give qualitative insights that, with their rather
robust conclusions, provide a theoretical basis
for evaluation of classical and novel treatment
strategies in the war on cancer.
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Abstract

Tumors cannot be understood in isolation from their microenvironment.
Tumor and stromal cells change phenotype based upon biochemical and
biophysical inputs from their surroundings, even as they interact with
and remodel the microenvironment. Cancer should be investigated as an
adaptive, multicellular system in a dynamical microenvironment. Com-
putational modeling offers the potential to detangle this complex system,
but the modeling platform must ideally account for tumor heterogeneity,
substrate and signaling factor biotransport, cell and tissue biophysics,
tissue and vascular remodeling, microvascular and interstitial flow, and
links between all these sub-systems. Such a platform should leverage
high-throughput experimental data, while using open data standards for
reproducibility. In this chapter, we review advances by our groups in
these key areas, particularly in advanced models of tissue mechanics
and interstitial flow, open source simulation software, high-throughput
phenotypic screening, and multicellular data standards. In the future, we
expect a transformation of computational cancer biology from individual
groups modeling isolated parts of cancer, to coalitions of groups combin-
ing compatible tools to simulate the 3-D multicellular systems biology of
cancer tissues.
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12.1 Introduction

Tumors cannot be understood without the context
of their microenvironments. (See [1–3] and
references therein.) Tumor cells depend upon
growth substrates like oxygen, glucose, and
growth factors for survival and proliferation.
They release signaling factors that influence the
behavior of other tumor cells and “normal” cells
in the surrounding tissue (the stroma). Fibroblasts
may respond to tumor-released signals by
increasing motility and remodeling the extra-
cellular matrix (ECM: a complex scaffolding that
supports a tissue and its cells). Large populations
of tumor cells directly alter the biochemical
landscape through their uptake and depletion
of growth substrates, creating gradients of these
substrates that change the overall spatiotemporal
distribution of substrates. When tumor cells
experience low levels of oxygen (hypoxia),
they may release factors (e.g., VEGF-A165) that
promote angiogenesis: endothelial cells detach
from the existing blood vasculature, migrate,
and proliferate to form new blood vessels
[4]. Necrotic tumor cells (those that undergo
uncontrolled death due to energy depletion—see
our recent review [5]) and even viable tumor
cells may release signaling factors that promote
inflammatory responses, including infiltration
by white blood cells and further matrix
remodeling by stromal cells. All these cells cross-
communicate in myriad, poorly understood ways.

The complexity of the tumor-tissue system is
not merely biochemical. The ECM is a mixture
of elastic fibers (e.g., collagen IV) and matrix-
bound signaling factors [6]. Tissue remodeling
(e.g., by fibroblasts, or by migrating tumor and
endothelial cells) can release these matrix-bound
factors, provoking new tumor and stromal cell
responses. The mechanics of the ECM also plays
a role: stiffer ECM can promote increased mi-
gration and proliferation, whereas softer matrices

can down-regulate proliferation and motility [7].
Moreover, the stiffness and density of the ECM
affect the speed of tumor cell migration. Even
the geometry of the ECM matters: tumor cells
use completely different migratory mechanisms
on 2-D surfaces (e.g., basement membranes) and
within 3-D matrix scaffolds [8]. Tumor cells
can change their phenotype (current behavioral
characteristics) based upon adhesive contact with
2-D or 3-D matrix and other cells [9].

Hence, a tumor is in constant, dynamical com-
munication with the microenvironment through
biochemical and biophysical processes. The mi-
croenvironment shapes tumor cell behavior, even
while tumor cells reshape the microenvironment
directly (e.g., by matrix remodeling) and indi-
rectly (e.g., by secreted signals). Tumor growth
cannot be understood in isolation—it must be
studied as a 3-D multicellular system, in the
presence of a dynamical biochemical and bio-
physical environment. In spite of recent advances
in biomimetic materials, bioengineered tissues,
and animal models, the complex tumor-tissue
system is difficult to study solely through experi-
ments.

Computational modeling, however, can pro-
vide a platform to ask questions and test new
hypotheses on this complex system. To study
cancer, a 3-D multicellular simulation platform
should:

• simulate the birth, death, and motion of tumor
cells,

• simulate biochemical microenvironments with
multiple diffusing substrates,

• simulate the biomechanics of cells and the
extracellular matrix,

• simulate the evolving blood vasculature,
• simulate interstitial and microvascular flow,
• integrate the above models, along with

molecular-scale models to drive cell pheno-
type,
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• integrate high-throughput experimental data to
calibrate and validate models, and

• do so reproducibly, using interoperable data
formats.

In this chapter, we shall discuss progress by
our groups on these problems, and outline key
steps for advancing from models of individual
tumor and microenvironment subsystems, to
true 3-D multicellular simulation systems that
are adequate for attacking the complexity of
cancer.

12.2 Progress Towards 3-D
Multicellular Systems
Biology

12.2.1 Simulating Tumor Growth
in a Heterogeneous
Microenvironment

Our earliest work with John Lowengrub and
collaborators [10–14] focused on describing
the evolving morphology of tumors, as driven
by gradients of growth substrate. Building
upon work by Cristini, Lowengrub and Nie
[15], we developed a sharp interface model,
where a well-defined tumor boundary † is
represented with a level set function [16, 17]
®, satisfying ®< 0 inside the tumor, ®D 0 on the
boundary, and ®> 0 outside the tumor. Tumor
tissue was assumed incompressible with constant
cell density. r � u gives the net rate of tissue
creation, where u is the tissue velocity field. The
tumor boundary moved with normal velocity
V D u�n. Cell proliferation was proportional to
available growth substrate ¢ , which diffused from
the tumor boundary. (See Sect. 12.2.2 below.)
Wherever the growth substrate concentration
was below a threshold 
N, tumor cells became
necrotic, giving one of the first detailed models
of necrosis [11, 12].

We modeled tumor tissue mechanics with a
tissue pressure p that obeyed Darcy’s law (porous
flow), simulating tumor tissue as a fluid moving
through the ECM. The Darcy coefficient � mod-
eled several biophysical effects, including cell-
matrix adhesion and matrix stiffness. Combining

Darcy’s law with the incompressibility assump-
tion gave an elliptic partial differential equation
(PDE) for the pressure; a curvature boundary
condition (surface tension) modeled cell-cell ad-
hesion. These level set models took the general
form:

r � u D

8
<

:

G .
 � A/ inside the viable tumor
� GN in the necrotic core
0 elsewhere

uD��rp C chemotactic terms .where needed/

V D u � n on the tumor boundary; and

@�

@t
D � QV jr�j ;

where QV is an extension of V off the tumor
boundary †. In the work above, G is a “tumor
aggressiveness” parameter that combines the ef-
fects of cell-cell adhesion and cell proliferation, A
is the relative rate of tissue loss due to apoptosis,
and GN is the rate of tissue loss in necrotic regions
[13]. Constitutive relations between the model
parameters and microenvironmental factors could
be used to model molecular-scale biological ef-
fects. See Sect. 12.2.3 for further discussion.

A typical simulation result can be found in
Fig. 12.1a [15]. Our later work [10–14] improved
the biological accuracy (by separately tracking
the position of the tumor’s necrotic core [13]
and allowing the substrate diffusivity and Darcy
coefficient to vary spatially [14]) and numerical
accuracy (a more robust curvature discretization
[12], a more accurate jump boundary condition
discretization, and a faster numerical solver for
steady-state diffusion [14]). These improvements
allowed simulation of tumor growth in complex
tissues, such as brain tissues with white and grey
matter, cerebrospinal fluid, and cranium [10, 14].
See Fig. 12.1b.

For improved modeling of tumor tissue
mechanics, Wise, Lowengrub, Frieboes, Cristini,
and others developed “phase field” or “mixture”
models: each mesh site was modeled as a
mixture of one or more cell types, matrix, and
water [21, 22]. Each phase of this mixture was



Fig. 12.1 (a) A level set simulation of a tumor with
viable regions (white) and necrotic tissue (black). The
tumor shape can undergo complex topological changes,
based upon the balance of growth and mechanics param-
eters (Adapted with permission from [11]). (b) Numerical
refinements allowed simulation of growth in heteroge-
neous tissues, such as this simulated brain tumor. Red
regions are proliferating, blue regions are hypoxic, and
brown are necrotic. The brain tissue has white matter
(light grey), grey matter (dark grey), cerebrospinal fluid
(black), and cranium (white) (Adapted with permission
from [52]). (c) A phase field simulation of a highly-motile
subclone (red) emerging due to hypoxic signaling from
a glioblastoma (grey) [7] (Adapted with permission from

[7]). (d) Agent-based models—like this patient-calibrated
simulation of ductal carcinoma in situ (DCIS) [19]—can
simulate small-scale tissue mechanics, with more direct
calibration to experimental and clinical data (Adapted
with permission from [19]). (e) The agent-based model
has been extended to 3D [29]. Here, we plot a cut-away
view of a necrotic tumor spheroid. Green cells are prolif-
erating, gray cells are quiescent, red cells are apoptotic,
and brown cells are necrotic. Note the “crackly” structure
in the necrotic core. (f) A hanging tumor drop spheroid
(HCC827 non-small cell lung carcinoma) showing a sim-
ilar structure in the necrotic center. Image courtesy Mu-
menthaler lab, Lawrence J. Ellison Institute for Transfor-
mative Medicine, University of Southern California
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governed by conservation laws for mass and
momentum; energy laws were used to govern
mixing between the phases. The approach led to
the introduction of Cahn-Hilliard equations of
the form:

@�i

@t
C r � .ui�i C Ji/ D Si; i 2 fV;D;Hg :

The rate of change in the density �i of cell
species i (V: viable tumor; D: dead tumor; H:
host) is determined by balancing net creation (Si:
proliferation minus cell death) with cell advection
(r � (ui�i)) by its velocity field ui, and cell-cell
and cell-ECM mechanical interactions (r � Ji),
where the flux Ji generalized Fick’s law to in-
clude adhesion, cell incompressibility, chemo-
taxis, haptotaxis, and other biomechanical effects
[21, 22].

The viable tumor cell density �V increased
through proliferation and decreased through
apoptosis and necrosis. We assumed that normal
host cells (�H) do not proliferate but can apoptose
(A) or necrose (N); the total dead cell density is
�D. These primarily affect tumor mass through
water transport in the tissue; their solid fraction
is neglected for simplicity [22]. Proliferation was
assumed to increase with nutrient substrate 


above a threshold level 
N [22], resulting in the
creation of cells by removing the equivalent water
volume from the interstitium. Cells experiencing
a substrate level below 
N were considered quies-
cent (e.g., due to hypoxia). Apoptosis transferred
cells from the viable tumor and host cell species
to the dead cell species, where cells degraded and
released their water content. Necrosis occurred
when the nutrient substrate concentration falls
below the threshold 
N and ultimately releases
cell’s water content. The resulting model is

SV D .�M;V .
 � 
N/ � �A;V/H Œ
 � 
N � �V

� �N;VH Œ
N � 
� �V

SD DH Œ
 � 
N � .�A;V�V C �A;H�H/

C H Œ
N � 
� .�N;V�V C �N;H�H/ � �D�D;

where �M,i, �A,i, and �N,i are mitosis, apoptosis,
and necrosis rates, �D is the cell degradation rate
(with different values in apoptotic and necrotic
tissue), and H is the Heaviside “switch” function.

Each cell species moves under the balance
of proliferation-generated oncotic pressure, cell-
cell and cell-ECM adhesion, chemotaxis (due
to substrate gradients), and haptotaxis (due to
gradients in the ECM density). The motion of
cells and interstitial fluid through the ECM is
modeled as flow of a viscous, inertialess fluid
in a porous medium. We made no distinction
between interstitial fluid hydrostatic pressure and
mechanical pressure due to cell-cell interactions.
Cell velocity is a function of cell mobility �i

and tissue oncotic (solid) pressure (Darcy’s law);
cell-cell adhesion is modeled with an energy
approach from continuum thermodynamics [22].
For simplicity, the interstitial fluid is modeled as
moving freely through the ECM at a faster time
scale than the cells. These assumptions yield a
constitutive relation for the tumor tissue velocity
field ui:

�iui C Ji D � �i .�i; f /

0

@rp �
X

j


jıE

ı�j
r�j

1

A

C �
 .�i; f ; 
/r


C �h .�i; f /rf ; i 2 fV;D;Hg :

The variational derivative •E/•�i, combined with
the remaining contributions to the flux J (due to
pressure, haptotaxis, and chemotaxis; see [22]),
yields a generalized Darcy-type constitutive law
for the cell velocity ui of a cell species i, deter-
mined by the balance of proliferation-generated
oncotic pressure p, cell-cell and cell-ECM ad-
hesion, chemotaxis (due to gradients in the cell
substrates 
 ), and haptotaxis (due to gradients
in the ECM density f ). The Darcy coefficient
�i is cellular mobility, reflecting the response to
pressure gradients and cell-cell interactions by
breaking integrin-ECM bonds and deforming the
host tissue. 
 j is the cell adhesion parameter,
and �
 and �h are the chemotaxis and haptotaxis
coefficients, respectively.

Solving this system required sophisticated nu-
merical techniques [23], but the work was worth-
while: it allowed modeling new tissue biome-
chanics (see Sect. 12.2.3 below) to address draw-
backs in the level set approach [11–14]. In partic-
ular, the phase field model could simulate mixed
populations of tumor sub-clones without sharp
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boundaries between them. In [18], we simulated
the 3-D growth of glioblastoma multiforme using
the new phase field model. In the work, hypoxic
tumor cells could mutate into a more motile
subclone, modeled as a new phase in the phase
field model. See Fig. 12.1c. In Sect. 12.2.3, we
give another example of this model for simulat-
ing lymphoma [24]. Similar models were also
developed to account for cell type and mechanical
response heterogeneity of the solid and liquid
tumor phases. See the review [25] for further
discussion.

One difficulty for continuum models is that
individual cell phenotypes (particularly for het-
erogeneous cell populations) cannot be fully re-
solved at the continuum scale. Allowing model
parameters to vary at cell-scale resolution (e.g.,
20 �m) and solving for the cell densities at cell-
scale resolution rather than tissue-scale resolution
(e.g., 100–200 �m) can result in small protru-
sions and other features that, while numerically
accurate, are in violation of the models’ con-
tinuum hypotheses; these cannot be regarded as
meaningful scientific results. Another difficulty
for continuum models is matching to experimen-
tal and clinical data. Parameters such as � in
the models above incorporate multiple biophys-
ical and biological effects, so calibration may
require iteratively testing the model parameters
until shape and other metrics match data at multi-
ple time points. Such matching risks overfitting
an underconstrained model, bringing scientific
conclusions into doubt. “Bottom-up” calibration
from direct cell-scale measurements can help
overcome these problems, but direct mappings
of such cell-scale measurements onto multiple-
effect parameters are unclear. Both these diffi-
culties can be addressed with cell-scale (discrete)
models.

In [19], we developed an agent-based model
of cancer, with application to ductal carcinoma
in situ of the breast (DCIS). In this work, tumor
cells in a duct (represented as a level set function)
can be quiescent (Q), cycling (P), apoptotic (A),
or necrotic (N) in regions of insufficient oxygen.
Tumor cells obeyed conservation of momentum,
with cell motion determined by a balance of
adhesive and “repulsive” forces exchanged with

other cells and the duct wall and fluid drag. The
probability of changing state (Q, P, A, and N)
depended upon the microenvironmental condi-
tions. Cycling cells divided and regrew volume,
apoptotic cells shrunk, and necrotic cells shrunk
and calcified; this was the first model of calcifica-
tions in DCIS with comedonecrosis (a centralized
core of necrotic material, which may be partially
calcified) [5]. See Fig. 12.1d for a typical DCIS
simulation. Individual cell phenotypes can be
clearly observed and tracked (green cycling cells,
gray quiescent cells, red apoptotic cells, and a
central core of necrotic cells in varying states of
degradation and calcification). A movie of this
simulation can be found at [26].

We recently extended the model to 3D
and increased its simulation capacity from
thousands of cells to 105 to 106 cells on desktop
workstations. The extended code (PhysiCell:
physics-based cell simulator) is being prepared
for a 2016 open source release [20]. See
Fig. 12.1e for a PhysiCell simulation, showing
a cross-section of a 3-D hanging drop spheroid
with a necrotic core. The competing effects of
the 3-D multicellular geometry, necrotic cell
contraction (from water loss), and necrotic cell
adhesion result in a fractured necrotic core
structure, which can be observed in experimental
data (Fig. 12.1f). For PhysiCell project updates,
see http://PhysiCell.MathCancer.org. Several
other open source model frameworks can
simulate many cells in 3D, including Chaste
[27], CompuCell3D [28], Morpheus [29], and
iDynoMiCS [30]. In Sect. 12.2.5, we shall
revisit the agent-based model in the context
of direct calibration to experimental and
pathology data.

12.2.2 Simulating the Chemical
Microenvironment with Many
Substrates

Substrate transport is critical to representing the
tumor microenvironment. Growth substrates are
released by the vasculature, transported within
the tissue, and consumed by cells, which subse-
quently release metabolic waste products. Cells

http://physicell.mathcancer.org/
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exchange diffusible signaling factors that alter
phenotype. Apoptotic and necrotic cells may also
release diffusing substrates that affect pheno-
type [5]. In our earliest work [11–14], we mod-
eled substrate transport as quasi-steady, requir-
ing a steady state solution after evolving the
tumor morphology. Thus, we solved PDEs of
the form

0 D r�.Dr
/��background
� �.cells/CSources

with appropriate boundary conditions. In the
first level set models [10–14, 31], we imposed
a Dirichlet boundary condition on the tumor
boundary to simulate growth into a well-
vascularized tissue. Later, we embedded the
evolving tumors into a larger domain with
substrate diffusion and Dirichlet conditions as
a far-field condition, to model growth into a
locally-affected region [13]. We used a jump
boundary condition to enforce continuity of
substrate flux across the tumor boundary,
using the ghost fluid method [11]. In 2D,
the method yielded a banded linear system,
which we solved with the stabilized biconjugate
gradient method. (See the references in
[11].) However, this technique was slow,
not terribly robust, and difficult to extend
to more accurate discretizations of the jump
boundary conditions. In [14], we introduced a
pseudotime � :

@


@�
Dr � .Dr
/ � �background
 � � .cells/

C Sources

and solved to steady state using a semi-
implicit finite difference scheme. The method
was stable and second-order accurate in the
steady-state solutions, but it could not (and
was not designed to) capture the dynamics
of the evolving substrate distribution. Many
models (e.g., [32]) solve the time-dependent
problem using explicit finite difference methods.
While these methods are straightforward to
implement and accurate, their stringent time

step restrictions make them unfeasible for 3-D
simulations or for simulating many substrates.
Implicit methods like ADI (alternating directions
implicit, method; see [33] for a model using this
method) can remove the time step restrictions,
but they often require linking to linear algebra
libraries that can complicate cross-platform
compatibility. (See the discussion in [34].) In [21,
22], Wise, Lowengrub, Frieboes, and co-workers
took an alternative approach by using a fully
adaptive, nonlinear multigrid/finite difference
method to efficiently solve the equations
[23].

One drawback of these approaches is that they
do not scale very well to larger numbers of sub-
strates, particularly in large 3-D domains. Each
evolving substrate distribution requires solving
a PDE. Most of these codes—including those
above—solve the PDEs sequentially, and so sim-
ulating ten diffusing substrates requires ten times
the computational effort of simulating one. This
does not scale well as the number of substrates
and the domain size are increased.

We recently addressed these problems by
creating BioFVM (finite volume method for
biological problems), an open source 3-D
diffusion solver that was designed for both
standalone simulations and for integration
with existing simulation packages [34]. See
http://BioFVM.MathCancer.org. BioFVM solves
for a family of diffusing substrates vectorially:

@p
@t

DD ı r2p � œ ı p C S ı
�
p� � p

�
� U ı p

C
X

cells i

�
Si ı

�
p�

i � p
�

� Ui ı p
�
ıiVi

where p is a vector of diffusing substrates, D
and œ are vectors of diffusion and decay con-
stants (respectively), S and U terms are vectors
of source and uptake rates (respectively), p*
terms are vectors of saturation densities, and all
products (ı) are component-wise. Here, Vi is the
volume of the ith cell in a simulation environment,
and ıi is a Dirac delta function centered at its
position.

http://biofvm.mathcancer.org/
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Fig. 12.2 Top: BioFVM shows roughly linear cost scal-
ing with the number of substrates and voxels. (See the
supplementary material in [34]). Bottom: Simulation of
O2 release by blood vessels (red line sources in a, b),

diffusion, and consumption by tumor cells (green), and
VEGF release by hypoxic tumor cells. (c, d) plot the pO2

and VEGF distributions in the gray plane in (a) (Adapted
with permission from [34])

By using a combination of operator split-
ting, vectorized operations, tailored ODE and
Thomas solvers, specialized overloaded operators
to reduce the memory-bound costs, and OpenMP
parallelization, BioFVM can simulate diffusion
of ten or more substrates on 3-D domains with

a million or more voxels (enough to simulate
diffusion in a 8 mm3 tissue at 20 �m resolution),
using just a desktop computer. Simulating ten
substrates requires only 2.6 times more effort
than simulating one, and we have simulated up
to 128 substrates. See Fig. 12.2 (top). The code
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is first-order accurate in time, second-order ac-
curate in space, and numerically stable. Compu-
tational time scales linearly with the number of
substrates, number of voxels, and the number of
cell-based source/sink terms. In Fig. 12.2 (bot-
tom), we simulate oxygen and VEGF transport
in a 125 mm3 tissue (15,625,000 voxels) with
over 2.8 million discrete source/sink terms, using
a quad-core desktop workstation. Larger simula-
tions are be feasible on individual HPC compute
nodes, which often have 16 computational cores
(32 virtual CPUs when including hyperthreading)
and 32 GB of memory.

12.2.3 Simulating the Physical
Microenvironment

In [13], we performed our first investigations of
the impact of the microenvironment on tumor
shape. We enclosed the tumor in a larger circle
of tissue where growth substrate 
 diffused with
coefficient Dtissue (the diffusion coefficient was
set at Dtumor inside the tumor), and the mechan-
ical pressure p dissipated with Darcy coefficient
�tissue outside the tumor and �tumor inside the
tumor. We assumed that the substrate was contin-
uous across the tumor boundary † with no jump
in flux (Dtumorr
 �n � Dtissuer
 �n D 0 on †).
We modeled the mechanical pressure as solving
ptumor – ptissue D k (an extension of the curvature-
based cell-cell adhesion in [11, 12]), with no
jump in the flux of the pressure across the tumor
boundary (�tumorrp�n � �tissuerp�n D 0 on †).
We varied by the microenvironmental conditions
through the ratios

D D
Dtissue

Dtumor
and � D

�tissue

�tumor
:

Large values of D represented growth into a well-
oxygenated tissue; large values of � modeled
growth into a soft, mechanically-compliant tis-
sue. We found that the (D,�) parameter space
divided into three phases: tumors broke into small
fragments when growing in poorly-oxygenated

tissues (low D), whereas they developed invasive
fingers in mechanically stiff, vascularized tissues
(high D, low �). In well-oxygenated, soft tis-
sues (high D, high �), relatively compact tumor
shapes emerged. See Fig. 12.3a. These results
were similar to cellular automaton model findings
by Anderson and co-workers [32, 37], which
examined the impact of oxygen heterogeneity and
cell-cell adhesion upon tumor shape stability, but
without modeling tissue mechanics.

In [10, 14, 31], we extended the level set
framework to let � vary continuously across the
tissue, as a model of mechanical variations. In
our first such studies [10, 14] (tumors growing in
brain tissue), the Darcy coefficient � was set to a
higher value (� D 1.5) in relatively pliant white
matter, a lower value (� D 0.5) in stiffer grey
matter, a high value (� D 10) in cerebrospinal
fluid, and a very low value (� D 0.0001) in non-
deformable cranium. In the simulations, tumor
grew preferentially in regions of higher �, and
mechanical pressure built up between the grow-
ing tumor and the cranium. See Fig. 12.1b. In
later work [31], we studied tissue remodeling
by simulating the release of a diffusing matrix-
degrading enzyme that removed ECM (E). More-
over, we introduced a constitutive relation be-
tween the ECM density and the Darcy coefficient:

� D
�0

a C bE
;

so that increasing ECM density decreased the
Darcy coefficient, thus increasing the overall
tissue stiffness and reducing its permeability
to cells. Interestingly, this constitutive relation
can be obtained mechanistically by considering
the individual force terms in agent-based models
discussed above, under the inertialess assumption
that dissipative forces like fluid and ECM drag
balance quickly with adhesive, motile, and other
forces. (See the supplementary materials in [19].)
A movie of an example simulation including
the effects of tissue degradation and ECM-
dependent cell mobility can be found at [38].
We note that later, higher-resolution studies of
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Fig. 12.3 (a) A phase diagram of tumor shape (grey
regions are viable; black regions are necrotic) of the (D,�)
parameter space [13]. Increasing D models increasing
vascularization in the tissue surrounding the tumors; in-
creasing � models decreasing stiffness in the surrounding
tissue. Three characteristic morphologies are seen: frag-
menting (low D), fingering/invasive (high D, low �), and
compact growth (high D, high �) (Adapted with permis-
sion from [13]). (b) Simulation of lymphoma in a lymph
node [25], using the phase field method to represent the

live and dead tumor cell populations, fluid, and the lym-
phatic vessel outer wall (Adapted with permission from
[25]). (c) A poroviscoelastic (PVE) simulation of perfused
liver tissue [66]. i,ii: pore fluid velocity. iii,iv: pore fluid
pressure. v,vi: solid matrix deformation (Adapted with
permission from [66]). (d) Discrete-scale models [13] can
investigate smaller-scale tissue biophysics, such as this
simulation of passive cell invasion through a weakened
section of basement membrane (Adapted with permission
from [13])

matrix degradation found that common reaction-
diffusion type models cannot adequately model
tissue remodeling without including the impact
of activation factors and inhibitors (otherwise,
they over-predict tissue degradation), and that
the more common membrane-bound matrix
metalloproteinases should not be modeled as
diffusing species, even with very small diffusion
coefficients [39].

While the level set models were able to
simulate changing tumor shapes in heteroge-
neous, evolving microenvironments, they had
several shortcomings. The tissue biomechanics
were constrained by the constant cell density
assumption. Cell-to-cell adhesion could not vary

throughout the cell tissues (since it was modeled
as a surface tension). Individual cell effects were
difficult to include, particularly on smaller scales.
While the sharp interface assumption was well-
suited to strongly-adherent epithelial tumors, it
could not model low-adhesion, highly motile
cell species such as glioblastoma cells [40] and
stromal cells [41]. Hence, the sharp interface
tumor model could not readily apply to other
cell types of interest in cancer biology, making
it difficult to study the biomechanical dynamics
of tissue remodeling and the impact on tumor
growth. Even in cases where the sharp interface
assumptions were valid, new cell populations
could only be modeled by introducing new
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level set functions, with a large increase in
computational cost.

Phase field/mixture models (see Sect. 12.2.1)
can simulate sophisticated tissue biomechanics in
more generalized cases where different cell types
are mixed without sharp boundaries, or where the
extracellular matrix itself must be evolved. For
example, in [24], the lymph node was modeled
as a surface � that is stretched by the growing
tumor, with membrane normal velocity propor-
tional to the proliferation-generated pressure gra-
dient. It was assumed that the tissue surround-
ing the organ can be deformed sufficiently to
accommodate expansion [42]. The geometry is
described by a phase field variable  governed
by a modified Cahn-Hilliard equation:

@ 

@t
Cv � r Dr �

�
B . /r� 

�
;where  .x; t/

D

	
1 inside the lymph node
0 outside the lymph node

specifies the position of the interface � through
the narrow transition region characterized by a
thickness parameter " in the Cahn-Hilliard po-
tential � . B( )D36  2(1� )2 specifies the in-
terfacial region [43, 44] where the Cahn-Hilliard
potential takes effect. The surface � is advected
by the mechanical pressure (P) generated by
tumor proliferation and the tissue surface tension
[22]:

v D ��
�
rP �




�
� r 

�
;

where 
 specifies the strength of the surface
tension, and � is the tissue mobility in response
to these exerted forces. In Fig. 12.3b, we show an
example of simulating non-Hodgkin’s lymphoma
in a lymph node from [24]. The phase  was
used to represent the outer wall of the lymph node
as discussed above, allowing later simulation of
lymph node swelling—a common feature in lym-
phoma and metastatic carcinoma [45, 46].

The phase field mixture approach allows gen-
eralized modeling of a wide range of tissue me-
chanics, with separate constitutive relations and
parameters for each phase of the simulated cell-
ECM-fluid mixture. However, water was mod-

eled as flowing freely through the simulated do-
main, and hence decoupled from the evolving
ECM and cell phases. In some tissues, advective
interstitial and microvascular flow couple signif-
icantly with the solid components of the tissue,
causing deformation. Tissues in this flow regime
can demonstrate viscoelastic properties [47].

Continuum models of flow through de-
formable porous media [48] are computationally
efficient and do not require precise spatial and
geometric information about every fiber or cell
in a tissue [49]; hence they are well-suited
for modeling perfusion in porous materials
[50]. Similarly to the phase field model,
poroviscoelastic (PVE) models use a continuum
approximation to simulate both tissue mechanics
and pore fluid behavior in tissue parenchyma.
PVE is an extension of poroelastic or biphasic
theory, to model material as a porous fluid-
saturated linear elastic solid in which the fluid
flows relative to the deforming solid [35, 48].
A poroviscoelastic model incorporates time-
dependent (viscous) effects from two different
sources: pore fluid movement through the matrix
and intrinsic viscoelasticity of the solid matrix
itself [51]. Thus, PVE models are well-suited for
materials which exhibit significant viscoelastic
behavior, such as liver [47], brain [52], or
cartilage [51]. Since PVE models predict pore
fluid pressure and velocity in addition to solid
matrix stress, this modeling strategy is attractive
for examining perfused tissue in both native
and decellularized states [53, 54]. For example,
we recently characterized the biomechanical
response of perfused native and decellularized
liver on both macroscopic and microscopic
length scales via spherical indentation tests,
then used PVE finite element models to extract
the fluid and solid mechanical properties from
the experimental data [53]. In another recent
study, we used PVE modeling to predict lobule-
scale stresses and deformations associated with
experimental perfusion rates for native and
decellularized livers [35]; the work was able
to effectively predict flow rates and mechanical
deformation in both decellularized and native
liver tissues. See Fig. 12.3c. On the whole,
PVE theory offers an effective technique for
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determining the tissue-scale spatial distribution
of key microenvironmental variables related to
ECM mechanics and interstitial flow.

Discrete models can simulate tissue me-
chanics while incorporating localized, micron-
scale biology, particularly for thin basement
membranes that cannot be accurately modeled
with tissue-scale continuum models [39]. In [36],
we developed a 2-D discrete plasto-elastic model
of basement membrane. The membrane was
written as a linked list of basement membrane
agents centered at xk, each of which was linked
to two neighboring agents at xk-1 and xkC1. The
total force Fk acting on the portion of basement
membrane at xk was modeled as:

Fk D
X

cells i

�
Fik

cbaCFik
cbr

�
C Fk

BM C Fk
ECM � �vk;

where Fcba
ik and Fcbr

ik are the cell-BM adhe-
sive and repulsive forces, respectively (modeled
with potential functions as in [19]), FBM

k is the
force exchanged with neighboring portions of
basement membrane, FECM

k is the elastic force
between the portion of basement membrane and
the nearby stroma, and ¤vk is the dissipative,
drag-like force acting against the basement mem-
brane’s velocity vk. We modeled FBM

k as elastic:

Fk
BM D �

KkC1 .`kC1 � `kC1;0/

`kC1

.xk � xkC1/

�
Kk .`k � `k;0/

`k
.xk � xk�1/

where Kk is the elastic modulus of the basement
membrane at xk, and `k and `k,0 are the current
and resting lengths of the basement segment cen-
tered at xk, respectively. We introduced additional
constitutive relations to relate the elastic modulus
Kk to the amount of material present in the base-
ment membrane section at xk and to the thickness
of the basement membrane at that section; see
[36] for further details. While the basement mem-
brane is elastic over relatively short time scales,
it can undergo plastic rearrangement over longer

time scales as elastic fiber cross-links break and
reform. We modeled this as an evolution of the
resting length `k,0:

d`k;0

dt
D r`k max .0; `k � `k;0 � �act/

where £act is a threshold stress level above which
ECM cross-links begin to break [55].

An example of this model can be seen in
Fig. 12.3d. We were able to model small-scale
interactions between basement membrane and
cells. In particular, we found that if a small
section of basement membrane is weakened (by
reducing the amount of matrix material in the kth

BM agent, and then reducing its elastic modulus
via the constitutive relation), then passive elastic
forces alone can result in epithelial cell protrusion
into the stroma (Fig. 12.3d) [36]. In [39], we
used the framework to investigate the time scales
of basement membrane degradation by matrix
metalloproteinases, finding that realistic, 100 nm
thick basement membranes can readily be pene-
trated in just 10–15 min. However, these models
have proven difficult to implement efficiently
in 3D. Moreover, solving basement membrane
mechanics with micron-scale resolution is not
scientifically meaningful when cell morphologies
are not resolved, as in our present agent-based
models. (These resolve cell position and volume,
but not morphology.)

Other groups have addressed this problem by
modeling extracellular matrix at the multicellular
scale using modified agents. For example, to
emulate the invasion of breast cancer from a duct
to the surrounding stroma, Bani Baker and co-
workers used small agents with different proper-
ties to model both basement membrane (BM) and
extracellular matrix (ECM) [56]. Modeling ECM
as a matrix of small particles allows changing
the ECM structure by varying the number and
type of interactions between matrix particles. For
example, to model the ECM stiffening as the
result of lysyl oxidase presence [57], one can
increase the crosslinking between the particles.
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12.2.4 Simulating the Evolving
Microvasculature
and Interstitial Flow

In [58–60], Anderson, Chaplain, and McDougall
developed a sophisticated 2-D cellular automaton
model of tumor-driven sprouting angiogenesis. In
the model, each lattice site on a regular Carte-
sian mesh could contain ECM, a tumor cell,
an endothelial cell, or a migrating sprout tip.
Blood vessels released oxygen, which diffused
through the tissue and was consumed by tumor
cells. Hypoxic tumor cells released VEGF, which
diffused through the tissue and could activate
endothelial cells and “convert” them to migrating
sprout tips. The sprout tips followed a random
walk up gradients of VEGF (chemotaxis) and
ECM (haptotaxis) to form new vessels by leaving
a trail of endothelial cells behind them. They
solved for blood flow in the connected network of
endothelial cells, including the nonlinear effects
of the plasma and solid hematocrit phases of the
blood. Sheer stresses drove network remodeling.

In [31], we coupled the level set tumor growth
model (see Sect. 12.2.1) to this angiogenesis
model. As before, the vasculature released oxy-
gen, but with an improved source function: oxy-
gen release was proportional to hematocrit (as an
indicator of flow) and the difference between the
vascular and tumor pressure. Hypoxic tumor re-
gions released VEGF, tumor tissue could remodel
the ECM by secretion and degradation processes,
and notably, regions of high tumor pressure could
collapse vessels, thereby interrupting flow in the
vascular network and creating new regions of
hypoxia and renewed angiogenesis. See [31, 61]
for a simulation movie. In [62], we extended
the work to include interstitial fluid flow. See
Fig. 12.4 left. This work provided key insights on
coupling the biomechanics and biochemistry of
the microenvironment, tumor growth, and angio-
genesis. However, it had several drawbacks, most
notably being restricted to 2D, and its reliance
upon a non-physical Cartesian arrangement of
blood vessels.

In [21], we built a 3-D lattice-free model of
angiogenesis, building upon this earlier cellular
automaton work [58–60] and refining off-lattice
models by Plank and Sleeman [63, 64]. The
model generates a vascular network dependent
on tumor angiogenic factors [65] (e.g., VEGF),
implemented via a single continuum variable
c reflecting the net balance of pro- and anti-
angiogenic regulators. Hypoxic tumor cells
released c, which caused endothelial cells to
proliferate and grow vessels towards the tumor
by haptotaxis and chemotaxis [66]. Migrating
endothelial sprout tips were assigned a fixed
probability of branching at each time step of
the simulation. Vessels were required to form
loops (anastomose) before delivering growth
substrates [67]; the vessels could connect if a
leading endothelial cell crossed the trailing path
of another vessel. Tumor proliferation-induced
solid tissue pressure could cause vessels to
spontaneously shut and regress [68]. We did
not model microvascular blood flow or flow-
induced changes in the vasculature (e.g., shear
stress-induced branching). Instead, we focused
on assessing the effect of local heterogeneity
of growth substrates on the tumor species. A
typical simulation can be seen in Fig. 12.4 right.
We have used this model extensively in other
investigations of 3-D tumor growth [18, 24].

The flow component in the PVE model
(Sect. 12.2.3) is also well-suited to modeling
interstitial flow in conjunction with these
angiogenesis models. In [35] we used PVE
models to create tissue-scale predictions of the
distribution of interstitial fluid pressures and
velocities across a decellularized hepatic lobule.
Models were coupled to varying experimental
perfusion flow rates [69]; results for trials at
the 9 ml/min flow rate are highlighted here.
Terminal and pre-terminal portal vein branches,
located at the periphery of the lobular hexagonal
prism (Fig. 12.3c) were used as the fluid inlets,
and the central vein served as the fluid outlet.
Prescribed pressures were applied to inlet and
outlet vessel surfaces based on generation-
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Fig. 12.4 Left: Simulation of vascularized tumor growth
and interstitial flow from [95], in which we extended
our prior coupling [31] of a discrete angiogenesis model
[4, 56, 57] with a level set tumor growth model [11–

14] (Adapted from [95] with permission). Right: We later
developed off-lattice, 3-D models of vascular growth [23]
that included vascular pruning due to tumor-generated
mechanical pressure (Adapted with permission from [23])

specific pressures predicted by a previously
developed electrical analog model of liver
hemodynamics [35], for the appropriate flow rate.
Poroviscoelastic material properties of perfused
decellularized liver found in our previous work
[53] were used as reported, while hydraulic
conductivity was calculated from fluid properties
(density, viscosity), vessel geometry, and void
ratio data obtained from microscopy images of
decellularized liver. Distributions of pore fluid
pressure, pore fluid velocity, and ECM strain
were then calculated from the finite element
simulation. Average pore fluid pressure across the
decellularized lobule (1.90 mmHg) agreed well
with experimental interstitial fluid pressure for
decellularized liver perfused at 9 mL/min (1.95 ˙

1.16 mmHg, [69]). Fluid velocities ranged from
300 to 1700 �m/s over the decellularized lobule,
with an average value of 618 �m/s. This result
falls at the high end of the 100–750 �m/s plasma
velocity range reported for in vivo native liver
[70–73], as expected since vascular resistance is
lower in decellularized liver compared to native
[69]. It was also found that our native model
pressure and velocity results for physiological
flow rates were consistent with literature values
[70–74].

12.2.5 Calibration to and Validation
Against Clinical
and Experimental Data

If multicellular systems modeling is to have
an impact in explaining biological phenomena
and predicting tumor growth dynamics, models
must be calibrated to and validated against
experimental and clinical data. If data are fitted
by iteratively refining parameter values to obtain
a match, then independent measurements must
be used for model validation. In the level set and
phase field models presented in Sect. 12.2.1,
parameters such as G and � incorporate
multiple biophysical and biological effects. Early
calibration efforts (e.g, [75]) calibrated a level
set tumor model by (1) estimating the apoptosis
and cell division time scales in the apoptosis
parameter A, (2) fitting experimental tumor
steady radius measurements to theoretical shape
stability analyses [15] to constrain the tumor
aggressiveness parameter G, and (3) matching
growth curves. While the fitted models gave
meaningful insights on tumor growth dynamics,
we were motivated to move towards more direct
calibration techniques. Using the agent-based
model [19] described in Sect. 12.2.1, we took the
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approach of estimating or calibrating a larger set
of simpler, biophysically meaningful parameters,
most of which could be directly calibrated to
cell-scale measurements.

In [19], we developed the first patient-specific
calibration technique (for DCIS) that could fully
constrain an agent-based model to pathology
data from a single time point. After estimating
cell cycle, apoptosis, and necrosis time scales,
we coarse-grained the model to derive a system
of differential equations for the fractions of
apoptotic (AI) and proliferative (PI) cells in the
viable rim:

d ŒPI�

dt
D h˛Pi .1 � ŒAI� � ŒPI�/

�
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�
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where ‹˛P› and ‹˛A› are the mean transition
rates for quiescent cells to the proliferative
and apoptotic states, respectively, and £P and
£A are previously-estimated durations of the
proliferative and apoptotic states. Assuming that
the relative fractions of proliferative, apoptotic,
and quiescent cells reach a balance after several
days in a steady microenvironment [13], we
solved the system above to steady state with
patient measurements of PI (via Ki-67, a standard
nuclear immunohistochemical marker for cell
proliferation [76]) and AI (via cleaved Caspase-
3, a cytoplasmic marker for apoptosis [77]) to
obtain patient-specific estimates of ‹˛P› and ‹˛A›.
We used a similar approach to calibrate cell-cell
mechanical interactions: published experimental
data on cell mechanical relaxation were used to
estimate the overall cell mechanics timescale,
and we used patient-specific measurements of
cell density to calibrate the mean cell volume
and equilibrium spacing between cell centers.
We set the cell-cell adhesive force parameter by
setting cell adhesion and repulsion in equilibrium
at the mean cell-cell spacing. We estimated

oxygen boundary conditions by matching steady-
state, radially-symmetric solutions of the oxygen
transport equations to the patient’s (mean)
ductal geometry. We later refined this calibration
protocol to better account for cell confluence,
and the fact that Ki-67 stains positive not only
in cells preparing to divide, but also those in G1

state immediately after division [78].
We seeded a 2-D section of a patient’s breast

duct with calibrated DCIS cells and simulated
45 days of growth along a 1.5 mm length of
the duct. After several days, a viable rim and
necrotic core emerged (See Fig. 12.1d) with sizes
consistent with our calibration data. We tracked
the leading viable and calcified cells: these po-
sitions advanced linearly in time, due to the
balance between substrate-limited growth in the
viable rim and tissue volume loss in the necrotic
center. Moreover, the simulated growth curve
predicted that DCIS grows along the ducts at
approximately 1 cm/year, similar to prior clinical
measurements [79, 80]. The model also predicted
a linear mammography-pathology size correla-
tion, and after extrapolating this relationship over
two orders of magnitude, the mammography-
pathology correlation was consistent with an ear-
lier clinical study [81]. Hence, a “bottom-up”
calibration to cell-scale data can yield meaning-
ful tissue-scale predictions. In later work [82],
we matched the equations in the coarse-grained
agent-based model to the level set model of
tumor growth in [15], allowing us to directly
calibrate A to pathology-scale data without fit-
ting. We then used prior theoretical results [15]
to compute the steady-state DCIS resection area,
with successful predictions (as validated against
post-mastectomy pathology size measurements
not used in the calibration process) in 14 of 17
patients.

In [24], we extended the calibration tech-
nique to simulation studies of non-Hodgkin’s
lymphoma. The work aimed to attain a deeper un-
derstanding of lymphoma growth in the inguinal
lymph node and transport barriers to effective
treatment. Cell-scale data were obtained by fine
sectioning across whole tumors within lymph
nodes, yielding 3-D cell-scale information. After
calibrating the phase field model (Sects. 12.2.1
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and 12.2.3) to these cell-scale data for two differ-
ent lymphoma cell lines, the simulations correctly
predicted tissue-scale, in vivo observations of
growth dynamics and tumor size, without fitting
to the data. This work also gave new insights
on the physical causes for drug therapy failure
in resistant E�-myc Arf-/- lines: it found that
the cells were more densely packed in the lymph
nodes than sensitive lines, thus exacerbating drug
delivery gradients. This is a critical consideration
when attempting to quantify and predict the treat-
ment response.

These examples demonstrate that computa-
tional models can be successfully calibrated to
experimental and clinical data, and used to make
scientifically and clinically useful predictions.
However, most of this work required substantial
manual coding to make use of the measurements,
which themselves required custom image analy-
sis routines. For multicellular modeling to be both
useful and widespread, it must transition from
single-use, custom-built prototypes to a gener-
alized workflow that can automatically extract
model parameters from high-throughput data.

We have developed experimental platforms
to characterize cell phenotype (cell birth and
death rates, motility, and other parameters) in
controlled microenvironmental conditions. Us-
ing the Operetta high content screening (HCS)
platform and Harmony image analysis software
(PerkinElmer), we can convert cell-based im-
ages into detailed quantitative phenotypic infor-
mation across different timescales, environmen-
tal contexts, and in high-throughput. Our auto-
mated image analysis protocol can rapidly gen-
erate single-cell data for millions of cells. Cells
can be identified and segmented at the nuclear
level to determine live and dead cell counts over
time using specific nuclear and dead cell stains.
Filter criteria, including nuclear size and nuclei
clustering, are used to identify individual cells,
and must be optimized for each cell type. The
dead cell stain intensity (e.g. PI, TO-PRO-3, or
DRAQ7) is subsequently calculated for each cell,
and a threshold is defined to identify cells with
stain intensities indicative of cell death. Thus,
for any set of microenvironmental conditions, we
can obtain live and dead cell counts at several

time points, which can then be used to determine
context-dependent birth and death rates [83, 84].

At the population level, it is important to not
only characterize mean phenotype, but also phe-
notypic heterogeneity across the population [33].
We can address this by tracking individual cell
nuclei with nuclear fusion proteins (e.g., histone-
2B-GFP) across time. Readouts from these ex-
periments include changes in total cell count and
motility parameters (e.g., speed, direction, dis-
placement). Using this high-throughput imaging
platform, we can assess the impact of a het-
erogeneous tumor microenvironment on cellular
dynamics and treatment response in real-time.
Such a comprehensive view of cellular behavior
under the unique control of individual and co-
occurring gradients of environmental factors is
a considerable improvement over current models
based on qualitative in vitro experiments/assays.

Lastly, cell count and other high-throughput
measurements must be analyzed to obtain bio-
physical parameters. We recently have developed
CellPD (cell phenotype digitizer), which gives a
user-friendly interface to input cell count data (as
an Excel spreadsheet), obtains best-fit parameters
and uncertainty estimates for several “canonical”
mathematical forms (e.g., exponential and logis-
tic growth), ranks the fits, and summarizes the
results (parameter values and publication-quality
plots) as user-friendly HMTL pages [85, 86].
CellPD will be open sourced in 2016.

12.2.6 Data Standards
and Reproducibility

High-throughput screening platforms can gen-
erate many cell phenotype parameters under a
variety of microenvironmental conditions, and for
many cell types. This can yield a vast collection
of phenotype parameters, but they cannot be
used by mathematical models without systematic
recording. Similarly, mathematical models output
quantitative data on cell positions, phenotypes,
and substrate distributions, but many papers ulti-
mately discard these outputs in favor of simplified
analytics (e.g., tumor size vs. time) and visualiza-
tions. Even when the data are stored and dissemi-
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nated, each model tends to use a customized data
format. This vastly complicates replication stud-
ies and new analyses of prior works. Moreover,
using different formats for simulation and exper-
imental data hinders efforts to directly compare
simulation and validation datasets.

We are working to overcome these difficulties.
While good standardizations exist for subcellular
data (e.g., the Gene Ontology (GO) [87] is
used for annotating genomics data), few exist
for multicellular data. In [19], we introduced
MultiCellXML (multicellular extensible markup
language) to describe the model outputs of our
agent-based model. The key data elements for
MultiCellXML described biophysical cell agent
parameters that are common to many discrete
models: cell position, volume, phenotypic state
(e.g., cycling, apoptotic, or quiescent), and
elapsed time in the state. Indeed, many of
these key data elements were incorporated
into the Cell Behavior Ontology (e.g., the
Boolean data element IsApoptotic) [88]. In
2014, we expanded this effort to form the
MultiCellDS (multicellular data standard)
Project. After assembling a multidisciplinary
panel of biologists, clinicians, mathematicians,
and computer scientists, we set out to form a
data standard that was complementary to most
ontology efforts: a method to systematically
record microenvironment-dependent phenotype
data (digital cell lines), and a method to
consistently report continuum and discrete
simulation data (digital snapshots). To accelerate
the project, we are incorporating data elements
from existing ontologies (e.g., Cell Behavior
Ontology (CBO) [88] and Chemical Entities of
Biological Interest (ChEBI) [89]) when they are
available. Much of this work focuses on giving
a logical, hierarchical structure to the diverse
set of phenotype and biochemical descriptors in
use today. By focusing on data interchange, we
hope to improve the cross-model compatibility,
encourage data sharing, and ease the creation
of configuration, analysis, and visualization
software. We note that the same standard can
be used for segmented experimental and clinical
data. Visit http://MultiCellDS.org for up-to-date
project information.

A standardized, model-independent recording
of simulation output data is key to reproducibil-
ity and open science. To reproduce a modeling
result, both the same computational model and
independent models or implementations should
simulate the same physical system, and their out-
puts should be directly compared, either voxel-
by-voxel (for continuum models) or on a statis-
tical basis (for stochastic, agent-based models).
However, even if model outputs are made openly
available as part of a publication (i.e., as open
data), this step is either complicated or impossi-
ble if the simulation inputs are model-dependent.
Hence, today it is difficult to use a lattice-free
model (e.g., Chaste [27]) to reproduce a cellular
Potts result (e.g., from CompuCell3D [28]).

Lastly, we note that for work to be truly
reproducible and open, the underlying computa-
tional code should be distributed as open source.
Otherwise, version-dependent bugs are difficult
to eliminate when replicating simulation results.
Moreover, non-open licensing can prevent sci-
entists from fully stating their method. For ex-
ample, BioCellion [90] can simulate millions to
billions of cells on supercomputers, but its non-
OSI [91] academic license [92] is very restrictive:
it stipulates internal non-commercial use only,
with no distribution of source code (e.g., as a
method section) or sublicensing without written
permission; this hampers reproducibility [93].

12.3 Next Steps and Closing
Thoughts

We have seen great strides in building simulation
platforms to understand 3-D multicellular sys-
tems in complex, dynamical microenvironments.
Tumor growth models can simulate millions of
cells with individual cell effects, or large masses
of mixed cell populations. Simulations can in-
clude detailed tissue biomechanics, coupled to
the fluid mechanics of interstitial and microvas-
cular flow. Simulated tumors can alter the me-
chanical and vascular landscape, with feedback
loops affecting tumor cell phenotype. We have
seen that models can be calibrated to experimen-
tal and clinical data to give meaningful insights,

http://multicellds.org/
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which can be shared and replicated with open
data and open source codes. We have seen an
emerging consensus on the need to document and
share data and models, and new ontologies and
data standards are emerging to accomplish the
task.

But key ingredients are missing. The work we
described focused on the biophysics of the tumor
and the microenvironment; however, molecular-
scale effects (cell signaling, mutation networks,
metabolic/energy models, etc.) still need to be
integrated. This can be achieved by integrating
fast ordinary differential equation solvers for sys-
tems biology, such as libRoadrunner [94]. For
better efficiency, tumor growth models should
combine both discrete cell models and continuum
models, with mass and force exchange between
the discrete and continuum cells [25].

Perhaps more notably, the models presented
in this paper (and most in the field) only couple
two or three key components, often by manually
combining the codes. No one simulator brings
to bear all these aspects in a single platform. It
is impractical to expect any single simulator to
model all biochemical and biophysical aspects of
cancer and the microenvironment well, from sub-
cellular effects to tissue-scale dynamics and cou-
pled vascular networks. Even if there were such
a monolithic platform, it would be scientifically
risky: a single bug could undermine scores of
papers built upon it. And investment (and “sunk
costs”) in a single simulator may well discourage
development of “competing” simulation engines
for independent replication studies.

Instead, we need modular software infras-
tructures for combining open source models.
Multiple groups could contribute tumor growth,
vascularization, diffusion, and other modules,
which read and modify shared data structures
through standardized protocols (similarly to
message passing in MPI, or TCIP/IP packets
in networks). To encourage the widest possible
participation, such a platform needs to support
many programming languages (e.g., CCC,
Python, Java, Julia), rather than require compiler-
level binary linking. With standardized data
structures (e.g., MultiCellDS) now emerging,
such a development effort is feasible.

The community will require better shared
data resources. As sophisticated multiphysics
models emerge, we will need correspondingly
sophisticated validation datasets, including
information on cell phenotype and distribution,
substrate distribution, tissue mechanics, and
interstitial flow, with sufficient time resolution
to validate model dynamics as well as steady-
state behavior. We will need further advances
in novel bioengineered and biomimetic models
(such as organoids grown in bioreactors and
“organ-on-a-chip” systems [95]) that can drive
development and validation of tumor-vasculature
interaction models. These data sets must be
released openly with standardized formats, so
that all modelers may test their models and
contribute to the community. As open data
become more widespread, centralized, searchable
repositories will be needed to help make data
discoverable. To ensure research quality, these
repositories will need to be curated, based upon
(as yet undetermined) community standards
for assessing quality and deciding when a
newly-submitted measurement should replace
an existing measurement.

No group can do this alone. Individual models
of tumor growth and the microenvironment are
growing to such sophistication that no one group
could hope to develop a model of everything.
Experiments, too, are requiring large efforts that
are better realized through teams. We expect that
in the future, computational systems biology will
make the leap from isolated, single-lab efforts to
coalitions of scientists working with open source
codes and open, standardized data, allowing us to
take the best of each and grow beyond the sum of
the parts.
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