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Abstract In our society, there is a substantial number of visually impaired indi-
viduals. However many social mechanisms are not designed with these people in
mind thus making the development of electronic assistive tools essential in order to
perform basic day-to-day activities. Due to the penetration of capabilities of mobile
devices, such devices have become an ideal candidate for designing solutions to aid
the visually impaired. The objective of this research is to develop a multimedia user
interface whose scope is to aid the visually challenged. We propose and design a
product recognition system utilizing computer vision and machine learning tech-
niques. Our system allows visually impaired individuals to identify products in
grocery stores and supermarkets without any additional assistance, thus encour-
aging them to perform daily activities without requiring any additional help thus
further promoting their independence within society. Our approach is composed of
two main modules one capable of classifying grocery products using an unsuper-
vised feature extraction methods posed by deep learning techniques while the other
module is capable of recognizing products in an image using the traditionally
handcrafted feature extraction algorithms. We considered multiple robust approa-
ches to identify the one most suited for our task. Through evaluation we determined
that the best approach for classification is to fine-tune a convolutional neural net-
work pre-trained on a larger dataset. We were successful in not only surpassing our
base accuracy but also obtaining an accuracy of 63 %.
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1 Introduction

Visual impairment is a crucial subject, which should be explored in depth in our
visually centered world. For even the simplest of tasks, visually impaired indi-
viduals must depend on others for help. One such task is performing their daily
grocery shopping, where they must compile a shopping list and entrust a super-
market employee to collect the required items for them. This not only runs the risk
of such individuals being taken advantage of but also strips them of their inde-
pendence. With the system we are proposing in this research, we attempt to not only
solve these problems, but to also make the lives of these individuals easier by aiding
them in performing such tasks completely independent of others.

Recognizing grocery items is quite a challenging task as multiple products can
share similar visual attributes, one such example is a chocolate bar where one is
plain and the other contains nuts while both have the same brand. Similar systems
[1-4] approached this task by using a classification paradigm known as
cross-dataset classification [1]. This problem paradigm refers to the case where the
train and test data were not acquired from the same distribution. They used images
of products, which were captured under ideal conditions for the train data, and for
the test distributions they used images of the products in their real-world envi-
ronment. These were referred to as in vitro [3] and in situ images [3] respectively.

These systems used a relatively small number of grocery products for example
120 [3, 4] and 30 [2] and for each one these products multiple images of the same
product were used. Each class in their classification process represented a single
product [2, 3]. Although multiple classification approaches were considered, the
method which showed best performance was the standard bag of visual words
approach [5]. However, a recent system approached our problem, by grouping
multiple products depending on their particular product category one such example
is pasta [1]. This system used a fine-grained classification algorithm [6] to predict
the product category. Recognition was performed by matching the handcrafted
SIFT [7] features. In contrast, to the other systems recognition is only performed on
the products pertaining to that particular category. This system used a multi-label
approach, which was not fit for our task as we attempt to identify a singular product
in the individual’s view. Although this system outperformed the others, the best
classification accuracy achieved was 21.9 %.

By following on the method used in [1] we explored our problem by initially
classifying the product and then recognizing the product by comparing the par-
ticular product with those in a precompiled database pertaining to that same product
category. In our background research, we examined numerous classification
approaches and observed that the recent deep learning techniques have performed
quite impressively, even surpassing human performance in some cases. We
approached our classification problem using convolutional neural networks (CNNs)
a deep neural model which has proved to achieve a great performance for image
classification tasks [8, 9]. We consider training the deep model by initializing the
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weights randomly, then using learning methodologies and evaluate them by iden-
tifying the best performing approach for our task.

On the other hand, recognition was approached using Lowe’s methodology [7]
by matching the key points extracted from the product in the scene to those in a
precompiled database. The item, which had the most number of matches, was
thereby the best match for that particular product.

Our contributions in this research included a categorized dataset of in vitro
images of grocery products and a methodology for identifying grocery products in a
store which aids a visually challenged individual without requiring any additional
assistance.

2 Aims and Objectives

The aim of this research is to aid a visually impaired individual to identify products
in a grocery store. We proposed an approach where products are classified by a
particular category and recognition of the product is only conducted on the training
distributions pertaining to that category. To reach this aim we consider the fol-
lowing subsidiary aims:

We first aim to review the most recent and robust classification methodologies,
commonly used in literature, in order to determine the most suitable approach for
our task. The above will be achieved through the design and implementation of a
sound methodology, based on approaches proposed by other researchers within the
field of image classification. The basis of this methodology will consist of com-
piling a data collection of grocery products by acquiring image of groceries from
the web and categorized these manually. Preprocessing and feature extraction
techniques are then performed to attain the common attributes for classification.
These attributes must be common for the products with the same category irre-
spective of scale, viewpoint and other transform and environmental conditions.

Secondly, we aim to investigate the most common approaches used for object
recognition applications, which were examined in literature and identify the best
methodology for our recognition procedure. This will be achieved through the
design and implementation of an approach, commonly used throughout the litera-
ture reviewed to recognize a product in its natural environment, which in our case is
most usually a shelf. The same requirements were considered for this objective as
for the one highlighted above, meaning that the recognition must be invariant to
most of environmental conditions.

Finally, we aim to surpass a classification accuracy of 21.9 %, which was
obtained by one of the similar systems reviewed in literature [1]. In this system, the
authors performed classification of grocery products using hand-crafted features
and attempted to solve this particular task using a multi-label approach. This was
achieved by implementing the most recent and robust image -classification
approaches in the design of our final system.
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3 Methodology

3.1 Grocery Products Dataset

In the approach our proposed design was broken down into two components, one to
predict the product’s category and another to recognize the product. These required
a dataset of grocery products to train our classification engine and to extract local
image features for recognition. Despite the fact that in literature researchers argued
that the low performance attained by their proposed system was the result of using
in vitro images for the training procedure, we still used this type of images for our
dataset. This is because a grocery product’s packaging is continuously changed due
to marketing campaigns and thereby it is nor efficient to continuously update a
dataset collection of in situ images.

As we approached our classification component using deep learning method-
ologies this required a large collection of training images as these systems tends to
attain a low performance when applied on small datasets. Though similar systems
have com piled their own datasets, these were relatively small for our process. Our
dataset consisted of approximately 5000 images spanning amongst 5 categories:
Yogurt, Pasta, Cereal, Candy and Beverages. For each product we had a maximum
of three images from three different viewpoints: front, front left angle and front right
angle. These images were acquired from the web, more specifically web stores for
example www.maltasupermarket.com' and itemMaster.”

3.2 Our Classification Approach

In literature, we examined that convolutional neural networks have achieved a good
performance for many image classification tasks. One of the most well known
models was the one proposed in [8], AlexNet [8] which led to the researchers
winning the ImageNet LSVRC-2012 competition. We considered three approaches
for our classification component, one where we trained our deep network model by
randomly initializing the weights and the other two where we apply transfer of
learning methodologies. The reason behind the latter was that these methods have
achieved great performance when applied for fine-grained classification tasks [10,
11]. Although these were applied for such tasks, in literature CNNs were never
utilized for cross-dataset classification more importantly trained on images in ideal
conditions to be used on test data collected from a real-world environment. This
module was implemented with functionality provided by the Caffe framework [12],
which also provided us the ability to train our network on the GPU thereby min-
imizing time consumption while training. Despite the fact that our networks were

1http://www.maltasupermarket.com.
2http://www.itemmaster.com/.
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trained on the GPU, this phase of our approach still consumed an enormous amount
of time. The machine learning functionalities offered by scikit-learn [13] were
utilized for the third approach.

3.3 Data Preprocessing

Data preprocessing was limited to only down sampling the images and subtracting
the mean pixel activity. CNNs require that the images must have equal dimen-
sionality i.e. the height must be equal to the width and vice versa. We resized the
images to a size of 256 X 256 as used for AlexNet [8]. In cases where the image
dimensions were not equal we added extra white pixels to the smaller dimension
thereby keeping the product’s structure intact. The mean pixel activity was sub-
tracted to ensure that the network was trained on the centered raw RGB values [8].

3.4 Designing a Convolutional Neural Network

For the first approach we based our network architecture on a replica of the
state-of-the-art network model, AlexNet [8]. Our network architecture consisted of
8 layers: 5 convolutional layers and 3 fully connected layers. For the first convo-
lutional layer we used 256 filters, 128 for the second and the third, and 96 for the
fourth and fifth. All convolutional layers were set a kernel of size of 3. Max pooling
and local response normalization was applied to the output of the first and second
layers while only mas pooling was applied to the output of the fifth convolutional
layer.

We used ReLLU as an activation function, as this was proven to perform well for
CNNs. As examined in literature this function reduces both over fitting and time
consumption while training. The first two fully connected layers were initialized
with 1024 neurons while the last one only had 5 as a result of having only 5
categories in our dataset. For the sixth and seventh layer we applied dropout to
minimize the issue of over fitting the network. Finally, the output of the last layer
was fed to a 5-way softmax classifier.

For every iteration, we used a batch size of 64 for train distributions and a size of
35 for the test data. The batch size was dependent on our GPU memory. To train the
network we used the learning procedure used in [8]. We initialized our network
with a learning rate of 0.001, which decreased by a factor of 10 every 10,000
iterations. We stopped the network from training when it reached 50,000 iterations.
Moreover, with every iteration we applied two data augmentation techniques,
cropping with a size of 224 X 224 and horizontal mirroring to help reduce over
fitting. Mirroring was only implemented for the train iterations.
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3.5 Transfer of Learning Methodologies

For transfer of learning methodologies we considered fine-tuning and extracting
CNN features from a pre-trained network. For both approaches we used a network
pre-trained on the ImageNet ILSVRC-2012 dataset, CaffeNet (which was based on
AlexNet [8]. Fine-tuning was performed by training the network on our dataset after
this was pre-trained on the much larger dataset. Thus the weight would not be
initialized randomly. We modified the last fully connected layer of the CaffeNet
network to 5 neurons. Moreover, we initialized the learning rate multipliers for this
layer to a higher value. By decreasing the global learning rate to 0.001 from 0.01
the weights for the first 7 layers adapt less quickly to our data in contrast to the last
layer which had a higher learning rate multiplier. Training was performed identi-
cally to the ones in our first approach.

For the final approach we used the pre-trained network to extract a feature vector
with a dimensionality of size 4096 for all the images in our train distributions. We
reduced the dimensionality of these feature vectors by applying PCA dimension-
ality reduction. The newly reduced feature vector was fed to a LinearSVM classifier
as considered for [10].

3.6 The Recognition Approach

The secondary component involved extracting SIFT [7] and SURF [14] descriptors
form our dataset and store these to disk. This method was based on Lowe’s
approach for recognizing objects in a scene. When extracting features we applied
Lowe’s ratio to minimize the number of false matches. Furthermore, we used a
nearest neighborhood algorithm, FLANN [15] to identify feature matches. The best
match was identified by calculating the total number of matches for each com-
parison and identifying the product in the database, which had the most number of
matches. Functionality for the feature extraction and matching was provided by the
OpenCV library (Bradski).

3.7 The Client—Server System

Finally, we implemented a simple client-server system, which used the approach
highlighted to recognize the grocery items. The client system was implemented
with a simple interface to capture photos and sends these to the server, which in
terms makes use of both components to recognize the product. The name of the
product is then sent to the client, which outputs the response through a voice
interface.
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4 Results and Evaluation

To evaluate our proposed approach we distributed the dataset in a ratio of 75:25 for
the train and validation distributions respectively. These two distributions were
used for training our CNN and fine-tuned network. For classification we evaluated
the performance of the approaches with the set of in vitro images in the validation
set and compare these to the performance of the particular approach when applied
to the in situ images. The collection of in situ images was collected manually by
capturing photos of products using mobile phone. This collection was limited to a
small number of popular grocery items, as we could not capture photos from local
stores. The main reason for this issue was that grocery store owners did not allow us
to take photos of products which also included the price. To overcome this we
bought some of the products in our dataset and captured the photos while these
were placed on a shelf.

By evaluating the performance of the CNN network on the validation set we
concluded that the network adapted quickly to the data. One of the main reasons
was that these images were too ‘perfect’. In fact, we achieved good performance
when evaluating the network every 10,000 iterations. However, when we tested the
performance of the network on the in situ images we obtained very poor results
(highest accuracy was only 34 %). In light of this we eliminated this approach from
the classification module as the performance achieved on the in situ collection
clearly showed that the network required to be trained on the more generic features
contained in a much larger dataset and which were not available in our in vitro data.

A similar approach was considered to evaluate the performance of using a
fine-tuning approach. Similarly, the evaluation on the validation set showed that the
network adapted too quickly to our in vitro data. Moreover, better performance was
obtained on the validation set than when using the first approach. However, the
results achieved when testing the performance on the in situ data showed a much
higher level of performance. In fact we achieved an accuracy of 63 %.

For the final classification approach we conducted two tests, one where we use a
PCA threshold of 0.5 and another of 0.9. Similar to the previous approaches, better
performance was obtained on the validation set while a lower performance was
attained when applied to the validation set. Moreover, for this approach best per-
formance was achieved using a PCA threshold of 0.9, which resulted in an accuracy
of 57 % on the in situ set.

In light of the results obtained by the classification approaches considered for
our problem we concluded that transfer of learning methodologies are best suited
for our task. The results clearly indicate the issues that arise when training a
network on a different distribution from the test set. Although both transfer of
learning techniques achieved a promising performance, fine-tuning obtained the
best results. Further evaluation on the results obtained using this approach indicated
that worst prediction performance was obtained for the “Yogurt’ category as these
products are small and with a white packaging which blends to the white back-
ground in the in vitro image. Moreover, best performance was achieved by the
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‘Beverage’ and ‘Candy’ category. The reason for this is that packaging for bev-
erages differs from the rest and the products in the ‘Candy’ category have a
complex colored packaging, which surpasses the others. In fact most of the false
predictions, were a result of predicting products as ‘Candy’.

We tested our recognition component by evaluating the performance when using
SIFT [7] and SUREF [14] descriptors. A higher recognition rate was achieved using
SIFT [7] descriptors. In fact when we used multiple viewpoints of the same product
instead of using a single image, we achieved a higher recognition rate. In contrast to
similar systems our product collection had products, which had very similar
packaging. One such example is a yellow M&Ms and a blue M&Ms. Our results
indicate that although SIFT [7] descriptors are robust, our approach could not
distinguish between the two. In fact as a result of this drawback our best recognition
was of 41.38 %.

We conducted one final test where we presented our system to visually chal-
lenged individuals, who tested our system and gave us feedback using a ques-
tionnaire which was e-mailed to the participants after the sessions. To test the
system we visited the visually impaired participants, where we took a small number
of products to be used for performing the tests. Feedback from the gathered
questionnaires clearly indicate that our system was well-liked by the participants
who encouraged us to keep working on it beyond the scope of this research as it
provided them with a sense of independence when performing this daily activity
thereby confirming that we reached our main aim, that of designing an interface to
aid a visually challenged individual.

5 Conclusion and Future Work

In this research we proposed an approach, which aids a visually challenged indi-
vidual to shop for groceries from local stores. Our approach consisted of two
components, a classification module which aids the secondary component, recog-
nition by only matching the products to a specific category. In contrast to similar
systems, we approach our classification task using deep learning methodologies,
which proved to achieve a great performance. Our results indicate that by fine
tuning a CNN on our dataset we achieved promising performance, which is mostly
effected by using a training set gathered from a different distribution than the test
set. Recognition showed a good performance where products shared different
packaging however in the case of similar packaging, this component obtained lower
performance. This indicated that future work could include updating our dataset
with more product images to achieve better performance for both components.
Recognition could be further improved to cater for issues that arise when matching
products that share an almost identical packaging. Finally, the feedback from our
participants in the user evaluation clearly indicate that our system was well-liked.
One participant even pointed out using video instead of photo, which could be
implemented as future work.
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