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Introduction

Recently the global threat landscape has seen the emergence of high-impact,
low-probability events. Events like Hurricane Katrina, the Great Japan Earthquake
and Tsunami, Hurricane Sandy, Super Typhoon Haiyan, global terrorist activities,
aviation and critical infrastructure disasters have become the new normal. Extreme
events challenge our understanding regarding the interdependencies and complexity
of the disaster etiology and are often referred to as Black Swans. As described in
UNISDR [31] “...between 2002 and 2011, there were 4130 disasters recorded,
resulting from natural hazards around the world where 1,117,527 people perished
and a minimum of US$1195 billion was recorded in losses. In the year 2011 alone,
302 disasters claimed 29,782 lives; affected 206 million people and inflicted
damages worth an estimated US$366 billion.” This book opens the black box of
disasters by presenting ‘forensic analysis approaches’ to disaster investigations and
analysis, thereby revealing the complex causality that characterizes them. In so
doing it identifies ‘new and innovative’ strategies in analyzing accidents and
disasters.

The anatomy of disasters and accidents depicts an etiology that reflects an
inherent complexity that involves elements beyond the temporally and spatially
proximate, thereby supporting a holistic or systemic view of disasters and accidents.
A systems perspective of accident etiology recognizes, as Hollnagel [13] remarks
‘... how functions depend on each other and can therefore show how unexpected
connections may suddenly appear.” Urry [32] describes how complexity recognizes
the emergent properties that result from the dynamic interaction within a system,
thereby developing collective properties that are not reflected in the individual
components. As such, complexity argues against reductionism. As noted in Styhre
[30], the complexity perspective recognizes that changes result from a multiplicity
of interconnected causes and effects. Within the context of understanding accident
etiology, the systems approach as a guiding methodology informed by complexity
theory facilitates a break from °...mechanistic, linear, and causal methods of
analysis towards viewing interdependence and interrelation rather than linearity and
exclusion’ [8: 140]. To capture and address the complexity inherent within
socio-technical accidents, Dekker [6: 78] argues ‘...it is critical to capture the
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viii Introduction

relational dynamics and longer term socio-organizational trends behind system
failure.’

As argued in Dekker [4: 103], “Were we to really trace the cause of failure, the
causal network would fan out immediately, like cracks in a window, with only our
own judgment to help us determine when and where to stop looking, because the
evidence would not do it for us.” Accident analysis utilizing fault/event-based
approaches tends toward an explanation of the etiology with a concentration on the
proximate events and actors immediately preceding the loss [16].

Leveson [16: 25] characterizes event-based models as best suited for component
failures rather than explaining systemic factors such as °...structural deficiencies in
the organization, management deficiencies, and flaws in the safety culture of the
company or industry.” Leveson [16: 25] argues that ‘new models that are more
effective for accidents in complex systems will need to account for social and
organizational factors, system accidents and dysfunctional interactions, human error
and flawed decision making, software errors, and adaptation.’

Perrow [24] coined the phrase ‘systems accident’ to describe an etiology that
resides within complex relationships between elements comprising a system. The
complexity that resides in current systems creates what Perrow [24] refers to as
‘normal accidents.” Perrow [25: 12] remarks that:

We have produced designs so complicated that we cannot anticipate all the possible
interactions of the inevitable failures; we add safety devices that are deceived or avoided or
defeated by hidden paths in the systems. The systems have become more complicated
because either they are dealing with more deadly substances, or we demand they function in
ever more hostile environments or with ever greater speed and volume.

In what Perrow [24] classifies as high-risk systems, accidents are inevitable or
normal stemming from the way failures interact and tie a system together. His
introduction of the term ‘normal accident’ refers to the inherent characteristics
of the system.

Understanding such complex disaster and accident etiology thereby requires
novel and innovative approaches to analysis.

Forensics

The Integrated Research on Disaster Risk (IRDR) strategic plan (2013-2017)
identifies ‘reducing risk and curbing losses through knowledge-based actions’ as a
key goal. Building upon that, the Forensic Investigations of Disasters (FORIN)
project proposed an approach that aims to uncover the root causes of disasters
through in-depth investigations that go beyond the typical reports and case studies
conducted post-disaster events [14]. The evidence-based approach is rooted in the
traditional conceptualization of Forensics where in the early twentieth century,
Dr. Edmond Locard, a forensic science pioneer in France, formulated the theory
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which states, ‘Every contact leaves a trace.” This became known as Locard’s
exchange principle and is the basis for all forensic science as we know it today.

FORIN [10: 6] asks the question: why, when so much more is known about the
science of natural events, including extremes, and when technological capacity is so
much stronger, are large-scale and even small- and medium-scale disasters appar-
ently becoming more frequent and the losses continuing to increase at a rapid rate
(IRDR 2009; White et al. 2001)?

1. Understanding Disaster Etiology

As part of the Springer book series: Advanced Sciences and Technologies for
Security Applications, this edited volume, Disaster Forensics: Understanding
Root Cause and Complex Causality, introduces novel perspectives and innova-
tive approaches that reveal the complexity associated with disaster etiology.

The 16 chapters in this book reflect contributions from various experts and
through case studies and research reveal many perspectives, tools, and approaches
to support disaster forensic analysis. The value added through disaster forensics can
enable resilience and help support disaster mitigation, prevention, response, and
recovery efforts.

2. Content

Polinpapilinho F. Katina in his Chapter ‘Individual and Societal Risk (RiskIS):
Beyond Probability and Consequence During Hurricane Katrina’ argues that,
individuals can have varying understanding of risk which in turn affects their
decisions and actions. The varying understanding and actions stem from deep-
seated fundamental assumptions (i.e., beliefs and predispositions). However, deep-
seated fundamental assumptions are often not included in traditional risk measures
of probability and consequences. This chapter attempts to close this gap by
developing a risk framework, RiskIS, that includes individual and society measures
influencing decisions and actions. These measures are developed by examining
literature and contrasting the resulting measures with a well-known event:
Hurricane Katrina in New Orleans. A synthesis of this research provides a wider
array of measures that influence decisions and actions (i.e., norms and personal
attitudes, organizational structures, knowledge base, and social context, degree of
connectivity, race and ethnicity, mass media, and national ideology). The proposed
framework provides a basis for inclusion of a contextual frame of reference that
influences actions beyond probability and consequence. Implications for those
involved in disaster management are provided.

Ivan Taylor in his Chapter ‘Application of Problem Inversion to Cascading
Critical Infrastructure Failure’ argues for the need to prepare for frequent future
natural disasters and find ways to mitigate the potential death and destruction they
cause. This chapter will discuss a novel method for making preparations to avoid
the problem of cascading disasters created by a single natural event. This approach
will adapt a knowledge-based technique from manufacturing, called Ideation
Failure Analysis™, to correct deficiencies in critical infrastructure. The technique
involves a number of approaches that are combined into a comprehensive process.


http://dx.doi.org/10.1007/978-3-319-41849-0_1
http://dx.doi.org/10.1007/978-3-319-41849-0_1
http://dx.doi.org/10.1007/978-3-319-41849-0_2
http://dx.doi.org/10.1007/978-3-319-41849-0_2

X Introduction

First, a simple direct approach is attempted with the assistance of a knowledge base.
If the problem cannot be resolved in the direct manner, then an indirect approach is
suggested. A detailed Failure Analysis Questionnaire is used to assist in model
building. A model of the failure network is developed. However, instead of working
directly toward failure correction, an inversion process is conducted. That is, in
order to facilitate greater creativity, the analysis team is asked to imagine ways to
produce the failure. The creative work is then assisted by a knowledge base. The
analysis team is able to prioritize the likelihood that a cause might have resulted in
the failure. The next step is to find ways to prevent, eliminate, or reduce the impact
of the failure. Again to assist the creative process, a knowledge base provides
suggestions for correction techniques that can be prioritized in a hierarchical
fashion. Finally, the results are evaluated to avoid negative side effects or draw-
backs in the suggested ways to correct the failure. This chapter will conclude by
providing some recommendations and an evaluation of the potential value of this
technique.

Jonathan Gao and Sidney Dekker in their Chapter ‘Heroes and Villains in
Complex Socio-technical Systems’ highlight how the history of efforts to reduce
‘human errors’ across workplaces and industries suggests that people (or their
weaknesses) are seen as a problem to control [2, 11, 17, 26] (Woods and Cook
2002). However, some have proposed that humans can be heroes as they can adapt
and compensate for weaknesses within a system and direct it away from potential
catastrophes [26]. But the existence of heroes would suggest that villains (i.e.,
humans who cause a disaster) exist as well [2] and that it might well be the outcome
that determines which human becomes which (Baron and Hershey 1988). The
purpose of this chapter is to examine whether complex socio-technical systems
would allow for the existence of heroes and villains, as outcomes in such systems
are usually thought to be the product of interactions rather than a single factor [16].
The chapter will first examine if the properties of complex systems as suggested by
Dekker et al. [7] would allow for heroes and villains to exist. These include the
following: (a) synthesis and holism; (b) emergence; (c) foreseeability of probabil-
ities, not certainties; (d) time-irreversibility; and (e) perpetual incompleteness and
uncertainty of knowledge, before concluding with a discussion of the implications
of the (non) existence of heroes and villains in complex systems for the way we
conduct investigations when something goes wrong inside of those systems.

Anthony J. Masys in his Chapter ‘Patient Safety and Disaster Forensics:
Understanding Complex Causality Through Actor Network Ethnography’ argues
that human error is often cited as a major contributing factor or cause of incidents
and accidents. For example, in the aviation domain, accident surveys have attrib-
uted 70 % of incidents to crew error citing pilot error as the root cause of an
aviation accident [12: 781; 29: 60, 34: 2]. Similarly in the healthcare domain,
medical errors are reported to be a major cause of morbidity and mortality.
Aggarwal et al. (2010: i3) argues that ‘...an increasing awareness of medical
injuries has been paralleled by the rise in technology, and the increasing complexity
it causes.’
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According to Woods et al. [34], human error can be characterized either as a
cause of failure or as a symptom of a failure. The label ‘human error’ as reported by
Woods et al. [34] is considered prejudicial and unspecific. They argue that the label
‘human error’ retards rather than advances our understanding of how complex
systems fail and the role of the human in both successful and unsuccessful system
operations. This is contextualized and further supported in the healthcare domain
(clinical encounters) by Artino et al. [1]. A systems view of the problem space
regards human error as a symptom of ‘...contradictions, pressures and resource
limitations deeper inside the system’ [3: 2]. Actor Network Theory provides a
conceptual foundation and lens to facilitate a systems-thinking-based analysis [19,
33] to examine the key dynamics that reside in the black box of human error
pertaining to patient safety.

This chapter frames patient safety and human error through the lens of Actor
Network Theory by leveraging insights from accidents and disasters such as the
2003 US/Canada Blackout [20] and the Uberlingen mid-air crash [18]. An example
of the medical errors associated with the use of an Emergency Department
Information Systems (EDIS) in a clinical situation is given. This ANT facilitated
‘disaster forensic analysis’ reveals a complex causality that is thizomal rather than
linear thereby challenging our notion of human error and highlights where inter-
vention strategies can be focused to support patient safety.

Allan Bonner in his Chapter ‘The Fog of Battle in Risk and Crisis
Communication: Towards the Goal of Interoperability in the Digital Age’ con-
ducts a ‘forensic’ examination of disaster communications in the effort to unearth
key gaps and contradictions. He argues that clear communication which produces
an attitudinal or behavioral change is crucial in business, government, and politics.
Selling products, providing entitlements, and obtaining consent from voters rely on
communication. This is more crucial when communicating about a risk or during a
crisis—recalling product, providing health information, or preparing an urban area
for an emergency, for example. The risk communication literature provides guid-
ance in these crucial cases.

Dorte Jessen in her Chapter ‘Disaster Forensics: Governance, Adaptivity and
Social Innovation’ seeks to contribute to the discourse on disaster forensics, by
arguing that the root cause and complex causality is ultimately governance, ideally
cultivating the collective ability to navigate disasters rather than to command
control. The focus will be on the social dimension and its impact on disasters.
Governance theory, combined with complex adaptive systems theory [9], will
provide the analytical foundation for the examination of Hurricane Katrina and the
Fukushima Daiichi nuclear disaster. The theoretical deconstruction will reveal that
the traditional virtues embedded in the social amplification of risk [15] remain at the
heart of complex causality. With this insight, it is observed that social innovation,
with its inherent positive connotation [23], is expanding the horizon for how social
divisions, vulnerabilities, and resilience are measured. Optimistically, it is sug-
gested that social innovation, driven by civil society, may prove a vital component
in the creation of a new social narrative.
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Simon Bennett in his Chapter ‘Disasters and Mishaps: The Merits of Taking a
Global View’ examines the case of the Germanwings Flight 4U9525. On March 24,
2015, Andreas Lubitz, the First Officer of Germanwings Flight 4U9525, committed
suicide by aircraft. Following the disaster, there was a ‘rush to blame,” with Lubitz
painted as the sole villain. Few reviewed the wider circumstances. While accepting
the primacy of Lubitz’s actions in the destruction of Germanwings Flight 4U9525,
this chapter scans the horizon for contributory factors. In doing so it demonstrates
the contribution systems-thinking can make to understanding failure in complex,
transnational socio-technical systems (like commercial aviation). The chapter offers
a counterweight to the fundamental attribution error. It offers an antidote to bla-
mism. It references the work of Ross, Reason, Turner and Fiske and Taylor. While
blame and punishment satisfy our baser instincts (the urge to hurt those who have
hurt us is hard to resist), they generally undermine safety. The chapter argues that,
from a safety standpoint, blamism is an inappropriate response to mishap and
disaster.

Dmitry Chernov and Didier Sornette in their Chapter ‘Dynamics of Information
Flow Before Major Crises: Lessons from the Collapse of Enron, the Subprime
Mortgage Crisis and Other High Impact Disasters in the Industrial Sector’ present
an analysis of the two largest financial disasters in the USA so far in the first decade
of this century—the collapse of Enron in 2001 and the subprime mortgage crisis of
2007-2008—suggests that the huge scale of these disasters stemmed from a lack of
timely information. Chernov and Sornette present extensive evidence that regula-
tors, investors, and associates were not informed of the conditions and risks
associated with the activities of Enron management in the first case, or with the
assessment and underwriting of collateralized debt obligations (CDOs) in the sec-
ond; and with little understanding of the ‘whole picture’ of risks, they could not
intervene decisively to prevent or minimize disaster. Moreover, Chernov and
Sornette identify similar obstacles to the transmission of reliable risk information in
past cases such as the Barings Bank Crash, the Deepwater Horizon Oil Spill, the
nuclear accidents at Chernobyl, and Fukushima Daiichi as well as in the current
development of the US shale energy industry. Based on the careful observation of
events before the moment of collapse in three financial events (Barings, Enron and
subprime crisis), one mixed financial-industrial case and three industrial catastro-
phes, Chernov and Sornette document and discuss how the inadequate transmission
or outright concealment of risk information constitutes a powerful engine of
disasters.

Ross Prizzia in his Chapter ‘Climate Change and Disaster Forensics’ relates and
applies forensic theory, insight, and analysis to disaster-related research and prac-
tice. It explores, describes, and explains human causality of climate change-related
disasters and their impact on human and environmental losses. The chapter also
identifies and describes new and innovative methodologies and strategies to analyze
climate-related disasters, reduce disaster risk, and improve disaster mitigation,
adaption, and management. Emphasis is given to vigilant monitoring and assess-
ment of Intended Nationally Determined Contributions (INDC) to reduce
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greenhouse gas (GHG) emissions to limit global warming to 2 °C by 2030, a
critical target set to prevent some of the worst impacts of climate change.

D. Elaine Pressman in her Chapter “The Complex Dynamic Causality of Violent
Extremism: Applications of the VERA-2 Risk Assessment Method to CVE
Initiatives’ describes the complexity inherent within radicalization. Attacks by
violent extremists have been occurring with increasing frequency over the past
years from a spectrum of ideological objectives. Incidents have occurred in the
USA, Canada, the UK, Spain, France, Denmark, Norway, Australia, Pakistan, Iraq,
Afghanistan, and other countries around the globe. In 2013, more than 9700 ter-
rorist incidents were recorded in 93 countries. These incidents claimed more than
18,000 lives and 33,000 injured. In 2014, a rise in lone offender attacks was
observed. Many of these attacks were inspired by ISIL, Al-Qaeda, and other
extremist groups. Others do not appear to have been specifically directed by a
terrorist organization, extremist group, or their affiliates. In the future, centralized
leadership of terrorist organizations may be less important than the radicalization
process itself, the individual identity of the perpetrator, and the narratives believed.
This chapter examines the dynamic causality of violent extremism through the
application of the VERA-2 method.

Gisela Bichler and Stacy Bush in their Chapter ‘Staying Alive in the Business of
Terror’ examine the domain of terrorism. As it pertains to terrorists, they argue that
staying alive (and at large) is a career advantage when you manage an insurgent
group. If instead, your objective was to detonate a suicide bomb, success would be
measured differently. These divergent goals must be considered when examining
the social network within which individual actors are embedded, as each outcome
may require a different supporting structure, warranting the application of different
theory and associated metrics. Breaking from the extant literature that is principally
concerned with assessing the cellular structure of attack groups and the centrality of
actors, this chapter applies a business model of competitive advantage to examine
how varied egonet structures correlate with the operational success of command
staff—here the objective is to stay alive. Investigating the utility of Burt’s (1992;
1997) theory of structural holes, we find that the communication patterns of central
leaders of Al Qa’ida and the Islamic State of Iraq (ISI), who were active since 2006
and survived at-large until November 2015, involved smaller egonets that had
fewer non-redundant ties, lower density, and were significantly less likely to
involve reliance on a central actor for information. In short, less social capital and
lower constraint improved the likelihood of survival.

Anthony J. Masys in his Chapter ‘Counter-Terrorism and Design Thinking:
Supporting Strategic Insights and Influencing Operations’ describes how the recent
terrorist attacks in Paris and Jakarta, Ankara, Ivory Coast, and Brussels in 2015 and
2016, respectively, highlight the complexity and challenges associated with
counter-terrorist operations. The words of Rosenhead and Minger [28: 4-5] res-
onate with the complex space of counter-terrorism and these recent incidents. They
argue that we ‘...are not confronted with problems that are independent of each
other, but with dynamic situations that consist of complex systems of changing
problems that interact with each other.” Such a complex problem space can be
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viewed as ‘wicked problems’ or ‘messes’ [27]. Rosenhead and Mingers [28: 4-5]
describe ‘messy problems’ as that which have inherent complex interdependencies
and dynamic complexity. They argue that ‘Individual problems may be solved. But
if they are components of a mess, the solutions to individual problems cannot be
added, since those solutions will interact.’

Within the context of counter-terrorism, deep uncertainty is the source of sur-
prises and shocks in a system and the main cause of discontinuity in the strategic
space of a system. Regions in the EU have been identified as key nodes of radi-
calization and violent extremism. It highlights the complex social factors that
require an empathic approach to uncover the connectivity and processes [22]
supporting this convergence of violent extremism. The problem space transcends
domain-specific analysis to require a more inclusive approach that draws upon
insights from sociology, economics, political science, humanities in the problem
framing [21]. New methods and methodologies have evolved to address such
inherent complexity in problem spaces. This chapter examines the counter-terrorism
problem space leveraging the epidemiological model to illustrate how design
thinking can be applied to develop analysis methodologies and intervention
strategies to support counter-terrorism and resilience.

Jason Levy, Peiyong Yu and Ross Prizzia in their Chapter ‘Economic
Disruptions, Business Continuity Planning and Disaster Forensic Analysis: The
Hawaii Business Recovery Center (HIBRC) Project’ propose that modern disaster
forensics can reduce supply chain disruptions, enhance disaster resilience, and
promote a more robust economy. This chapter examines the root causes of eco-
nomic disruptions by presenting ‘forensic analysis approaches’ to disasters that
impact the economy of the US island state of Hawaii. Supply chain disruptions and
investigations pertaining to business disruptions are undertaken with an emphasis
on modeling, understanding, and characterizing the complex causality that defines
them. In so doing this chapter uncovers creative, timely and important strategies for
analyzing accidents and disasters that impact the economy of Hawaii. In order to
promote business continuity planning and disaster forensics in Hawaii, the
twenty-eighth Hawaii State Legislature enacted, and the Governor of Hawaii has
signed, House Bill (HB) 1343 which provides funds for new state-of-the-art Hawaii
Business Recovery Center (HIBRC), a joint partnership between the State of
Hawaii Emergency Management Agency (HIEMA), the State of Hawaii
Department of Business, Economic Development and Tourism (DBEDT), the State
of Hawaii State Procurement Office (SPO), and the University of Hawaii West
Oahu (UHWO). This designated business recovery hub will provide both outreach
and dissemination of business recovery resources in addition to serving as a center
for presenting disaster forensics approaches to disaster investigations in Hawaii,
thereby uncovering the complex causality that underlies them. The center will help
inform businesses of the importance of disaster preparedness, assist with
post-disaster business recovery efforts, and create a robust business recovery net-
work that shares the highest-level of management and governance with business
leaders and strives for best disaster management practices and continuous
improvement.
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Jason Levy in his Chapter ‘An Event-Driven, Scalable and Real-Time Geo-
spatial Disaster Forensics Architecture: Decision Support for Integrated Disaster
Risk Reduction’ examines water resources disasters and their impact on humans,
the built environment and natural systems. The chapter also identifies and describes
timely and innovative decision support architectures to analyze climate-related
disasters, enhance emergency preparedness, reduce disaster risk, promote disaster
resilience, and improve disaster mitigation, adaption, and management. The root
causes of water resources disasters are explored, and a distributed, scalable and
real-time disaster forensics architecture with event-driven messaging and advanced
geomatics engineering capabilities is put forth. Emphasis is given to vigilant
monitoring, assessment, response, and recovery of floods and oil and molasses
spills in the US state of Hawaii. The decision support and situational awareness
advances found in this chapter complement the recent success of water resources
disaster risk management and disaster forensics in Europe and elsewhere. The
herein proposed disaster forensics architecture helps managers uncover creative,
timely and important strategies for analyzing water resources accidents and disas-
ters. In this manner, professionals have additional tools to model the complex
causality of disasters and are better equipped to apply disaster forensics theory to
the promotion of a more holistic, sustainable relationship between society and the
environment. Specifically, this contribution provides theoretical insights and prac-
tical examples to manage water resources disasters under uncertainty.

Jason Levy and Peiyong Yu in their Chapter ‘Advances in Economics and
Disaster Forensics: A Multi-criteria Disaster Forensics Analysis (MCDFA) of the
2012 Kahuku Wind Farm Battery Fire on Oahu, Hawaii’ illustrate how the disci-
pline of economics and its many sub- and closely related disciplines offer valuable
modeling techniques to relate and apply forensic theory, insight and analysis to
disaster-related research. We herein propose advances in economics and disaster
forensics to also reduce disaster risk and assess the direct and indirect impacts of
disasters. This chapter constitutes a landmark attempt to address, comprehensively
and in-depth, many timely and important issues associated with using the field of
economics to build a culture of disaster prevention and to understand the root cause
and complex causality of disasters. In particular, advances in microeconomic,
macroeconomic, and forensic analyses are used to assess the causes and conse-
quences of energy-related disasters. A timely, original and valuable Multi-Criteria
Disaster Forensics Analysis (MCDFA) approach for the forensic analyses of dis-
asters is put forth, and the 2012 battery room fire at the Kahuku wind energy
storage farm on Oahu, Hawaii, is used as a case study to illustrate the proposed
approach. Modeling identifies dynamic volt-amp reactive (D-VAR) technology as a
preferred alternative over lead acid batteries for the Kahuku Wind Farm.

Jason Levy in his Chapter ‘Complexity and Disaster Forensics: Paradigms,
Models and Approaches for Natural Hazards Management in the Pacific Island
Region’ assesses and applies complex systems theory, modeling and analysis to
disaster forensics policy and research. To better understand the root cause and
complex causality of disasters, complex systems theory, with roots in the fields of
statistical physics, information theory, and nonlinear dynamics, and systems
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analysis, is applied to help communities and nations achieve important social
development goals, reduce institutional brittleness, and increase disaster resilience
by promoting positive transformations in the coevolving and mutually dependent
human-environmental condition, and by capitalizing on opportunities provided by
human creativity, diplomatic openings, technologic capacities and environmental
change. The case studies, investigations and models outlined in this chapter col-
lectively demonstrate the quality, breadth and depth of complex systems and dis-
aster forensics methodologies. Game-theoretic (‘Small World’) decision analyses
and complex systems (‘Large World”) models of mutually interactive game design
are put forth to capture the complexity of climate-related disasters and to reduce the
threat of climate refugees in the Pacific Island region. The resulting risk manage-
ment lessons learned were applied to communities in the Pacific Island of Vanuatu,
the most natural disaster-prone country in the world.

References

1. Artino AR, Durning SJ, Waechter DM, Leary KL, Gilliland WR (2012) Broadening our
understanding of clinical quality: from attribution error to situated cognition. Clin Pharmacol
Ther 91(2)

2. Clarke DM (2010) The human contribution: unsafe acts, accidents and heroic recoveries.
J. Risk Res 14:144-145

3. Dekker S (2002) The re-invention of human error, Technical Report 2002-01, Lund
University School of Aviation

4. Dekker SWA (2003) Illusions of explanation: a critical essay on error classification. Int J
Aviat Psychol 13(2):95-106

5. Dekker S (2004) The hindsight bias is not a bias and not about history, Technical Report
2004-01, Lund University School of Aviation

6. Dekker S (2006) Resilience engineering: chronicling the emergence of confused consensus.
In: Hollnagel E, Woods DD, Leveson N (eds) Resilience engineering: concepts and precepts.
Ashgate Publishing Ltd., Aldershot, pp 77-92

7. Dekker S, Cilliers P, Hofmeyr J-H (2011) The complexity of failure: implications of
complexity theory for safety investigations. Saf Sci 49:939-945

8. Dennis K (2007) Time in the age of complexity. Time Soc 2007(16):139-155

9. Duit and Galaz (2008) Governance and complexity: Emerging issues for governance theory.
Gov Int J Policy Adm Inst 21(3):311-335

10. FORIN (2011) http://www.irdrinternational.org/wp-content/uploads/2012/06/FORIN-
REPORT_web.pdf

11. Haq H (2013) How human error can cause a plane crash. BBC Travel [Internet]. UK; 2013.
Available from: http://www.bbc.com/travel/story/20130521-how-human-error-can-cause-a-
plane-crash

12. Helmreich RL (2000) ‘On error management: lessons from aviation’ Br Med J 320:781-785

13. Hollnagel E (2004) Barriers and accident prevention. Ashgate Publishing, Hampshire,
England

14. IRDR (2013) http://www.irdrinternational.org/projects/forin/

15. Kasperson J, Kasperson R (2005) The social contours of risk, Volume I: publics, risk
communication & the social amplification of risk. Earthscan, London


http://www.irdrinternational.org/wp-content/uploads/2012/06/FORIN-REPORT_web.pdf
http://www.irdrinternational.org/wp-content/uploads/2012/06/FORIN-REPORT_web.pdf
http://www.bbc.com/travel/story/20130521-how-human-error-can-cause-a-plane-crash
http://www.bbc.com/travel/story/20130521-how-human-error-can-cause-a-plane-crash
http://www.irdrinternational.org/projects/forin/

Introduction xvii

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

217.

28.

29.

30.

31

32.

33.

34.

Leveson NG (2002) System safety engineering: back to the future. Aeronautics and
Astronautics Department, Massachusetts Institute of Technology, Cambridge, MA: MIT.
http://sunnyday.mit.edu/book2.pdf

Levitt P (2014) When medical errors kill: American hospitals have embraced a systems
solution that doesn’t solve the problem. Los Angeles Times [Internet]. Los Angeles; 2014.
Available from: http://articles.latimes.com/2014/mar/15/opinion/la-oe-levitt-doctors-hospital-
errors-20140316

Masys AJ (2005) A systemic perspective of situation awareness: an analysis of the 2002
mid-air collision over Uberlingen, Germany. Int J Disaster Prev Manage 14(4):548-557
Masys AJ (2010) Fratricide in air operations: opening the black box- revealing the social. Ph.
D. Dissertation, June 2010, University of Leicester, UK

Masys AJ (2014) Critical infrastructure and vulnerability: a relational analysis through actor
network theory. In: Masys AJ (ed) Networks and network analysis for defence and security.
Springer, Berlin

Masys AJ (ed) (2015) Applications of systems thinking and soft operations research in
managing complexity. Springer, Berlin

Masys AJ (ed) (2016) Exploring the security landscape- non-traditional security challenges.
Springer, Berlin

Matei A, Antonie C (2015) Complexity theory and the development of the social innovation.
Soc Behav Sci 185: 61-66

Perrow C (1984) Normal accidents: living with high-risk technologies. Basic Books, Inc.,
New York, NY

Perrow C (1999) Normal accidents: living with high-risk technologies, 2nd edn., Princeton
University Press, Princeton, NJ

Reason J (2008) The human contribution: unsafe acts, accidents and heroic recoveries.
Ashgate Publishing, Surrey

Rittell HW, Weber MM (1973) Dilemmas in general theory of planning. Policy Sci 4: 155—
169

Rosenhead J, Mingers J (2001) A new paradigm of analysis. In: Rosenhead J, Mingers J
(eds) Rational analysis for a problematic world revisited. Wiley, West Sussex, England
Shappell SA, Wiegmann DA (2001) Applying reason: the human factors analysis and
classification system (HFACS). Hum Factors Aerosp Saf 1(1):59-86

Styhre A (2002) Non-linear change in organizations: organization change management
informed by complexity theory. Leadersh Organ Dev J 23(6):343-351

UNISDR (2012) Towards a post-2015 framework for disaster risk reduction. http://www.
unisdr.org/files/25129_towardsapost2015frameworkfordisaste.pdf

Urry J (2003) Global complexity. Polity Press, Cambridge, UK

Wickramasinghe N, Tumu S, Bali RK, Tatnall A (2007) Using actor network theory (ANT) as
an analytic tool in order to effect superior PACS implementation. Int J Networking Virtual
Organ 4(3):257-279

Woods D, Johannesen L, Cook R, Sarter N (1994) Behind human error: cognitive systems,
computers, and hindsight. Crew Systems Ergonomics Information Analysis Center
(CSERIAC), Wright-Patterson Air Force Base, Ohio


http://sunnyday.mit.edu/book2.pdf
http://articles.latimes.com/2014/mar/15/opinion/la-oe-levitt-doctors-hospital-errors-20140316
http://articles.latimes.com/2014/mar/15/opinion/la-oe-levitt-doctors-hospital-errors-20140316
http://www.unisdr.org/files/25129_towardsapost2015frameworkfordisaste.pdf
http://www.unisdr.org/files/25129_towardsapost2015frameworkfordisaste.pdf

Individual and Societal Risk (RiskIS):
Beyond Probability and Consequence
During Hurricane Katrina

Polinpapilinho F. Katina

Abstract The classical definition of risk revolves around probability and conse-
quence. However, individuals can have varying understanding of risk which in turn
affects their decisions and actions. The varying understanding and actions stem
from to deep-seated fundamental assumptions (i.e., beliefs and predispositions).
However, deep-seated fundamental assumptions are often not included in tradi-
tional risk measures of probability and consequences. This chapter attempts to close
this gap by developing a risk framework, RiskIS, that includes individual and
society measures influencing decisions and actions. These measures are developed
by examining literature and contrasting the resulting measures with a well-known
event: Hurricane Katrina in New Orleans. A synthesis of this research provides a
wider array of measures that influence decisions and actions (i.e., norms and per-
sonal attitudes, organizational structures, knowledge base, and social context,
degree of connectivity, race and ethnicity, mass media, and national ideology).
The proposed framework provides a basis for inclusion of a contextual frame of
reference that influence actions beyond probability and consequence. Implications
for those involved in disaster management are provided.

Keywords Hurricane Katrina - Individual - New Orleans - Risk individual—
society (RiskIS) - Society - Traditional risk

1 Introduction

Hurricane Katrina has the distinction of being the “costliest and one of the five
deadliest hurricanes to ever strike the United States” [24, p. 1]. The damages
associated with Hurricane Katrina are estimated to have been 108 billion dollars (US) with
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over 1800 deaths [24, 49]. It is natural to stop and reflect on why there was so much
damage and loss of life from a hurricane which had been publicized with prior
warnings by federal, state, and local levels/authorities especially related to aspects
of making landfall and potential consequences for the city as well as the residents of
the city of New Orleans [4]. Arguably, a response might be found in the notion that
past experiences should not be the basis for accurate prediction of future events.
More succinctly, this notion suggests that “experiences of the past, encourages
anticipation of the wrong kind of risk” [6, p. 330]. The irony is in the fact that there
is a pervasive use of past information in many aspects of decision and actions in
human-life. Certainly this is the case when someone decides to ‘ride-out’ a storm
since they weren’t harmed by a previous storm. This form of thinking is often tacit
and therefore difficult to be made explicit and almost impossible to quantify. When
one revisits this situation from a perspective of risk, the conclusion is easily reached
by assuming that the probability of occurrence associated with an impending dis-
aster and the related consequences will have the same outcomes as in previous
similar situations.

Discernibly, this type of thinking has implications on actions and decisions that
one makes in association with an impending disaster. For those involved in disaster
type-situations (i.e., potential victims and rescuers), one area of concern might be
how to incorporate the range of tacit beliefs in risk formulations to enable better
decision-making. This issue is especially essential since the traditional formulation
of risk [4] considers two measures: (1) probability that an event will occur and
(2) articulation of consequences of occurrence of such an event. However, this does
not account for tacit and implicit beliefs held by people in a disaster situation. The
supposition at hand is that it is possible to make a decision and take actions contrary
to what is expected given probability and consequence of a disaster. An exami-
nation of why that might be the case provides insights and could be instrumental in
the development of techniques and tools instrumental in minimizing damage and
loss of lives in disaster scenarios.

There is wide recognition of the importance and the role of risk and its measures
of probability and consequence. However, these measures alone are not sufficient
for decision-making and action-taking for an increasingly emerging low probability
high impact events of the 21st century. In these events individuals might make
decisions and act based on unarticulated core and tacitly held values and beliefs. It
is from this perspective that this chapter is developed to propose a risk-based
framework that incorporates individual and society factors influencing decisions
and actions. These measures are supported by literature and the events leading up
to, during, and after Hurricane Katrina in New Orleans in 2005.

To fulfill the purpose of this chapter, the remainder of this chapter is organized
as follows: Sect. 2 explores the concepts of culture, society, and engineering risk.
The aim of this section is to indicate how the concept of risk changes based on
different contexts. Section 3 uses Hurricane Katrina as a case application. This
section contrasts the relationship between classical risk and the core values/tacit
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knowledge that might have influenced how residents of the city of New Orleans
viewed Hurricane Katrina. Section 4 provides an alternative approach for risk
incorporating individual and societal measures: RiskIS. The proposed view of risk
incorporates several measures that attempt to refine risk and could be used to better
understand actions and decisions of those in disaster stricken areas. Future research
directions are provided.

2 Foundations: Culture, Society, and Risk

Modern times have been characterized as tumultuous [26, 43]. This characterization
is manifested in the ambiguity, complexity, emergency, interdependencies, and the
uncertainties of the last three centuries [23]. There is ambiguity associated with an
increasing lack of clarity and situational understanding, complexity associated with
large numbers of richly and dynamically interacting complex systems and sub-
systems with behavior difficult to predict. Moreover, there is emergence with
respect to the inability to deduce behavior, structure, or performance of current
critical systems as a function of their constituent subsystems and elements and
interdependency associated with mutual influence among different complex systems
through which the state of a system influences, and is influenced by, the state of
other interconnected systems. Uncertainty appears to be the norm in which there is
always incomplete knowledge about situations and therefore casting doubt for
decision/action consequences [21-23].

This landscape aligns with the notions of ‘messes’ [2] as well as ‘wicked
problems’ [37]. The increasing prevalence of these conditions suggests a need to
question classical elements of our understanding of how the world operates. With
respect to risk formulation, Beck [6] notes that the increasing ubiquitous computing
and pervasive computing technologies should force policymakers as well as
researchers to abandon how risk has been approached. The call for a revision of the
predominant risk paradigm is also evident across areas of disaster management
[27], critical infrastructures [8, 25, 48], terrorism and homeland security [10, 19],
system of systems [35] and cultural studies [45, 47, 50]. These studies acknowledge
that the classical view of risk that past experiences can be quantified and then used
as the basis for accurate prediction measures of probability and consequences.
However, they also acknowledge that recent events, natural (e.g., hurricanes) or
man-made (e.g., the 9/11 attacks), continue to defy and call into question the logic
of this classical view of risk.

The need to understand and ‘control’ risk events fits within the purview of
engineering managers and systems engineers. Therefore, there is benefit from
examination of risk from this an extended perspective that extends beyond more
classical views.



4 P.F. Katina

2.1 Engineering Risk

Often associated with risk analysis and decision-making processes, engineering risk
is a science of risk and its probabilities based on statistical analysis of available
data. From the engineering perspective, the aim of risk analysis is to establish future
risk estimates based on independent sampling and past experiences [34]. The term
‘engineering’ serves as an indicator that one is concerned with an engineered
system. Engineered systems are characterized as having been ‘designed’ by
someone [17]. Such systems have “a high degree of technical complexity, social
intricacy, and elaborate processes, aimed at fulfilling important functions in soci-
ety” [11, p. 31]. Examples of engineered systems include healthcare systems (i.e.,
hospitals), banking and finance, and energy systems [42].

Moreover, there is an increasing realization that the modern world is more
integrated. This integration, evident by interdependencies and connectivity among
engineered and ‘non-engineered’ systems creates a situation in which the term
‘engineering’ is not a necessary requirement in risk analysis. This is especially the
case when one considers that there is a need for integration of different disciplines
to better understand and deal with risk events in modern times. Coincidentally, the
very characterization of engineered systems—existing in the real world, artificiality,
dynamic, hybrid state, and involving human control [11], supports this thesis of the
limitations imposed by a singular formulation of ‘engineering’ risk. It is thus
obvious that the term engineering risk carries multiple connotations in risk analysis
that may in fact be limiting given the current state of risks in modern systems.

In this chapter, there is a deliberate effort to move away from risk as defined by
any specific field and more towards emerging perspectives on risk [19, 22]. These
emerging perspectives suggest risk can arise from designed and natural systems.
This might be attributed to system deficiencies, and regardless as to whether such
deficiencies are known, unknown, unpredictable, or undetectable, they still have the
possibility of generating loss/injury and consequences to system users. A cautionary
tale is provided by Beck [6]. His research provides several examples in science,
government, business, and defense where this emerging paradigm is evident. He
suggests, for example that, the discovery of chlorofluorocarbon (CFC) and its
potential benefits should have been examined for known and unknown implications—
especially those associated with ozone layer impacts and contributions to global
warning [30]. Beck’s [6] thesis is that the time is right for modern society to move
away from the paradigm of ‘science’. This is especially the case based on its
assumption that the future is predictable and controllable based on past experience.
In the case of CFC, one could argue that the promises of beneficial science have in
fact generated threats to the society it had well-meaning intentions to improve.

The preceding discussion has implications for the concepts of risk engineering
and risk itself. First, it suggests that there is no succinct difference between engi-
neering risk and risk. While most engineering projects deal with engineered sys-
tems; such systems interact with natural systems—making them more of hybrids in
nature. Risk analysis, for such systems, requires a consideration of a system of
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interest as well as the interacting systems. Second, while the measures of proba-
bility of occurrence of an event and the magnitude of the resulting consequences are
considered fundamental [4, 20], there are scenarios (e.g., unknown unknowns [33]
and black swans [44]) in which these measures are not sufficient to enable ‘antic-
ipation’ [6] of risk and support for subsequent actions and decisions based on
historically based predictions. The consideration of measures of probability and
consequences, while necessary, is not sufficient to account for the multitude of
measures that influence actions and decisions. The hybrid nature of complex sys-
tems, coupled with the increasing unpredictability of such systems supports the
need to revisit risk measures and their influence on decision-making.

2.2  Culture and Risk Analysis

One measure affecting decision and action is culture. Webster’s New Explore
Encyclopedic Dictionary defines culture as “a set of shared attitudes, values, goals,
and practices that characterizes a company or corporation” [29, p. 442]. When
shared, a culture can influence collective action regarding specific issues—in-
cluding responsive behavior. This issue is well noted in Beck’s [6] discussions
related to how certain issues are prioritized and addressed. This is the case for
terrorism as well as climate change, where global warming is considered a critical
issue for the European Union and terrorism as the most pressing issue in the US [6].
Cultural differences are also attributed to establishment of two different risk
philosophies for addressing issues. Table 1 draws on Beck [6] to illustrate two
different risk philosophies that have been attributed to culture.

In the context of risk analysis and management of risk, culture could be defined
as emanating from a group of individuals who share a set of specific beliefs and
those beliefs are manifested in the attitudes, values, goals, visions, and objectives of
the group. This definition comes with a caveat from Schein [38]: culture is one of
the most difficult ‘organizational’ attribute to change. The uniqueness of an

Table 1 Risk philosophies attributed to culture

Applicable Description Risk implications—example

philosophy

Laissez-faire It is safe, as long as it has Policymakers are inclined to accept
not been proven to be genetically modified foods (GMF) without
dangerous fully understanding the consequences of

such foods—a GMF is safe since it has no
known bad consequence

Precautionary Nothing is safe, as long asit | Policymakers are induced to reject GMFs in
principle has not been proven favor of more research to establish the fact
harmless that they are safe—a GMF not proven

harmless renders it unsafe not given
definitive evidence to the contrary
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organization lies with the concept of culture [31]. Arguably, there is utility in
consideration of culture in the articulation of risk events especially as people of the
same ‘culture’ could be expected to have similar approaches and mindsets related to
the analysis, modeling, and management of problematic issues.

2.3 Society and Risk Analysis

A related measure that can influence risk is society. If one takes the perspective that
society is “an enduring and cooperating social group whose members have
developed organized patterns of relationships through interaction with one
another,” then society can be thought of as “a community, nation, or broad
grouping of people having common traditions, institutions, and collective activities
and interests” [29, p. 1747]. This perspective is portrayed by modern society being
characterized by an increasing demand for quality services, long-term sustainabil-
ity, increasing trans-boundary dependencies, rapid technological changes, shifting
to privatization of public sector [46]. Arguably, these characterizations involve
having a set of common interests which in turn can create and shape society.
A good example can be found in the field of critical infrastructures where an
increased need for more secure and predictable electrical power infrastructures led
to the emerging paradigm of ‘electricity plus information’ (E + I) in which infor-
mation is viewed to be as relevant as the electricity itself [18]. This is a realization
common in heavily industrialized societies.

In addition to having a set of common interests, societal behavior can also be
influenced by a common tradition, institutions, and collective activities and inter-
ests. Again, and certainly within the context of the European Union, it has been
argued that deregulation, internalization, liberalization, and unbundling of the
European Electric Power System can be attributed to interests in use of digital
electronics, better measurements, quicker operations, powerful control schemas and
broadband access [18]. These perspectives alone seem to indicate that the modern
world is interconnected as a result of increasing cooperation which could be
attributed to common activities, needs, or demands.

Consequently, the term society encompasses traditions and institutional needs,
demands, activities, and interests beyond those of a culture, which we have defined
within the context of a given organization or a profession. In our current discussion
society could be defined in terms of a larger group of people (across time and
space) with common traditions, institutions, activities and interests. In context of
risk analysis and management of risk, there is utility in consideration of culture in
the articulation of risk events especially as people of the same ‘society’ are expected
to have similar mindsets concerning appropriate approaches related to addressing
problematic situations.

The concepts of culture and society are purposefully selected and contrasted to
engineering risk to illustrate how the classical view of risk (i.e., measures of
probability and consequence) evolve in today’s more complex operating landscape.
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In this landscape, there is an increasing realization that promises of modern systems
free of risk from science, state, business, and defense are failing [6, 16]. Society and
institutions themselves continue to change with rapid technological innovations—
as a result of increasing demand for cheaper, higher quality, and safer systems as
well as higher levels of outputs (i.e., products, goods, and services) from such
systems. Moreover, these changes continue to transform society’s current penchant
for creating systems not bounded by traditional geo-political boundaries. It is from
this worldview that engineering managers and system engineers must address the
current hybrids of systems, spanning the manmade and natural formulations. In risk
and especially disaster-type scenarios, risk based efforts can benefit by considera-
tion of several measures and factors that might influence how people make deci-
sions and take actions in risky-type situations. These measures are the basis of the
discussion in the following section.

3 A Review of Literature: The Influence of Culture
and Society on Risk Analysis

This section provides a review of literature supporting the supposition that culture
and society influence activities and approaches that might be used in dealing with
complex situations. Moreover, it has been suggested that how one deals with a
situation can be related to deep-seated dispositions, inclinations, and tendencies
[22]. This is an issue of extensive research in the social sciences.

In cultural theory it is widely contended that the humanity based environments
contain social ‘norms’ that drive individual and societal perceptions on health, risk,
and safety [12, 45]. Cultural theory is essential in risk analysis and management
since it can be used in attempts to explain how having shared values, goals, and
practices (cultures) and common traditions and interests (society) influences how
individuals and large groups approach risk events. Although studies in cultural
theory are not known for their attempts to distinguish culture and society, they
reinforce the idea that culture can be viewed in terms of groups and individuals.
The group level is concerned with inside and out of the group while the individual
level is concerned with being influenced by or attempting to influence a group from
an individual perspective.

Interestingly, discussions about risk in cultural theory are not restricted solely to
issues of safety in reducing magnitude and probability. Tansey and O’Riordan [45]
suggests that risk is best understood when it is viewed in terms societal issues of
power, justice, and legitimacy. This is based in the notion that traditional risk
quantification measures of probability and consequences is too simplistic—techni-
cally driven, based on utility theory, and heavily intertwined with the assumption
that all humans make rational decisions. This issue is supported by McKinnon’s [28]
research which highlighted weaknesses in one of World Bank’s social protection
frameworks. McKinnon observed that social risk management for the World Bank
did not account for contextual issues “preferencing the primacy of individual
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responsibility before collective action...[and] challenges the aspirational and redis-
tributive policy agenda of social security in its pursuit of ‘social justice’ for all” [28,
p- 22]. In other words, there is need to consider irrational actions of preferencing to
act based on self-sacrifice—deferring to the interests of others beyond self.

Personal attitude also influences different approaches to risk. This might be more
evident in modern society where there exists a belief that science, state, business,
and the military have failed to deliver on their promises of a modern world free of
risks. Arguably, free will is a major driver in how individuals view risk-related
aspects including the identification, mitigation, and communication related to risk.
In culture theory, this categorization of risk is defined in terms of individual risk
approach—how individuals perceive and measure risk events. To illustrate: con-
sider personal interpretations of risks associated with GMF and global warming.
These interpretations induce people to view the associated risks in a particular
manner. An alternative approach is a cultural risk approach in which social soli-
darities, judgments (about fairness and reliability), and risk communication are
more important than the individual view of risk [45]. A cultural risk approach has
been instrumental in the emerging worldviews of how to address global risks as
suggested by Aaron and Dunlap [1] and Beck [6].

Another issue to consider is social context. Tansey and O’riordan [45] note that
social context “impose[s] order on reality in particular ways” (p. 73). In other words,
the need to maintain social identity might invoke particular preferred approaches to
dealing with phenomena. In order to maintain societal identity and reduce risk, Tansey
and O’riordan [45] note that some cultures may promote certain ‘norms’ as explained
in an example where women are encouraged to avoid contact with cattle for the sake
of not causing death. While this approach might appear ‘primitive’ to some, it turns
out that even ‘non-primitive’ societies are equally influenced by societal ‘norms.’
Examples in which culture influences risk includes issues of “immorality” and
“promiscuity” [45], the fight against terrorism, global warning, and GMFs.

Tansey and O’Riordan [45] have also postulated that culture and society affect
risk analysis via the degree of connectivity which is explained in terms of ‘center’
and ‘border’ of an issue at hand. In the ‘center’ of the culture, Tansey and O’riordan
[45] notes that people feel more attached to the beliefs held by the group as opposed
to people on the borders. This would then suggest that people in the center of the
group will have a higher degree of legitimacy and influence on those on the border.
The ones on the border are more susceptible to following the center’s approach an
issue such as risk and approach [45]. Hence, one can reasonably conclude that a
boundary associated with risk, which will be reflected in people and their tenden-
cies, can be a manifestation of influence of a given culture. This idea seems to be
supported by Douglas and Wildavsky [13] who suggested that being close to the
beliefs of a group plays a major role in evolution, transformation, and quantification
of risk. Certainly, this can have a significant implication for how to conduct
analysis, modeling, and management of engineered systems. There are two major
implications stemming from this discussion: (1) an issue that may have been
considered relevant could become irrelevant and largely ignored and (2) the group
or individual is able to identify new relevant issues—risk events. To illustrate,
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consider ‘new’ risks that are being associated with the field of critical infrastruc-
tures. This field involves identification and protection of essential systems (physical
and/or information) whose destruction can have debilitating impact on public
well-being. This emerging view of these systems is bringing to light new risks and
vulnerabilities [25]. Moreover, it should be noted that discovering these ‘new’ risks
could also be a basis that creates isolation among groups and individuals especially
in scenarios where some groups fail to ‘see’ the new risks.

McKinnon [28] observed yet another way in which culture and society influences
risk: through powerful organizational structures. This idea becomes more evident
when one examines the role and influence of political powers, organizational
agendas, and economic interests of certain entities such as those involved in risk
assessment of nuclear energy programs and numerous accidents such as Three Mile
Island, Exxon Valdez oil spill, and the Challenger accident. Tierney [47] notes that
organizations such as the Atomic Energy Commission, the Joint Committee on
Atomic Energy, and the Nuclear Regulatory Commission can influence risk analysis
and management by promoting their ideas. For example, despite mounting evidence
from the Brookhaven National Laboratory, regarding safety issues in power plants,
the Atomic Energy Commission, the Joint Committee on Atomic Energy, and the
Nuclear Regulatory Commission “consistently pushed the idea that nuclear power
plants were necessary, safe, and economical” [47, p. 223]. Alternatively, political
powers and organizational structure use mass media to influence risk and how it
should be perceived. Tierney [47] espouses that “people’s perceptions on risk are
shaped by the ways in which risk-related information is communicated to them by
these sources” and that “perceptions are also influenced significantly by the trust
people have in organizations, including the producers of hazards, the organizations
providing risk information, and the organizations responsible for protecting the
public” (p. 234). Recall that the issue at hand is not whether the way of influencing
people on risk is ‘correct’ or ‘incorrect,” but rather, a recognition that this is one of
the ways factors that influence risk should be noted when addressing how people
might view risk. This issue of powerful organizational structure is closely related to
Tierney’s [47] knowledge base. Knowledge base is related to specific means that
might be used in the calculations of risk which might involve a knowledge base as
established by engineers, scientists, and certain government agencies.

Literature also establishes that race and ethnicity can be major influences con-
cerning risk. Using an example of industrial pollution of the 1970s, [47, p. 232]
notes that ““states, poor, minority, and less politically organized communities end up
as the ‘hosts’ for such [toxic and polluting] facilities.” While noting that correlation
does not imply causality, Tierney [47] argues that most low-income and minority
communities could not simply resist becoming exposed to toxic wastes since they
could rationalize the risks in terms of employment provisions. This can be com-
pared to accepting risk, given in terms of freedom, which could be associated with
giving up personal freedoms—freedom of expression (e.g., posting a message on
WWW) despite possible ruminations.

In the perspective of national origin, it is stipulated that people’s background
can also have an influence on different risk perception. For example, Weber and
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Hsee’s [51] research illustrates that there are differences in how American students
and their counterparts from China perceive risk. After using a survey, Weber and
Hsee [51] concluded that since Chinese culture emphasized collectivism and
inter-dependence on others in one’s family and the community as a whole, there is a
tendency to engage in ‘risky’ behavior. This is the opposite for highly individu-
alized nations like the U.S. In effect, people in the Chinese culture are able to see
‘big risks’ as small because of their collectivism ideology [51].

A final perspective is that of allocating risk by the default of prestige. Beck [6]
espouses that this is an issue more prevalent when one does a comparison between
the west and east. According to Beck [6], Western nations are always seen to portray
a symbol of success and safety because they appear to have succeeded in “bringing
under control contingencies and uncertainties” (p. 332) involving issues such as
accidents, violence, and sickness. Coincidentally, this view allows developing
nations to engage in “lax [rules] or nonexistent land-use regulation, the proliferation
of squatter camps in hazardous areas, environmental degradation, insufficient
infrastructure to support the population and provide protection should a disaster
occur, and governments that are only too willing to allow risks to be imposed on the
poor for the benefit of elites” [47, p. 235]. Nations in this category, may see that
allocation of risk by the ‘elite’ nations as the only way forward. After all, when
‘amateur’ nations are unable to recover toward ‘elitism,’ they are often considered to
be living in pathological conditions, undeserving, and beyond help [28].

This discussion attempts to draw out indicators of primary influences of culture
and society in the analysis and management of risk in engineered systems. These
include individual ‘norms’ informing personal attitudes, organizational structures
(i.e., power, justice, and legitimacy), knowledge base, and social context (i.e.,
environment). Additionally, degree of connectivity (i.e., being at the ‘center’ verses
being at the ‘border’ of issues), race and ethnicity, and media and communications
affect risk perception. The reviewed literature also suggests that national ideology
(i.e., individualism versus collectivism) affects how risk events and incidents are
perceived. This includes the amount of risk people are willing to be exposed to—
which is related to understanding risk, management, and vulnerabilities.

There are two implications of interest related to our current development efforts
concerning risk. First, an engineer and/or policymaker has to realize that in
addressing current issues, one cannot simply rely on traditional risk measures of
probability of occurrence and potential of harm. Such an approach assumes that
man makes rational decisions. Second, the proceeding section indicates that risk
analysis and management approaches should consider contextual issues that might
influence actions and decisions. A reflexive modernization philosophy (transfor-
mation) in which the society as a whole uses reflex insights to reform and shape its
future using principles of adaptability, sustainability, and precautionary principles is
suggested by Beck [6]. This is especially the case since “disaster [emerges] from
what we do not know and cannot calculate” [6, p. 330]. It is from these insights that
the analogy (Fig. 1) of an onion peel level of issues was developed. The accom-
panying table (Table 2) elaborates on each level attempting to create a relationship
between risk, individual, culture, and society.
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A consideration of risk,
individual beliefs, culture, and
society as a whole.

A consideration of risk,
individual perceptions, and
culture at the system/issue of
interest.

" A consideration of risk and
the individual perceptions.

7 Traditional risk defined in
terms of probability of
occurrence (Op) and
potential loss (L ).

Fig. 1 An onion peel analogy of levels of issues to consider

Table 2 An expanded mapping of different levels to support individual and group perceptions

Level of
quantification

Level descriptions

Relevant observations

1: Traditional
risk

Founded on the basis of probability
of occurrence (O,,) and potential loss
Lp)

Besides O, and L, risk calculations
may involve measures of exposure,
communication, perception, and
vulnerability [50]

2: Individual

A consideration of risk (i.e., Op, and

The individual perception measures

level L) and influence of individual might involve understanding the role
beliefs of choice, free will, predispositions,
and personal beliefs
3: Culture Understanding risk, individual The culture at the location of
level beliefs, and a consideration of system/issue at hand may be
culture at the level of the system discerned through shared attitudes,
(organization) of interest values, goals, and practices
involving organizational structures,
knowledge base, degree of
connectivity, norms, mass media,
and race/ethnicity and dominant
philosophical paradigms (e.g.
laissez-faire and precautionary)
4: Societal Understanding risk, individual Societal influences might be
level beliefs, culture, and influences at the discerned through examination of

societal level

shared attitudes, values, goals, and
practices at a society level. The
scale of operations for societal is at a
global level involving elements of
time, space and magnitude (e.g.,
organizational culture versus
national ideology)
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The proposed risk framework has three phases (i.e., peels) beyond the core
which is defined based on classical view of risk. The three ‘peels’ are meant to
ensure a more holistic view of risk with each peel providing more structure to
understanding through risk analysis. As a framework, it only lays the foundation for
understanding and dealing with complex issues. It is not meant as a systematic
process to solving complex risk related issues. Rather, it serves as a guide to
support the present topic. Moreover, it can offer utility to individuals interested in
deeper understanding and appreciation of how their choices and personal beliefs
influence how risk is perceived. It also offers a basis for seeing effects of culture and
society on individual and risk events. While this framework is not a full-blown
methodology, it provides a glimpse into issues that may need to be considered when
addressing risk events involving individuals and large groups (i.e., culture and
society) with implicit predispositions. The presented framework is only a first
iteration and as such must be prone to inconsistencies and incompleteness.
Refinement will be achieved through applications. A case application is presented is
the following section.

4 Case Application: Hurricane Katrina

4.1 Context of Hurricane Katrina

New Orleans is located in southeastern part of the state of Louisiana, straddling the
Mississippi River. The city and Orleans Parish boundaries are extended to parishes
of St. Tammany to the north, St. Bernard to the east, Plaquemines to the south and
Jefferson to the south and west. City limits also include Lake Pontchartrain (north)
and Lake Borgne lies to the east. The geography of New Orleans is dominated by
water.

During the 2005 Atlantic hurricane season, New Orleans was engulfed by floods
from Hurricane Katrina causing loss of life and huge socio-economic damages. It is
also fair to describe the New Orleans area as below sea-level and therefore “prone
to flooding from the river, the lakes, and the Gulf of Mexico” [49, p. 35]. Plans to
protect the city from flooding have always been in place and they date back to 1927.
The Great Mississippi Flood of 1927 led the U.S. Army Corps of Engineers
(USACE) to construct the world’s longest levee system under the Flood Control
Act of 1928 [5]. Additionally, the New Orleans Flood and Hurricane Protection
System was created to protect the city from flooding. It consisted of “350 miles of
levees which are embankments, usually earthen, that serve as flood barriers...
floodwalls, hundreds of bridges, closable gates, culverts and canals that facilitate
transportation in and out of the system. It is comprised of a series of four main
compartmented basins designed to limit the flooding impacts on the entire system
resulting from individual failures of levees and floodwalls. In addition, large pump
stations are used to pump out and redirect water from the city. These pumps are
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designed to mitigate flooding that results from significant rainfall and can, over
time, remove water from moderate overtoppings” [49, p. 35].

Prior to Hurricane Katrina, the levee system in place was constructed to protect
the city from at up to 18 ft. above sea level. The levee system was also designed to
withstand Category 2 hurricanes. However, as Hurricane Katrina made landfall in
Louisiana on August 29, 2005, the hurricane was classified as a Category 3 storm.
A Category 3 storm has 111-130 mph sustained winds on the Saffir-Simpson
Hurricane Scale as compared to 96110 mph for a Category 2 storm. In essence,
the city was not prepared for the corresponding storm surge, extreme amount of
rain, and high winds, which in retrospect were responsible for most of the damage
in the city, including inoperability of the information and communication systems
[49]. Figure 2 depicts the path of Hurricane Katrina. With over 80 % of New
Orleans flooded, Hurricane Katrina asserted itself as the most destructive hurricane
US history [4]. The levee system failed to prevent storm surge and this failure has
been described as the “most costly failure of an engineered system in U.S. history”
with an estimated damage cost of over $100 billion [40, p. 702].

@ Forecit Center Pealtions
H Sustained wind » 73 nph
S Sustained wind 3973 mph
D Sentuined wind « 39 mph
M Cos Potential Day 149 Track Ares
T Potential Day 45 Track Anea
mm  Trepicn Sorm Warning

Fig. 2 Timeline and path of Hurricane Katrina [49, p. 23]
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After Katrina, the federal, state, and local governments issued several reports on
the levee system as well as lessons learned. First, it was widely-accepted that the
system built to protect the city failed miserably. This failure was partly attributed to
choices and actions of USACE especially the design and construction materials that
were supposed to prevent breaching and overtopping. Sills et al.’s [41] research is
more specific: the “Levees that had been constructed using hydraulic fill and higher
silt and sand content were severely damaged...on the other hand, rolled fill levees
that were constructed of cohesive materials, for the most part, were able to survive
without breaching” (p. 560). These findings are echoed by Seed et al. [40] and The
Federal Response to Hurricane Katrina: Lessons Learned [49].

Secondly, review of literature supports the idea that different groupings of
society, culture, and individual played important roles in decision-making of those
affected by the disaster event (i.e., Hurricane Katrina). This is especially the case for
decision-making involving the issue of evacuation. Specifically, it has been sug-
gested that the social characteristics of New Orleans played a major role in how the
city evaluated, coped, and responded to the threat of Hurricane Katrina [9].
Moreover, Townsend [49] notes that the levee system in New Orleans (pre-storm)
had been designed to meet the specification of past storms and not the storm and the
surge that took down the levees. In essence, there was an anticipation of the wrong
kind of threat. Interestingly, when the levees failed during the Great Flood of 1927,
the USACE opposed building of spillways and floodways which could have
enabled the levees to withstand the increased volume of water [5].

A synthesis of literature also reveals that a large number of people did not
evacuate New Orleans because of how they perceived risk associated with the
hurricane, the potential consequence, and the warning mechanisms [14, 15, 40, 49].
More succinctly, Elder et al. [15, p. S113] notes that a “collective memory of past
hurricanes combined with distrust of authorities led to minimization of their per-
ceived risk associated with Hurricane Katrina.” Similarly, Burnside et al.’s [7]
research indicates that the decision to evacuate, during disaster-like events, is
dependent on perceived risk which could be heightened by dissemination of con-
sistent information and understanding of subcultures that might exist in an affected
area. This information would seem to suggest a need to understand risk in terms of
probabilities and consequence as well as how individuals might be viewing the
same disaster and the influence of local culture and society as a whole. However, in
the case of Hurricane Katrina there is also a need to examine the engineering
culture. Recall that it is widely accepted in the engineering community to design
systems based on previous events using engineering base knowledge. Clearly,
failures associated with the landfall and the subsequent consequences of Hurricane
Katrina in New Orleans cannot be attributed to a single issue. There was a com-
bination of several interrelated factors at play. To this end, the American Society of
Civil Engineers noted that four major factors in the flooding [4, pp. 9-10]:
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e First, experts knew that a hurricane like Katrina was inevitable, and that when it
occurred the city would be flooded. No one heeded their warnings or effectively
communicated the risks to decision makers, government officials, or the people
of who lived in New Orleans.

e Second, although the southeast Louisiana hurricane-protection system was a
complex assemblage of earth levees, concrete and steel walls...it was a system
in name only. It was not designed as a system, nor operated as one. It was
planned, designed, constructed, and operated without a system-wide approach or
integration with land use, emergency evacuation, or recovery plans.

e Third, everyone was in charge, and yet no one was in charge...No single agency
or organization was empowered to provide system-wide oversight or a focus on
critical life-safety issues. The result was management by committee, and no one
could say, ‘The buck stops here.’

e _..the hurricane-protection system was designed and constructed over a 40-year
period with little adjustment to changing regional conditions. Despite new
meteorological information, the standard project hurricane (the design hurricane)
was not updated...And despite field test data that showed unacceptable deflec-
tions in [-walls resisting loads from the floods, I-wall designs were not revised.

This section provides necessary and sufficient background information to begin
to understand issues regarding Hurricane Katrina landfall and effects on residents of
New Orleans. This is an appropriate place to examine how tacit knowledge of
individuals and groups (i.e., in terms of culture and society) might have influence
actions in considering Hurricane Katrina as a risk event.

4.2 Action Taking: The Case for New Orleans During
Katrina

The working assumption of this chapter is that organizational (power and legiti-
macy) structures, knowledge base, degree of connectivity and belief in themes,
national origins, societal norms, mass media, race and ethnicity, and personal
attitudes influence decision-making and actions at the individual, culture, and
societal levels. According to Reason [36], it is essential to recall too that making a
decision and taking actions are related to mental cognitive processes. In the scenario
of Hurricane Katrina, taking action might involve a range of issues including
selection of levee design, when and how to disseminate information, and certainly
deciding to or not to evacuate.

In the proposed risk framework, the core is the traditional risk formulation. In the
context of the current discussion, this is provided by examination of the risk event—
Hurricane Katrina. Meteorologists often use satellite imagery to map out positions of
the large air masses circling the Earth and are able to predict weather patterns with a
relatively high degree of accuracy. Such information contains probability of
occurrence of certain events and the type of damage that is typically associated with
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Table 3 Category types and associated damages

Category | Sustained winds Types of damage due to hurricane winds

1 74-95 mph It suggests that very dangerous winds will produce some
damage. Well-constructed frame homes could have damage to
roof, shingles, vinyl siding and gutters. Large branches of
trees will snap and shallowly rooted trees may be toppled.
Extensive damage to power lines and poles likely will result in
power outages that could last a few to several days

2 96-110 mph It suggests that extremely dangerous winds will cause
extensive damage. Well-constructed frame homes could
sustain major roof and siding damage. Many shallowly rooted
trees will be snapped or uprooted and block numerous roads.
Near-total power loss is expected with outages that could last
from several days to weeks

3 111-129 mph This is considered a major category. It suggests that
devastating damage will occur. Well-built framed homes may
incur major damage or removal of roof decking and gable
ends. Many trees will be snapped or uprooted, blocking
numerous roads. Electricity and water will be unavailable for
several days to weeks after the storm passes

4 130-156 mph A major category hurricane suggesting that catastrophic
damage will occur. Well-built framed homes can sustain
severe damage with loss of most of the roof structure and/or
some exterior walls. Most trees will be snapped or uprooted
and power poles downed. Fallen trees and power poles will
isolate residential areas. Power outages will last weeks to
possibly months. Most of the area will be uninhabitable for
weeks or months

5 157 mph or higher | A major category suggesting that catastrophic damage will
occur. A high percentage of framed homes will be destroyed,
with total roof failure and wall collapse. Fallen trees and
power poles will isolate residential areas. Power outages will
last for weeks to possibly months. Most of the area will be
uninhabitable for weeks or months

such events. This was the case for Hurricane Katrina even though it landed as a
Category 3 after being predicted as a Category 2 [49]. Table 3 depicts effects
associated with different types of hurricane categories [32]. The key issue here is
that probability of occurrence was known along with its associated potential impact.

This view of risk formulation only offers a partial view of why there might have
been so much damage and loss of lives in the New Orleans area. According to the
proposed framework, there is a need to consider both individuals and groups. The
individual level involves the consideration of factors that might have influenced
how individuals perceived threat associated with Hurricane Katrina. There is also a
need to examine culture and society levels (i.e., shared attitudes, values, and
practices) that might have influenced actions and decisions.

For New Orleans and Hurricane Katrina, culture could be described in terms of
different players including organizations (e.g., USACE) while society could be



Individual and Societal Risk (RiskIS): Beyond Probability ... 17

Table 4 Going beyond probability and consequences

Level of Factors Example of supporting text

consideration

Individual Perception of a risk event as they ...[plarticipants integrated media
relate to choice, predispositions, messages with the communications of
and personal beliefs friends, family, neighbors, and church

members in deciding whether to
evacuate... [14, p. S112]

Culture Shared attitudes, values, goals, and ASACE standard practice of
practices inspecting the levee system revealed
that the levee system had an
‘acceptable rating.” This ensured that
nothing much could be done to
improve the state of the levee system

[39]
Society Shared attitudes, values, goals, and Institutional values of the Federal
practices government, state, and local

authorities (i.e., power, justice, and
legitimacy) influence actions that were
undertaken by President Bush in the
declaration of ‘State of Emergency,
Governor Blanco and Major Nagin’s
issue for ‘Mandatory Evacuations’
due to threat to public wellbeing

described in relation to physical boundaries of New Orleans, the State of Louisiana,
or the at the Federal level. Interestingly, a simple examination of events leading up
to, during, and the aftermath of Hurricane Katrina suggests that going beyond
probabilities and consequences provides insights into actions and decisions of
different players (i.e., residents and rescuers). Table 4 is an attempt to examine the
suggested three levels, beyond the traditional risk formulation, that could influence
decision and action.

Even though Hurricane Katrina had been classified as a powerful Category 2
storm, choice, free will, predispositions, and personal beliefs regarding a threat
event were still influencing actions of individuals. In fact, some individuals opted to
stay in New Orleans despite ‘mandatory evacuations orders.” This suggests a need
to know the attitude of people towards a risk event. By some estimates, only 73.8 %
of residents of New Orleans had evacuated at least once in the past 10 years before
Katrina [7]. One of the major factors was the ‘crying wolf” hypothesis. In this case,
value associated with the threat of landfall of Katrina diminished.

It has also been suggested that the culture of New Orleans was a major influence
on events surrounding Hurricane Katrina. If one takes culture to be a set of shared
attitudes, values, and goals, then Campbell’s [9] research provides a basis for defining
the culture in New Orleans as that classified by repeated exposure to past hurricanes,
lack of trust in government, environmental injustice, low income and poor education
system, and differing philosophies in regards to dealing with New Orleans protection.
While there is no succinct information regarding how cultural philosophies of
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laissez-faire and precautionary principle might have played a role, applying these
philosophies could provide further insights into the culture of the city as well as
discovery of deep systemic issues that might have influenced decisions and actions.

Society was defined in terms of common tradition, institutions, and collective
activities and interests. If this definition is extended to different institutions and
organizations, then it is possible to acknowledge the role of local, state, and federal
institutions such as Federal Emergency Management Agency (FEMA) and
USACE. This is especially the case since these organizations are involved in the
monitoring, mitigation, rescue, and recovery efforts during disaster events [49].
Such entities have legitimate powers instrumental in threat assessment, risk com-
munication, risk perception, vulnerability assessment, and assignment of proba-
bilities and consequences. These entities have a shared vision based on belief in
protecting citizens from natural events which was manifested through actions of
building the levee system, providing shelter, and issuing evacuation directions.

Specific influences related to Hurricane Katrina also included knowledge base
and mass media. Knowledge base is related to data that is previously collected,
shared, and organized into information to enable decision-making and action. In the
case of Hurricane Katrina, it has been suggested that knowledge base played a major
role, especially during levee design and evacuation. For example, the knowledge
base of USACE and its local sponsors was influential in characterizing the levee
system as having an ‘acceptable’ risk to the city of New Orleans prior to storm surge
[39]. In years and months leading to the levee collapse, annual inspections revealed
that the levee system had an acceptable rating [39]. Furthermore, the Federal gov-
ernment, USACE, and other authorities had accumulated data over the past six times
hurricane events affected New Orleans [39, 40]. This view is also supported by Elder
et al.’s [15] research which suggests that some individuals never left the city because
of the knowledge they had regarding past hurricanes.

Media technologies including the internet, radio, cinema, television, blogs, RSS
feds, podcasts, mobile, newspapers, magazines, books, and outdoor media were used
to reach large audiences en mass. Campbell’s [9] work suggests that mass media can
have a positive and influential impact on a given phenomenon. In the case of
Katrina, mass media exposed the threat of a deadly event and their consequence to
residents [39]. It is also credited with saving many lives during the storm, especially
since the National Hurricane Center “disseminated warnings and forecasts via
NOAA Radio and the internet, operating in conjunction with the EAS [Emergency
Alert System]” [49, p. 28]. The importance of mass media is also expressed by Elder
et al.’s [15] research which notes that residents of New Orleans “expressed trust in
media reporting of the size and strength of the hurricane, and almost all information
on the hurricane was received from television reporting” (p. S127).

Thus far, two conclusions can be drawn for this research. First, the example of
Hurricane Katrina offers compelling support for the notion that knowing proba-
bilities and consequences of an event is essential and fundamental to risk formu-
lation. However, there is a need to also consider those deep seated fundamental
assumptions that might influence actions of individuals in disastrous situations. The
classical view of risk does not adequately appreciate complexity inherent in the
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Risk interpretation

= Example: Authorities
interpret threat,
consequences, and possible
damage for the city of
New Orleans.

Type of group:

Individual, culture, or /

society

= Example: Federal, state, |
and local organizational
structure identifies risk
associated with Katrina. \

Decision/Action

= Example: A decision is made to declare ‘State of Emergency’ and
‘Mandatory Evacutions.’

Fig. 3 An example of how actions could be linked to risk interpretation and group

nature of Katrina-like events, the tacit nature of people, or the context of their
environment. Second, the proposed framework’s attempt to more holistically
consider the influences of culture and society to risk might provide a means to think
more critically about risk formulation. Specifically, how culture and society influ-
ence decisions and actions and as such are necessary in modeling, analysis, and
management of risk engineering. It is possible to draw a direct link between a risk
event, actions, and society. This is illustrated in Fig. 3 where actions (e.g., decla-
rations) are developed based on risk perception (e.g., flooding) and influenced by
society (i.e., a knowledge based on risk to public). This supports the notion that one
might act based on where they are within a group and thus being influenced by the
group [45].

If this is the case, then there becomes a need to acknowledge individual and
group knowledge (implicit and/or explicit) in risk, especially in cases where people
might need saving. This approach might involve incorporating issues such as
consideration of knowledge bases, effective risk communication, risk perception,
and evaluation of system vulnerabilities, susceptibility, and fragility in addition to
core measures of probability and consequences to develop more robust frameworks
for risk assessment and management.

4.3 Limitations of RisklS Framework

The presented framework (i.e., RiskIS) seeks to include individual and society in risk
analysis. At the individual level, RiskIS enables a consideration of a vast number of
individual issues (i.e., choice, free will, predispositions, and personal beliefs) that
influence decisions and actions. The society aspect attempts to ensure risk formulation
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= Consideration of
primary infleunces

= Basic engineering risk. Including organizational
structure, knowledge
base, degree of

closeness, etc.

= Defined in terms of
probability and
consequences.

Risk
Individual- 03 = Additional risk

demensions

Society

* Including risk
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Fig. 4 Elements of revised RiskIS framework

inclusive of shared attitudes, values, goals, and standard practices that might shape
decisions and actions. However, the application of this framework to Hurricane
Katrina as a risk event provides means to refine the suggested framework. It was
suggested that classical risk formation lies at the core of the framework and that there
are three additional peels (i.e., individual, culture, and society). In light of the appli-
cation to Hurricane Katrina, there appears to be no significant difference between
culture and society when it comes to primary influences. In fact, organizations which
is part of ‘culture’ and institutions which is part of ‘society’ actions are heavily
influenced by similar issues i.e., organizational structures and knowledge base). This
would seem to support the notion that society is simply a larger group than a culture,
as previously defined. Thus, culture and society are taken to be the same in the context
of RiskIS. A revised framework is presented in Fig. 4.

This revised framework also omits national origin, race, and ethnicity since in
the Katrina scenario there is no evidence these were major factors influencing
decisions and actions. However, there is evidence that race and ethnicity might have
played a role in actions of the policymakers and potential evacuees [3, 9, 15].
However, it appears that this was not a systemic and wide-spread issue.

5 Conclusions and Further Research

In a global society, dealing with risk requires holistic approaches capable of
addressing different aspects of emerging issues. In this research, classical risk
formulation based on the measures of probability and consequences are presented
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as foundational. However, there is a need to consider fundamental issues that might
influence individuals and groups to make decisions and take actions. Literature
suggests that decision-making and action-taking is influenced by choice, free will,
predispositions, and personal beliefs regarding a risk event at a personal level. At
the society level, decision-making and actions are influenced by the core beliefs of
the group. People at the ‘center’ of the group will have a higher degree of legiti-
macy and influence on those on the ‘border’ of the group. This information could be
essential in disaster stricken areas especially when attempting to develop effective
communications systems. More specifically, simply providing information about an
impending risk event might not be necessary and sufficient to enable better
decision-making and actions such as those related to evacuation. There is still a
need to understand the tacit issues and role of society in such scenarios.

This research also provides a set of primary influences affecting decisions and
actions of those in disaster-type scenarios. These include individual and societal
‘norms’, personal attitudes, organizational (power and legitimacy) structures,
knowledge base, and social context (i.e., environment), degree of connectivity, race
and ethnicity, mass media, and national ideology. A consideration of these issues in
analysis, modeling, and management of engineered systems might provide insights
into issues that would otherwise be left untapped. For example, the consideration of
degree of connectivity could reveal who is at the ‘center’ of a group and who is at
the ‘border.” Strategies to influence these groups of people could then be developed
for the targeted audience.

Cleary, and as illustrated by the case of Hurricane Katrina, different people view
eminent risk differently. Accepting as a given that people view a risk even in a
similar manner is a challenge that remains open-ended. Models that attempt to
represent risk events from a classical risk view and then incorporating individual
and society layers might need to be developed on a case by case basis. This might
present challenges associated with capturing tacit information of individuals and
that of the society at large. Moreover, one might fail to see the utility of such
models since they are not intended to be used on similar disaster. Thus, there is also
a challenge of building a distinct model for each given scenario.

Finally, the developed RiskIS framework is only a framework. It is developed
out of need for reformulation of how risk should be addressed in context of dis-
asters with a simple case application to Hurricane Katrina. Its underpinnings,
especially the measures that influence decisions and actions at the individual and
society level need to be ‘tested’ in other scenarios. Nevertheless, the proposed
research provides a basis for including personal beliefs and groups into risk
formulation.
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Application of Problem Inversion
to Cascading Critical Infrastructure
Failure

Ivan Taylor

Abstract Between 1994 and 2013, over 6800 natural disasters have occurred
worldwide, claiming 1.35 million lives. Flooding accounted for over 40 % of these
disasters displacing nearly 2.5 billion people. Storms were the second most frequent
type of disaster: killing more than 240,000 people and costing over US$900 billion
in damage to infrastructure. It is commonly felt that the number of severe natural
disasters has been increasing in recent years because of climate change. However,
the problem of climate change may not be solved in the near future. So govern-
ments need to prepare for frequent future natural disasters and find ways to mitigate
the potential death and destruction they cause. This chapter will discuss a novel
method for making preparations to avoid the problem of cascading disasters created
by a single natural event. This approach will adapt a knowledge based technique
from manufacturing, called Ideation Failure Analysis™, to correct deficiencies in
critical infrastructure. The technique involves a number of approaches that are
combined into a comprehensive process. First, a simple direct approach is
attempted with the assistance of a knowledge base. If the problem can not be
resolved in the direct manner, then an indirect approach is suggested. A detailed
Failure Analysis Questionnaire is used to assist in model building. A model of the
failure network is developed. However, instead to working directly towards failure
correction, an inversion process is conducted. That is, in order to facilitate greater
creativity, the analysis team is asked to imagine ways to produce the failure. The
creative work is then assisted by a knowledge base. The analysis team is able to
prioritize the likelihood that a cause might have resulted in the failure. The next step
is to find ways to prevent, eliminate, or reduce the impact of the failure. Again to
assist the creative process, a knowledge base provides suggestions for correction
techniques that can be prioritized in a hierarchical fashion. Finally, the results are
evaluated to avoid negative side-effects or drawbacks in the suggested ways to
correct the failure. This chapter will conclude by providing some recommendations
and an evaluation of the potential of this technique.
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1 Introduction

Between 1994 and 2013, 6873 natural disasters have occurred worldwide, claiming
1.35 million lives. Flooding accounted for 43 % of these disasters displacing nearly
2.5 billion people. Storms were the second most frequent type of disaster: killing
more than 244,000 people and costing US$936 billion in damage to infrastructure
[1]. It is commonly felt that the number of natural disasters has been increasing in
recent years because of climate change. However, the problem of climate change
may not be solved in the near future. So governments need to prepare for frequent
future natural disasters and find ways to mitigate the potential death and destruction
they cause.

“Red Teaming” has been used by military planners for many years [2]. In this
type of analysis, a war game is simulated in which one group of players called the
“red team” try to sabotage or otherwise disrupt the plans of the so-called “blue
team”. By this challenge method of counter-analysis, plans can be tested under
severe conditions to ensure they will hold up when used in real-life.

The author has adapted a version of the Nominal Group Technique [3] which is
referred to as structured brainstorming. In a number of cases, this technique has
been used with event planners [4]. The planners are asked to generate creative ideas
to answer the question: “In what ways could the event fail?”” This allows the
planners to imagine the worst-case scenario and thus take appropriate actions
beforehand to avoid the imagined problems. Klein [5] has used this technique
successfully in project management. He appropriately named his approach a
“pre-mortem”.

The software package, called Ideation Failure Analysis™ [6], employs a similar
problem inversion process to enhance the creativity of an analysis team trying to
find the root cause of a manufacturing failure. This chapter will discuss the potential
of problem inversion to find the reasons for cascading critical infrastructure failure
caused by natural disasters. In this paper, we will use the knowledge based tech-
nique from manufacturing in the Ideation Failure Analysis™ software. However,
we recognize that the knowledge base could be adapted to correct deficiencies in the
design of critical infrastructure that lead to cascading failures.

It will be shown that a comprehensive application of the Ideation Failure
Analysis™ to correct the failure could prove overwhelming to an individual
analysis team or even a team of analysis teams. So, a prioritization technique based
on the Analytical Hierarchy Process [7] is suggested to allocate effort optimally in
the processes of failure diagnosis and correction.

The Ideation Failure Analysis™ process is quite time consuming when con-
ducted in its full form. Therefore, a “short-cut” direct approach to the failure
analysis is suggested that might resolve simple problems. Section 2 will describe
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this direct approach to the problem of finding the root cause of a cascading
infrastructure failure caused by a natural disaster. Although this direct approach is
not new, the Ideation Failure Analysis™ software supports the process by pro-
viding an extensive knowledge base of typical failure modes to facilitate the cre-
ative process conducted by the analysis team.

In Sect. 3, it is assumed that the direct approach did not lead to satisfactory
results. Then the analysis team, using the Ideation Failure Analysis™ software,
begins an indirect approach by completing a detailed Failure Analysis
Questionnaire to support model building. We will provide two models that were
developed using the software. These models are similar to network models that
attempt to describe the interconnected process in a cascading critical infrastructure
failure. These models are used to invert the problem of failure analysis. Using the
software, the creative process is facilitated by asking the analysis team to suggest
ways the failure could be produced.

The software provides “Directions” for investigation by the analysis team. Each
of these Directions also comes with so called “Operators” which are specific
examples and case studies of how the Direction might occur. Using this knowledge
base of Directions, Operators and Case Studies, the analysis team is encouraged to
develop ideas on the root cause or causes of the failure. In Sect. 4, this process is
examined.

The process of determining how the failure can be corrected is described in
Sect. 5. In this section, the Directions and Operators that are provided by the
software to prevent, eliminate or reduce the impact of the failure are outlined.

In Sect. 6, the final steps in the Ideation Failure Analysis™ process are
described. These steps involve the methods that can be employed to avoid negative
side-effects or drawbacks of the solutions that were developed by the analysis team.

Section 7 provides a brief summary, some concluding remarks, some recom-
mendations and an evaluation of the potential of the Ideation Failure Analysis™ for
use by government agencies.

2 The Direct Approach

In the Ideation Failure Analysis™ process, the analysis team should begin by taking
a direct approach to finding the root cause of the failure. The first step in this direct
approach is to describe the situation in “everyday language” avoiding the use
professional terminology. It is believed that this will result in the problem being
“generalized,” thereby the analysis team will be able to suggest more methods for
solving it.

We can describe the problem situation as follows: “How do we avoid a cas-
cading failure in the critical infrastructure of a city when a natural disaster occurs?”

The analysis team can now apply the knowledge base provided in the software
directly. Below is a list of typical failures:
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(a) Explosion,

(b) Combustion,

(¢) Corrosion,

(d) Malfunction of electric or electronic device,
(e) Deformation or destruction,

(f) Disappearance of a useful object or material,
(g) Appearance of a harmful object or material,
(h) Disruption of useful system functioning, and
(i) Appearance of a harmful effect in the system.

Of course, more than one of these typical failure modes might be applicable.
Then some process of prioritization could be conducted. One way this could be
done is using the Analytical Hierarchy Process [7]. In this case, pair-wise com-
parisons of the importance of each of these failure modes could be turned into
percentage values. These percentage values can then be used to allocate effort to
resolving these failure modes starting with the failure mode with the highest per-
centage value. Table 1 shows the results of an example run of the Analytical
Hierarchy Process for these typical failure modes.

The investigation of these failure modes by the analysis team is supported by a
knowledge base in the Ideation Failure Analysis™ software. One of the features of
the knowledge base is that it is highly hierarchical. In the next paragraph, we will
outline the types of information available in the knowledge base by looking at the
particular failure mode of an explosion.

The knowledge base contains detailed information of the potential causes of
chemical, thermal and mechanical explosions. If none of these types of explosions
seem applicable, the analysis team need not stop there. The knowledge base out-
lines how some object or material might enter the system to create an explosion.
There are two aspects that need to be considered to make this happen: a driving
force and a transport path. The knowledge base contains specific details on how
large or small objects could enter the system to cause an explosion as well as how
liquids or gases could enter the system to create an explosion. One way small
objects, liquids or gases could enter the system is on “carriers” like system inputs or

Table 1 Prioritization of typical failure modes

Typical failure mode Priority value (%)
Explosion 21

Combustion 16

Corrosion 0.1

Malfunction of electric or electronic device 10

Deformation or destruction 12

Disappearance of useful object or material 4

Appearance of harmful object or material 13

Disruption of useful system functioning 5

Appearance of a harmful effect in the system 19
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auxiliary materials such as lubricants or coolants, through small openings like
cracks, broken or damaged seals or through porous materials. As an example of the
extensiveness of the knowledge base for the direct failure modes, below is an
excerpt concerning damage to connections:

Damage to connections between parts (movable or stable, permanent or dismountable
junctions) can result from: Inappropriate connections such as wrong connection method,
wrong dimensions, tolerance, and fit of connecting elements, excessive or insufficient
fastening pressure, excessive or insufficient fastening elements (clamps, clasps, clips,
bayonet plugs, sockets), excessive distance between fastened locations, wrong material for
connecting elements, wrong method of welding, soldering, gluing, riveting, wrong con-
necting material (glue, solder, electrode material, wire); Impacts to the junction during
operation (load, shocks, vibration, temperature deviation) that can cause deformation or
shift in the elements that in turn damages the junction; Impacts from the medium on the
material of the connected parts — corrosion, impurity saturation, abrasive wear, pollution;
Harmful impact from other system parts — in particular, electro-chemical corrosion and
diffusion due to the contact of different materials, thermal stress during deviations in
temperature; Impact from repeated assembly and disassembly — deformation of parts, part
damage; and, Adhesive effects (elements adhering to each other). Additional causes of
junction damage are due to the fact that junctions are often inadequately protected from
environmental impacts. Any barrier is subject to cracks or micro-cracks, either initially or
due to various impacts.

This discussion outlines the high level portions of the knowledge base for the
explosion failure mode. For each of these elements, the analysis team can look
deeper into the knowledge base to obtain more details and creative ideas.

If this direct approach helps the analysis team identify root cause of the failure,
they can look into the knowledge base to find ways to correct the failure.

There are details in the knowledge base on how to eliminate an energy source or
a material from the system to correct the failure. Here is an excerpt from the
knowledge base:

The analyst should consider the possibility of preventing the energy supply that causes the
harmful effect by: preventing energy production; reducing the energy flow parameters to the
point where the harmful effect is eliminated; dividing the energy flow into harmless flows;
creating insulation against an undesirable energy; redirecting the energy flow; creating an
energy flow that will oppose the undesirable flow of energy; absorbing the undesirable
energy. If the energy that causes the harmful effect also serves some useful function, he or
she should attempt to find a simple way to resolve the contradiction.

Also there are suggestions on how to separate the cause of the failure from the
system in space or time. The analysis team is encouraged to look at specific con-
ditions that might be present to create the failure mode. By removing these specific
conditions, the failure mode might be eliminated. There are suggestions in the
knowledge base on how to eliminate or reduce the impact of the failure mode or the
likelihood of the failure or reduce the negative consequences of the failure.

If after examining these failure modes directly, the analysis team finds that the
problem is not typical, the analysis team should perform the following steps.

(a) Complete the Failure Analysis Questionnaire;
(b) Conduct Failure Analysis Modeling;
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(c) Develop Failure Mode Prioritization;
(d) Failure Mode Correction Prioritization; and
(e) Evaluate Results.

3 The Failure Analysis Questionnaire

The Failure Analysis Questionnaire allows the analysis team to systematically
examine the failure situation, and then build a model to describe it. There are two
parts to the questionnaire: information about the system, and information about the
failure.

It is important to identify the system in which the failure occurs. The first step is
to name the system in a descriptive but concise manner. For our problem, the
system can be thought of as “a city”. The next step is to describe the main parts of
the system. The main parts of a city are its people, its institutions such as the
government, financial systems and the emergency services, and finally its infras-
tructure such as its transportation systems, its water system, its gas and oil system,
its electrical system and its communication system. Of course, with a little imag-
ination the analysis team could identify other important systems or sub-systems that
would need to be considered. However, for demonstration purposes this list will be
enough with which to start.

Then the system environment should be outlined. This environment can be
thought of as the super-system that surrounds the system and of which the system is
a part. The super-system could be the country or region in which the city is located.

The next aspect of the system that needs to be identified is its primary useful
function. The primary purpose of a city is as a place in which people can live and
work efficiently. This primary useful function may be supported by other useful
sub-functions that should also be listed. The sub-functions of a city are shelter,
wealth generation and storage, medical care and social events to name just a few.

The final part of the system description is the potential harmful functions that are
created by the system. The potential harmful functions of a city are waste and
pollution, and possibly excessive energy and resource use. High levels of popu-
lation density might also be considered to some extent a harmful function of a city.

It is useful at this point to describe why the failure could not be solved using the
direct method. The reason that the problem has not been solved already has many
parts. The main reason the problem might not have been solved already is related to
the expense in terms of private and public investment in prevention of critical
infrastructure failure that is not considered affordable.

The analysis team should answer the question “What about the failure is
unclear?” The nature of interconnectedness of the critical infrastructure might be
one of the things that is most unclear about the problem.

Another important element of the description is determining what events are
associated with the failure. What are the historic events prior to the failure? And
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what are the reasons they occurred? There are many examples of natural disasters
causing failure of critical infrastructure. Most of the recent ones have been analyzed
extensively by many national and international agencies.

The analysis team should consider whether other attempts have been made to solve
this problem. It is believed that although many attempts have been made to solve this
problem, none have been completely successful. However, there have been many
useful partial successes created by the general awareness of the need. Too often these
successes come after a critical infrastructure failure caused by a natural disaster rather
than before. Another result is that as time passes without another natural disaster
occurring, the successful strategies are forgotten and the problems return.

Localizing the failure is also an important step. The analysis team should try to
determine the specific circumstances in which the failure occurred. The analysis
team should identify the last event before the failure occurred. Also the analysis
team should identify any concurrent events that happened with the failure or
specific conditions associated with the failure. Different cities are susceptible to
different types of natural disasters but the most common ones are floods and storms.
The most common occurrences to storms and floods are in coastal regions or near
rivers. Inland cities might also be commonly susceptible to tornadoes and occa-
sionally susceptible to earthquakes. One of the specific conditions of critical
infrastructure failure is lack of preparation and planning and possibly poor archi-
tectural design of buildings, ports and roads.

With the answers to the Failure Analysis Questionnaire, the analysis team should
then be able to develop a system model. Figure 1 shows a simplified model of the
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Fig. 1 A simple model of cascading critical infrastructure failure
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Fig. 2 A more complex model of cascading critical infrastructure failure

problem of cascading failure of critical infrastructure while Fig. 2 shows a more
complex model of the problem.

Using this model, the problem can be inverted. The analysis team is encouraged
to “find a way to produce the failure”. The analysis team then uses an embedded
knowledge base of Directions, Operators and Illustrations to create possible causes
of the failure. A Direction is a statement that represents how the model can be used
to suggest ways to create the failure. Each model can be used to suggest many
Directions towards the failure.

Below is a complete list of the Directions created by the software for the inverted
problem suggested by the simple model in Fig. 1:

1. Consider
resources
2. Consider
resources
3. Consider
resources
4. Consider
resources
5. Consider
resources
6. Consider
resources

opportunities for providing [the] (Disaster Cascades) with help of
of [the] (Gas and Oil System Fails).

opportunities for providing [the] (Disaster Cascades) with help
of [the] (Government Services Fail).

opportunities for providing [the] (Disaster Cascades) with help
of [the] (Transportation System Fails).

opportunities for providing [the] (Disaster Cascades) with help
of [the] (Communications System Fails).

opportunities for providing [the] (Disaster Cascades) with help
of [the] (Electrical System Fails).

opportunities for providing [the] (Disaster Cascades) with help
of [the] (Financial System Fails).
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7. Consider opportunities for providing [the] (Disaster Cascades) with help of
resources of [the] (Emergency Services Fails).

8. Consider opportunities for providing [the] (Disaster Cascades) with help of
resources of [the] (Water System Fails).

For the more complex model shown in Fig. 2, the software generated 25 similar
Directions for consideration by the analysis team.

4 Hypothesizing Failure Modes

At this point, it might be worthwhile to divide the problem into its particular
sub-problems and employ a number of analysis teams, one for each of the
sub-problems. For example, the analysis team could be broken into analysis
sub-teams for the gas and oil system, the government services, the transportation
system, the communication systems, the electrical system, the financial system, the
emergency services system and the water system. It is recommended that these
sub-teams for each of these sub-problems be augmented by experts in each of these
fields.

There are two possible ways to conduct the analysis from here. One approach
involves a top-down comprehensive method of identifying all possible ways to
create the failure. This strategy allows for an exhaustive set of possible causes.
A second method, involves considering the most promising way to create the
failure. Then the process is repeated with the next most promising way, and so on.
For each possible cause, the question is whether the necessary resources are
available for the cause to be feasible.

As one could imagine, the exhaustive method would take a great deal of time.
However, it is the recommended way to conduct the analysis. The second method
would seem more efficient although could still be quite time consuming. We will
again prioritize the inverted failure modes using the Analytical Hierarchy Process
(see Table 2). Then we will look in some detail at one failure mode.

Let’s look at the knowledge base concerning the search of resources related to
the Gas and Oil System Fails to determine if this cause could create the cascading

Table 2 Prioritization of

) ; Inverted failure modes Priority value (%)
inverted failure modes - -

Gas and oil system fails 4

Government services fail 11

Transportation system fails 8

Communications system fails 9

Electrical system fails 7

Financial system fails 2

Emergency services fails 43

Water system fails 15
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disaster. The question that needs to be answered is: “Are there sufficient resources
in or near the Gas and Oil System so that if it fails, a cascading critical infrastructure
failure will occur?” Using the Ideation Failure Analysis™ knowledge base, the
analysis sub-team who are particularly knowledgeable about the gas and oil system
would begin with a direct approach to finding resources.

4.1 Finding Resources Directly

For this purpose, the knowledge base contains information on available: materials
resources, energy resources, time resources, space resources, structural resources,
functional resources, and information resources. Table 3 shows a subjective priori-
tization using the Analytical Hierarchy Process that could be used to allocate effort
towards the search for these resources. With this allocation in mind, the analysis team
would use the knowledge base to look in more detail at each of these resources.

There is extensive information in the knowledge base concerning each of these
resources. Here is an excerpt from the knowledge base concerning energy
resources:

The analyst should consider as a resource any kind of energy available in the object or
process that might help to provide existing functions or operations, or to perform new ones.
The analyst should consider mechanical impacts of solid-state objects, mechanical impacts
of liquids and gases, thermal impacts, chemical impacts, electrical fields, magnetic fields,
radiation impacts. Mechanical impacts of solid-state objects can be used for: creating a
desired shape, creating a dynamic shape, transportation, control of transport, protection,
slackening an undesired action, obtaining information, energy accumulation. Mechanical
impacts of liquid or gases can be used for: retaining objects, transporting liquids and gases,
creating a support, reducing resistance to movement, destroying solid-state objects, sealing,
heating, or temperature control. Thermal impact can be used for: changing material
properties, creating phase transitions, destroying an object, generating force, joining parts,
transporting an object, or controlling chemical processes. Thermal impact can be used to
change material properties. In particular, the following can be changed: structure, com-
position, magnetic properties, mechanical strength, color, shape and dimension. Thermal
impacts can be used to create phase transitions, in particular, for: melting — solidifying,
evaporation — condensation, sublimation, changing crystal structure. Chemical impacts can
be used for: creating a material, changing properties, joining objects, creating force, process

Table 3 Prioritization of

‘ Typical failure resources Priority value (%)
failure resources -

Material resources 15
Energy resources 38
Time resources 19
Space resources 19
Structural resources 5
Functional resources

Informational resources 2
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activation, obtaining information, transferring information. Electrical fields can be used for:
transporting liquids or light objects, separating objects, changing an object’s structure,
changing an object’s properties, material decomposition, process control, generating per-
manent forces, creating shocks, obtaining information. Magnetic fields can be used for:
joining parts, integrating powder or granules, creating force, developing a particular
structure, material separation, obtaining information about an object. Radiation impacts can
be used for: destroying, heating, generating an electrical field, comparing and distin-
guishing objects, making objects visible, developing a non-visible image, marking parts,
image transformation, or documenting information. If the analyst cannot find energy
resources within the object or process, he or she needs to consider the resources within the
nearby environment. In particular, he or she should consider the energy of the super-system
of which the object or process forms a part.

We will briefly go through the steps of determining the various resources
required for the gas and oil system to be the cause of the failure.

The analysis team should consider any kind of material available in the system.
Obviously, the oil and gas system contains flammable material that could result in
explosions. In this case, the analysis team would need to look for material that
could act as an igniter. This igniter might be found in the energy resources which
will be discussed below.

The analysis team should consider any kind of energy available in the system.
The analysis team should consider mechanical impacts of solid-state objects,
mechanical impacts of liquids and gases, thermal impacts, chemical impacts,
electrical fields, magnetic fields, radiation impacts. Table 4 provides a subjective
prioritization of these energy resources using the Analytical Hierarchy Process that
can be used to allocate effort to the further analysis of these energy resources.

Mechanical impacts of solid-state objects might include the transportation sys-
tem of trucks that are used to move the gas and oil. Mechanical impacts of liquid or
gases might include the pumping stations and piping that moves the gas and oil to
the city. Thermal impact might be the destruction of some parts of the system
caused by fires created by explosions. Electrical fields can be used to create sparks
from short circuits that cause the ignition of gas and oil in the system. Radiation
impacts can be used for heating which might be related to the ignition of a gas or oil
system explosion.

Table 4 Prioritization of
energy resources

Energy resource Priority value (%)

Mechanical impact of solid-state objects 20

Mechanical impacts of liquids and gases 18

Thermal impacts 27
Chemical impacts 10
Electrical fields 21
Magnetic fields 2

Radiation impacts 2
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The analysis team should consider the time intervals in the system in particular,
time before delivery of the gas and oil such as the time in refiners or compressors, time
during the delivery such as the delivery of gas and oil in ships, trucks and pipelines,
time after the delivery has ended such as at the facilities of the gas and oil users.

Free space might be available in the object. This space can involve the
co-location of parts of the gas and oil system with other facilities or the distance that
must be traveled between the sources of the gas and oil and the final destination of
the gas and oil.

The analysis team should consider the structure of the system. In particular, they
should consider the location of subsystems such as the refineries being near coast
lines of oceans, lakes or rivers or gas and oil generators being co-located with
electrical energy plants.

The analysis team should consider how part of the process could perform
additional functions in particular, useful functions, such as heat or energy genera-
tion; and harmful functions such as pollution or contamination of water supplies.

The analysis team should consider any information about the system such as rate
of flow on pipelines, shiploads, truckloads and barrels of oil and gas delivered.

After this thorough examination of resources, the gas and oil analysis team might
conclude that all the resources required for this failure mode exist near the gas and
oil system. Then this failure mode needs to be addressed. Or the analysis team may
conclude that none of the resources are available near the gas and oil system. Then
they can rule out this failure mode. Finally, the analysis team might conclude that
some but not all resources are in or around the system. Then the analysis team can
find new resources. For the sake of this example, we will examine the process of
finding new resources using the Ideation Failure Analysis™ knowledge base.

4.2 Obtaining New Resources

The analysis team should consider the methods for changing or modifying the
system under consideration in order to obtain: new material resources, new energy
resources, new space resources, modifying time, modifying structure. Table 5
shows a prioritization of the various types of new resources that need to be
examined by the analysis team.

Table 5 Prioritization of

: New failure resources Priority value (%)
new failure resources -
Material resources 24
Energy resources 57

Space resources

Time resources

Structure resources 3
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Here is an excerpt from the knowledge base concerning new material resources:

To obtain new material resources, the analyst should try to modify material available within
the object. He or she should consider the following ways of modifying available material
properties: material transfer, obtaining new material resources through physical effects, or
obtaining new material resources through chemical effects. New materials can be obtained
in a system via transfer from another system. The analyst should consider applying the
following transfer mechanisms: using a flow of liquid or gas, “capturing” elements,
electro-transfer. The analyst should consider the following physical effects capable of
changing or modifying material properties and obtaining material resources: by thermal
treatment, by fractionating, by decomposition, by mixing, by introducing additives, by
ionization/recombination, by using specific effects. Treatment with heat or cold can change
the initial properties of a material. In particular, the following can be changed: hardness,
shape, aggregate state. Fractionating a material can provide it with new properties, in
particular, mobility or controllability. The decomposition or transformation of a material to
a mobile state can help in removing the material after it has fulfilled its desired function.
Mixing materials can provide several new properties such as the ability to: connect, affix.
Additives introduced into a material can provide new properties such as the ability to
provide: insulation, expansion. Ionization (recombination) can change material properties
to provide: electrical resistance, stages of aggregation.

We will briefly go through the process of looking for new resources in the gas
and oil system.

For new material resources in the gas and oil system, there are many ways that
the material resources could be transformed such as through additives, decompo-
sition and mixing. Broken piping could allow harmful outside materials to enter the
system and interact with the gas and oil. Refining chemicals could initiate harmful
material interactions in the gas and oil system.

For new energy resources, the analysis team should consider transferring or
delivering energy through the transportation system of ships, trucks and compres-
sion systems. New electrical energy could come from downed power lines. The
knowledge base provides many more energy sources that could be used to develop
analogies about new energy resources.

For new space resources, the team should consider the movement through space
such as the space in and around the transportation network. Leaks from the gas and
oil system might occur in these new spaces.

For new time resources, the analysis team should consider modifying available
time in the processes of the system. The gas and oil system might try to adapt to the
natural disaster using time resources. Another way the time resources might be
affected is through an interruption of service that creates a cascading failure of the
critical infrastructure.

The analysis team should consider ways of changing the structure of the oil and
gas system such as integrating two processes. For example, the gas delivery system
could interact with the oil transportation system to enhance the failure. Or the
failure could be enhanced by the transportation of oil by ship, ocean and port being
connected to the transportation of oil by truck and road.
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In addition, the analysis team should consider the specific failure resources

available in the system as shown below.

4.3 Specific Failure Resources

Table 6 shows an example Analytical Hierarchy Process prioritization that could be
used to allocate effort in the search for specific failure resources.

As an excerpt from the knowledge base, the following is a description of pos-
sible human errors or malicious acts that should be considered:

Human errors and malicious acts are often resources for system failure. Unpleasant as it is,
we must recognize the existence of people who will intentionally damage a system to serve
their own interests. Unintentional failures can be caused by humans as well. A person can
be dangerous due to his/her specific characteristics or habits, including: a physical or
mental disorder such as poor motor coordination, low intelligence, delayed reactions;
mental instability that manifests as lack of self-confidence (easily influenced by others), or
aggressiveness; a habit of under-estimating the level of risk such as belief that a failure will
never take place, a habit of relying on the competence or wisdom of others, a habit of taking
risks; the acceptance of harm as an “unavoidable evil” such as remaining passive in a
dangerous situation, not learning from accidents; tendency to act “by rote” an in emergency
such as following customary (familiar) instructions regardless of the situation, mimicking
the actions of others when individual decisions are necessary, relying on personal, everyday
experience; tendency to apply a creative approach to any routine situation such as dis-
obeying instructions “for good reasons”, perfectionism; having a “guilty conscience” that
manifests as illegal actions, anti-social behaviour. An “ordinary” person can be transformed
into a source of danger for the system he/she is dealing with due to the following unfa-
vourable conditions: poor professional background such as lack of professional knowledge,
lack of attention to auxiliary operations and elements, violating safety regulations, disregard
for complicated devices or processes; stressful environment such as life/health threatening
environment, stress due to frequent changes, high level of responsibility, repeated failure;
fatigue caused by repeated irritation/annoyance, monotonous working conditions, specific
physical, biological or chemical impacts; hindered control of a situation such as diverting

Table 6 Prioritization of specific failure resources

Specific failure resources Priority value (%)
Intentional actions or spontaneous events 8
Differences in some parameter or characteristic 4
Specific characteristics and properties of a system 3
Harmful structures 11
Small failures and disturbances 2
Dangerous adjacent systems or elements 29
Faulty control devices 10
Faulty counter-failure systems 10
Human errors and malicious acts 22
Exhaustion of the useful resources 1




Application of Problem Inversion ... 39

attention, erroneous or incomplete information; misunderstanding due to non-specific
words or gestures, cultural differences, falsified information; poor written instruction that
are impractical, lack of recommendations for emergency situations, including unreasonable
restrictions, conflicting with other recommendations, unclear to the user, modified or
appended many times; automatic reaction; irresponsible environment impacting a person’s
behaviour; group egoism causing a person to intentionally misrepresent information, pro-
viding special privileges to certain people, imposing unreasonable restrictions on others,
neglecting community interests when making decisions; lack of training for extraordinary
situations, not taking protective measures beforehand, lack of training regarding the use of
protective means.

The analysis team should consider the consequences of changed location and
speed such as in delivery systems for gas and oil. Pressure differentials caused by
leaking of gas or oil pipelines might be considered here.

The analysis team should consider harmful structures. In particular, they should
consider either in space or in the supply schedules if the gas and oil supply system
is disrupted. They should consider specific characteristics of the subsystems such as
when sub-systems of the gas and oil system can have large harmful effects. They
should consider small failures and disturbances that tend to lead to more dangerous
consequences such corrosion in pipelines. They should consider elements that
become unfit or harmful under irregular circumstances. In particular, they should
consider inflammable materials and toxic materials.

Faulty control devices or protection systems can be sources of danger. In par-
ticular, the analysis team should consider electrical or electronic measuring devices
located at system inputs/outputs such as pressure monitoring systems. Faulty
counter-failure systems, protective means, safety measures can be the sources of
high-risk. In particular, the analysis team should consider faulty controlled or
automatic valves or emergency switching mechanisms.

Harmful resources can appear by the exhaustion of the useful resources. For
example, the gas and oil system could run out of useful transportation services.

5 Correcting Failure Modes

The failure correction stage involves using the model and knowledge base to
prevent, eliminate or reduce the harmful effects of the failure.

5.1 Preventing the Failure by Averting Its Causes

For this purpose, the analysis team should identify the events prior to the failure.
They should consider going back and modifying the events such as in our case,
diversifying the fuel supply system, or hardening or providing backups for the
compression stations. These measures might be costly to implement but it might be
worthwhile if this would avoid cascading failure of the critical infrastructure.
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5.2 Eliminating the Failure’s Harmful Effects

The harmful effect might be eliminated by: removing or changing the source of
harm; modifying the harmful effect; counteracting the harmful effect; isolating the
system from the harmful effect; increasing the system’s resistance to the harmful
effect; modifying or substituting the effected object. Table 7 provides a prioritiza-
tion of these ways to eliminate the harmful effects that was developed using the
Analytical Hierarchy Process.

To get a feeling for the nature of the failure correction knowledge base, below is
an excerpt on isolating the system from the harmful effect:

The analyst should consider isolating the system from the harmful effect. In particular, he or
she should try to isolate the system from: wear, fire, explosion, ambient oxygen, evaporation,
thermal impact. To make the isolation more effective, he or she should consider inventive
ways to introduce an isolating material. The analyst could consider the following ways of
introducing an isolating material: use available materials; use selectively permeable isola-
tion; use an easily-destroyed intermediate layer; transform a mediating element. The analyst
could consider using materials available in the system or process as isolating materials. In
particular, he or she could make use of materials: involved in causing the harmful effect;
available in the system or produced by it; that are inexpensive. The analyst should pay
particular attention to the possibility of easily replacing the isolating material if and when it
is destroyed. If you need to isolate a system from the environment but also need to maintain
access to the system, the analyst should consider using an isolating material or arrangement
such as foam, a layer of liquid, gas or air, or a grating (to separate large particles from smaller
ones). If two adjacent components that will have to be separated adhere too tightly to each
other, the analyst should consider using an intermediate layer. The intermediate layer should
hold the two components together but should be easily removed or destroyed.

The analysis team should try to remove the source of danger. For example,
hardening of the gas and oil refineries and delivery systems would make the process
more secure. They should consider modifying the harmful effect. If the harmful
effect takes place at a point, the analysis team should consider changing the point
contact to a multiple points of contact. This might involve having many smaller gas
and oil storage sites rather than one large site. They should consider using another
effect. For this purpose, they should consider neutralizing the harmful effect with a
countering effect such as hardening of the gas and oil system. They should consider
isolating the system. The analysis team could use available materials such as open
spaces.

Table 7 Prioritization of ways of eliminating the failure mode

Ways of eliminating the failure mode Priority value (%)

Remove or change the source of harm 25
Modify the harmful effect
Counteract the harmful effect

Isolate the system from the harmful effect 30

Increase the system’s resistance to the harmful effect 30
Modify or substitute the effected object 4
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5.3 Stopping the Harmful Effects of the Failure

The analysis team should try to make the system more resistant. In particular, they
should decrease the sensitivity to a harmful effect by for example providing hardening,
backup systems, multiple supply lines, and a diversity of sources of supply. An
alternative would also provide in advance for immediate restoration of the system by
replacing or repairing portions that are destroyed or damaged. This could involve
dedicating resources to come into effect in the case of a natural disaster.

If it is impossible to protect the system, the analysis team should consider
substituting the system. In particular, the analysis team could look into substituting
the gas and oil system with electrical energy systems or replacing the trucking of
gas and oil with pipelines.

If the analysis team has not found a way to resolve the problem, they should try
to reduce its harmful effect by: localizing its harmful effect; reducing the effect;
facilitating detection; or “sugar coating the pill”.

To show the extent of the knowledge base to support the stopping of the harmful
effects, below is an excerpt from the knowledge base:

If it is impossible to eliminate a harmful effect, the analyst should consider the possibility of
localizing it. This will help to protect other parts of the system and to assess damage as
well. For this purpose, the analyst should consider: confining the effect to a definite location
or time interval, or sheltering a material inside another material. The analyst should con-
sider reducing the harmful effect at a specific location and for a specific period of time. In
particular, he or she could distribute or dilute the harmful result. If a local defect can not be
eliminated, the analyst should consider multiplying this defect so a pattern develops which
hides the defect. He or she should see if there is a way to utilize, even temporarily, a
harmful material, energy or undesirable system parameter. If it is impossible to eliminate a
harmful effect that leads to a search (for lost or damaged systems or for individuals
responsible for the harm), the analyst should consider making provisions in advance that
will facilitate the search. If it is impossible to eliminate or reduce the harmful effect, the
analyst should consider achieving some partially compensating positive effect. This might
make things easier to accept, at least.

The analysis team should consider confining the effect to a definite location, or in
this case creating smaller gas and oil storage facilities. The solution of many smaller
facilities would also have the possibility of reducing the harmful effect. They should
consider implementing detection systems such as pressure monitors on pipelines.
They should consider providing shelters for citizens to move to in case their gas and
oil heating systems fail.

6 Evaluating the Results

The analysis team would now select the most promising of the possible solutions.
The most promising possible solutions would be considered “Good, that is, the
failure would be completely prevented or eliminated”. However, the analysis team
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should not stop there. Even solutions that can prevent or eliminate the failure might
have adverse side-effects. The solution should be examined for adverse side-effects
using a simplified form of the Ideation Failure Analysis™ and then these adverse
side-effects should be prevented, eliminated or reduced.

The second most promising solutions might be considered “Good, but..., that is,
there are one or more minor problems with correcting the failure”. Again these
minor problems should be avoided, eliminated or reduced. The knowledge base
provides specific suggestions that can be used to separate these minor problems
from the potential solutions. Thus the “Good, but” solution has a known defect
while the so-called “Good” solution has no known defects until the simplified
Ideation Failure Analysis™ is conducted on it.

To provide an example of how this might work in practice, we will consider as
an example the “Good” solution of replacing the gas and oil system with an
electrical energy system. We will consider the “Good but” solution as diversifying
the gas and oil supply, storage and delivery system. This solution has the known
drawback that it might be more costly.

6.1 Simplified Ideation Failure Analysis™

The “Good” solution completely solves the problem. However, unpleasant surprises
can arise. Therefore, the analysis team should conduct a simplified Ideation Failure
Analysis™: step 1, invert the problem; step 2, invent possible failures; step 3,
prioritize failures to be eliminated.

In step 1, the analysis team should “invert” the problem as follows: “It is
necessary to produce all possible failures to [critical infrastructure] and/or its
environment with the help of [an electric energy system]”.

In step 2, the analysis team can then imagine possible failures that use the
following resources: systemic resources; change resources; differential resources;
inherent resources; organizational resources; small failures and disturbances; dan-
gerous elements; control devices; protection systems; human errors and malicious
acts; exhaustion of useful resources.

It is likely that a natural disaster that is harmful to the gas and oil system would
also be harmful to electric energy system. For example, cables might be broken,
generators could fail or be over loaded, fires or explosions could be created by
short-circuits.

In step 3, the analysis team should list possible problems with the solution. Then
they should prioritize the problems based on their consequences and likelihood and
determine which problems should be eliminated. It is likely that electric energy
generators would fail during a natural disaster such as a flood or a severe storm.
Overhead transmission wires and cables would probably break and fall possibly
causing fires or explosions.
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The analysis team should consider various ways to resolve the problems as shown
in Table 7. These drawbacks in the electric energy system might be eliminated by
having generator backups and running cables underground instead of overhead.

6.2 Resolve the Contradictions

If the solution contains some known drawbacks, the analysis team should formulate a
contradiction such as “The concept [of diversifying the supply, storage and delivery
system for gas and oil] should provide [avoidance of a cascading failure of the critical
infrastructure in the city] ... but should avoid [the problem of being costly]”. Then
using the separation principles they should try to resolve this contradiction.

To demonstrate how the knowledge base can support the resolution of the
drawbacks of the potential solutions, the following excerpt from the knowledge
base is provided.

The analyst should try to separate the contradictory requirements: in space, in time, between a
whole object and its parts depending on different conditions. The analyst should try to separate
opposite requirements in space. For this purpose, he or she should partition the object or assign
each contradictory function or condition to a different part. The analyst should try to separate
opposite requirements in time, that is, schedule operation so that conflict requirements or
functions take effect at different times. The analyst should try to separate opposite qualities
between the whole object and its part. For this purpose, he or she should: assign one of the
contrary functions or conditions to one or more parts, while the whole object retains the
remaining functions and conditions; separate the part(s) with the undesirable qualities from
the rest; isolate the part(s) of the system or process that has the undesirable qualities; consider
making use of the special properties or features of the object. The analyst should determine
what action will manifest these properties or features and apply that action and try to identify a
parameter or condition that can change to allow the system to meet one requirement under one
condition and the opposite one under another condition.

The analysis team should try to avoid the contradiction: in space, in time,
between a whole object and its parts depending on different conditions. For
example, one way to separate the contradiction in time is to shift the solution into
the future. As the centralized gas and oil system ages and replacement is being
considered, steps could be taken to diversify the system, making storage sites
smaller and distant from each other in space.

7 Concluding Remarks

In this chapter, we have shown how problem inversion can be used to enhance
creativity in failure analysis. We have looked at an example of the problem of cas-
cading infrastructure failure in a city caused by a natural disaster such as a flood or a
storm. We have also demonstrated how the processes and the knowledge base in the
Ideation Failure Analysis™ software could augment this problem inversion process.
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We have demonstrated that solving this problem using this method would take a great
deal of effort. The allocation of effort could be distributed to teams of experts because
the process breaks the problem into its individual parts and the knowledge base has
been developed in a highly hierarchical manner. We suggested that a prioritization
method be applied to the allocation of effort to make the process more efficient. In
particular, in our example, we used the Analytical Hierarchy Process in this allocation
of effort. The Analytical Hierarchy Process seems to be an excellent way to allocate
effort because it provides the prioritization in percentage terms where the total amount
of effort can be broken down into its separate components. Also although not all of the
components will get the same allocation of resources, none of the components will be
completely overlooked. Each component will receive some amount of effort allocated
to it even if it is small. This is important because failure analysis is often affected by
small problems that have big impacts.

This approach does not come without some serious reservations that must be
considered. First, as we have already mentioned is the time and effort required to
complete the process in an exhaustive manner. The second is the fact that analysts
using the knowledge base as a checklist might stop their creative process after
finding just one potential failure mode or correction technique for the particular
Direction or Operator. It is imperative to push the creative process to attempt to
exhaust the ideas that can be generated from each Direction and Operator. The third
concern relates to the applicability of the knowledge base in the Ideation Failure
Analysis™ software. It could take a great deal of effort to adapt the knowledge base
to make it more applicable to the problem of cascading failure of critical infras-
tructure. Associated with this problem with the method is the availability of
expertise. Getting teams of experts together to work through the issues for a great
length of time might be difficult or costly. Also it is likely that the solutions found
by this method have already been ruled out because they are too costly to imple-
ment. If they were not too costly, they would probably have already been imple-
mented. Finally, there may be security concerns. If the failure modes became
widely known to the public, there would be a great deal of negative publicity that
there are a large number of failure modes being considered by government agencies.
There are also the obvious security concerns of keeping this knowledge of the
numerous failure modes out of the hands of enemy forces because this method and
its results could facilitate sabotage or terrorism.

None of these reservations would seem to be sufficient to discount the value of
further analysis of the inversion technique for solving the problem of cascading
failure of critical infrastructure caused by a natural disaster.
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Heroes and Villains in Complex
Socio-technical Systems

Jonathan Gao and Sidney Dekker

Abstract The history of efforts to reduce ‘human errors’ across workplaces and
industries suggests that people (or their weaknesses) are seen as a problem to
control [1, 3, 15, 16]. However, some have proposed that humans can be heroes as
they can adapt and compensate for weaknesses within a system and direct it away
from potential catastrophes [15]. But the existence of heroes would suggest that
villains (i.e. humans who cause a disaster) exist as well [16], and that it might well
be the outcome that determines which human becomes which. The purpose of this
chapter is to examine if complex socio-technical systems would allow for the
existence of heroes and villains, as outcomes in such systems are usually thought to
be the product of interactions rather than a single factor [17]. The chapter will first
examine if the properties of complex systems as suggested by Dekker et al. [18]
would allow for heroes and villains to exist. These include: (a) synthesis and
holism, (b) emergence, (c) foreseeability of probabilities, not certainties,
(d) time-irreversibility and, (e) perpetual incompleteness and uncertainty of
knowledge, before concluding with a discussion of the implications of the
(non) existence of heroes and villains in complex systems for the way we conduct
investigations when something goes wrong inside of those systems.

Keywords Complexity - Heroic recovery + Human error

1 Introduction

The history of efforts to reduce “human errors” across workplaces and industries
strongly suggest that people (or their weaknesses) are seen as a problem to control,
typically via replacing the “faulty” individual or the addition/enforcement of pro-
cedures [1-7]. For instance, the National Transportation Safety Board (NTSB) [6]
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stated in their Most Wanted List of Transportation Safety Improvements that
accidents can be reduced if pilots were to comply with procedures.

Such notions are single-factor explanations that condense accounts of failure to
individual human action or inaction. An analysis by Holden [2] showed that
between 1999 and 2006, 96 % of investigated US aviation accidents had their cause
mostly attributed to the flight crew. In 81 % of these accidents, people were the
only reported cause. “Crew failure” or similar terms were used to describe 74 % of
probable causes while the remaining cases contained language such as “inadequate
planning, judgment and airmanship,” “inexperience” and ‘“unnecessary and
excessive ... inputs.” “Violation” of written guidance was stated as cause or con-
tributing factor in a third of all cases.

Contemporary research suggests otherwise [8—12]. In their review of 13 studies,
Alper and Karsh [8] discovered that procedural violations were due to a myriad of
reasons, such as a lack of information, poor system design, and competing goals.
This finding is consistent with work done by de Brito [9], whose study revealed that
factors such as interruptions or difficulties in locating the correct protocols during
an emergency contributed to pilots violating procedures. Such a phenomenon has
been observed in other domains as well. For instance, de Saint Maurice et al. [10]
found that anesthetists tend to deviate from procedures when they had unscheduled
surgery, or when work demands were high. In other words, present research
strongly indicates that the reasons for procedural violations are more complex than
intentional non-compliance by humans.

In contrast to the view of humans as a liability, some have advocated for the
view of humans as a valuable resource [13—15]. Reason [15] even argues that
humans can be heroes as they are able to adapt and compensate for weaknesses
within a complex system and hence direct it away from potential disasters.
However, the existence of heroes would suggest that villains (i.e. humans who
cause a disaster) exist as well [16].

Therefore, the purpose of this chapter is to examine if complex socio-technical
systems would allow for the existence of heroes and villains within it, as outcomes
in such systems are usually thought to be the product of interactions rather than a
single factor [17]. Complexity Theory suggests that we see performance as an
emergent property, the result of complex interactions and relationships. This stands
in sharp contrast with the perspective from Newtonian Science.

2 Newtonian Science, Cause and “Human Error”

Newtonian Science is one of simplicity [18]. The complexity of the world is
thought to be superficial and can be broken down into individual components. Each
component can then be analysed to determine its role. Such simplistic thinking is
often used in investigative and legal reasoning in the aftermath of accidents to find a
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cause. Newtonian Science believes that all accidents have a definitive, identifiable
cause and a definitive effect, and that cause and effect are symmetrical. In other
words, the bigger the effect, the bigger the cause. Identification of a “cause” or
“causes” is generally seen as the most important function of an accident investi-
gation. However, this assumes that the physical effects of an accident can be traced
back to physical causes. If efforts to determine cause-effect relationships cannot be
achieved, then the typical response is to deem the accident analysis method or
agency as unworthy [18]. Then Chairman of the NTSB, Jim Hall, raised the spectre
of his agency at not being able to find the “faulty” part in TWA 200, which would
challenge its entire reputation (p. 119): “What you’re dealing with here is much
more than an aviation accident... What you have at stake here is the credibility of
this agency and the credibility of the government to run an investigation” [19].

3 Complexity Theory

In contrast with Newtonian Science, Complexity Theory proposes that complex
behaviour arises because of the interactions between the components of a system
[18]. The properties of a system emerge from these interactions, instead of being
contained within individual components. External designers are not necessary for a
complex system, as new structures can be generated internally. These internally
generated structures can adjust in response to changing conditions in the environ-
ment. Complexity is a feature of the system, not of components inside it. The
knowledge of each component is limited and local, and no component can possess
enough capacity to represent the complexity of the entire system. The behaviour of
the system cannot be reduced to the behaviour of the components. Complex sys-
tems are held together by local relationships only. Each component is ignorant of
the behaviour of the system as a whole, and cannot know the full influences of its
actions. Components respond locally to information presented to them, and com-
plexity arises from the huge, multiplied webs of relationships and interactions that
result from these local actions. Asymmetry or non-linearity in these relationships
means that a tiny change in initial conditions can lead to huge differences later.
There are no linear, symmetrical cause-effect relationships like that of Newtonian
Science.

This chapter will first examine if key properties of complex systems, namely:
(a) synthesis, holism, and emergence, (b) foreseeability of probabilities, not cer-
tainties, (c) time-irreversibility and, (d) perpetual incompleteness and uncertainty of
knowledge, would each allow for heroes and villains to exist. It will then conclude
with a discussion of the implications of the (non) existence of heroes and villains in
complex systems for the way investigations are conducted when something goes
wrong inside of those systems.
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4 Synthesis, Holism, and Emergence

Essentially, the properties of synthesis, holism, and emergence mean that one
cannot hope to break down a complex system into its individual components to
locate a broken part, unlike the Newtonian belief that such an act is possible [18].
Happenings within a complex system emerge due to the multiple interactions
between various components and as such, a holistic view is needed to understand it.
Some have proposed that individuals within complex systems are unable to fully
understand every process involved in the system’s functioning, due to its com-
plexity [14, 20]. This means that individual effort is unlikely to play a huge role in
steering a system both away from and towards disasters, as an individual’s lack of
understanding means that s/he would be unable to deliberately make changes that
will have a positive impact throughout the system. In other words, heroes and
villains do not exist.

Yet, Rochlin et al. [20] observed that anyone working on an aircraft carrier had
the right to stop all flights if they think that such an action would avoid accidents,
suggesting that perhaps heroes (and as a consequence, villains) can exist in complex
systems. A second example of an individual who was able to steer a complex
system away from potential dangers and towards improvements is perhaps Florence
Nightingale.

4.1 Case Study: Florence Nightingale

In her lifetime, Florence Nightingale made numerous positive contributions to the
British healthcare system and hence is regarded as the founder of modern nursing
[21-23]. Her first major set of contributions took place during the Crimean War,
when then Secretary of State at War Sidney Herbert requested Florence Nightingale
to lead a group of nurses to the battlefield [24, 25]. Upon arrival, Florence
Nightingale began to tap into her political connections to improve the state of affairs
in various hospitals. For instance, she was able to increase the quality of the male
nursing orderlies (they were responsible for majority of the work), and secure
valuable equipment for her hospitals despite some difficulties.

After the Crimean War, Florence Nightingale returned to England and began an
attempt to establish a royal commission for the study of: (a) sanitary conditions,
(b) management and organisation of barracks and military hospitals, and (c) ad-
ministration, training, and organisation of the Army Medical Department [24, 26].
Despite some obstacles, her attempt was a success and the formation of the royal
commission led to several positive reforms to the British healthcare system.

Furthermore, Florence Nightingale’s popularity led to the creation of the
Nightingale Fund, used to establish the Nightingale Training School for nurses [27].
Although there were problems with the school (e.g. poor management), it did exert
a profound influence in the nursing domain. For example, Lucy Osburn, the founder
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of modern nursing in Australia, received her training in the Nightingale Training
School [28]. Likewise, Linda Richards, who was a prominent figure in American
nursing (and perhaps Japanese nursing), was heavily influenced by Florence
Nightingale’s work [29, 30].

Besides the above contributions, Florence Nightingale also played a critical role
in the conception of the Metropolitan Poor Law Act [31]. Back then, workhouses
exist to provide the disabled and the poor a small amount of assistance in terms of
food, shelter, warmth, and care [32]. The Metropolitan Poor Law Act led to the
setting up of the Metropolitan Asylum District for the separation and healing of
those with insanity, fever, or small-pox [31]. Well-built dispensaries and infirmaries
were also established for the poor who were afflicted with non-infectious illnesses.
Most importantly, the Act led to the launch of the Metropolitan Common Poor
Fund which was used to financially support the various programs.

Lastly, Magnello [33] claims that Florence Nightingale was among the first to
employ statistics in the analysis of healthcare data, thereby revolutionising the
nursing domain and causing a decline in avoidable deaths. For example, Florence
Nightingale made use of statistics to convince government officials of the urgent
need for sanitary reforms. She also introduced standardised forms which were used
in various major London hospitals and parts of Europe to facilitate the collection of
medical data.

In summary, Florence Nightingale appears to have played an influential role in
steering the healthcare systems of various countries away from disasters and
towards improvements. In complex systems, as the truism goes, one actor cannot
control much. But they can influence almost everything. This seems to indicate that
the efforts of an individual can have enormous repercussions on a complex
socio-technical system, meaning heroes and villains can potentially exist in these
systems.

5 Foreseeability of Probabilities, not Certainties

According to Newtonian Science, the future of a component can be predicted with
absolute certainty if its state at any time was known in complete details [18]. With
sufficient knowledge of the initial conditions of a component, and the laws that
govern the motion of the component, all subsequent events are foreseeable. In other
words, if someone can be shown to have known (or should have known) the initial
positions and momentum of the components of a system, and the forces acting on
these components (which includes both external forces and those determined by the
positions of these and other components), then this person could, in principle, have
predicted the further evolution of the system with complete certainty and accuracy.

If complete and accurate knowledge is achievable, then harmful outcomes
should be predictable [18]. Therefore, it makes sense (at least from a Newtonian
Science perspective) to ask why someone failed to predict an accident when it
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occurs. Were they unaware of the laws governing their part of the universe
(i.e. were they incompetent or unknowledgeable)? Or have they failed to plot out
the possible effects of their actions? Indeed, legal reasoning follows this feature of
the Newtonian model when determining if an individual was negligent (p. 6):
“Where there is a duty to exercise care, reasonable care must be taken to avoid acts
or omissions which can reasonably be foreseen to be likely to cause harm. If, as a
result of a failure to act in this reasonably skilful way, harm is caused, the person
whose action caused the harm, is negligent” [34].

In other words, someone can be considered as negligent or villainous if he/she
did not avoid actions that could be foreseen to lead to negative effects [18]. Effects
that would have been predictable and therefore avoidable if the person had made an
effort to understand the laws governing his/her part of the universe and plot out the
possible effects of his/her actions. Most road traffic legislation is based on this
Newtonian idea of foreseeability. For example, a road traffic law in a typical
Western country might specify how a motorist should adjust speed so as to be able
to stop the vehicle before a crash occurs, and at the same time remaining aware of
the circumstances that could influence speed selection (such as wet roads). Both the
foreseeability of accidents and the awareness of circumstances are steeped in
Newtonian Science. Both are also heavily susceptible to outcome bias. If something
was not foreseen, then speed was surely too high. As a result, the system’s user is
always wrong [35].

Simply put, the opposing property from the perspective of Complexity Theory
states that decision makers tend to make decisions that they think have the highest
probability of producing a good outcome, based on their aims, limited focus and
knowledge at a particular point in time [36]. Still, whether the good outcome occurs
remain to be seen. Unfortunately, a system’s complexity means that such actions
might be locally adaptive, but globally maladaptive [37]. In other words, a seem-
ingly logical decision may end up leading to a negative outcome. If so, this would
suggests that an individual may not have the ability to direct a system away from
disasters, meaning it is unlikely for heroes and villains to have a place in complex
socio-technical systems.

5.1 Case Study: Emergency Physician

In their paper on medical diagnostic error, Croskerry and Nimmo [38] presented a
case of a 28 years old female patient who was sent by her addiction treatment
facility to a neighbouring emergency department. She claimed to be suffering from
anxiety and chest pains over the past week, and was afraid that she might have a
heart problem. The physician who was attending to her was skeptical of her claims
as addicts from the treatment facility have been known to fake their injuries to
obtain drugs [39]. Moreover, the patient left a bad impression on the physician as he
had a busy schedule but was made to wait while she took a smoke break.
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When the physician later reviewed the patient’s electrocardiogram results and
found no abnormalities, he diagnosed her with anxiety and discharged her [38].
After returning to the addiction treatment facility, the patient complained that her
chest hurts, but her griping was not taken seriously as she had been medically
cleared. She later passed away from a cardiac arrest caused by blood clots in her
lungs, a result of her smoking habits and being on birth control pills.

In this scenario, the doctor made a decision which he believed would lead to the
best possible outcome. He thought that the patient was just like the other addicts
that came before her, feigning injuries to get their hands on drugs and hogging
valuable resources in an emergency department that was already busy [38]. As
such, he quickly discharged her to avoid wasting resources on a fake patient.
Unfortunately, his actions led to an unexpected negative outcome. This might
indicate that an individual’s ability is limited and as a consequence, it suggests that
heroes and villains are unlikely to have a place in a complex socio-technical system
as they effectively have little control over the outcome of their actions.

6 Time-Irreversibility

The trajectory of a Newtonian system is not only towards the future, but also
towards the past [18]. In principle, we can reverse the evolution of a system to
reconstruct any earlier state that the system has gone through. Such assumptions
give accident investigators the confidence that an accident can be reconstructed by
starting with the outcome and then tracing its causal chain back into time.
Knowledge about past events is assumed to be obtained via uncovering a
pre-existing order. The only thing between an investigator and a good recon-
struction are the limits on the accuracy of the representation of what happened. It
follows that accuracy can be improved by “better” methods of investigation.

Complex systems, in contrast, are constantly adapting and evolving, and as such,
it would be an uphill task for investigators to reconstruct the interactions leading up
to an adverse outcome [18]. Additionally, any retrospective analysis of an accident
would require the investigator to make a subjective judgement on which piece of
information is important, and which is not, further skewing the reconstruction
process [18, 40, 41]. It should also be noted that accident investigations in some
domains (e.g. healthcare) can be problematic as it is more about what activities took
place rather than physical evidence [41]. Hence, there is likely to be a greater
reliance on the memories and perceptions of those involved. Yet contemporary
research on memory strongly suggests that it is highly unreliable [42—44].

For example, Loftus and Palmer [43] presented participants with video footage
of vehicular accidents before asking them questions about the footage. They found
that when the verb smashed was used, participants’ speed estimates tended to be
higher. Furthermore, these participants were also more likely to report seeing
broken glasses in the video footage, despite the fact that there was none.
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Similarly, Itsukushima et al. [45] showed participants coloured slides portraying
the daily activities of a woman before giving them additional information which
they falsely claimed were the impressions and thoughts of past participants. Some
participants received information that were consistent with the slides, while others
were given fake information. They found that participants had a tendency to
incorporate the bogus information into their memory, even though they were told
that the information were simply the impression and thoughts of previous partici-
pants and therefore may not necessarily be true. In sum, retrospective analysis of an
accident tends to be skewed, and the poor reliability of one’s memory makes
retrospective analyses even more unreliable.

6.1 Case Study: Eric Cropp

In 2006, an infant passed away after being administered sodium chloride that was
over twenty times stronger than the prescribed dosage [46]. Prosecutors held Eric
Cropp, a pharmacist supervising the pharmacy technician who prepared the fatal
solution, responsible for the accident and charged him with involuntary
manslaughter. Eric Cropp ended up being given six months in jail, six months of
home confinement, and three years of probation. Yet, should Eric Cropp really be
blamed for this mishap?

According to information from newspapers and the Institute for Safe Medication
Practices, the working conditions on the day of the accident were dreadful [47, 48].
Some examples being: (a) a build-up of orders as the pharmacy computer system
was not functioning earlier that day, (b) staffing shortage, (c) unable to perform
normal work or take breaks, due to high workload, (d) the pharmacy technician who
prepared the mixture was thought to be highly distracted as she was planning her
wedding during working hours, and (e) being rushed to dispense the medication for
the infant, even though it was not required for several hours.

Current research strongly indicates that stress and time pressure can adversely
affect one’s performance [49-52]. For example, Thompson et al. [52] gave 241
experienced nurses 50 vignettes depicting actual clinical scenarios and had the
nurses assess the situation to decide if an intervention was necessary. Their study
revealed that time pressure had a debilitating impact on nurses’ performance, such
that they were less likely to identify the need for an intervention and were also less
likely to intervene.

Despite the presence of multiple detrimental factors that could have easily
affected the performance of anyone, the prosecutors chose to hold Eric Cropp solely
responsible for the accident [46]. In other words, Eric Cropp is the villain in this
story. As mentioned above, the reconstruction process of an accident may be
skewed as investigators make subjective judgements on which pieces of informa-
tion are important, and which are not [18, 40, 41]. This seems to be what is
happening here, with all the disadvantageous factors being deemed as unimportant
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pieces of information. The ignorance of these information and the labelling of Eric
Cropp as a villain seems to suggest that heroes and villains do not objectively exist
in complex systems. Rather, they seem to be constructs formed by investigators
based on the information they collect and evaluate during the reconstruction
process.

7 Perpetual Incompleteness and Uncertainty
of Knowledge

Typical accident investigations seem to hold the view that an objective truth exists,
and that knowledge about the truth can be obtained with the right investigation
method [18]. Hence, the more information an investigator gathers, the more it leads
to a better investigation, a better representation of “what happened”. In other words,
the true story where there is no gap between external events and their internal
representation [53]. Those equipped with better methods, and those who enjoy
greater “objectivity” (i.e. those who are free of biases, and will consider all the
facts) are thought to be in a better position to construct such a true story.

However, such a notion is unlikely to be valid, at least for complex systems.
Instead, it is believed that objective knowledge in complex systems cannot be
obtained [18]. Every individual in complex systems will form their own set of
knowledge as they each experience different inputs and outputs, with no objective
mean of assessing who is in possession of the “truer” knowledge [18, 54]. This is
simply a result of the system being too complex, leading to each individual only
being able to take into consideration a limited amount of inputs. Hence, their
knowledge would always be incomplete and uncertain.

7.1 Case Study: Mid Staffordshire

In 2009, a scandal erupted at Stafford hospital when it was revealed by regulators
that the hospital provided an appallingly low level of care [55]. Examples include
patients being forced to soil their sheets and then being left in them, patients not
being bathed for a long period of time, patients being given either the wrong food or
none at all, and patients being given the wrong diagnoses [56]. The outrage was
perhaps made worse by claims that hundreds of patients may have died due to these
factors [57].

In response to this scandal, some have expressed a desire to find and punish the
healthcare practitioners responsible [58, 59]. Additionally, there have been reports
of nurses losing their sense of compassion towards patients, further cementing the
idea that the cause of the whole debacle comes from those at the front end [60, 61].
In summary, there are those who advocate for the disciplining of healthcare
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practitioners based on the “input” of patient maltreatment and claims of nurses
being callous.

The desire for retribution is understandable. However, evidence strongly indi-
cates that these healthcare practitioners are working under incredibly harsh con-
ditions. For one, staffing levels were cut to save money despite the high workload of
the healthcare practitioners [57, 60, 62]. A BBC Radio interview with a midwife
working in Stafford hospital revealed that she was chastised for caring due to time
wasted [60]. Likewise, junior doctors were not properly supervised and were
pressured to hastily meet and diagnose patients so that patients can be moved out
from A&E within four hours [57].

Moreover, people were prevented from speaking out as they would be labelled
as a troublemaker or risk losing their job [60]. Julie Bailey spoke out against the
Mid Staffordshire NHS Foundation Trust when she felt that her mother was
receiving an atrocious level of care during her eight weeks at the Stafford hospital,
and was bullied into leaving Stafford [63]. Examples of bullying behaviours against
her include her car tires being slashed and her mother’s grave being vandalised.
Helene Donnelly, a nurse who once worked at Stafford hospital and later spoke out
against it, recounted being threatened and told to watch her back [64]. Lastly, a
midwife reported feeling that there was a lack of support in the hospital for cor-
recting bad behaviours, and that management would often belittle their suggestions
for improvements [60].

Existing research in psychology strongly indicates that high workload and time
pressure positively correlate with emotional exhaustion, one of the symptoms for
burnout [65-67]. Additionally, emotional exhaustion correlates with depersonali-
sation, which is the development of distrust or unsympathetic attitudes toward
others [68, 69]. Research also suggests that holding the belief that one has little
control over events in life makes one susceptible to burnout, a likely occurrence in
Stafford hospital, given the hostile atmosphere towards those who step out of line
[70]. Lastly, as mentioned earlier, psychological studies suggest that stress and time
pressure can have a detrimental effect on one’s performance [49-52].

Taken together, it would suggest that the “input” of high workload and time
pressure could have caused practitioners to experience emotional exhaustion, which
led them to depersonalise their patients and thus producing the “output” of no
compassion. Likewise, the “input” of having to quickly assess patients under
pressure and without guidance might be the reason for the “output” of
misdiagnoses.

To conclude, both the advocates for punishment and the healthcare practitioners
at the hospital have formed their own ideas based on their different inputs and
outputs. Any attempts to objectively determine who is right would be a difficult task
(if not impossible). It is an undeniable fact that the healthcare practitioners at
Stafford hospital have caused both suffering and a loss of dignity to patients.
Therefore, the calls for them to be punished seem like a reasonable response. Yet, it
hardly seems fair to label the practitioners as the “villains”, given that the system
was rigged against them.
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8 What Does This Mean for Heroes and Villains
in Complex Socio-technical Systems?

To recap, the case of Florence Nightingale exerting great influence over the
healthcare systems in various countries seems to strongly indicate the possibility for
heroes and villains to exist in complex socio-technical systems. In contrast, the case
of the emergency physician suggests that heroes and villains are unlikely to exist in
such systems as they have little control over the outcome of their actions.

Similarly, the case with Eric Cropp can be said to demonstrate that villains (and
therefore heroes) are simply social constructs formed by investigators based on their
subjective judgments. Lastly, the case with Mid Staffordshire suggests that an
objective set of truth does not always exist. Instead, each individual will form their
own set of knowledge grounded in their own experiences and one man’s hero might
be another man’s villain. After all, while the actions of Julie Bailey and Helene
Donnelly are arguably heroic, they have been vilified by others [63, 64].

Taking the above into consideration, this can mean that heroes and villains can
exist in complex socio-technical systems. However, to call them as such might be
highly inappropriate. As argued above, the healthcare practitioners in each case
were normal people working to the best of their ability, making decisions that
appeared rational to them at that point in time, and/or managing various external
factors that were working against them. While some were successful in their
endeavours (i.e. Florence Nightingale), others were not as the odds were stacked
against them. Calling these people villains simply because they were unable to
overcome systemic handicaps or because they do not fit our subjective judgments
seems unfair.

Interestingly, Strachey [71] suggested that perhaps Florence Nightingale’s
achievements were possible partly due to systemic factors being in her favour. He
suggested that the timing of the Crimean War was perfect for Florence Nightingale,
since she would have been too inexperienced if the war had begun a few years
earlier. Conversely, if the war started a few years later, Florence Nightingale might
have been preoccupied with other works and may perhaps be too old to handle the
demands that would have been imposed on her.

Furthermore, Florence Nightingale was born into a well-connected political
family, which likely gave her an edge in some areas [24, 25, 71]. For one, then
Secretary of State at War Sidney Herbert was a personal friend of Florence
Nightingale. The decision to choose Florence Nightingale as the one to lead female
nurses to the front line was said to be a result of her offering her services, and
Sidney Herbert’s belief that she was the right woman for the job based on his
knowledge of her in a personal capacity. Moreover, as mentioned above, these
connections also gave her some influence which she used to push for improvements
in hospitals on the front line. Lastly, Florence Nightingale’s fame from the Crimean
War resulted in the establishment of the Nightingale Fund that was used to found
the Nightingale Training School for nurses, which had a deep impact on the nursing
domain [27].
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In summary, heroes and villains can potentially exist in complex socio-technical
systems. However, it would be illogical to call them as such. A myriad of external
factors are at play, working for and/or against every individual in the system. To
hail some as heroes simply because the odds were in their favour, while vilifying
others because the odds were against them seems both absurd and unfair.

9 Conclusion

When success or failures are seen as complex, emergent phenomena, there is no
longer an obvious relationship between the behaviour of components in the system
(or their malfunctioning, e.g. “human errors” or their spectacular success, e.g.
“heroes” or ‘“heroic recoveries”) and system-level outcomes [18]. Instead,
system-level behaviours emerge from the multitude of relationships and interactions
within the system. Investigations that embrace the complexity produced by such
relationships and interactions, then, might stop looking for the “causes” of failure or
success. Instead, such investigations gather multiple narratives from different per-
spectives, which give partially overlapping and partially contradictory accounts of
how emergent outcomes arise. The complexity perspective dispenses with the
notion that there are easy answers to events within a complex system, answers that
supposedly can be achieved by those with the best method or most objective
investigative viewpoint.

Perhaps the question about the existence of heroes or villains in a complex
system is unanswerable. Reconstructing events in a complex system is impossible,
primarily as a result of the characteristics of complexity [18]. The complex system
that is subjected to an investigation after an incident is not the same system that
produced the incident. It will have changed, partly because of the incident, partly
because of the passage of time, and the nature of complexity. Psychological
characteristics of retrospective investigations make it so too. Take, for instance, the
idea that a sequence of events or chain of causes precede an accident. Who makes
the selection of the “events” or “causes” and on what basis? And why only a single
chain? The act of separating factors deemed important from unimportant ones is an
act of imagination, of construction, of the creation of a story, not the reconstruction
of a story that was already there, waiting to be uncovered. Such actions of imag-
ination bring with it a bunch of selection mechanisms and criteria into the supposed
“re”-construction. There is no objective way of doing this as the investigator’s own
background, preferences, experiences, biases, beliefs, and purposes all influence the
investigation.

Not surprisingly, Complexity Theory suggests that the observer is not just a
passive consumer, but the active creator of the observed [72]. In complexity, there
is no method to decide which narrative is correct [18]. However, some narratives
will deliver more interesting results than others, depending on the goals of the
audience. The selection of “causes” (or “events” or “contributory factors”) is always
an act of construction by the investigators. If the sheer notion of heroes and villains
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is part of their narrative fore-structure, for example because of institutional or
cultural needs, then the complex system, and the interactions between components
and events in it, may well be construed so that heroes or villains become key
players in the story.
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Patient Safety and Disaster Forensics:
Understanding Complex Causality
Through Actor Network Ethnography

Anthony J. Masys

Abstract In 1999, the Institute of Medicine (IOM) estimated that 48,000-98,000
Americans die each year in the hospital stemming from mistakes and oversights in
medical care. Human error is often cited as a major contributing factor or cause of
incidents and accidents. For example, in the aviation domain, accident surveys have
attributed 70 % of incidents to crew error citing pilot error as the root cause of an
aviation accident (Woods et al. in Behind human error: cognitive systems, computers,
and hindsight, 1994 [82: 2], Helmreich in Br Med J 320:781-785, 2000 [39], Shappell
and Wiegmann in Hum Factors Aerosp Saf 1(1):59-86, 2001 [70: 60]). Similarly in the
healthcare domain, medical errors are reported to be a major cause of morbidity and
mortality. Aggarwal et al. (Qual Saf Health Care 19(2): i3—-i8, 2010 [3]) argues that *...
an increasing awareness of medical injuries has been paralleled by the rise in technol-
ogy, and the increasing complexity it causes’. According to Woods et al. (Behind human
error: cognitive systems, computers, and hindsight, 1994 [82]), human error can be
characterized either as a cause of failure or as a symptom of a failure. The label ‘human
error’ as reported by Woods et al. (Behind human error: cognitive systems, computers,
and hindsight, 1994 [82]) is considered prejudicial and unspecific. They argue that the
label ‘human error’ retards rather than advances our understanding of how complex
systems fail and the role of the human in both successful and unsuccessful system
operations. This is contextualized and further supported in the healthcare domain
(clinical encounters) by Artino et al. (Clin Pharmacol Ther 91(2), 2012 [4]). A systems
view of the problem space regards human error as a symptom of °...contradictions,
pressures and resource limitations deeper inside the system’ (Dekker in The
re-invention of human error, 2002a [24: 2]). Actor Network Theory provides a con-
ceptual foundation and lens to facilitate a systems thinking based analysis (Masys in
Fratricide in air operations: opening the black box—revealing the social, 2010 [56],
Wickramasinghe et al. in Int J Network Virtual Organ 4(3):257-279, 2007 [80]) to
examine the key dynamics that reside in the black box of human error pertaining to
patient safety. This chapter frames patient safety and human error through the lens of
Actor Network Theory by leveraging insights from accidents and disasters such as the
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2003 US/Canada Blackout (Masys in Networks and network analysis for defence and
security. Springer Publishing, 2014 [58]) and the Uberlingen mid-air crash (Masys in
IntJ Disaster Prev Manag 14(4):548-557, 2005 [54]). An example of the medical errors
associated with the use of an Emergency Department Information Systems (EDIS) in a
clinical situation is given. This ANT facilitated ‘disaster forensic analysis’ reveals a
complex causality that is rhizomal rather than linear thereby challenging our notion of
human error and highlights where intervention strategies can be focused to support
patient safety.

Keywords Patient safety - Actor network theory «+ Human error

1 Introduction

According to Woods et al. [82], human error can be characterized either as a cause
of failure or as a symptom of a failure. Patterson et al. [63: 35] argue that the
frequent attribution of human error as a ‘root cause’ often serves as a stopping point
for an investigation. However, in the new view of human error, it becomes a
starting point thereby revealing how multiple interacting factors combine in a
complex socio-technical system. A systems view of the problem space regards
human error as a symptom of ‘...contradictions, pressures and resource limitations
deeper inside the system’ [24: 2]. This systems view supports a systems perspec-
tive, whereby the attribution of human error is seen as an oversimplification of a
complex aetiology resulting from a number of causes [18, 70].

Described in Masys [56] and reported by Woods et al. [82: 4], the question
surrounding the attribution of human error is a complex matter highlighting that
human performance is a multidimensional issue that is a function of the context in
which an incident takes place; that technology shapes human performance thereby
creating new pathways and forms of error and failure; that human performance
involves a set of interacting people; that competing goals within the organizational
context creates dilemmas shaping accident aetiology; and that the attribution of
error is a social judgment rather than an objective conclusion.

Dekker [25] differentiates between Old and New thinking regarding human
factors, system safety and accident aetiology as shown in Table 1.

Table 1 Old view/new view of human error [25: vii]

The old view of human error The new view of human error
* Human error is a cause of accidents + Human error is a symptom of trouble deeper
+ To explain failure you must seek failure inside a system
* You must find people’s: inaccurate + To explain failure, do not try to find where
assessments, wrong decisions, bad people went wrong. Instead, find how people’s
judgments assessments and actions made sense at the
time, given the circumstances that surrounded
them
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Dekker [26: 7] argues that the old view paradigm is rooted in a Cartesian-
Newtonian worldview of linear causality. This perspective traces the failure of a
system to a chain of events within a system that linearly define the path towards an
accident. The value of articulating the sequence of events is not disputed. However,
it has been cited by Leveson [53] that event-based models provide a poor repre-
sentation of systemic accident factors and focus primarily on proximate events.
According to Leveson [53: 9]:

Viewing accidents as chains of events may limit understanding and learning from the loss.
Event chains developed to explain an accident usually concentrate on the proximate events
immediately preceding the loss. But the foundation for an accident is often laid years
before.

As a consequence de Almeida and Johnson [22: 1] remark that:

‘It is becoming increasingly difficult to identify the causes of incidents and
accidents back through the complex interactions that lead up to an adverse event. At
the same time, there is a growing appreciation of the need to consider a broad range
of contextual factors in the aftermath of any mishap’. Hence the requirement for a
methodology that challenges the old model of human error by opening the
blackbox.

Systems Thinking [59] represents a theoretical framework, a perspective and a
set of methodological tools that has been applied across various domains including
health care [18]. The systems perspective reveals properties of the whole that are
not evident with an examination of the components revealing inherent nonlinear
dynamic interactions and emergent behaviour. Systems theory as discussed in
Senge [67] emphasizes interconnectedness and causal complexity thereby chal-
lenging traditional linear thinking and simple causal explanations. As a worldview,
systems thinking recognizes that systems cannot be addressed through a reduc-
tionist approach that reduces the systems to their components.

In 1999, the Institute of Medicine (IOM) estimated that 48,000-98,000
Americans die each year in the hospital from mistakes and oversights in medical
care [42]. Wears [79: 374] argues that ‘Efforts to improve the safety, cost, or quality
of health care are difficult because the clinical work that produces care is hard to
capture. It involves multiple activities, complex artifacts, shifting and often
conflicting goals, cognitive work, coordinated activity, and cooperative dynamics
within a complex socio-technical system’. Artino et al. [4: 167] describe how
clinical success within the health domain are often framed in terms of physician
quality. This tends to °...underestimate the influence of situational factors’ in
successful and unsuccessful clinical encounters’. Aggarwal et al. [3] highlights the
influence of technology on patient safety. Aggarwal et al. [3: i3] argues:

It is important to note that an increasing awareness of medical injuries has been paralleled
by the rise in technology, and the increasing complexity it causes. The number of different
medications for blood pressure, the various approaches and techniques for hip surgery and
the multitude of blood tests for diagnosis of infections, all provide infinitely more oppor-
tunities for things to go wrong. This is not to say that the patient safety problem is caused
by technology, but rather that technology has led to a complex and confusing environment
within medicine
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The question becomes, how can we open the blackbox of human error within the
complex landscape of work and risk to analyze this entangled ‘social’ space?

Actor Network Theory is a lens to facilitate a systems thinking based analysis
[56, 80] to examine the key dynamics that reside in the black box of human error
pertaining to patient safety. Dekker [23: 3] argues that ‘human error is not an
explanation but is something to be explained’. Challenging the traditional view of
human error, this chapter recognizes that ‘...accidents are seen as emerging phe-
nomena in complex systems and as the result of an aggregation of conditions rather
than the inevitable effect of a chain of courses’ [40: xv].

1.1 Actor Network Theory

Detailed in Masys [56], Actor Network Theory (ANT) emerged from the socio-
logical studies of science and technology through the contributions of Serres and
Latour [68], Callon and Law [15] and influenced by the work of Foucault [35, 36],
Deleuze and Guattari [27] with a focus on the socio-technical domain. Masys [54,
56, 58] and Bennett [7, 8] apply the systems perspective of ANT to examine the
inter-connectedness of the heterogeneous elements within a disaster context char-
acterized by the technological and non-technological (human, social, organiza-
tional) elements. Yeung [81] notes that much of the work that draws on actor
network theory places its analytical focus on unearthing the complex web of
relations between humans and non-humans. Latour [46: 806] argues that °...it is
impossible even to conceive of an artifact that does not incorporate social relations,
or to define a social structure without the integration of non-humans into it. Every
human interaction is socio-technical’. The ‘social’ is thereby described as ‘mate-
rially heterogeneous’ [16: 166].

Developed to analyse situations where separation of the social and technical
elements is difficult [14], ANT provides a methodological approach to analysing the
socio-technical domain, through ‘radical ethnography’. As described in Masys [56],
Latour [48: 29] argues that °...the choice is thus clear: either we follow social
theorists and begin our travel by setting up at the start which kind of group and level
of analysis we will focus on, or we ‘follow the actors’ own ways and begin our
travels by the traces left behind by their activity of forming and dismantling
groups’. ‘Following the actors’ [12, 13, 47] lies at the foundation of the ANT
methodology. ‘Following the actors’ allows the researcher to investigate those
actors that have been ‘silenced or deleted’. With this in mind Latour [48: 82] argues
that °...if objects are not studied it is not due to a lack of data, but rather to a lack of
will’. What ANT facilitates is an examination of networks of relations in terms of
composition, emergence, maintenance, influence and volatility. It is this very
approach that lies at the heart of disaster forensic analysis.
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2 Case Studies

Drawing upon select case studies [54, 58] and leveraging the methodological
approach described in Masys [56], the application of ANT to support Forensic
analysis is explained. The insights will then be applied to patient safety.

2.1 2003 US/CAN Blackout

As described in Masys [58], Hurricane Katrina in 2005 devastated New Orleans
thereby revealing inherent vulnerabilities that resided in the socio/political/
ecological/technical infrastructure (system) of the city and the nation. These ‘un-
seen’ vulnerabilities that emerged at the ‘seams’ of interconnection and interdepen-
dencies can be characterized as ‘resident pathogens’, in that the hurricane as a
‘triggering mechanism’ interacted with the °...city’s fragile physical environment,
aging infrastructure, and declining economic and social structure’ [21: 501] as well as
policies, regulations and politics.

Comfort [21: 502] asks the question ‘...Was the damage in New Orleans due to
Hurricane Katrina, or was it some combination of human and technical factors that
failed under the stress of the hurricane?’” This questions opens up the space of
possibilities to unearth the silenced and deleted voices. Similarly, this question
resonates with other events such as: Fukushima in 2011 whereby an earthquake and
resulting tsunami had a devastating effect on the Fukushima Daiichi nuclear power
plant [41]; Hurricane Sandy in 2012 that resulted in significant disruption to New
Jersey and New York [33]; Ash Cloud in 2010 stemming from the eruption of
Eyjafjallajokull and resulting in significant disruptions to air travel and trade in
Europe [38]. All these cases highlight the interconnectedness and interdependencies
that characterize how we live and what we depend upon.

This helps to frame the case study in the US/Canada Power Outage Task Force
Final Report [76: 1], ‘on August 14, 2003, large portions of the Midwest and
Northeast United States and Ontario, Canada, experienced an electric power
blackout. The outage affected an area with an estimated 50 million people and
61,800 megawatts (MW) of electric load in the states of Ohio, Michigan,
Pennsylvania, New York, Vermont, Massachusetts, Connecticut, New Jersey and
the Canadian province of Ontario’.

2.2 Uberlingen Mid Air Collision

As described in Masys [54], on 1 July 2002, a Russian Federation-registered
Tupolev 154M (Tu-154M) of Bashkirian Airlines, carrying a party of schoolchil-
dren, collided with a Bahrain-registered DHL Boeing 757 cargo aircraft. The
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Tu-154M passenger aircraft (with Russian crew) was heading west. The DHL
Boeing 757 freighter (with a British Captain and Canadian First Officer) was
heading north. Both aircraft were approaching the same waypoint at an altitude of
36,000 ft. Both were under control of Skyguide’s Zurich air traffic control centre
(ATCC). As discussed in detail in Bennett [5, 6], “the disaster originated in the two
crews’ different understandings of the primacy of their on-board TCAS systems.
The western crew obeyed their TCAS ‘descend’ resolution, putting their aircraft
into a dive. The Russian crew ignored their concurrent TCAS ‘climb’ RA, choosing
instead to obey Zurich ATCC’s ‘descend’ instructions. They dived their aircraft into
the DHL freighter”. Seventy-one died in the air.

3 Discussion

The domains of critical infrastructure vulnerability analysis [58], aviation safety
[56] [Masys 55], nuclear safety [Masys et al. 60], oil and gas safety [57, 58] can be
characterized as complex socio-technical systems. The analysis of socio-technical
systems is not new to the social sciences [9, 51]. Coakes [20: 2] described
Socio-technical thinking as: °...holistic in its essence; it is not the dichotomy
implied by the name; it is an intertwining of human, organizational, technical and
other facets’. This systems or holistic approach is further expounded by Senge [67]
who argues that the world exhibits qualities of wholeness, the relevance of systemic
thinking is captured within its paradigm of interdependency, complexity and
wholeness. Although events can be considered to be discrete occurrences in time
and space °...they are all interconnected. Events can be understood only by con-
templating the whole’ [34: 13].

In the health domain, Carey et al. [18: 7] argue that °...public health problems
are already deemed complex, and system-based approaches can contribute to
changing the language, methods and methodologies for conceptualizing and acting
within this complexity’. The complex socio-technical system is represented by
Aggarwal et al. [3: i3] in that ‘Every clinical process is supported by numerous
other systems and processes, variously dependent on technology’.

ANT is an approach that is interested in the tensions between actor, network and
technology, and how they manifest in practice [47, 49]. With this understanding of
the complexity of socio-technical systems as manifested in the health domain and
pertaining to patient safety, the holistic perspective of ANT makes it well suited to
facilitate a Forensic analysis of this network of heterogeneous elements.

3.1 Actor Network Theory

What makes ANT such a powerful approach is that it treats both human and
machine (non-human) elements in a symmetrical manner, thereby facilitating the
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examination of the situation (such as an accident) where Callon [14: 183] argues,
‘...it is difficult to separate humans and non-humans, and in which the actors have
variable forms and competencies’.

The “follow the actors’ approach is rooted in an understanding of the actor and
the inherent relationality that characterizes the network. An actor-network as
described by Latour [43] and Callon [12, 13] is characterized as a network that is
inherently heterogeneous, where the relations between the actors are important,
rather than their essential or inherent features.

The actor, whether technical or non-technical, is examined within the context of
a heterogeneous network. In fact the actor is a network in itself ‘...in the same way,
elements in a network are not defined only by their “internal” aspects, but rather by
their relationships to other elements, i.e., as a network’ [2: 360]. The actors or
actants of ANT can be humans, organizations, cultures, ideas, animals, plants or
inanimate objects and are described in terms of the alliances and exchanges they
exhibit in the interconnected network of relations.

Examination of actors such as those characterized traditionally as technologies,
facilitates an exploration of how these ‘actors’ mediate action and how they are
entangled in local techno-social configurations. This becomes particularly relevant
in the healthcare domain as patient/healthcare provider is more and more mediated
by technology. For example Doyle [29] presents an interesting observation
regarding technology mediated surgery:

The surgeon’s immersion in the 3D visual field of robotic surgery requires different
visuospatial skills than open surgery, although training programmes are still in their infancy
(Hance et al.). Simulations, however, are already used for the training of laparoscopic
surgery (Hance et al.). The skills required in virtual laparoscopic surgery simulators are
compared to those used for computer gaming, with students who play computer games
“11 % more efficient than those who did not play computer games” (Enochsson et al. 878).

Harbers [37: 10] argues that ... we are confronted here with a hybrid situation in
which human beings and technology are tightly interwoven—a mixture, a muddle of
man and machine’. We address these questions and arguments through the concept of
the ‘hybrid collectif’ [15, 56, 57] that emerges from the analysis. As described in
Masys [56], action rather takes place in ‘hybrid collectifs’ [15] that entangle human
actors as well as non-human actants in multiple ways. Tools, for example, are not just
things that are used to achieve certain ends: ‘“They contribute to the making of the
universe of possibilities that make action itself’ [17: 18]. In Actor Network Theory the
network is not purely social, but is constructed by hybrids of social (human) and
non-social (technological, natural, material) elements simultaneously.

3.2 Actor

As described in Masys [56], an actor-network, as cited in Aanestad [1: 6-7], ‘...is
a heterogeneous network of human and non-human actors... where the relations
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between them are important, rather than their essential or inherent features [12,
13, 47]’. The actor, whether technical or non-technical, is examined within the
context of a heterogeneous network. In fact the actor is a network in itself ‘...in
the same way, elements in a network are not defined only by their “internal”
aspects, but rather by their relationships to other elements, i.e., as a network’ [2:
360]. In this sense, the Actor Network becomes a network of aligned interests
formed by the heterogeneous actors, characterised as full of hybrid entities [45].

3.3 ANT Processes

Fundamental processes within ANT are inscription and translation. These processes
have been described in application to accident aetiology in Masys [54-58].
Inscription is about how technical artifacts embody patterns of use and thereby
shape perception [54, 56] and action [54, 56, 58].

The process of translation has been described as pivotal in any analysis of how
different elements in an actor network interact [Somerville 71]. Masys [56: 53]
captures this element:

Translation rests on the idea that actors within a network will try to enroll (manipulate or
force) the other actors into positions that suit their purposes. When an actor’s strategy is
successful and it has organized other actors for its own benefit, it can be said to have
translated them. Translation as argued by Callon [13: 143] ‘...are embodied in texts,
machines, bodily skills [which] become their support, their more or less faithful executive’.

With this understanding of ANT as a systems lens to explore socio-technical
systems, the insights derived from its application are captured in the analysis of the
2003 US/Canada Blackout [58] and the Uberlingen midair collision [54].

3.4 Resident Pathogens (US/Canada Blackout)

Masys [58] describes the US/Canada Blackout in terms of vulnerabilities that
emerge from the spatially, temporally and characteristically heterogeneous actors.
In a sense, these vulnerabilities can be likened to ‘resident pathogens’ [65: 198] that
reside ‘inscripted’ within the system and through the process of translation can
precipitate cascading failures.

As described in the final report (U.S.-Canada Power System Outage Task Force
Final Report), August 14, 2003, blackout was caused by deficiencies in specific
practices, equipment, and human decisions by various organizations that affected
conditions and outcomes that afternoon. Deficiencies in corporate policies, lack of
adherence to industry policies and regulatory framework inscripted into the system
are symptoms of translation process that facilitated inadequate management of
reactive power and voltage which at the sharp end caused the blackout. This
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realization shows the spatial, temporal and physical heterogeneity that characterizes
the actor network. This is described in Masys [58].

Following the actors reveals a macro-relational mapping of the actors as depicted
in Fig. 1.

Drawing upon ANT, Dolwick [28] argues that: “...if one were to try to draw a
map of all of the actors present in any interaction, at any particular moment in time,
instead of a well-demarcated frame, one would produce a highly convoluted net-
work with a multiplicity of diverse dates, places and people’. The interdependencies
and interconnectivity within the system contributes to its vulnerability [64].
Comfort [21: 9] argues that ‘...the vulnerability of technical systems that support
basic operations in a city cannot be calculated separately, but rather must be based
upon careful estimates of the degree of interdependence or dependence across the
entire socio-technical system that provides services to an urban region’.

Expanding upon the relational mapping, through thematic analysis [10] and
memoing [19], insights into the aetiology emerge revealing how decisions taken
spatially and temporally displaced become relevant and present in the accident.

Figure 2 depicts an expanded actor network representation highlighting key
actors and relations that emerged from the thematic analysis [10, 19].

3.5 Hardwired Politics: Uberlingen Case

Understanding the Uberlingen mid air collision requires opening the blackbox of
situation awareness (SA) and the intersection of the human and nonhuman actors.
Shared devices such as common displays, a common environment or communi-
cation are essential in the development of effective SA as noted by Endsley [30].
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The formation of shared SA in relation to team processes requires additional
activities such as coordination and information exchange [Entin and Entin 31].

Masys [54] situates the SA through the lens of the hybrid collectif thereby
framing the TCAS and ATC within the actor network. As highlighted in Bennett
[5, 6]: “inconsistencies in the matter of the primacy afforded TCAS advisories with
respect to conflicting air traffic controller (ATC) instructions” are factors within the
aetiology of this accident. The notion of an inscription may be used to describe how
concrete anticipations and restrictions of future patterns of use are involved in the
development and use of a technology [61]. To make the technology work, all these
elements must be aligned, i.e. cooperating toward a common goal [2]. The inscribed
patterns of use may not succeed because the actual use deviates from it. Rather than
following its assigned program of action, a user may use the system in an unan-
ticipated way; he/she may follow an anti-program [44, 61].

As described in Masys [54], “The different understandings regarding the pri-
macy of the aircraft-borne collision warning system (known as the TCAS) origi-
nated in national variations in the operationalisation of the system; in deference to a
flight-deck cultural practice known to the UK’s Civil Aviation Authority as
‘commander’s discretion’; and in the failure of the world community to establish a
single, authoritative rule-making body for commercial aviation™ [5, 6]. It highlights
the hegemony of the technical solution to socio-technical issues. It is important to
recognize that the operational role of the TCAS, ATC and aircrew must be assigned
such that the proper structure facilitates the construct of a high level of SA.
However this is not the case.
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Described as a network of heterogeneous elements [56], the degraded SA in this
case study is rooted within the relationality resident within the network. These
relations include the beliefs, culture, policies, SOPs and politics of the aviation
industry.

The shared SA resident within this network of heterogeneous elements was
shaped by the socio-technical and socio-political characteristics of the system.
These elements coalesced to produce a degraded SA that precipitated the conver-
gence of circumstances that resulted in the accident [56]. Through the application of
ANT methodology, we opened the black box to reveal the network space, replete
with actors and relations and examine the processes of inscription and translation in
the construction of the black box, thereby ‘undeleting’ the ‘silenced voices’ that
reside within.

3.6 Socio-technical Systems: EDIS and Patient Safety

Parallels can be drawn between the US/Canada Blackout, Uberlingen case study
and quality and patient safety illustrations. In the complex socio-technical systems
characterized by the health domain, studies have emerged examining the benefits
and unintended consequences stemming from the introduction of new technology
and new processes. For example, Aggarwal et al. [3: i4] notes that ‘... The use of
minimally invasive therapies to treat disease has radically altered the patient
experience for common procedures such as gallbladder removal and tubal sterili-
sation. This technology improved safety in many respects but also introduced new
hazards; in some centres, bile duct and aortic injuries increased initially owing to
the absence of adequate preparation, training and assessment prior to the routine use
of the new techniques’.

The complex and dynamic environment of the Emergency Departments
(ED) makes it a high risk area. ED are characterized by °...rapid turnover, frequent
transitions of care, constant interruptions, large variation in patient volumes, and
unfamiliar patients, make the ED environment particularly error prone’ [32: 399].
To manage such complexity, Emergency Department Information Systems (EDIS)
have migrated into the environment to support improving quality and outcomes
with electronic health records. The EDIS is the primary tool used in emergency
departments to track and document on patients. Farley et al. [32: 399] report that
‘...variation in EDIS functionality affects physician decision making, clinician
workflow, communication and ultimately, the overall quality of care and patient
safety’.

Within this complex socio-technical system, we ‘follow the actors’ Callon [12],
Latour [47, 48] and ‘let them set the framework and limits of the study themselves’
[73: 80]. Through this approach we search out the interactions, negotiations, alli-
ances and networks that characterize the network space. Latour [43: 175-176]
remarks:
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...we have to be as undecided as possible on which elements will be tied together, on when
they will start to have a common fate, on which interest will eventually win out over which. In
other words, we have to be as undecided as the actors we follow...The question for us, as well
as those we follow, is only this: which of these links will hold and which will break apart.

In the analysis of patient safety in technology mediated environments, Fig. 3a
illustrates a number of actors (represented by nodes) that have emerged from the
analysis. One then pursues each one of these actors (follow the actor) to see what
they are connected with and how relationally they are connected. It is the relations
that shape action and inaction and therefore become the key focus of an Actor
Network analysis: it is about influence, dynamics and relations.

Figure 3b shows the notional connectivity between actors.

The steps associated with the ANT approach involve following the actor and
then determining the relational significance of their role in the actor network.

In step 1, identifying and tracing the network begins with ‘follow the actor’ [47]
in order to investigate the relevant ‘leads’ each actor suggests. This is significant in
that it is essentially the actor themselves and not the researcher that determines the
direction of the investigation. For example a policy or standard operating procedure
(SOP) may lead (influence) directly to a physical (technical) or informational actor.
These interrelations mark the direction of analysis. In Step 2 the goal is to ‘inter-
view’ the actors. This is accomplished through a relational mapping of the influ-
ences across both human and non-human actors. The aim of this step is to see how
these actors relate to each other and the associations they create—to identify how
they interact, how they negotiate, and how they form alliances and networks with
each other. The relational mapping described resonates with the propositional
networks described in detail in Stanton et al. [72].

Take for example the complex and dynamic environment of ED. Patient safety
and health care quality is about ensuring high reliability and consistency in practice.
Farley et al. [32: 400] argues that the ‘...EDIS are intended to decrease practice
variability and improve system reliability by ensuring legible communication,
facilitated retrieval of past information (e.g. Physician notes, diagnosis studies), and
access to computerized physician order entry to aid in clinical decision support’.

As argued by Law and Callon [52: 285] *...we are concerned to map the way in
which they [actors] define and distribute roles, and mobilize or invent others to play
these roles’. Essentially ANT is likened to ethnography extended to nonhumans.

Aggarwal et al. [3: i5] argues that it is ‘...important to recognise that tech-
nologies can pose many hazards. Some of these relate to improper or careless use;
for instance, if a technology is introduced too quickly and without thought for the
culture and clinical setting or without appropriate training, it can become a danger
rather than a benefit’. Contextually with regards to EDIS and the benefits they
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afford, ‘...EDISs, may also lead to medical errors and cause patient safety and
quality concerns. A recent report released by the IOM, Health IT and Patient Safety:
Building Safe Systems for Better Care, states that...[pJoorly designed, imple-
mented, or applied, health IT can create new hazards in the already complex
delivery of health care...As health IT products have become more intimately
involved in the delivery of care, the potential for health IT-induced medical error,
harm or death has increased significantly’ [32: 400].

Wears [79: 374] argues that ‘Making invisible work visible is both highly
important and highly dangerous. In efforts to redesign work or introduce complex
technology, one must understand the activities that actually occur during clinical
work and not be limited to the nicely ordered tasks that are envisioned in man-
agers’, supervisors’, or even the workers’ minds so that valuable activities are not
inadvertently degraded or eliminated’.

New kinds of error (unintended consequences) emerged from the introduction of
EDIS. These included: ‘...juxtaposition errors, in which users select an item next to
the intended choice, such as wrong patient being selected; desensitization to alerts
or alert overload; confusing order option presentations; and system design issues
related to poor data organization and display...new forms of communication failure
can be introduced if users are not sensitive to the limitations and pitfalls of an
overreliance on the EDIS. ...overreliance on the EDIS as a primary source of
communication can degrade the quality of communication, leaving providers with
the dangerous task of decoding generic messages’ [32: 401].

Figure 4 illustrates an actor network representation that shows that accident
aetiology associated with human error is decentered and recognizes the influence of
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Fig. 4 High-level actor network relational mapping
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other factors that shape action/inaction. EDIS does not necessarily reduce errors,
but rather changes the way work is performed.

With examination of EDIS, the Actor Network Theory does not focus on these
domain areas in the analysis a priori but rather focuses on the intersection of the
Physical, Human, and Informational which is interpreted and represents the actor
network relational space. This space represents what we term the ‘hybrid collectif’
within which the dichotomy associated with the human and the technological is
dissolved. The relational effects of EDIS emerge from the analysis and reinforce as
argued in Van der Duim [77: 88], ‘...It does not make sense to ignore materials and
to treat them separately, as though they were different in kind: the characterization
of materials is just another relational effect’.

What we discover is the healthcare team essentially ‘patient safety’ is a
heterogeneous network comprised of:

‘person’ + supporting team and technicians + orders, SOPs + policy + EDIS +
sensors + virtual team members + communications + training + doctrine + Professional
and work culture + work of engineers + design + politics of healthcare.

It is this very relational network of actors that creates the possibility for action. In
defining the actor network, patient safety emerges as this entangled network of
heterogeneous elements, a hybrid collectif. What this reveals is that action, as seen
in the case studies, takes place in a ‘hybrid collectif” that is comprised of entangled
human actors as well as non-human actors in multiple ways. Viewed from this
perspective, tools (such as the hardware and software) that are embedded in the
actor network are as Callon and Caliskan [17: 18] remark not just things that are
used to achieve certain ends: ‘They contribute to the making of the universe of
possibilities that make action itself’.

As argued by Verbeek [78: 130], the concept of delegation indicates that pro-
grams of action can be ‘inscribed’ into artefact’s. Within the context of the case
studies (Uberlingen, US/Canada Blackout and patient safety), technical mediation
expands our notions of action and experience. Actors within the network, such as a
technical artefact, co-shapes the human world relations by giving shape not only to
people’s actions but also to people’s experiences. The experience of healthcare
providers was mediated by their participation within this hybrid of human and
non-human actors that relationally transcend linear temporal and spatial
conceptualizations.

Considering the EDIS example for patient safety, the seduction of technology
often obscures the fact that new computerized and automated devices also create
new burdens and complexities for the individuals and teams of practitioners
responsible for operating, troubleshooting, and managing high-consequence sys-
tems [82]. Law [50: 9] argues that ‘Adding complexity to the relations which make
up a system in order to strengthen those relations may actually dissolve those
relations in practice’. Failure to understand the reverberations of technological or
process change on the operational system and the socio-political framework behind
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them hinder the understanding of important issues surrounding the evolution of
human error within a system and how breakdowns occur. An artefact’s capacity for
influence (whether physical or informational) is thus dynamic and not static [1].

4 Conclusion

Action rather takes place in ‘hybrid collectifs’ that entangle human actors as well as
non-human actants in multiple ways. Tools, for example are not just things that are
used to achieve certain ends: ‘They contribute to the making of the universe of
possibilities that make action itself’ [17: 18].

Through the hybrid collectif, the event-based ‘domino’ perspective disappears
revealing a complex temporal and spatial heterogeneity. What emerges from the
analysis of the actor network is the notion that time and space are folded thereby
recasting the concept of latent effect/errors as purported by Turner [75] and Reason
[65], in terms of a network schema.

Olson et al. [62: 220] argue that ‘Expectancies form the basis for virtually all
deliberate actions because expectancies about how the world operates serve as
implicit assumptions that guide behavioral choices’. Within the context of accident
aetiology, Reason [66: 32] argues that the ‘path to adverse incidents is paved with
false assumptions’.

The Actor Network perspective reveals a de-centered aetiology that is reflected
by the distribution of relational network of heterogeneous elements that participate
and shape action and inaction. What becomes apparent is that the attribution of
blame is re-examined. Opening the black box of human error we realize that the
accident aetiology resides as a property of the associations within the hybrid col-
lectif rather than human agents.

As described in Masys [56], we recognize from the analysis that:

1. Non-humans have significance and are not simply resources or constraints.
(a) Non humans intervene actively to push action in unexpected directions.
2. Entities are interactive effects.
(a) They are networks of associations of human and non-human.

3. Action results from the complex interactions resident within the actor network
that is dynamically shaped by inscription and translation processes.

4. The actor network lens reveals that action cannot be explained in a reductionist
manner, as a firm consequence of any particular previous action [16: 172].

It demonstrates as William-Jones and Graham [81: 275] argue that ‘Entities
whether people or technologies, are not fixed and do not have significance in and of
themselves. Instead, they achieve significance through relations with other entities’.
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As noted in Brey [11: 76], ‘...that any fact about the competencies and per-
formances of a particular technical artefact is the product of a network of actants
that jointly work to “produce” this fact.” Thrift [74: 1468] makes a supporting
observation: ...no technology is ever found working in splendid isolation as though
it is the central node in the social universe. It is linked-by the social purposes to
which it is put-to humans and other technologies of different kinds. It is linked to a
chain of different activities involving other technologies. And it is heavily
contextualized.

For patient safety in this techno-mediated healthcare system we draw upon
Verbeek [78: 131] who remarks that “Artifacts influence the way in which people
do things, and this influence could be deliberately inscribed into them’. This is
supported by the Actor Network analysis. What became apparent is ‘technical
mediation, whereby artifacts co-shape the relational world (network space) by
influencing or °...giving shape not only to people’s actions but also to people’s
experiences’ [78: 139]. As noted in Shadrick et al. [69: 4] and demonstrated from
an actor network perspective ‘introducing new technology is not manipulating a
single variable, but a change that reverberates throughout a system transforming
judgments, roles, relationships, and weightings on different goals’.

Through the lens of ANT what emerges from the analysis is a network char-
acterized by actors that are neither purely technical nor purely social, but rather
what Callon and Law [15] terms ‘a hybrid collectif’. This actor network comprised
of ‘heterogeneous’ elements/relations erases the dichotomy that traditionally exists
between the human and nonhuman, and thereby challenges the attribution of blame
associated with ‘human error’.
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The Fog of Battle in Risk and Crisis
Communication: Towards the Goal
of Interoperability in the Digital Age

Allan Bonner

Abstract It is axiomatic that clear communication which produces an attitudinal or
behavioural change is crucial in business, government, and politics. Selling prod-
ucts, providing entitlements, and obtaining consent from voters, relies on com-
munication. This is more crucial when communicating about a risk or during a
crisis—recalling product, providing health information, or preparing an urban area
for an emergency, for example. The risk communication literature provides guid-
ance in these crucial cases. The author samples this literature, and finds gaps and
contradictions. Another field in which clear communication is crucial is in military
operations. Precision in communication, as well as clear command and control of
subordinates is required, and is said to save lives and achieve objectives. Western
military analogies are often borrowed by those in general administration. But day to
day operations are not actually the life and death struggles of the battlefield.
Moreover, command and control was beginning to be questioned 100 years ago,
even in the military. It is thus doubly ironic that military references exist in the
civilian context, which may not resonate with some, as a result of age, gender,
egalitarianism, pacifism, or other matters. It may be that in crisis management,
military metaphors are used even more frequently, but are less apt. The author
contends that the one military analogy rarely, if ever, cited in public and private
administration—the fog of war (Von Clausewitz and Graham in On war. Project
Gutenberg, London, 1909 [1])—may provide the best guidance on how to deal with
those affected by a crisis. This fog may be akin to the gaps the author has found in
the risk communication literature, and needs to be acknowledged in the same way
fog is acknowledged in the military. With regard to military terminology, it may be
that some eastern Martial Arts aphorisms are more appropriate than their western
counterparts. The practical application of risk and crisis communication may be in
the summarizing of findings of a survey of thousands of pages of urban emergency
plans from the top 100 English speaking cities in the world, and related literature.
These reveal contradictions in communication practices when the stakes may be
life, death, and serious injury. These emergency communication tasks include
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notifying residents of the need to prepare, how to prepare, the fact that they are in
danger, that they must shelter in place, or leave a danger zone. Most plans do not
seem to be capitalizing on the risk communication literature, or acknowledging the
fog of war. Ironically, many plans seem to create both fog and friction, which may
cost lives. The author repurposes the term interoperability to include differing
terminology, jargon, and extraneous information, which delay or cloud communi-
cation, and may thus impede action (Fessenden-Raden and colleagues 1987 [2],

note that “Receivers of risk information are not just empty receptacles...” ‘p. 101,
Drucker (Harvard business review on knowledge management. Harvard Business
School Press, Boston, 1998 [3]) notes that’ “...command and control...is out-

moded”, p. 3, and the generic difficulties in organizational communication, p. 7,
Carey (Bus Week 24:104-107, 1991 [4]) points out the danger in pilot-crew
communication in aircraft operations, and Bowling and Hoffman note the costs of
miscommunication the author speculates on why urban emergency plans seem so
ineffective, and offers some approaches to improving plans in certain jurisdictions.

Keywords Risk communication - Risk perception - Emergency planning

1 Introduction

In 1882, the time of the author’s great-grandfather, there was limited sensitivity to
the public interest or even to communicating with the public. W.H. Vanderbilt,
President of the New York Central Railroad reportedly quipped “the public be
damned” (1882)" to a journalist asking about the public benefit to be achieved with
a potential service. In 1925, the author’s grandfather’s time, US President Calvin
Coolidge noted that “the chief business of the American people is business.” When
the author’s father was in his late 20s (1952) Charles Erwin Wilson, CEO of
General Motors noted that “what was good for our country was good for General
Motors and vice versa.” These simple aphorisms, lacking empathy with the general
public, seemed to capture the times.

In the author’s time, there have emerged multiple attempts to implement a range
of egalitarian initiatives which are the antithesis of the approaches implied by the
quotes above. Corporate social responsibility programmes, public consultations,
empowering legislation, the rise of environmentalism, and scientific methods have
enriched these initiatives.” The attempts to inject science into advertising, polling,
and public policy could justify terming the 20th Century the ‘Century of the

!There is debate over who made this statement, Commodore or William H. Vanderbilt. It is more
widely accepted that the phrase should be attributed to William H. Vanderbilt, who may have
denied making it.

%For a concise history of the rise of environmentalism, see Jamieson in Lash et al. p. 224.
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Scientist.” And yet, the great promise of that century is largely unrealized in the area
of communication.

When the author was in his late 20s, academic literature promised proven,
scientific methods with which to communicate with audiences in distress and crises.
Abe [5] examined what sources of information are trustworthy to audiences. Even
physicians were thought to benefit from risk communication, in part, defined as
presenting information about human health to a lay audience.” In fact, early prac-
titioner Vince Covello, taught, in part in the medical faculty to help physicians
communicate with patients. Some of his articles date to the early 1980s. The work
of Tversky and others date to the 1970s, making interest in this discipline almost
50 years old.

Risk communication included “low trust, high concern” situations in which the
audience was worried or even fearful, and the communicator had low credibility
[6].* Some practitioners saw more general communication from government about
budgets, health care, defence, and other matters within this framework. The risk
communication literature appeared to be the best available advice on how to affect
risk perception and influence risk decisions. Former journalist, Peter Sandman, took
risk communication theories into a more general sphere, focusing on how news
media report on risk (1985), [7, 8]. Practitioners and researchers also owe debts to
Slovic [9, 10] and his colleagues who worked on methods to educate and inform
audiences, and probed the value and dangers of making risk comparisons. Roth [11]
seems to have differed, calling “...multiple perspectives ... a meaningless gesture
unless recipients can put them into context” (pp. 381-382). Pidgeon [12] brought a
psychological perspective to his studies. The former head of the US Environmental
Protection Agency, Ruckelshaus [13, 14], cautioned that our inability to discuss
ever more minute quantities of risk with the same precision of the new instruments
which measure that risk, can actually undermine democracy through an information
deficit. Douglas and Wildavsky [15] located risk perception in a social process.
They also questioned the perceived wisdom of having multiple sources of infor-
mation, which might actually increase concern, (p. 49). Clarke [16] probed how and
why organizations misperceive risk.” One aspect of risk perception is the tendency
to over-and under-estimate risk (Fischhoff, citing colleagues and others 1985 [19],
p. 88). Wilson ([20], p. 43) noted how large infrequent accidents draw more

3Covello has used this definition in speeches. The author has spoken at the same conference of the
International Association of Business Communicators in Los Angeles, and had a dinner conver-
sation with Vince Covello in New York on the occasion of the author’s finishing his M.Sc. in Risk,
Crisis and Disaster management.

*Low trust, high concern” is a term often associated with Covello (2001).

5See also Clarke [16], Slovic [17] and Kahneman et al. [18] on the mismatch between risks and
perceptions due to heuristics, p. 299. This summary is not submitted as an exhaustive literature
search, but the highlights of articles used by the author in practice with government and industrial
clients and in academic research and writing. The author has also spoken at conferences at which
both Peter Sandman (Niagara-on-the-Lake, Ontario) and Vince Covello (IABC International
Conference, Los Angeles, CA) and is drawing on these lectures as well.
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attention than frequent small events which may cumulatively have more impact,
and (citing Tversky and Kahneman) noted the illogic of our estimates of two events
happening at the same time (pp. 17-18).

Risk communication principles seem to have a new life in the post-9/11 age of
terrorism, and perhaps after SARS, mad cow disease, Ebola, and fears of a new flu
pandemic.®

The rules of risk communication have always had much promise, and seemed
intuitively correct. If a risk were known, a source of a benefit, voluntary, fair,
understood, controllable, human in origin, or natural (a weather event), then risks
are more acceptable. But, if the risk is unknown, involves high technology, not
understood, involves children, is a dread or catastrophic risk (nuclear, chemical,
terrorism), dramatic, with dramatic pictures, high media attention, inequitably
distributed through society, complex, fatal, emanating from technology perceived to
be a luxury, and one about which experts disagree, then concern will go up, and
acceptance of the risk will go down [23, p. 289] Slovic [24], pp. 404 and 408, [9,
19, p. 92].7 Morgan et al. ([17], p. 140) cited “dread” risks, and whether an event is
a “signal” that the risk is not being handled well. Ironic aphorisms include noting
that people reserve the right to smoke, but will protest less harmful emissions from
an industrial plant.® How concerned one is with the asbestos in the neighbourhood
school will be dependent on whether you have children in that school. On the way
to a risk-taking event such as sky-diving, a practitioner may bemoan dangerous
drivers—exhibiting risk-aversion.” Axiomatically, someone who is not agitated
need not be calmed down, and thus the dosage of risk communication techniques
can be altered for the person, the topic, and the context.'’

Risk communication was becoming a popular field of research in the decades
after all of science and perhaps all authority figures had come under scrutiny. The
related and apparently harder discipline of risk assessment was deemed “...not a
science per se...” (Cumming [28], p. 1). It had perhaps “...trans-scientific elements
... questions which can be asked within the framework of science, but which are

SFor further discussion on these topics see columns by the author: Ottawa Citizen [21, 22] and a
CBC Radio Interview on October 21 2014.

"Note also Roth’s [11] critical analysis of Covello, Sandman and Slovic’s findings about the
acceptability of risk, p. 375. Roth does not find the correlation that the other authors cite. Many of
the researchers use versions of these terms. The author is also drawing on the speaking notes
Sandman and Covello used at conferences at which the author also spoke.

8The example used by Douglas and Wildavsky [15] is “skin cancer caused by leisure-time sun-
burn...” While equally harmful as cancer caused by pollution, it is hard to mobilize the public
against voluntary, leisure activities.

°See Covello et al. [25, pp- 55-56]. A protracted case of risk-taking is “nuclear jumpers” who are
highly paid to perform quick repairs in nuclear plants, during which time they receive intense
exposure to radiation in Raymond [26, p. 100].

'%Fischhoff [27] has noted the irony of risk information increasing alarm and causing more harm
than the risk itself, p. 13. Covello has spoken of the value of four empathetic statements to generate
receptivity, followed by four substantial statements to change perception.
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beyond the capacity of science to answer” (Cumming [28], pp. 1-2)."" The craving
to know and ability to measure, did not necessarily translate into knowledge and
productive action. So, it was fitting that in 1987, when risk communication was
very popular in industry, Baruch Fischhoff pointed out that the discipline is not in
fact a science, but uses scientific techniques to attempt to measure communication
effectiveness when the topic is risk. He also made medical analogies, as if risk
information were a prescription to be used as a public health measure [27, p. 14],
requiring appropriate ethical concerns by practitioners—akin to launching a new
drug. To continue Fischhoff’s analogy, imagine the medical ethics of administering
the same dosage of a drug, even an over the counter variety, to an auditorium filled
with a diverse audience worried about exposure to the flu, SARS, or asbestos, but
without obtaining medical condition, medical history, or informed consent.

Other researchers noted gaps in the risk communication promise, even as the
field was at the height of its popularity. Kasperson [29] pointed out that we know
more about how individuals react to risk information than we do about how social
groups react.'? Kasperson [6, 29, p. 279] also raised the compelling notion that a
variety of individuals and groups who speak about risk, affect risk perception.'?
What is said by politicians, lawyers, clergy, university professors, and others in
both public and private must have an effect—not just what’s said on the evening
news.'* This was congruent with the British Royal Society’s [31] study indicating
that “[r]isk perception in inherently multi dimensional and personalistic, with a
particular risk or hazard meaning different things to different people and different
things in different contexts” (p. 7). Nelkin and colleagues [32] added information
about the credibility of spokespeople and the order in which they speak, during an
evolving event. These two elements affected both news coverage of events and
perception by the recipients of risk information.

This complexity became an inconvenient truth muddying the promising risk
communication waters. A practitioner had to ponder who was saying what to whom,
via what medium, and at what point during a crisis. This would take highly sophis-
ticated media monitoring, consuming valuable time during a turbulent crisis, and
might require knowing, in advance, what stories news media were about to run—an
impossibility. Moreover, a practitioner had little information about how demographic
groups—women, First Nation/Aboriginals, the elderly and so on—would react.'’

""Note also Pidgeon [12] and his contention that ...risk assessment will always be conditional on,
among other things, a range of modeling assumptions, with the choice of assumption often heavily
dependent on the skills and judgment of the risk analyst” p. 132.

12Gee also Covello [23, p. 286] on our lack of knowledge about how “structural variables” or
membership in a demographic group affects risk perception.

13See also Mazur [30] on coverage and consciousness of a variety of events, especially the lack of
coverage of a PBB poisoning episode in Michigan, p. 49.

14See also Covello [23, p- 287] on the variables of frequency and impact.

>See Aptekar’s question on “age, gender, social class, and ethnicity...” as variables, p. 75, and
Anderson and Gardenio’s similar question on gender, p. 725. Aptekar also adds the variable of
human caused versus natural disasters, p. 75.
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Perhaps Disraeli was wrong to contend that all crises are the same,'® although the
concept of isomorphism would indicate that crises have similar attributes [33].

Amongst the complexity were also some apparent contradictions. Covello [34]
noted the power of positive speaking in his 1IN = 3P equation, meaning that a
negative is equal to three positives, and more memorable. Those who remember “I
am not a crook” from President Nixon [35] or “No new taxes” from Bush [36]
could hardly disagree. Yet, Sandman [37] and Stanton ([38], p. 16) counselled
spokespeople to raise the negative themselves, knowing that negatives were in the
minds of a public audience. It is hard to imagine people feeling fearful about a risk
they are not aware of, and yet this advice was to raise the issue of risk and, perhaps
paradoxically, reduce fears. Practitioners might have received the impression that
an ‘out of sight, out of mind’, could become a top of mind, yet acceptable risk.
Experience dating to the founding of Greenpeace in the late 1960s shows anec-
dotally that many protesters will indeed be passionately opposed to matters even if
they understand the technology, don’t have children exposed to the risk, receive a
benefit, have some control, and so on.!” Sometimes the goal is the protest, fel-
lowship among protesters, negative assertion, and such, perhaps not adequately
explored in the risk communication literature.

There is another contradiction worth raising. The perceived wisdom among
public commentators is that it is not the crisis, but the reaction to it that helps
determine success or failure. While not quantifiable, verifiable data, few could
argue that US President Richard Nixon might have survived the Watergate crisis
had he burned the tapes of his White House conversations and implemented
remedies right after the 1972 American election. Few could argue that Lee
Iacocca’s fast and forthright handling of an odometer spinning controversy served
Chrysler well [40]."® Few might question that President Clinton would have done
better by admitting to his sexual relationship with a White House intern much
earlier, rather than deny.'® The complexity remains in these and other cases because
of the variables of the times, the person, the organization, and public attitudes. So,
taking the advice above about making a risk known, voluntary, fair, understood,
controllable, human in origin, and natural ignores the competing news of the day,
the credibility of the spokesperson, other commentators, the order in which they

16Usually attributed, but unverifiable.

"The author was living in Burnaby, a suburb of Vancouver before and during the founding of
Greenpeace, and participated in several events, including a protest against the Amchitka nuclear
test and the invasion of Cambodia at the Peace Arch on the US-Canadian border, which ended in
the ‘invasion’ of Blaine, Washington, noted as the first time the American border had been
breached since the war of 1812. A previously published article (The Hill Times) on this topic
appeared in the compilation entitled Political Conventions, Bonner [39, pp. 233-235].

18See Barton, pp- 75-76.

1Clinton’s inappropriate relationship with the intern came to light during a case wherein a former
Arkansas State Employee, Paula Jones, attempted to sue the then-president for sexual harassment.
During the sexual harassment case the president was asked about his relationship with the intern to
which he replied, “there is not a sexual relationship, an improper sexual relationship or any other
kind of improper relationship.”
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speak, the length of time before response, and so on. Remedies appear to be like a
seasonable special in a fruit store—subject to time, chance, entropy, contamination,
and thus only useful within an ever-diminishing window of opportunity. Conner
[41] catches the same idea: “[w]hat has changed about change is its magnitude, the
approach it requires, the increasing seriousness of its implications, and the dimin-
ishing shelf life of the effectiveness of our responses to it.” (pp. 37-38)

Much has happened in the decades since this research became compelling in
academic circles and among practitioners. In Canada, for example, there are two
slightly different Supreme Court rulings on the “duty to consult” First
Nations/Aboriginals [42].2° Ontario’s Municipal [43] and Planning Acts [44]
require public consultation. More self-regulated professionals are involved in such
consultations, of late. Lawyers are duty-bound by the concept of ‘zealous advocacy’
to “carry on the practice of law and discharge all responsibilities to clients, tri-
bunals, the public and other members of the profession honourably and with
integrity” for their clients [45, p. 8]. “Architects must respect man and man’s
environment, and take into account the impact of their research, work and inter-
ventions on the life, health and property of every person” [46, 1.7]. Planners “have a
primary responsibility to define and serve the interests of the public” [47, s. 1.0].
While the Professional Engineers’ Act states that: “the safeguarding of life, health,
property, economic interests, the public welfare or the environment” are innate to
professional practice [48, s. 1]. These laws and codes of conduct make effective
consultations a requirement, not a frill or option. It is not reasonable to expect that
techniques which may have worked decades ago in a general population, will work
among First Nations/Aboriginals, or new Canadians during consultations. It is also
not reasonable to expect that what may work, or be possible in the Canadian
federation, with a weak mayor system, in which municipalities are creations of the
provinces [49],>' might work in the United States in which many cities have
constitutional protection and strong mayors [51] operating in a political system
featuring ‘states’ rights’. Thinking that anything that works in either of these sys-
tems might work in a traditional unitary state®* such as Holland or England, may
also be an error. Overlaying culture, or different decision making process (Japan
versus America perhaps) may only show that rules are not only made to be broken,
but that rules may not actually exist. As in archetypes in psychology (obsessive,
compulsive, introvert, extrovert, etc.), rules may point to, or illuminate a way, more
than define a hard and fast reality.

Social science researchers have long grappled with how to conduct accurate
surveys. All scientists have grappled with methodology, post Heisenberg and
Kuhn.?® What we choose to research, what is funded, the gender and background of

2Haida Nation versus British Columbia (Minister of Forests), and Tlingit First Nation versus
British Columbia (Project Assessment Director). Both cases dated 2004.

21See also Makuch et al. [50].
2A unitary state is a region governed by a central government that has ultimate control.
2See Merton’s standards for science in Sellnow [52, pp. 5-7].
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the editors, preconceptions, and even the scientists’ presence are all factors which
can skew data.”* Some classic errors in social science research have resulted from
reliance on magazine subscription lists and telephone surveys, which, by definition
only survey people who subscribe to that magazine, or who have telephones.
Decades ago we were cautioned that research may feature “...an
over-representation of people with telephones, time on their hands, or who crave
human contact...” [54]. In recent decades, new challenges have emerged. More
than 10 % of the population have only hand-held telephones [55], and 35 % ignore
the home phone for fear it will be a sales call [56]. Call display alerts people that the
call may be a survey and thus ‘refuse rates’ approach 70 % in some cases. Human
behaviour regularly defies the statistical norm. People sometimes tell researchers
one thing and do another, as seen in recent elections in both the UK and Canada in
2015. This may also have been the case with some risk communication research.

Three of the most critical comments about risk communication did not seem to
deter use of the data, and continued study. Far from contradictions or gaps,
Ruckelshaus noted in 1984 that “...risk assessment data can be like the captured
spy; if you torture it long enough, it will tell you anything you want to know”.*
Albeit with reference to a specific risk, Sharlin [57] noted that there “...is nothing in
the scientific method that can be used to reassure the public once fears have been
aroused over the threat of cancer in food containing parts per billion of EDB*®”
contaminants.”’ The Royal Society noted in 1992 that «...few definitive empirical
studies of risk communication, and in particular of its consequences and effec-
tiveness are available (p. 7).”

So, there has always been an apparent certainty to the risk research and advice
that should be unsettling for the sceptical scientist. At least the contradictions and
gaps are unsettling. More perplexing is how modern crisis managers and risk
communicators should incorporate theory into practice. Psychologist Kurt Lewin
has noted that there is nothing so practical as good theory [58]. But what is good
theory today?

2 Social Media as a Communication Tool

In the social media era, it is interesting to ponder Kasperson’s social amplification
theory of risk (1988), Sandman’s interest in media coverage [59], and Nelkin’s
study of the order and timing of interviewing spokespeople and experts during an

24See Bonner [53] What Constitutes Professional, Legal, Ethnographic Research?, unpublished
paper.

ZRuckelshaus [14, pp. 157-158].

2EDB stands for ethylene dibromide. This chemical is believed to be cancer causing, and can be
found in some food items commonly bought in grocery stores. EDB is also a common chemical
found in many non-food items, and formerly was used as an insecticide in the US.

?"Sharlin, p. 196.
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environmental incident [60, 61]. It is also interesting to ponder the notion that risk is
amplified by dramatic news coverage, and experts disagreeing now that all-news
channels predominate along with social media.

It seems many of the terms we have historically used to describe experiences
with media are no longer applicable. In living memory, the term mass media
referred to the fact that 80 % of television viewers in the United States watched
comedian Milton Berle on Tuesday nights [62].%° Fifty million people listened to
Bing Crosby’s radio shows [63]. Richard Nixon drew 60 million viewers [64] for
his famous ‘Checkers’ speech in 1952, when 20 % of Americans didn’t own TV
sets. In 1980, more than 52 million Americans watched the three network supper
hour newscasts.”> News anchor Walter Cronkite and others referred to this as a
shared experience. Today, supper hour newscasts draw just over 20 million, mainly
older viewers, and thus are not a widely shared experience. We referred to the
‘electronic hearth’ or TV as a metaphorical gathering place, and the “public sphere”
(Daley and O’Neill, referencing Habermas, pp. 52-53). These terms seem
anachronistic when the hearth has 500 fires (channels), and families are separated
via their individual media experiences on different devices, in different rooms. We
now use the questionable term, ‘join the conversation’ to describe what is often
one-way communication.

So how shall a practitioner view the evolution of crises and communication
about them in this new environment? The author has argued elsewhere that the
Exxon Valdez oil spill took on larger than warranted significance as a result of
certain types of amplification [65, 66].°° Exxon was a large, well-respected com-
pany. Alaska was perceived as America’s last physical, pristine frontier, and CNN
was a new player in news coverage.”' The Valdez spill was about the 30th largest
oil spill to that date in the world, albeit the worst in America.>? Prince William
Sound, while appearing to be pristine in postcards, already had traces of oil from
shipping, and several spills over many decades. Oil is the product of dead organ-
isms, a significant percentage of which is biodegradable [67]. A large amount of
spilled oil disappears within about six hours as a result of the light ends (toluene,
benzene, etc.) evaporating. The spill happened at a time when it was known that
leaving oil on beeches to allow bioremediation to occur was most likely the best
course of action [67]. However, Exxon officials, probably rightly, felt that com-
municating this in an emotionally charged atmosphere was futile. They felt they
needed a photo-opportunity for CNN and other networks, and that involved hosing
beaches with high pressure water, and blotting rocks with absorbent towel. Hosing
probably harmed living organisms beneath the surface of the beach, and blotting

28Comedian Milton Berle was the host of “Texaco Star Theatre’.
*Statistical analysis provided by Nielsen Media Research, used under licence by Pew Research.

3See Keeble [67, p. 23] on the various previous spills in the area, pp. 55 and 57 on dispersants and
p- 205 on bioremediation.

31See Peaks [68, p. 14].
2McAlpine [69, p. 17].
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accomplished little, or just relocated the problem to waste facilities.> Is it credible
to assert that certain other spokespeople, alternative ordering and timing of mes-
sages, and other aspects of risk communication theory and practice would have
caused a better result for Exxon in Alaska?** Moreover, what might have been the
result had social media existed during the oil spill? If CNN skewed and magnified
risk, what might social media have done?

It is beyond the scope of this examination to arbitrate whether there are larger or
smaller challenges when the needs of not only CNN are in responders’ minds, but
also those of several other cable networks and a half-dozen social media platforms.
There are two obvious approaches though. One is that the fragmentation of media
markets means that a news story on the major broadcast networks lasting less than
two minutes, may be missed by much of the population. People may be watching
specialty cable. Moreover, in the US, one may be watching a left or right-leaning
cable network, the electronic equivalent of only reading a particular tabloid
newspaper in the UK. If one is consuming news on Twitter, one may see a good
sampling of mainstream media coverage of an event, reposted by fellow users. But
it may also be that the consumer skips a story that appears uninteresting, or too
complex—the digital equivalent of turning the page in a newspaper. Certainly the
data about the timing and ordering of spokespeople’s statements during an evolving
event seems less relevant when social media and specialty TV channels can be
accessed by consumers on demand. Timing and ordering is also affected by news
aggregators who choose and assemble stories. The progenitor of this selective
consumption was during the era of partisan newspapers and pamphleteering—one
could refuse to buy a newspaper or take a pamphlet on the street. Today, one’s
Facebook and Linkedin feeds and Youtube channel consumption may only reveal
what the consumer’s compatriots view as newsworthy—strengthening existing
views. The fragmentation of the news marketplace may mean that a major story
simply does not take on the importance it did before social media and the all-news
networks.

3See also Busch [70, p. 773], Clarke [16, p. 296] for other spills in Alaska, Daley [71, p. 45] on
the apparent slow reaction, Davidson [72, pp. 44-52] on burning and dispersants, The Economist
([73], p. 100) on impact and cost.

3*Exxon’s Manager of Communication at the time, Ken Kansas, when interviewed for the author’s
1999 dissertation on the topic, was adamant that these contextualizing messages would not have
been heard or understood in the frenzy of negative news stories about the spill. Mr. personally
signed checks in the hundreds of thousands of dollars to media consulting firms during the spill
and has an overall annual budget of US$60 million and thus could have attempted other solutions,
one supposes. Mr. Kansas tried to involve the Disney characters and organization, having a long
personal association with Walt Disney and his company as a graphic artist, and a professional
association, having funded the energy pavilion at EPCOT Center, Disneyworld. Mr. Kansas
reported to the author that his Disney contacts said any association with Exxon at the time of the
spill might have “sunk” the Disney organization. Mr. Kansas was well-educated, with a Masters in
Communication, well-funded, and thoughtful. The author spent many dozens of hours discussing
this topic with Mr. Kansas both socially and as they worked together in Toronto, Ottawa, New
York, New Jersey, Rhode Island and Washington.
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Conversely, it is hard to argue that more communication, instant communication,
and communication vehicles that are portable and constantly accessible have no
implications. They must. The mass and instant blast of information from social
media must be heard by many, if only in a two-step hypothesis in which small
numbers of recipients communicate with larger numbers [74], or social media
influence the content of legacy media. The modern version of the two-step
hypothesis might not only include face to face communication, but also mechanized
re-postings via several social media platforms—a powerful new development.
Legacy media also re-transmit the content of social media. But is this more pow-
erful on a daily basis than the reach of the old broadcast supper hour evening
newscasts?

As in the pamphleteering and partisan press era, misinformation exists with
social media. The names of victims in the Virginia Tech shootings were Tweeted
before official confirmation [75]. Re-tweeting calls for help in the 2011 earthquake,
tsunami, and Fukushima nuclear event surely were a diversion, as was the dis-
semination of incorrect information about a suspect in the Boston marathon
bombing [76].%° But this may just be the technological and modern equivalent of a
person trapped in a building in the San Francisco earthquake of 1906 shouting “I’'m
here” and the reverberation and echo confusing responders. We may not need
protracted analysis of this phenomenon, other than that it is mechanization of a
problem. We may also see terrorists use social media more, and during an event to
cause more damage—a further mechanization of a problem.

Social media is easy to dismiss. Much content seems trivial. Yet when one describes
content as angry denunciations, pictures of kittens, and error filled coverage of the
trivial, one is also describing much newspaper, radio, and TV content. As George
Bernard Shaw may have noted, “...newspapers are unable, seemingly to distinguish
between a bicycle accident and the collapse of civilization.”*® In the competition for the
lead news story on a given day, it often appears that none actually win. Langer [77]
describes this as “...non-news about non-events...”. All media contain trivial features,
backgrounders, and fillers. In risk or crisis coverage, these elements dwindle, and the
coverage of the serious issue fills the space and time. But traditional print and electronic
coverage is still general, speaking in broad terms about the number of city blocks
affected, for example. Social media gets serious, but also becomes more specific with
users Tweeting and geo-tagging exact addresses on those affected blocks. This speci-
ficity holds promise for emergency responders.

Recent academic study of social media confirms that it may have much to offer
in risk and crisis situations. Public health officials may be able to track the outbreak
of regular flu, SARS or a pandemic via Tweets from users indicating they don’t feel
well or are taking the day off work. Large numbers of certain key words will be a
good situation analysis. Tweets may work faster in alerting a population to a

3Sunil Tripathi was incorrectly named by users of social media as the suspect for the Boston
bombing in 2013.

3Usually attributed but unverifiable.
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seismic event than scientific instruments. Instead of hours, 75 % of Tweets are sent
within two minutes of a perceived event. A Northeastern University study indicates
social media users are potential suppliers of “massive data sets” which can be used
for study [78].37

Newspapers and TV have a finite space and time for the dramatic pictures that
risk theory says increase our trepidation. But Instagram and Twitter have an infinite
capacity to accept such pictures from citizen journalists. Research has not yet been
definitive on how these new forms of communication fit into the social amplifi-
cation of risk, and whether they have diminished the role of mainstream media in
this process. Intuitively, media that is not consumed cannot have an effect on those
who are not consumers, but media which is consumed may have an effect.

What is not in doubt when it comes to social media is its prevalence and power
among users. The Pew Research Center found in 2012 that 33 % of adults under
age 30 obtain their news from social media [79]. Ninety per cent of 18-29 year olds
say they sleep with their phones in or right next to their beds [80]. According to
Google [81], 56 % of Canadian adults were using smart phones in 2013, up from
33 % the previous year. During the 2013 Calgary, Alberta flood, Twitter logged
more than 850,000 tweets [82]. Official Tweets from the city and police seemed to
garner the most attention, meaning they were sought out by the general public, and
credible. The Canadian Red Cross indicates that 33 % of the population would call
for help using social media [83]. Palen [75] confirms high usage of social media,
especially during brush fires. These numbers are out of date when cited because of
the speed with which social media is gaining acceptance, and are probably now
larger than reported above.”®

Given the high usage of social media, and even misuse as a method of calling for
help, it is likely that social media will become a more official medium for emer-
gency communication. The Canadian Red Cross reports that 33 % of respondents
would use social media to call for help, and 63 % think that emergency response
officials should respond to these calls [83]. The US Federal Communications
Commission may consider using social media for emergency alerts, much like
existing reverse 911 calls.

2.1 The Fog of Communication

The term ‘fog of war’ or ‘fog of battle’ is often attributed to Von Clausewitz.
Whether he actually used either phrase is debated. But he did write about “fog and

37 Alan Mislove is an Associate Professor in the College of Computer and Information Science at
Northeastern University. Currently the University is undertaking in-depth studies in social net-
working data mining.

3The author’s research into social media was originally conducted for essays submitted to the
M.Sc. (P1) programme at the University of Toronto and later more widely published in syndicated
columns through Troy media and in the book Safer Cities of the Future, pp. 106-109.
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friction”.*® The notion of fog speaks to what is unknown at the beginning of an
event, and that which becomes unknown as a result of changes in the environment
during an event. In military history, fog was not only water droplets in the air, but
also the “opacity of the black powder battlefield”.*” Less literally, it is “poor
intelligence”.41 The military find this concept pervasive in that “three quarters of the
factors on which action is based are wrapped in a fog of greater or lesser
uncertainty”.*?

The military also focus on the changing nature of fog and the short
life-expectancy of plans—‘battle plans go out the window at the first contact with

the enemy’. There is an additional temporal element to this fog:

The further ahead we think, the less our actual influence becomes. Therefore, the further
ahead we consider, the less precision we should attempt to impose. Looking ahead thus
becomes less a matter of influence and more a matter of laying the groundwork for possible
future actions. As events approach and our ability to influence them grows, we have already
developed an appreciation for the situation and how we want to shape it [85, pp. 83-84]

Friction refers to impediments to action, even if there is no fog. With friction,
one may have good knowledge and a good plan, but an obstacle, known or
unknown, creates friction, which slows or prevents action. To complicate matters,
this slowing of action or progress may result in new conditions—more friction, fog,
or perhaps opportunity.

There are many things that both crisis planners and military people know. The
military know the speed of a tank, ship, or aircraft. They know the trajectory of a
projectile. They train in war games to gain the best knowledge possible of people
and materiel. A military appreciation of a situation and intelligence gathering helps
predict future events. But there is still fog and friction from the unpredictable—the
enemy, weather, human behaviour, topography, the convergence of elements, and
SO on.

Similarly, crisis planners know climate, the built environment including roads,
topography, resources available, legal cases, past events, and so on. But there may
still be fog and friction—a new court ruling, unforeseen weather events, terrorism,
and more. As systems theory tells us, knowing the bending moments of the com-
ponents of a scaffold may tell us little about how that assembled scaffolding will
perform ([86]; see also von Bertalanffy [87]).

The military use rigorous training methods. These methods are virtually con-
tinuous for enlisted members who drive, fly, shoot, march, and perform other
functions. The military have a well-educated officer corps, whose professional
development also appears to be nearly continuous. One doesn’t hear that a skill—
flying a plane, driving a tank, parachuting, firing a shell or gun—is forgotten in a
regiment or on a base. Rusty perhaps, but not forgotten. The military do not seem to

¥Kiesling [84, p. 85].
40Kiesling, p- 85.
“IKiesling, p. 87.
42Kiesling, p- 86.
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speak about their field manuals gathering dust on shelves.*? Yet one hears industry
and government managers speaking of crisis plans gathering dust, and of skills
disappearing with an individual who retires.

If the military can embrace fog, so can public and private sector crisis managers
and risk communicators. One should not embrace just the catchy military phrase,
while ignoring the core value of acknowledging that one may have to work through
fog.

One can see why the term “fog” is not embraced by crisis managers and risk
communicators.** Crisis planning is often about both predicting the future and
taking actions to have an influence on future outcomes. One builds a levee to
contain high water because multiple past events and data tell emergency responders
how high the water may rise. One surrounds spilled oil with a floating fence called a
boom, tells citizens when to evacuate neighbourhoods, and where to get help. Many
emergency management documents transmit a certainty that these actions will be
required, and followed.

But this feeling of engineering and scientific certainty has been eroded by
numerous events over the years. Who would have thought that workers at the
Flixborough Petro-Chemical plant would have run toward the evacuation alarm
[89], rather than leave the building? We may never know because this was fatal for
many [90]. Were some workers more curious as to the cause of the evacuation order
than they were fearful of their lives? Where risks so familiar that risk perception
diminished? Who would have thought that police and fire fighters, arriving at the
same scene at much the same time, would have the opposite approach? Yet, at the
King’s Cross underground fire, police evacuated subway cars and pushed com-
muters up and out of the station, while firefighters pushed others down and out onto
the open air platform. An inquiry noted that many people in the cars would be alive
had they been left in the cars [91]. Who would have thought that response to spilled
gasoline on a street during a car accident, would also feature a cardiac event with
the driver, explosion risk if jaws of life or a defibrillator were used, explosion risk if
fire-retardant foam were used at the wrong time, water-based response when
gasoline migrated into a nearby river and finally, an explosion in a pub cellar,
caused when fumes were ignited by an electric timer [92]. But these are some of the
myriad events in the Walton Town Centre petrol tanker overturning—events con-
stituting fog and friction.

Events may sometimes unfold in a predictable way. Much human behaviour may
be more orderly than evidenced above. But the military concept of fog may serve as
a warning that when an event is complex, large, unexpected, and with multiple

“The author is drawing on both his general readings on military matters, and on personal
experience as a consultant to Canada’s Department of National Defence between 1987 and 2002.
This work was done on most Canadian military bases, headquarters, and in Cyprus.

“4The author has used this theoretical concept and reference in urban planning (2015), business
administration (2005) and the subsequent leadership book Wounded Leaders [88] based on the
author’s DBA research and dissertation.
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players, fog may become greater. Fog may be greater among a multi-cultural
population with multiple frames of reference or diverse understandings of danger.
The prediction of outcomes may become more difficult for a number of reasons.

2.2 Interoperability as Fog

Much was made after the 9/11 attack on New York’s World Trade Center about
‘interoperability.” This was defined as the ability of emergency responders to speak
with each other over various communication devices. It is not clear that this
objective of compatibility among hardware and software has been widely achieved
even at this date. Lack of interoperability impedes communication during an
emergency. But there may be another type of interoperability challenges, evidenced
in the lack of clear policies and communication in urban emergency plans.

Observers of the aftermath of some disasters note the victims who busy
“themselves in unimportant, but manageable tasks” [93].*> What might be termed
activity traps or busy work involves picking up “soda cans” on a site devastated by
an earthquake which provided a “sense of mastery over a world that had abruptly
lost its predictability” [93]. What may be a manifestation of shock is understandable
after a trauma, but why there would be busy work codified in emergency plans
written long before an event is a mystery. Such unproductive and distracting
content falls into the category of friction, as defined by Clausewitz.

After reading the emergency plans for the top 100 cities in the English speaking
world, this new definition of interoperability presents itself in sharp relief. If what is
being said is not understood by recipients, this is another version of fog and friction.
This is as pronounced as if radios and radio frequencies were not compatible among
responders, and transmissions could not be received by citizens. A Presidential
directive notes that plans should be consistent, in plain language, and thus under-
stood by users.*® This does not appear to be the case. Nor is it the case in Ontario
where Guelph’s emergency plan notes that “...there has been a variance of
approaches ... a lack of standardised tools to manage incidents, and hence no single
province-wide system to ensure effective coordination” [94, p. 11].

The first aspect of interoperability involves access. About 20 % of the popula-
tion may not have access to the Internet [95], even in industrialized jurisdictions.
Alerts and information sent via the Internet are thus not received by some. Notices
of power outages via devices which require power may also not get through,
especially when many power outages last longer than the battery life of hand-held
devices. The Canadian Red Cross notes that almost half of Canadians have lost
electricity for more than 72 hours—well beyond battery life [83]. When the power

4> Aptekar, p. 99

4“presidential Directive on Homeland Security, February, 2003, cited in Jacksonville/Duval
County Emergency Plan.
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is on, and for those who do access the Internet, the emergency plans with blank
pages, redacted text, 401 errors, maps without street names, drop down and pop ups
which obscure text, with small font, and which print off the page are also a form of
fog, friction, and miscommunication. These impediments are prevalent in most
plans. Dozens of pages containing the names or titles of contributors to city
emergency plans, slow a reader down, at best. Pages of glossaries of terms,
unnecessary definitions, lists of vulnerable facilities, and other features have the
ring of padding in a college essay and don’t seem to add to the safety and security
of citizens. It is hard to imagine how many of the features would help emergency
responders. Rather, they would act as friction, or a slowing down of their
life-saving activities. Little may have changed in the 25 or so years since a study of
earthquake emergency plans noted that “[sJome problems have no apparent solu-
tions, and some solutions are suggested in the absence of a matching problem” [96,
pp. 28-29]. This also describes many of the urban emergency plans studied.
Consider these definitions and explanations:

Baltimore:

Winter storms are large storms occurring during the cold, winter months... [97, p. 17]

Flooding occurs when rivers, creeks, streams, ditches, or other water bodies receive too
much water from rain or snowmelt. (Ibid., p. 7)

Hail is a large frozen raindrop... (Ibid., p. 16)

Freezing rain is “[r]ain that falls and freezes to a cold surface such as a road or tree causing
a glaze of ice...” (Ibid., p. 18)

Brisbane:

Self Evacuation: Evacuation from an area under a person’s own arrangements. [98, p. 11]
Philadelphia:

Precipitation deficits are the earliest indicators of a potential drought... [99, p. 76]
Pittsburgh:

Notification — “To make known or inform” [100, p. 37]

Notity—"“To inform about a condition, event or situation.” (Ibid.)
Kitchener:

Chief of Police: “The Chief or alternate of the Waterloo Regional Police Service.” [101, p. iv]

There are similar tautological definitions in Kitchener’s plan for the City
Solicitor, Commissioner of Public Health, Medial Officer of Health, Commissioner
of Social Services, Fire Chief and many others.

In Baltimore, SPW stands for shelter in place, EVE means evacuation, and TOE
signifies that there is a 911 outage. The need for a three letter substitute for a term
well known by three numbers is not evident. If used with members of the public,
few would know the meaning.
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Some plans have advice for citizens that also constitutes friction. Sherbrooke,
Quebec notes that one should “[e]nsure that the water from the city’s system is
drinkable...” after a flood [102, p. 2]. But there is no guidance on how to do this.
This is in contrast to Richmond, BC’s link to detailed instructions on how much
bleach, and of what kind to use to purify water.

Among the most diversionary advice comes from Barrie, Ontario site of a tor-
nado in 1985 which killed 8 people in that city, five elsewhere, and injured hun-
dreds [25]. About 800 people were left homeless, hundreds of buildings were
damaged or destroyed and the cost was estimated to be about $100 million [103]. In
Barrie’s written plan of 2007 there is the direction that a Federal Ministry, Human
Resources Development Canada (HRDC) could help:

The local office has an obligation to support the communities it serves. Each local office has
plans to offer assistance when called upon to do so. Managers of local offices at all points of
service are authorized to take immediate action at the municipal level when so requested by
an authorized representative of local government. ...[Assistance includes:]

— Reception and registration of available paid workers and volunteers...

— Selection and dispatch of paid workers and volunteers to the emergency scene as
requested...

— The early post emergency assessment of the capability of employers in the afflicted area
to resume operation, re-deployment of former workers, and assessment of the capability
of employers in the area to absorb displaced workers from the disaster area... [104,
p. 45].

This kind of inventory can be invaluable and save lives in an emergency. Kansas
City recognizes this with its “Plan Bulldozer” (2015)—an inventory of private
sector heavy equipment that may be needed. But in Barrie’s case, it turns out that
the service is probably not actually available. Officials at the federal ministry in
Ottawa and its regional representatives in Toronto indicate that they don’t actually
provide such services and would refer requests for such help back to the city—full
circle,*’” with a delay which might cost lives.

“The medium is the message” said playful media theorist Marshall McLuhan
[105]. But is the message sent also received and understood? Detroit’s plan calls for
citizens to leave their porch lights on if they’ve evacuated their homes [106].
Communicating this directive in normal times would be a challenge. Assuming
distraught citizens will remember to turn lights on as they leave is a larger
assumption. Moreover, if the emergency is a power outage, high winds which
damage the light bulb, or if the resident can’t replace a burned out bulb, the
directive is pointless. In any case, one assumes emergency responders will find that
this directive is not universally known or followed, and will thus take more time
double checking many doors, regardless of the status of the porch light. This is a
further example of a lack of interoperability.

“This summarizes several phone calls lasting more than 1 h over two days with HRDC/Service
Canada officials in Ottawa and Toronto.
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One does not need to look far afield to find that good communication can saves
lives and poor communication can endanger.*® A lack of information and misin-
formation is the norm in most events. In fact, “...a natural disaster is usually also an
information disaster. ...[W]hen information flows are needed the most, they are
least able to function”.*’ Sood and colleagues specifically note the chronic difficulty
that diverse responders, and more responders than expected have in finding and
using resources, and communicating with each other and with the chain of com-
mand.”® Stories of offers of help being ignored, rescue dogs being held up in
quarantine, and rescue workers not knowing which ruins have been searched
illustrate forms of miscommunication and friction as well [112, p. 34].

3 Communicating with Creative Clarity

The lack of clarity in many plans, termed a lack of interoperability in this writing, is in
contrast to some best practices which are clear and creative. Creativity, or perhaps just
hard work and thought, is sometimes required because concepts are hard to commu-
nicate, and target audiences may be hard to reach. Perhaps the most obvious case of the
need for more clarity in the terroristic age is the admonition—“If you see something,
say something.” It is obvious that this leaves out what one might see, and to whom one
might speak. But leaving aside that semantic game, it is worth noting that Leeds, UK
has included vivid pictures of the equipment that terrorists might use and their beha-
viour—multiple communication devices, trouble at banking machines and so on [113].
Plan writers in Leeds are not content just asking readers to beware of ill-defined
“suspicious” packages. They provide a picture of one (pp. 2-3), leaking oil, tied up
asymmetrically, with a hand-lettered address, and too much postage.

Louisville plan writers have noted the need to be vigilant, but also when to be
vigilant. They list the anniversary of the US Supreme Court ruling on abortion in
Roe v Wade, the storming of the Waco, Texas religious facility by federal agents,
the Oklahoma City bombing, and 9/11 [114, pp. 243-245]. This appears to be more
effective and practical than asking for unspecified vigilance 365 days per year.

Several cities are not content with the policy of notifying citizens that their power is
off, via devices which require power—ironic at best. Birmingham [115] has plans to
use door to door leaflet drops and temporary street signage. Halifax [116] plans to use
door to door visits, in addition to leaflets. Leeds, UK [117] plans to use “sky shout”™—
loud speakers on helicopters, and can send messages, segmented by the type of

“®Bowling and Hoffman [107] have approached this notion from the perspective of mediation and
negotiation, for example. The Economist [108], citing a seismologist, notes that perception can be
“dangerous”, p. 4. While not a matter of life and death, Giulliani [109] notes that effective
communication is a competitive advantage. See also Richardson [110], on responders not having
proper directions to the Hillsborough soccer crush incident.

“9See Sood et al. ([111], p. 28).

S0The author is paraphrasing Sood et al. ([111], p. 28).



The Fog of Battle in Risk and Crisis Communication ... 101

organization—pub, club, hotel. Albuquerque, NM [118] assumes that cell phones
won’t work in an emergency, and Fort Worth, TX [119] has 149 sirens. Houston cites
“AlertFM. . .a strobe light or bed-shaker alerting device to alert persons sleeping...” or
who have disabilities (Annex 1 Public Information, p. 2).

Several cities provide reality checks about matters we ignore or misinterpret.
Milwaukee’s Office of Emergency Management website [120] tries to dispel myths
about lightning—rubber tires will protect you, and lie flat on the ground. Those not
fearful of hail will be chastened by the picture of a hailstone about as large as a
baseball in Oklahoma City’s plan [121, pp. 3-22]. One can easily imagine the
damage to a person, home or vehicle that is hit with such an object. Auckland, New
Zealand [122] notes that a volcanic event there could result in a reduction of their
GDP with twice the impact of the reduction during the Great Depression. Bradford,
UK on its website [123] notes that six inches of water can knock a person off her
feet, and that a car will float in two feet of water. Jacksonville/Duval County,
Florida’s plan vividly describes a hurricane as akin to “...a bulldozer clearing
everything in its path...” and flying debris as “...a battering ram destroying objects
in its way...” [124, p. 25] Boston’s climate change study notes that Massachusetts
“could have a climate similar to Maryland’s” or the Carolinas by the end of the
century, and the implications of increased heat days and poor air quality, especially
for vulnerable populations [125, p. 26]. Boston may motivate people to be more
self-sufficient by noting that the city only has enough food on hand for 3-5 days.

There are other examples of creative clarity and thus interoperability:

— Oshawa, Ontario [126] lists hidden water sources in homes, including ice cubes,
the hot water tank, in the pipes, and in the toilet reserve tank

— Guelph, Ontario’s [94] emergency kits for cars, first aid kits, and food for
self-sufficiency

— New Orleans [127] now has 14 foot street art as evacuation pick up points

— Albuquerque, NM [118] uses a lightening detector alarm at their soccer complex

— Houston, TX [128] and Long Beach, CA have good advice on dealing with
reporters

— Burnaby [129] and Surrey [130], BC provide or link to a 26 steps to pre-
paredness break down preparation for residents who may be overwhelmed by
the tasks

— Long Beach, CA provides an historical example of how routine official com-
munication spun out of control with tragic consequences. This city plan points
out that the Watts riot of 1965 started out as a traffic stop by police. A crowd
gathered, tensions rose and a result was 32 deaths, 874 injured and up to $100
million dollars in damages (City of Long Beach Hazard Mitigation Plan
[131]).>" Several American cities appear to have re-lived a version of these
tragic events.

3!See City of Long Beach 2014 Hazard Mitigation Plan, p. 143.
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Evacuation—A Communications Imperative

Kansas City’s evacuation plan begins with an analysis of events in New Orleans
during and after Hurricanes Katrina in August 2005, and Rita in September of 2005
[132].°% This is not an academic critiquing an operational plan from a theoretical
perspective. It is not a government inquiry where politics may play a role. It appears
to be one city’s emergency planners trying to do best for local residents, and trying
to learn from previous tragedies in another city. It is a credible and powerful source.

Kansas City’s plan states that New Orleans:

failed to provide adequate transportation for citizens without their own vehicular trans-
portation. ...The citizens of New Orleans have always known of the danger, but many
failed to provision food, water and medical supplies, and failed to make adequate plans for
their own safety. ...[T]raffic quickly overwhelmed the limited evacuation routes. Then,
because of the slow movement of vehicular traffic, some evacuating vehicles ran out of
gasoline and others were forced to ‘turn back’ before reaching a safe location. [132, p. 1]
(see Footnote 52)

This analysis is congruent with the academic literature on the topic. During
Katrina there were conflicting orders, sometimes counter-manning each other, and a
lack of coordination among 500 response organizations [133]. City officials knew
there was a significant risk, and assumed that risk on behalf of residents. What city
officials knew was that 60 % of citizens couldn’t or wouldn’t leave during an
emergency [134]. This is probably true for many urban residents. Hess and Gotham
note that between 25 and 56 % or urbanites do not own cars [135]. For those who
do, Kendra et al. refer to “fantasy” plans relying on busses, stadia and the avail-
ability of fuel [136]. They note that it might take 50 hours to evacuate one million
people since those in two car families may take both cars, tow trailers and drive
either extra cautiously or erratically [136]. They point out that there were more
deaths as a result of the evacuation during Hurricane Rita than because of the direct
results of the hurricane. Moreover, New Orleans is the 40th largest population
centre in the US. In a larger centre, there could have been larger problems.

Worse, New Orleans had an earlier event during the 1998 storm season in which
evacuation didn’t work well, and still didn’t after an expenditure of USD $7 million
on retrofitting roadways to accommodate contra flow [137], in which vehicles use
all lanes to try to escape danger. Houston, which received many of the New
Orleans’ evacuees and then had to call its own evacuation, now maintains two-way
traffic when at all possible to accommodate emergency vehicles.”> Wolshon [137]
terms contra flow ‘potentially life threatening’. It may only increase capacity by
70 %, not double, and prevent the movement of emergency responders and supplies
into the affected area. He argues that the drawbacks almost outweigh the benefits
[137].

52See Kansas City, Missouri Evacuation and Transportation Services Plan Public Version [132,
p- 1].

33See Houston’s emergency plan and Wolshon who terms contra flow “potentially life
threatening.”
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Kansas City’s plan writers appear to have found similar frustrations as found
during the author’s study of 100 emergency plans:

There is a lack of competent guidance on how to prepare a mass evacuation plan.
Consequently we were unable to find a single large metropolitan area that had a plan which
they considered good enough to model. The federal government’s planning guide, entitled
Guide for All-Hazard Emergency Operations Planning (SLG-101) provides virtually no
information on how to prepare a mass evacuation plan. Similarly, state documents provide
only checklists of what should appear in a mass evacuation plan. The most useful source of
evacuation was a 1984 EEMA document entitled Transportation Planning Guidelines for
the evacuation of Large Populations (CPG 2-15). [132, p. 14

And yet, Kansas City’s planners make more progress than evident in most other
plans studied. Perhaps writers felt they had to after research found little guidance on the
topic. Kansas City’s plan enumerates the transit and school bus capacity, number of
drivers, paratransit capacity and drivers, and the estimated population during the day
and at night. Destinations are not enumerated, but there seems little doubt about how
many people might need to be moved, and how many could be moved—surely a basic
emergency planning tool. Sacramento, CA [138] adds estimates of the number of
people who can stand in light rail cars and the height of water the cars can pass through.
Most urban emergency plans would benefit from this level of specificity.

Evacuation should be an especially rich area of study when it comes to commu-
nication. What is being communicated may be a matter of life and death. One assumes
both senders of messages and the recipients are keenly attuned to the task. Moreover,
the behaviour requested is clear—leave the affected area. Yet, evacuation is not clearly
dealt with in the plans studied. Many plans list the multiple authorities by which
evacuation orders can occur, and the several managers and committees which will have
input into the decision. Still others note how difficult a decision it will be. But that is not
advice for citizens hoping to prepare, or who are already in danger.

This seems akin to parents instructing children on safety around the home.
Parents who began with a discussion of family law, the physics of combustion, tort
and trespass laws, and the strength of door bolts would be achieving little. One
surely begins with directions to drop and roll in case of fire, keep doors locked, how
to dial 911 and so on.

Extraneous matters, in family discussions about safety, or in urban emergency
plans, constitute fog and friction. So does ineffective communication. It is beyond
the scope of this discourse to explain the barriers to clear risk communication.
Prisms exist—heuristics, familiarity, risk taking behaviour,” denial, complacency,
thrill seeking, and so on. There are also barriers to general communication

3

*This is congruent with other jurisdictions, Guelph, Ontario’s plan notes: “...there has been a
variance of approaches within Ontario, a lack of standardised tools to manage incidents, and hence
no single province-wide system to ensure effective coordination.” [94, p. 11].

3References to voluntary sky-diving, Karate and other activities might be explained as also
bestowing a benefit (thrills, fitness) on the participant. But the risk imposed on train travellers
documented by Klasson [139] in which passengers applauded an engineer’s efforts to go faster.
The 1855 incident resulted in derailment, but is explained by Klasson as support for progress.
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including listening skills, memory and more [140]. These theories cannot be
arbitrated here. What can be stated with clarity though, is that a barrier, or a variety
of barriers stand between those issuing an order to evacuate and the intended
recipients. One may not be able to see or explain the barrier, but one sees the
manifestation of the barrie—non-compliance. For decades, evacuation protocols
have been termed “unrealistic” [141].

A document available to those searching for Charlotte, North Carolina’s plan
puts the challenges of evacuation into focus. The document is not an emergency
plan, or perhaps even part of Charlotte’s plan. But it is a good research paper on the
issue, called an Interactive Emergency Evacuation Guidebook [142] and written by
John Sorensen and Barbara Vogt, and summarized below.>®

The evacuation documents provide observations about human behaviour.
Families may try to reunite, before evacuating as a group. Office workers may
evacuate in groups. People in motion have a tendency to stay in motion and thus, if
engaged in going to or from school or work may evacuate more quickly than those
who are not in motion.”” Households with a plan tend to comply with evacuation
orders more than those without a plan. People are reluctant to abandon pets, will
return to evacuation zones to tend to their pets and livestock, and are anxious to
return home, regardless. A longer warning seems to be needed for some events such
as flooding, and a shorter warning for nuclear power or chemical plant releases.
There are “shadow” evacuations of those near the danger zone of between 12 and
59 % of the population, with 26 % being average. There are spontaneous evacu-
ations before official evacuation orders. Many refuse to comply with evacuation
orders.”® People have died after taking down barriers in order to drive on unsafe or
closed roads. Drivers have used logging roads to by-pass road closure notices.

Into this mostly unexplained mix of behavior and event, comes advice on how
communication may cause compliant and predictable action by recipients. The
advice seems congruent with communication literature stressing the need for clarity,
simplicity, specificity, and repetition. It may be that multiple sources of warnings,
such as “door-to-door ... coupled with emergency vehicle public address systems
and TV and radio announcements” may reinforce each other (p. 6). The public often

56This summary of the challenges of evacuation the paper cited in text, which may form part of
Charlotte, NC’s emergency plan. It is entitled “Interactive Emergency Evacuation Guidebook” and
was “Prepared for the Protective Action IPT—Chemical Stockpile Emergency Preparedness
Program—Februa...” The interactive quality is not apparent and the exact date prints off the page.
The document is 35 pages long and is dated 07/09/2013 at the bottom of pages, which may be the
date of Charlotte’s posting. Corroborating citations will be credited to appropriate other authors.

57Takuma (undated) has found behaviour which may be culturally specific in which people may go
from home to office and vice versa, and those who wait at home for other family members before
evacuating, p. 163.

38See also Kendra who notes that between 32 and 98 % evacuate.
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wants confirmation of the evacuation order from multiple, official sources (Mayor,
emergency manager, Red Cross, local scientists).

Congruent with the general business literature on communication is the notion of
the need to be specific [143]. How is a lay person expected to know the meaning of
emergency technical jargon? In fact, how is a lay person expected to know where
high ground is, or even what shelter or evacuation means? The advice in the
Charlotte document is to define such terms by number of feet or topographical
features “the colored post upriver from the bridge...higher than the top of City
Hall”, (pp. 21 and 23). Evacuation orders should specify “now, not 10 min from
now, but now” (p. 24). Further advice is to say to “stay away from brick buildings
because bricks might fall down” (p. 24) on you, or that “[w]e don’t know nor can it
be known which buildings in the city will be safe and which will not be safe...but
we do know that most people will be safer if they go home now” (pp. 25 and 26). In
order to cause people to shelter in place it may be necessary to state that “the risk is
in the air outside” your building (p. 24). Without this specificity, people will invent
their own meanings, and construct different responses to ambiguous terms.

Most concerning, is the notion that emergency preparedness programmes may
not be effective at all. Decades of formal and informal commentary have cited the
notion that education is the key to a variety of ills. Just what constitutes ‘education’
is often ill-defined. In the social media era, it is often blogging, Tweeting, and
posting, with little thought about whether such transmissions are received, under-
stood, or acted upon. In communications theory, this is sending, not necessarily
receiving. There is little new here. A newspaper, radio station, or TV broadcast
which is not read or heard, is not received. This is also true of new media. It is
oddly both profound and obvious that there is:

...no conclusive evidence regarding whether or not preparedness programs, public edu-
cation or information program actually makes a significant difference in increasing human
response to warnings. ... [A] good pre-emergency information program will increase
response although the amount cannot be estimated. ...a poor program will not likely make a
greatS ;)verall difference. ...effectiveness will drop off over time... (Sorenson and Vogt,
p- 9y

What then are emergency plans really expected to achieve? After reading them,
and the academic study of them, one cannot not be sure.

S9This is consistent with 25 years old data about earthquake preparedness by Dooley et al. [144]
who found that “...insistent publicity campaigns warning of earthquake predictions have not
proven successful over long periods...”, p. 467. The authors also studied one’s demographic group
as a determinant of propensity to prepare and had to leave this “unexplained”, p. 454. On the
difficulty of predicting earthquakes, see also The Economist [108, p. 79].
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3.1 Quantitative Risk Assessment as a Guide to Action

Quantitative risk assessment (QRA) may be akin to risk communication—a dis-
cipline which uses scientific techniques, but is not a science itself.?® Individuals
may trump QRA with their own assessments as well. Those who drive because they
perceive driving to be safer than flying when the reverse is the case may prove this
point. Thus, the fear of risk may be as dangerous as the actual, apparently quan-
tifiable risk. Even advocates Slovic et al. [10]°! have referred to the “...impotency
of quantitative risk assessment...”.

Yet, many emergency planners are adding quantitative risk assessment to their
plans. One assumes this is to prioritize mitigation efforts or predict response
requirements. But does QRA achieve this? Does QRA transmit valuable informa-
tion to the general public? Nashville’s plan notes that “...the probability of dam
failure is low and not predictable” [145, s. 4-1, p. 12]. Yet within a few sentences,
plan writers also note that there have been 55 past failures and 21 partial failures.
This seems to show that this risk is actually somewhat predictable and higher than
one might think. There is no advice for citizens who face this risk. Perhaps QRA is
best used as a comparative tool, thus requiring a definition of “low” compared to
other risks in order to add meaning.

Risk is defined as equaling impact plus vulnerability times likelihood in
Nashville [145, s. 4.0, p. 1]. What will the average citizen do with a calculation that
has risk equaling two dead plus falling buildings multiplied by every three years
(during high winds)? This appears to violate the grade school dictum against adding
apples to oranges and multiplying by bananas.

Surely the “100 year flood” term is misunderstood by the general public:

The terms ’10-year,” ’50-year,” ‘100-year,” and ‘500-year floods are used to describe the
estimated probability of a flood event happening in any given year. A 10-year flood has a
10 percent probability of occurring in any given year, a 50-year event a 2 percent proba-
bility, a 100-year event a 1 percent probability, and a 500-year event a 0.2 percent prob-
ability. While unlikely, it is possible to have two 100-or even 500-year floods within years
or months of each other. [145, s. 4.1, p. 12]

Long Beach, CA [146, p. 49] uses FEMA’s Calculated Priority Risk Index
(CPRI). This involves four categories for hazards and a weighting scheme. This is
the formula for an earthquake:

CPRI = [(3 x 0.45) + (3 x 0.30) + (4 x 0.15) + (1 x 0.10)] = 2.95 (Ibid., p.51)

Other hazards (Tsunami, windstorms, flooding all have what appear to be similar
ratings, even for those which have never occurred (2.55, 2.90, 2.45) (Ibid., p. 53).

%0See Griffiths [90, pp. 13-14].
61See Slovic et al. [10, p. 391].
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In the end, perhaps advice on protecting people and property from these hazards
would be a better use of space in an emergency plan.

Kansas City [147] provides a simple, prose analysis of the risks it faces. There is
little commentary, but mainly the noting of the proximity of Fort Leavenworth, the
35th infantry division, Army Command and General Staff College, an Air Force
base, America’s only B-2 stealth bomber base, and 442nd Fighter Wing. The
Federal government is the largest single employer with the Federal Reserve Bank, a
courthouse, office building, and an IRS processing center.

The targets are obvious but the calculation to decimal points is spurious.

3.2 The Shape of Emergency Response—Augmenting
Alpha-Numerics?

Many emergency plans describe escalating crises with some form of non-textual
aid. The severity of a crisis progresses from 1 to 3 in most cases, with three being
the worst—a numerical aid. London, Ontario [148], and Houston, Texas [149]
appear alone with the opposite approach—number one is the most severe crisis.
Some cities have four stages and others seven. Houston has four readiness levels
[149]. Some overlay colour coding [149]—a visual aid. Columbus [150] features
the number three, but it is the admonition to be “ready in three.” The definition of
the three things or stages is not evident. Differing and even opposite terminology
may impede the execution of mutual aid agreements with responders from other
jurisdictions.

A further effort to describe risk and response may be the diagrams found in many
emergency plans. Business schools have long decided how to represent an orga-
nizations’ hierarchy. Organizational charts often feature pyramids or step-pyramids
with one or a few people at the top and those who are subordinate below. There are
dotted lines to signify a relationship, but not necessarily formal reporting. A box
with a title beside another box may signify a support function—those reporting to
the boss don’t also report to the boss’s assistant. Some organizations speak about
having a ‘flat pyramid’ meaning fewer than average layers of management. These
few lines are an oversimplification, but may illustrate a somewhat common
approach to the organizational chart.

Conversely, the young, increasingly professionalizing, emergency response
community may not have achieved a consensus on how to use a diagram to rep-
resent either responders or the stages of response. Many use what is akin to an
organizational chart which would be familiar to the human resources department.
Some American cities feature charts with the voters or citizens at the top—an
appropriate egalitarian commentary in the American context, but of little signifi-
cance in the management of an urban emergency [151, p. BP 42].

%>The author also noted this example in his book, Safer Cities of the Future, 2015.
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The diversity of visual approaches may be a potential distraction to new hires in
the jurisdiction. If mutual aid agreements are invoked, these different visuals may
confuse incoming responders. Worst of all, these diverse visuals are of little help to
citizens seeking guidance on preparing for emergencies. It is not evident just what
issues are being addressed and purpose served with many diagrams. There is
limited text to describe or support them in most plans. One wonders why they are
made public.

When a reader encounters one such diagram in an emergency plan, it is easy to
skim over it. A reader might note the creative effort to illustrate a technical point.
With an unclear diagram, that reader can rely on what is understandable in the
plan’s text. But if one studies several of these remarkably diverse diagrams, a reader
is compelled to investigate what is behind these apparent diversions. Some dia-
grams are ovals showing the incorporation of lessons from training and real events
[152, p. 21]. Others contain boxes, akin to an organizational chart with the names of
managers, starting with the Mayor at the top of the chart [147]. Other, similar charts
show a downward flow of authorities to policies and to the Community Emergency
Management Plan (CEMP). Elsewhere the plan shows, a guide and a framework
flow in from the sides, and finally down to field guides and other matters, which
also flow back up [153, pp. i, BP I-6]. The hierarchical relationship of people or
titles to each other makes sense at a glance, but the relationship of plans, guides,
and frameworks flowing to and through each other must take some study to be of
value. Those familiar with HR charts may find that guides, frameworks and plans
seemingly reporting to each other gives pause. Elsewhere, there are pyramids,
organizational charts whose boxes show people [154, p. 54], organizational charts
with boxes showing the progression of an incident, [101, p. 6], donuts describing
the emergency site [152, Annex: Risk Specific Plan: Flood, p. 15], and a bisected
rectangle with a flowchart therein [153, p. BP III-17].

Jacksonville, Florida [124, p. 122] has a “planning P” which may be easy to
remember. The “P” has the incident at the bottom, and response, briefing, meetings
and so on rising up the stem of the P to Preparing for the planning meeting and
circling around the top of the P to Operations briefing, executing of plan, and
assessing progress. This “P” seems unique to Jacksonville, and may not be known
to newcomers or those assisting Jacksonville when it asks for help from neigh-
bouring cities. A short-hand indication of where responders are in the “P” may just
constitute friction and delay for those unfamiliar with the schematic. Houston
(Annex D, p. 33) represents “Victim Handling and Emergency Scene Flow” with a
dotted circle labelled “Safety perimeter.” Inside, ironically, there is an “Outer
cordoned area” and a “Safety perimeter”. Also inside is a hierarchical chart
describing the condition of victims. Houston also uses FEMA’s “Integrated Public Alert
and Waming System” (IPAWS), which is not found in other plans (Annex A—
Warning, Appendix 1-B, p. 27). Messages flow to, through and from IPAWS to
government authorities and through various communication vehicles to the public.
Most are “CAP” messages, a term not defined on the diagram.

Calgary has one of the most difficult diagrams to comprehend with squares,
rectangles, dotted lines, and hoodoo-like peaks and undulating foothills. Taking the
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diagram at face value, it appears to be indicating that “Hazard Identification and
Risk Assessment” followed by “Prevention Mitigation Response” didn’t work
because an event occurred. This is probably reasonable, but at variance with Sally
Leivesley’s notion of “risk engineering” [155] in which risks are engineered out of
a situation or artefact. This is hard to justify, but a more positive approach. Then, in
Calgary’s diagram, “Community Restoration and Rehabilitation” and “Local
Authority Recovery” seem to lag behind generic “Response”, are not as intense and
take longer to implement [156]. One wonders many things, including who is
conducting the “Response” if it is not the “Local Authority”, and why “Community
Restoration and Rehabilitation” is not part of response. This may just be a semantic
exercise, unfamiliar to many readers. One doubts whether local residents would be
familiar with the meaning of this diagram, and why it is in a public plan. But what
isn’t in doubt in the diagram is the assumption that there will be business inter-
ruption. This seems to have a more prominent place than the restoration and
rehabilitation of the community. Calgary emergency responders may have made
that value judgement, but they need not concede the notion that businesses must be
interrupted. Many emergency planners have long used the term ‘“Business
Continuity Planning” to note that the goal is to keep the business operating, not
assume it will be interrupted and needs to be resumed. The California brewery
which engaged in earthquake proofing its facilities is a case in point. Mitigation
efforts were repaid when the brewery continued operating and didn’t require repairs
[108, p. 10].

4 Martial Metaphors as Communication Guides

Military concepts appear frequently in the business literature. They are usually from
the western traditions. For example, acquisitions are described “...as a
direct-march-up-the-hill kind of exercise” [157].°® There are profiles of
swash-buckling and successful executives, often in personal accounts, written by
the executive [158]. Perhaps the most severe account, prophetic in its prediction of
the demise of G.E. Capital, is one of the tough and abrasive Jack Welch [159].
Collins [160] notes that the focus on larger than life personalities who “...make
headlines and become celebrities” (p. 68).°* Something as prosaic as a sales
meeting features “the killer karate school of combat sales meeting moves...” [161].
In one organization “due diligence teams were called ‘commando squads’; its
members got 18-in. Bowie knives with their names and that of the acquired busi-
ness engraved on them” (Cliffe, p. 105).

63See Aiello and Watkins [157]. “The Fine Art of Friendly Acquisition.” Harvard Business
Review, p. 25.

54See also the uncritical history of business, as evidenced in Coolidge’s notion that “the business
of America is business” (1925).
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Perhaps some eastern martial concepts are more valuable. These concepts from
the several forms of Karate (open hand) are mostly codified in the oral traditions
[162], handed down in schools or in Dojos by teachers called Sensei’s (one who has
gone before).®> In the 1920s Japanese practitioners added the suffix “do” to
Karate-do, signifying that the Art is also a way of life involving meditation, spir-
ituality, compassion, and other elements. This helps explain the interest in the
meditative art of calligraphy, Haiku poems, and other paths to self-knowledge.®®

Some aphorisms from Karate are unambiguous. The first rule of Karate is said to
be “Don’t be there.”®’ This speaks to crisis prevention. An industry analogy might
be that it is better to be an unknown engineer who invents a flange which prevents
oil well fires, than to be swashbuckling Red Adair who fought oil well fires and was
the subject of a Hollywood movie [164] starring John Wayne. The second rule of
Karate is “Run.” This speaks to crisis avoidance. The industrial analogy might be to
allow the oil to burn until there’s no more oil, spray dispersants as the best of a bad
lot of choices, or otherwise protect human health and safety by not dangerously
engaging with the risky situation. The third rule of Karate is contained in the
aphorism, “When a lion and a tiger fight, one is bound to be injured and the other
killed.”®® The industrial application may be that one cannot be fearful of legislative,
regulatory, or legal repercussions to the point of inaction. One must take action to
address the crisis. There is no such thing as no risk.

At least one apparently contradictory phrase from Martial Arts lessons makes
good sense upon examination. This phrase states that “Your block is a punch and
your punch is a block.”® Upon examination, a very hard block may indeed repel an
opponent, or at least chasten one into worrying what a subsequent punch might be
like after a powerful block. Similarly, one’s punch is a block, because a
well-placed, hard punch will block further action by the opponent. This

S5For information on the ethnographic tradition, see Becker, p. 70 and Faraday and Plummer [163,
p. 183].

6The author recognizes the challenge in citing data handed down through oral tradition. As in all
ethnography, there is no claim that this information was scientifically obtained or is reproducible.
However, it is authentic and was obtained under strict conditions. The author codified many of the
Karate Dojo traditions and practices in which he participated for a DBA dissertation in 2005, and
subsequently produced a more popularized version in the book Wounded Leaders. The author’s
Sensei regularly read drafts of this work. Essays were also assigned and read by the Sensei, and the
Sensei’s Sensei on the occasion of 3 Black Belt gradings.

S"Thanks to Sensei Patrice Williams for many private discussions and his Dojo instruction on this
topic. Thanks also to a more recent reading by fellow student Dr. Bheeshma Ravi, MD, Ph.D.—a
physician, medical researcher and 4th Dan Karate practitioner. Dr. Ravi read this draft and con-
curred with the author’s recounting of these Martial concepts.

%8See also, Kim [165, p. 146].

%As in most of the observations about Dojo practice, this was recounted orally by Sensei Patrice
Williams. See also Kim, p. 145. For a further example of the aphorisms from Karate, see
Funakoshi, for example, p. 66 about lessons from watching a tug of war. For a popular attempt to
import eastern philosophical tenants into western management, see Low, p. 2 (problem solving), 5
(growth and profit), 16—17 (governance) and 52 (sales).
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examination of “bunkai” (application or meaning) of a technique is continuous and
layered in Karate. It is continuous for at least two reasons. First, a practitioner wants
to probe the meaning of a physical move in order to add power, effect, and meaning
to that move. Secondly, for secrecy, many set moves in Karate are performed in
reverse, partially, smaller, in a different order, or larger than in real application, as a
metaphor for the actual move. This may be in contrast to the matters in the policy
and procedures binder in a western corporation—codified, filed, and forgotten.

There may be a manifestation of this Martial Arts aphorism about blocks being
punches and vice versa in risk communication. The hope is to communicate the
right kind of powerful messages that not only deflect anger, but produce either
acquiescence or support from the recipient. A Martial Artist might train for
1500 hours to achieve a Black Belt and the hopes of accomplishing this. Reading
the risk communication literature is not comparable training.

The Martial Arts notion of embracing damage if unavoidable might serve crisis
responders well. This may be true of the physical response as well as the risk
communication explaining why a particular action has been taken. It is a moot point
now, but one wonders the result had Exxon sprayed and/or burned the Valdez oil
spill without approvals. The company was going to suffer damages regardless.

The three rules of Karate are augmented with temporal elements. These elements
are more complex than the western military dictum ‘speed equals power.” While
true, the reason speed may equal a certain amount of power involves the element of
surprise, and the notion that more power will be required the more an opponent can
dig in and fortify, which takes time. A military rule of thumb is that one needs an
attacking force three times the size of the defending force [166]. This is especially
true if defenders are in fortified urban areas.

To the Martial Artist, “Late” means you deployed your technique (block, per-
haps) too late to be effective. A result might be death, but certainly injury and a
tough job catching up. “Late arrives ahead,” involves starting out behind the
proverbial “8” ball, but acting with enough speed and acumen to get ahead of the
danger. In the Deepwater Horizon spill in the Gulf of Mexico of 2010, this might
have involved deploying floating fences (booms) quickly and equipment to suck up
the oil in order to contain it, after putting out the fire. “Ahead” speaks to knowing
you’re in danger and acting before that danger has an opportunity to befall you. In
the Martial Arts, this might be deploying a technique before your opponent initiates
one or before the opponent’s move comes to fruition. In the Gulf of Mexico, it
might have been automated responses to leaking oil. “Ahead of ahead” is much the
same as “don’t be there.” Ahead of ahead involves seeing future potential danger
and conducting oneself in such a way as to avoid it completely. In the Gulf of
Mexico, this might have involved automated and redundant systems that suppressed
failure prior to an oil leak, or perhaps new technology and energy obviating the
need to drill for fossil fuels.

A Martial Artist does a reality check by noting the ‘fallacy of expanded time.” It
may be satisfying to think that one will duck, block, punch, and run, perhaps as in a
Hollywood movie. But this is hard to do on the way down to the floor. Time did not
allow all these judicious moves to be made. In crisis communication, a
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spokesperson may think s/he has compelling messages for an angry crowd, but can
they be deployed? In a public meeting, held to discuss the merits of a municipal
dump in Simcoe County Ontario (known as Site 41), the spokespeople were just
able to introduce themselves and get out a sentence or two of background before the
crowd began loud complaints. The public knew all the background, didn’t want any
more, and simply wanted the long-approved and studied dump cancelled [167].
They got their way over top of sound science and clear communication. The
empathetic and skilled moderator, an Osgoode Hall Law School LLM in Alternate
Dispute Resolution found that no one wanted to get to “Yes” or to “Maybe”. They
were content at “No.”""

The fallacy of expanded time can be seen in the urban crisis plans studied.
Several cities mandate a “windshield” survey of conditions or the use of an airplane
for such a survey, for example Kansas City [147]. These techniques are
time-consuming and out of date, since the widespread and easy use of drones. At
least two cities mandate issuing identification to reporters—time consuming and
unworkable at the scene of a crisis [168, 169]. Mississauga along with several other
cities, have a workload for the communications person (media monitoring, advice,
statement writing, media tours, photo-opportunities) which cannot be accomplished
in days, let alone on media deadlines [170].

5 Ambiguity Will Clearly Prevail

Some perceived wisdom in crisis management includes that the CEO must go to the
event quickly. Montreal Mayor Jean Doré was criticized for staying in the resort
area of the Laurentian Mountains, north of his city, during a flood [171]. Exxon
Chair, the late Larry Rawl was criticized for not going to Valdez, Alaska sooner
[172], when he had no operational role to play on the beaches.”' Union Carbide’s
Warren Anderson went to Bhopal, India after the chemical release there, was
arrested, and put in jail [173]. President George W. Bush was criticized for flying
over, but not stopping in New Orleans during Hurricane Katrina [174]. He may
have been hampered by the American convention and constitution that promotes
local response first and discourages the federal government from acting at the state
or city level. One wonders if stranded residents in New Orleans were familiar with
constitutional conventions.

There is a quip among emergency responders that senior politicians are a net loss
to the response. Their photo-opportunity and remarks stop the work of nearby
responders, they eat a sandwich or two, perhaps promise out of pocket settlements,

"The author was a consultant to Simcoe County on this dump and attended the public meeting
cited. The author recommended colleague Paul Williams, LLM to moderate.

""McAlpine [69, p. 17].
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and leave. It appears the ‘rule’ about going to the site is more of a guide, and
complex at that.

Risk perception explains some ironies and ambiguities. Highway deaths in North
America have hovered around 50,000 [175] for many years. This is not front page
news. But a crash in Northern New Brunswick that killed seven high school stu-
dents [176] did make the news and still does occasionally. We can visualize and
understand the plight of seven young students in the prime of life more clearly than
a large group of 50,000 unnamed people dispersed throughout the year across North
America. Flying is safer than car travel, but it’s estimated that nearly 1600 more
people lost their lives in the year following 9/11 because they chose to drive rather
than fly [177]. People are fearful of flying because it involves high technology, the
principles of which are not widely understood. Moreover, 9/11 was horrific and
created indelible memories. Drivers of their own cars felt in-control and safer, even
if they weren’t. The most expert risk communication may have done little good in
these years. Statistics on how safe flying is, and how airlines were suffering
financially would probably have gone unheeded.

On the issue of fast and clear communication in a crisis, this has not always
achieved the results desired. Dow Beer was linked with mysterious deaths among
habitual beer drinkers in Quebec City in 1966 [178]. The company acted quickly by
reversing the brewing process and dumping beer down the sewers of the city to the
point where the streets flowed with Dow’s product. Although there was never a
definitive link made between the product and the health effects on habitual drinkers,
the brewery lost a large percentage of its market share. Who would have thought a
brewery would pour good beer down the sewer? Consumers erred on the site of
caution, given the visual evidence they had. Similarly, Ball Park Hot Dogs quickly
withdrew their product and tacitly blamed their workers after a tampering case, later
found to be a hoax [179]. Pepsi resisted withdrawing their product, strongly and
rightly suspecting that the finding syringes in their soft drink cans were a result of a
hoax and copycat crimes [180].

Much has been made of the Tylenol case study in the academic and popular
literature, and in presentations at professional development conferences. The event
in which the famous pain reliever was contaminated with cyanide may be fading
memory, but it is still taught in many communication classes. The event seems to
support the value of clear and fast communication. Executives acted quickly,
withdrew the product, were open with reporters, installed an 800 number for
concerned customers, and part of the product re-launch strategy was to use an
excellent communicator, medical director Dr. Thomas Gates [181, 182]. What
appears to have been lost, however, is that seven relatively young people died
horrible deaths and no one has ever been charged or convicted of the tampering
crime. Effective risk and crisis communication should not blind researchers to the
human toll in an event.
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6 Discussion

A Martial Artist deals in the same measurements as a crisis manager or risk
communicator—inches. A Martial Artist may point to her solar plexus and note that
the difference between death and injury is inches—the distance between the solar
plexus and the ribs. Then, the difference between injury and vanquishing one’s
opponent is another few inches from the ribs to outside the silhouette of the body.

Everything is a trade-off. As ecologist Barry Commoner said in 1971, “There’s
no such thing as a free lunch” [183]. Jumping and spinning (as in the Martial Arts
movies) is a wonderful diversionary technique, and the opponent doesn’t know
whether a foot, fist, or chop is coming out of the spin. But, the spinner is unstable
and can be injured on landing. A kick is stronger than a punch, but kicking means
you’re balanced on one leg for a moment. A long lead with the arms means the
opponent has a hard time getting through your defense. But, with a long lead, you
lack the power in your punch that momentum adds, because you cannot harness the
force of a twisting, rising, or falling body. Few can match Bruce Lee’s famous “one
inch punch” and need a longer driving force to develop power.

In risk communication there are also trade-offs, that are not prominent enough in
the academic literature. While talking, even with great skill, one cannot also be
listening. While explaining technology and making risks understood, some audi-
ence members may feel manipulated. Those who don’t feel manipulated may
simply not understand. How realistic is it for busy people, those with below average
intelligence, or without a scientific education to understand heavier than air flight,
radon gas in their basements, bioremediation in an oil spill, or other such matters?
Has research determined what an ideal human might do in ideal circumstances,
should they ever exist?

6.1 There Are Few Easy Answers

Fifty years after interest in risk and crisis communication, there is still an unrealized
promise from serious academic study into the field. There remain contradictions and
gaps. This may be tolerable in normal times, but in risk and crisis communication,
when lives are at stake, we must surely rationalize the contradictions and close the
gaps. This is evident in the failings of many aspects of the one hundred emergency
plans studied.

Certainly best practices exist in urban emergency planning. Whether this is a
result of a thoughtful practitioner, experience with tragedy, or happenstance cannot
be decided here. But the practices cited above in Leeds, Kansas City, Sacramento,
Guelph, Auckland, NZ, Oshawa, and elsewhere are cases in point.

But why is the language in most city emergency plans relatively inaccessible to
average citizens—demonstrating inoperability? Are they written only to comply
with legislation? If so, they still could be in plain language and standardized
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formats. Are they mainly written as guidance for emergency responders? If so, they
need not be public. Are they written by committees, over time, with differing goals
in a changing chain of command?

If these plans are written for emergency responders, there is at least one school
of thought that indicates that many of the pages may not serve a useful purpose.
These pages contain definitions, roles, responsibilities, the legal regime under
which emergencies will be managed, glossaries, job descriptions, and the other
extraneous matters discussed above. On first reading of these elements, it is hard to
believe that police, fire, EMS, public works officials, and others need information
about the jobs they do every day or how they might be required in a crisis. In fact,
they may not need much information of any kind.

Researchers who have examined the decision making process of emergency
responders note a process termed “naturalistic” decision making or NDM.”? As one
might imagine, firefighters work diligently to put out a fire, rather than engage in a
discussion of the exigencies of combustion, or approaches from which to choose.
Emergency room doctors take action until no more action is possible, rather than
engage in a classroom-style discussion of what might cause or prevent death. NDM
is best used in situations which feature fluid and changing conditions, real-time
reactions, ill-defined goals, ill-structured tasks, and knowledgeable people (Klein
[184], p. viii). The related term “recognition-primed decision-making” describes an
emergency responder’s actions on the scene of an event which are driven by
recognition of situations and patterns. Those decisions are in a constant state of
re-evaluation based on new environmental information. New information yields
new action:

Rarely did the fireground commanders contrast even two options. We could see no way in
which the concept of optimal choice might be applied. Moreover, it appeared that a search
for an optimal choice could stall the fireground commanders long enough to lose control of
the operation altogether. (Klein [184], cited in Flin (1996) pp. 144—145).

Experience and training usually result in the responder picking a workable
option on first attempt. The goal is to satisfy, not optimize. One might argue that
decisions are made—where to stand, dousing flames, retreating and so on. But the
terms “naturalistic” and “recognition-primed” contrasts with the usual
decision-making process of selecting options, pondering outcomes, picking one
option, examining the actual outcome, and so on. The contents of urban emergency
plans as found in this study do not appear to be useful to responders. Klein, quoted
above, implies that these distractions can cause a loss of control, and then even
death.

Urban emergency plans suffer from a number of failings listed above, and the
miscalculation of what responders or the public need. This perhaps should not be a
surprise. There is no reason to believe that there is less miscommunication in offices
and professional lives than in our personal lives. We know anecdotally that personal

">The author wrote about this phenomenon in his unpublished doctoral dissertation in 2007.
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miscommunication is prevalent among loved ones at home. We should not be
surprised to find miscommunication in organizational life:

Much of the information in organizations has been gradually accumulated over a long
period of time, without any broader plan or strategy guiding its management. The result is a
very large body of content, much of which is out-of-date, inaccurate or poorly-structured
(Robertson, p. 2).

This observation is not specifically about emergency planning documents, but
applies. So does management expert Peter Drucker’s observation that: “layers of
management neither make decisions nor lead. Instead, their main, if not their only,
function is to serve as relays—human boosters for the faint, unfocused signals that
pass for communication in the traditional pre-information organization” (p. 7). Eric
Kierans’ position [185] that the modern organization is so complex that it is beyond
even senior management to understand and manage operations. Why should we
expect more from emergency plan writers, perhaps in the middle of the hierarchy in
cities? These general observations may explain the miscommunication within
emergency plans—no more mystery than the miscommunication in other offices
and departments in any organization. With regard to the overall emergency plans
themselves, at least one other researcher has noted deficiencies, and focused more
on why they may be present:

How does management proceed? Usually piecemeal. First, a security officer (probably
unqualified) is hired, followed by an alarm company together, perhaps, with guards and
gatekeepers. No attempt is made to make an independent assessment of the risk—present
and future—and then construct an appropriate plan based on that assessment, available
resources and vulnerability... Security, however, has even greater intellectual needs.

This author is describing general failings of the evolution of organizational
security systems. However, it may describe the evolution of an urban emergency
plan, as well.

In recent experiences in graduate school, the author has noticed behaviours
which may be relevant. The first is what Schon [186] might call the ‘profession-
alizing of everything.” Several disciplines refer to themselves as “professional” and
try to exhibit professionalism. Some have self-regulating bodies, as in Social Work,
Law, Planning, Education, and others. But there are degrees of authority, auton-
omy, and self-regulation. Architects and Engineers have stamps required before
certain projects can be built; physicians can write prescriptions; and lawyers are
officers of the court. But what is the authority of a city planner or emergency
planner? A project can go forward without a city planner’s permission and there is
no planning stamp. Emergency management and emergency planning is not yet a
profession in this sense and has even less authority. In many cities, the writing of
plans may be personality driven, with a strong or charismatic person in the police,
fire service, or, mayor’s office leading. Or there may be someone with special
experience or skills from previous experience (military, bigger city, major event).
These matters may contribute to the asymmetrical approach found.
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Another notion observed is that some who practice in a discipline seem intent on
working partly in another field.”” Planners study gender issues, settlement of
refugees, urban agriculture, urban murals, and other diverse issues, when there are
programs in gender, sociology, social work, agronomy, art, and forestry within
other university faculties and city departments.”* Whether those who appear to be
encroaching on another discipline think theirs is the superior field and should
subsume another, whether they are not sufficiently stimulated by their field, or if
there is another explanation, cannot be decided upon here.

Finally, there seems to be a desire to use the technical and scientific terminology
of what may be harder disciplines. The author has heard many civilians in the
Department of National Defence in Canada adopting military terms (‘in country...
chain of command...alongside...haul onboard’). In the oil and mining industries,
non-engineers speak of ‘flanging up’ something to complete a task. In a recent
urban planning class dealing with bicycles as transport, there were references to
epidemiological studies of injuries among non-medical practitioners. Few
non-lawyers attempt to render a legal opinion, and fewer lawyers and law societies
tolerate this. Yet there are examples in the urban emergency plans studied which
seem to long for, and imitate the certitude of a legal ruling, military precision,
scientific methods, the clarity of architectural renderings, and so on.

These and other matters constitute fog and friction. Asymmetry and adopting
other disciplines’ methods and terms may bespeak a lack of confidence in the
emerging emergency planning field among its members. It may also be the written
version of the traumatized earthquake victim picking up soda cans in order to inject
meaning into a chaotic event. Jargon, diagrams, lists, glossaries and such may cause
writers to feel that there has been a comprehensive job, well done, employing the
semantic and schematic resources of several fields. If the document appears to
incorporate military precision, scientific certainty, a designer’s visualization, and a
lawyer’s citations, perhaps the writers and even readers will feel they’ve brought
order to a future chaotic situation.

An often cited impediment to progress is a lack of funding. This is cited in many
emergency plans. Yet, a summer student or intern could find the best practices cited
above, and incorporate these into a city’s emergency plan at little or no cost. The
incuriosity in the emergency planning field”> gives pause, as does the lack of
communication among the response hierarchies in the cities studied.

More specific, clear, and standardized approaches would likely be safer.

"3This seems particularly the case as of late, with the emergence of “Interdisciplinary Studies” as
its own specialized field of study. Universities such as Royal Roads and Lakehead have developed
well respected studies in this discipline.

74The author has witnessed this occurrence over the course of his Urban Planning studies.

S As part of the research for Safer Cities (2011), the author and his colleague Ashley McIntosh
sent a survey to 87 cities covered by the study of plans. Of these, 14 replied and one partially
replied.
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7 Areas for Further Research and Action

Risk Communication still holds promise. In fact, it is surely still the best available
data on how to influence people’s risk perceptions and reactions to risk. And yet,
not enough progress has been made in almost five decades of research into the
topic. If it can be determined just what information at what stage of an event will
affect which segment of the population, this would be valuable information for
industry and government. This data needs updating in the context of social media.

One size will not fit all in a unitary state, a federation with weak mayors, and the
American system of strong city governments and home rule. Research that cites
experiences in multiple jurisdictions may be weak. Asymmetry is expected and may
produce effective results. That asymmetry needs to be clearly stated and explored.
But the diversity found in the 100 urban emergency plans studied is surely far too
broad and varied. The animosity to federal aid in American is noteworthy and may
date to the revolution and Civil War. Perhaps it’s no surprise that the Presidential
order specifying clear and standard communication has not borne fruit. Other than
city by city, how one could make emergency plans more standard in the US is
beyond this research to address.

In Canada, we have a similar problem, but it is more technical than constitu-
tional. We don’t have the history and culture which support the notion that local
government is favoured. The technical issue is a dichotomy perhaps. Our consti-
tution only mentions local matters but not local government [50]. One might
speculate that most founders, being from a unitary state, saw little need to make
provision for more than two levels of government. This is only speculation. What
did occur though, is that local government grew out of local needs for fire pro-
tection, police, and other services. Provinces then enacted legislation creating
municipalities, subject to provincial oversight.

The dichotomy occurs upon reading the Canadian Supreme Court’s ruling on
so-called subsidiarity. The term embraces the legal notion that the level of government
which is closest to citizens is most able to provide services [50, 187]. The Court has
stated that “law-making and implementation are often best achieved at a level of
government that is not only effective, but also closest to the citizens affected and thus
most responsive to their needs to local distinctiveness and population diversity.” The
Court has only said that this is “often” the case, and “often” may well not include the
writing of emergency plans. It may not always be accurate to describe city governments
as “effective” either. This case could be argued, perhaps, but it is not immediately
obvious that city governments should be described as effective, or more effective than
provincial, or the national governments. Do they achieve a value for dollar spent or
benefit to the taxpayer that exceeds other levels of government? One suspects this
research has not been done. Nor might many city governments be “closest to the
citizens.” Perhaps many voters feel closer to their provincial or federal representatives.
Media coverage may focus more on senior governments. Moreover, are cities more
responsive to the needs of constituents than other levels of government? This is a case
that needs to be proven, not merely asserted.
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In terms of “local distinctiveness and ... population diversity”, these are popular
terms in contemporary discourse. They once were code words for ‘states’ rights’ in
the US, even as recently as the 1964 Barry Goldwater campaign, when the
Presidential candidate referred to “diversity” as just such a code word [39, pp. 245—
248]. Yet, notwithstanding legal quips to the contrary, people do not drown dif-
ferently during floods in the Fraser Valley versus the Saint John River Valley.”®
Burn victims suffer in the same ways, regardless of city of residence. So do those
impacted by weather events, terrorism, and so on. There are dietary needs, local
culture, religion, and languages that may affect response, but it is hard to imagine
diversity being so pronounced that the vastly different approaches to emergency
response found are in fact required.

There is another reason for standardization. Many Canadian cities are close to or
straddle a provincial border. Lloydminster, Saskatchewan, Ottawa, Ontario, and
Sackville, New Brunswick come to mind. Many Canadians commute across a
provincial border for work or to recreation properties. The notion that emergency
plans should be consistent for these and other citizens is a case that appears to be
made by its own assertion.

Thus, at least some provincial action seems required. There are forums such as
Question Period in the legislature, estimates committees which scrutinize the
Municipal Affairs Ministries’ spending, as well as standing and select committees
of legislatures. Officials in the appropriate ministries, from political staff to the
Director level in the civil service, might rightly inquire into the state of municipal
emergency plans. While not as newsworthy as a Council of the Federation or First
Ministers’ conference, there could be discussions among the appropriate ministers
in a dedicated national forum, or as an agenda item in existing bi-and multi-lateral
fora.

For those who rightly agree that emergency response lacks a political con-
stituency [19], one needs a strategy other than suggesting that politicians campaign
for government on a platform to improve resiliency, evacuation times, and such.”’
Perhaps Albuquerque, NM holds a key to success. Their city plan states that:

The benefits of mitigation planning go beyond solely reducing hazard vulnerability. Related
measures emanating from a mitigation plan such as preserving open space, protecting vital
infrastructure, designing sustainable buildings, maintaining environmental health, and
protecting critical facilities meet other important community objectives including public
safety, natural resource protection, and business development.”® [118, pp. 2-3]

There are thus multiple benefits from, and surrogate ways to approach urban
resiliency and effective emergency planning. These city building matters do have
broad constituencies which can and should be mobilized.

"Makuch [50] entertainingly expresses a similar thought: “What’s good for Goose Bay is not
necessarily good for Gander.” p. 168.

"7See Berke and Beatley, p. 6.
"8See the City of Albuquerque, NM, Hazard Mitigation Plan, page 2.
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8 Conclusion

That more work needs to be done is a simplistic and hoary prescription. While there
are gaps and inconsistencies in the risk communication literature, it is still a good
guide, especially in the cautionary note from the military that there will be fog and
friction. There is no reason to abandon good, but incomplete data. There is also no
reason to refrain from vigorous improvement.

The main prescription advocated here is for senior governments to take the lead
to ensure adequate and standard emergency plans. This may be difficult in the
United States, but possible in other countries. Governments have numerous fora in
which to make urban preparedness issues known. If there isn’t the will, law or
tradition to impose improvements, these senior governments could publish a list of
large urban areas which are in or out of compliance with existing laws. This might
engage news media and citizen groups, and embarrass cities into taking action.

Governments also have a regulatory role. If emergency response organizations
fail to evolve as self-regulating professions, others could take action. Colleges and
universities could embark on a more rigorous diploma and degree-granting pro-
gram. Governments could encourage or enforce standards, qualifications, and
outcomes of the work of emergency responders.

Otherwise we may repeat history. The loss of life during the 2003 Great White
concert in Rhode Island [188] brings to mind the hundreds of lives lost in similar
fires over one hundred years. The Laurier Palace Theatre Fire of 1927, Iroquois
Theater fire of 1903, Triangle Shirtwaist Factory fire of 1911 [189] and many others
are testament to our not having learned sufficiently from these tragedies.

There will be power outages in the future. There will be ice storms in Canada,
tornadoes and hurricanes in the southern US, and floods across North America.
These may increase as a result of climate change, as indicated in Boston’s com-
prehensive document. It will not provide sufficient solace to victims of future events
or the loved ones of those lost in past events to muddle through or offer the fact that
we’re making progress as an excuse for the state of our emergency plans. As Toft
and Reynolds [190, p. xii] have pointed out: “[w]e owe it to those who have lost
their lives, been injured, or suffered loss to draw out the maximum amount of
information from those lessons and to apply it to reduce future suffering.”
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Disaster Forensics: Governance,
Adaptivity and Social Innovation

Dorte Jessen

Abstract This chapter seeks to contribute to the discourse on disaster forensics, by
arguing that the root cause and complex causality is ultimately governance, ideally
cultivating the collective ability to navigate disasters rather than to command
control. The focus will be on the social dimension and its impact on disasters.
Governance theory, combined with complex adaptive systems theory (Duit and
Galaz in Gov Int J Policy Adm Inst 21(3):311-335, 2008 [12]), will provide the
analytical foundation for the examination of Hurricane Katrina and the Fukushima
Daiichi nuclear disaster. The theoretical deconstruction will reveal that the tradi-
tional virtues embedded in the social amplification of risk (Kasperson and
Kasperson in The social contours of risk, volume I: publics, risk communication
and the social amplification of risk. Earthscan, London, 2005 [21]), remain at the
heart of complex causality. With this insight, it is observed that social innovation,
with its inherent positive connotation (Matei and Antonie in Soc Behav Sci 185:61—
66, 2015 [28]), is expanding the horizon for how social divisions, vulnerabilities
and resilience are measured. Optimistically, it is suggested that social innovation,
driven by civil society, may prove a vital component in the creation of a new social
narrative.

Keywords Governance - Social amplification of risk - Reflexivity - Social
innovation

1 Introduction

Undeniably, science has equipped us with a growing understanding of the dis-
cernible patterns of natural destructive phenomena [42: 53], while complexity
theory has taught us that understanding is not the same as being able to predict [25:
409]. Thus the obsession in the pursuit of disaster aetiology forensics is driven by
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the innate need and human desire to apply order and structure, effectively increasing
the collective illusion of control. Efforts which to some are rendered futile as
accidents will happen [33]—it is only a matter of time. And once they do, it is only
a question of how big a role human error played in its demise and the extent of its
destruction [34]. The purpose of this chapter is to contribute to the discourse on
disaster forensics, arguing that the root cause and complex causality is ultimately
governance, ideally cultivating the collective ability to navigate disasters rather than
to command control. The focus will, in particular, be on the social dimension and its
impact on disasters.

The opportunities and latitude for collective organizational growth will be
demonstrated through Governance Theory with a Complex Adaptive Systems lens
[12]. The discourse will establish that at the heart of complex causality, traditional
virtues such as the social aetiology of disasters [42] and the social amplification of
risk [21] remain. This is coupled with High Reliability Theory [23]; the art of
challenging weaknesses within the system to expose ‘black swans’ [27]. This will
ideally foster behavioural change; enable early warnings, and minimise the impact
by turning these majestic black creatures into grey swans (less black more white).

Governance as the root cause of complex accident aetiology, will be argued
through Hurricane Katrina, the embodiment of complex causality. Katrina taught us
that in the wake of catastrophe, the root cause can be altered in the name of
re-examination [37]. This means, that disaster aetiology cannot be separated from the
public interest and politics, and existing power structures. Looking at other cultures
with different governance structures in place, but where the patterns of disaster aeti-
ology in principle remain the same, will add texture to the examination. To this end,
the Japanese Fukushima Daiichi nuclear power disaster, where avoidance, selective
exposure and information rejection [38] and a deeply culturally anchored respect for
authority and protocol outranked that of safety, will serve as an example.

Increasingly, governance involves non-governmental actors hailing from the
private sector and civil society. Society, in its pursuit of social protection is con-
verging to strengthen civil society, social capital and relational dynamics, through
social innovation dynamics.

The argument will draw to a close by optimistically suggesting that social
innovation fuelled by civil society, may prove a much needed agent of change in
the creation of a new social narrative.

2 Complex Adaptive System Traits in Governance Theory

There is a discernible world pattern of disaster proneness and chain of events
precipitating a disaster, ideally enabling us to treat the underlying root causes
precipitating disasters, rather than the symptoms [42: 55]. Scholars have long come
to realise, that although detectable, these patterns are not predictable, let alone linear
[12: 311], and that these chains of events are compounded or diffused by the type
and style of governance resident in a given context. This realization has spurred
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connections to complexity theory, which offers a far broader scope for analysing
non-linear cause and effect. In particular, Complex Adaptive Systems
(CAS) Theory has proven beneficial for increasing the understanding of governance
in relation to disaster management and complex causality, as it includes a much
greater range of variables [12]. Its multiple strands of complexity paradigms,
self-organised criticality, social equilibrium and stability serve to advance theo-
retical analysis of social dynamics and policy [35].

While governance theory explains how various governance systems and the
capacity of their buffering and amplifying abilities are critical in determining the
impact of disturbances (i.e. disasters), and how multi-level governance coexist and
interact across societal levels [12: 312], complexity theory aims to deepen our
understanding of unpredictable systems with multiple temporary equilibria,
self-organisation through integration and disintegration [9]. The latter does so
without insisting that all aggregate outcomes should be fully understood, with futile
efforts of delineating variables and causal effects through various paths of oppor-
tunity and abstracting away their interdependencies and non-linear interactions.
Instead, CAS operates at an inherently multi-level of abstraction, because order is
dependent on lower-level behaviours as part of their constantly shifting integrative
cross-level foundation, making CAS models and ordinary causal models comple-
mentary, not rivals.

As such, there is no single component that dictates the collective behaviour of a
complex adaptive system. Instead it is possible to focus on an agent in its local
environment, as part of a system that self-sustains by importing energy, enabling
agents within the system to self-organise, co-evolve and adapt to the environment
over time, and through these transformations constantly create temporary equilibria,
conceived by shifts in the patterns of interconnectedness [3: 219-220]. This is, as it
turns out, very useful in the enquiry into the hidden sources of order [35: 116]
embedded in governance and complexity theory, which for the purposes of this
discourse will focus on the institutional and collective social behaviour and its
impact of disasters.

The quintessential role of government is to provide broad social protection to its
citizens, an obligation which includes catastrophic events [10: 336]. Yet, the classic
symbiosis of governance, social protection and constituency is mutually dependent on
‘the conflict between the stability-inducing role of institutions and their capacity to
experiment, innovate, and learn from changing circumstances’ [12: 319]. This insti-
tutional flexibility and robustness can be represented by the constant tension between
exploration and exploitation. Exploration denominates the ‘search, variation, risk
taking, experimentation, play, flexibility, discovery, innovation’, while exploitation is
defined by ‘refinement, choice, production, efficiency, selection, implementation and
execution’ [26: 71]. The strength of a governance system’s capacity for exploitation
and financial viability is contingent on cooperation, and depends on social acceptance
of institutional rules, including norms of force, hierarchy, trust, network structures,
reciprocity and belief-systems [12: 319]. Especially this voluntary acceptance of
social control [13: 790] is a critical dimension in building trust and stability in relation
to social protection in vulnerable communities.
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Exploration is determined by a community’s capacity to learn, experiment,
trial-and-error new policies and institutional configurations, evaluate and to gather
and analyse information. These processes are all known to be costly, both in terms
of physical, monetary, human and social capital, rendering the capacity for
exploration contingent on available resources and ‘is reflected by the quality of its
educational system and informational infrastructures such as the existence of
independent universities, research institutes as well as in arenas for public debate
and science-policy dialogues and unbiased mass media’ [12: 320]. Intuitively, in the
pursuit of predictability and stability, people seek to establish institutions and norms
of reciprocity. But stability is accompanied by rigidity, and while it is necessary for
improving exploitive activities and to raise overall welfare, it is counter-productive
in terms of maintaining a flexible and dynamic society. Therefore, building on
March’s delineation of exploration versus exploitation, Duit and Galaz argue that
the adaptive capacity of a governance system is a function of the trade-off between
exploration and exploitation, rooted in the fundamental tension between the mu-
tually opposing needs for institutional stability and change [12: 320], emphasis
added). Accepting this realisation, assisted by a diagram dominated by two
parameters: exploration and exploitation, four governance types can be distilled:
rigid, robust, fragile and flexible, each representing the adaptive capacity within
each governance system [12: 321-322].

Governance in societies with a high level of exploitation and a low level of
exploration are considered rigid as it maximises stability, but lacks flexibility. As
long as no surprises occur, this state-dominated, centralised governance model is
the most efficient form, as it capitalises on the stability and predictability necessary
for keeping transaction costs low. Japan is considered an example of a state-centric
governance system [12: 320].

Societies with high levels of both exploitation and exploration are considered
robust as it is equally apt to provide firm state governance, long-term transformation
processes, and navigate sudden changes. This is ‘an ideal state in which the
rigidity-inducing effects of institutions are kept from obstructing necessary pro-
cesses of exploration’, but does not exist in its purest form. ‘The robust governance
type is the only governance type that has a sufficiently high level of adaptive
capacity to be able to respond to all sorts of complex processes’ [12: 321]. The
closest proxy would be High Reliability Organisations (HROs) [12: 321] charac-
terised by ‘early detection of change, flexibility in decision making in combination
with dense patterns of cooperative action, and the ability to reorganize’ [22].

One may wonder why this pure form does not exist, and what it would take for it
to come to life. The answer may be found in the mutually opposing tension—
perhaps even mutually exclusive tension—between exploration and exploitation.
The value of imminent danger and potential annihilation (nuclear power-plants and
space programs) should also not be underestimated as a catalyst for introducing
direction at all levels of governance. Clarity of the purpose of compliance in a
population, may be one of the reasons why the robust governance style not only
does not exist in its purest form among sovereign nations or societies, but why the
examples or proxies are borrowed from organisational structures, constructed by the
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single purpose and motivation, with a well-defined goal such as safely running a
nuclear plant, or launching a space mission—without the ambiguity of running a
country.

In other words, the ability to reorganise at different levels due to the high
element of network-based connections with apt decision-making capacity, risk of
sub-optimisation or to compromise the overall goal is minimised as decisions taken
at all levels of the organisational structure are guided by the pursuit of a clearly
articulated goal. It is not a dictatorship—it is not a democracy either. It is a col-
lective consciousness, guided by a clear goal and purpose of compliance. It may be
naive to imagine that something as complicated as running a country could ever fall
into this category, but it does not mean that one cannot speculate what it would take
to at least find inspiration from the application of the purity of its principles.

Returning to the review of governance types; fragile denotes low levels of both
exploitation and exploration. It is, by and large, traditionally observed in devel-
oping nations, as they face difficulties building institutional knowledge and capital
due to high transaction costs. This compromises their capacity to reorganise and
adapt to changes in the environment, with little resilience to buffer effects of shocks,
inadvertently fuelling a vicious cycle, rendering them unable to ‘achieve even
moderate levels of economic development and human well-being’ [12: 322].

Finally, the flexible governance system with high exploration and low
exploitation, enjoys well-developed capacities for exploration (e.g., learning pro-
cesses, feedback loops, monitoring schemes, resources, and capital) but is lacking
in the capacity to transform these gains into economic growth and long-term
opportunity. Flexible governance models are suggested to thrive in the welfare
regimes in France, Germany, and the United Kingdom and have a certain level of
capacity (incl. finances) and ability to adapt, yet hampered by their deep rooted
individual and democratic heritage as the exploration factor lacks direction and is
uncoordinated, and in the spirit of individualism, creating niche upon niche, thereby
simultaneously presenting innovative dynamics and systematic organizational
failure [12: 322].

Germany, however, might have distanced itself from this classification with a
prominent production component in their sound national economy as well their
adamant and broad support to the escalating refugee crisis in Europe during the
course of 2015. It bears witness to the ability to adapt to a new situation, promptly.
Whether their leadership by way of managing the refugee flows will have a
long-term effect not only on Germany but also the rest of Europe, is yet to be seen.
No doubt, the solution will be Trans-European, and perhaps this will be an
opportunity (or risk, depending on the lens) to further merge the governance models
in Europe, this time, with a clearly articulated common goal. Suffice to say, the
unprecedented refugee streams into Europe in 2015 are likely to become a defining
moment and a game-changer in European governance, the historic significance of
which is yet to be fully realised.

The adaptive capacity within each of the four governance types, depends on the
rate of change and the degree of predictability rendered in a conceptual space (refer
to Fig. 1). Not surprisingly, the ideal (and possibly non-existing) robust governance
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Fig. 1 Adaptive capacity of four governance types (Source adapted from Duit and Galaz [12]
‘Governance and Complexity: Emerging Issues for Governance Theory’, p 323. Note governance
types added)

model can handle rapid/high rate of change with high unpredictability, steadily and
without losing balance, as it is equally equipped to handle surprises, high impact
and status quo. Meanwhile, the fragile governance system is equally unequipped to
handle either, and will easily lose its equilibrium with even a low impact or small
change [12: 323].

More interesting perhaps, are the conditions surrounding flexible—or
Network-Based Governance (NBG)—as it, with its multiple governance levels, is
able to harness changes and apply learning capacities and instant decision-making
capacity, based on both formal and informal linkages with institutional diversity.
While this type may be very efficient in responding to rapid changes (i.e. disasters),
as long as the disaster is concentrated in a limited space where the informal and
repeated social interactions can sustain themselves, it is less suited to convert this
into long-term economic opportunity due to its low ranking on the exploitation
dimension. It is worth noting that when dealing with a large-scale rapid onset
disaster, the NBG model may lose its effectiveness as a disaster may demand quick,
unilateral responses outside of the immediate vicinity of the NBG decision-making
arena [12: 324].

This, however, is the State-Dominated Governance model’s forte, given the
legitimacy of the democratic state amongst its citizens and its ability to distribute
powers both within different levels of government and civil society with accepted
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authority, it can be argued that it may provide for the stability of governance infras-
tructure to soundly navigate disasters [18]. Although it may be somewhat hampered
by its limited capacity to deal with information deficits, time of travel of information to
decision makers and biased information management once it gets there. Given the path
dependency with its strong institutions and norms, this governance model is not well
equipped to deal with novel and fast changes [12: 324], but theoretically well
equipped to deal with disaster, with the understanding that decisions need to be taken
abruptly perhaps even abrasively within the legitimacy of the state, to limit the impacts
of disaster. The US federal emergency management system can be considered an
example of a rigid governance type [14: 235].

With this combination of complex adaptive systems traits in governance theory,
a framework for analysing disaster forensics emerges. With an infinite variety of
possibilities, it is virtually impossible to predict an outcome of an event, as they are
inter-twined and linked with an endless number of feedback loops and paths of
destruction. As are the social adaptations—equally unpredictable—which further
enable these capricious patterns. Through the case examples of Hurricane Katrina in
2005 and Fukushima Daiichi Nuclear Power Disaster 2011, it is suggested that
governance, regardless of culture, is at the core of disaster forensics, and with better
understanding to enable a more suitable governance, disasters can be avoided, or at
the very least, the social impact reduced.

3 Hurricane Katrina, 10 Years on

Hurricane Katrina made landfall on the Gulf Coast August 29, 2005 and is regarded
‘the most destructive natural disaster in American history’ [41: 1]. Havoc and
destruction followed in her path, with entire coastal communities obliterated by the
storm surge, killing more than 1300 people. New Orleans was one of the worst hit
areas. Its 350 mile levee system was stressed past breaking point with overflowing
and breaching the levees, flooding the city, much of which is below sea level [41:
34-35]. The vast majority of the fatalities (80 %) hailed from the New Orleans
Metropolitan area, many of whom were elderly or infirm [41: 8]. At the height of
the disaster, approximately 80 % of New Orleans flooded, transforming Hurricane
Katrina into a ‘catastrophe within a catastrophe’; devastating the lives of countless
residents and presented state and local officials with challenges vastly exceeding
their capabilities [41: 36].

A mass evacuation was called during August 30, mainly due to massive
flooding. Despite concerns, the Superdome stadium was opened for the general
population as a shelter of last resort, and by midnight, 12,000 people had arrived
[41: 29]. Footage of an overcrowded and uninhabitable Superdome, and startling
images of desperate residents marooned on rooftops were broadcast [37: 3] and
etched into the public memory. Emergency preparedness and plans were all put to
the ultimate test, and fell short.
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The wider American public responded by directing disappointment and frus-
tration at the local, state and federal government and their apparent inability to
respond effectively to the crisis. In the wake of 9/11 five years earlier, and the
associated structural changes with the Federal Emergency Management Agency’s
(FEMA) move into the Department of Homeland Security, which was widely
perceived to hamper FEMAs capabilities in dealing with natural disasters [14: 227],
‘millions of Americans were reminded of the need to protect themselves and their
families’ [41: 1].

Ten years on, Hurricane Katrina, remains part of the public domain and con-
sciousness. She has been extensively researched, and has virtually become the
embodiment of complex causality. In the study of causal evolution, Katrina taught
us that in the wake of catastrophe, the root cause can be altered before one’s eyes in
the name of re-examination [37: 6]. The complex causality of Katrina was the
centre of extensive post disaster controversy, much of which was motivated by
establishing culpability and with that, liability [37: 10], leveraging existing power
structures and capitalist interests, proving once again, that disaster aetiology cannot
be separated from public interest and politics. While it is not unusual for the causal
chain to be refined and adjusted as the dust settles after impact, and the disaster
aetiology forensics process and legal apparatus is engaged, it is unusual to see a
dramatic causal shift.

In the immediate aftermath of Katrina, it was widely accepted that a massive
surge of water caused by a hurricane engulfed the city [37: 7], attributing it as a
natural disaster. Engineering examinations would later identify defective, breached
levees ‘catastrophic structural failure’, as the cause of flooding (as opposed to the
storm), essentially a geo-technical failure. Now attributed a man-made disaster, it
was far easier to assign blame, which was directed at the Army Corps of Engineers
[37: 12]. Finally, the controversy moved on to attribute the flooding as an envi-
ronmental disaster, by virtue of the Mississippi River Gulf Outlet Shipping
Channel, which, after 40 years of increased salinity was slowly eroding the pro-
tective environment. The wetlands and barrier islands were critical in protecting the
coastal areas from a storm surge. Yet, long-standing political factors inhibited
wetland and barrier restoration due to conflicting political and economic interests in
the oil and gas extraction in the area.

This dissonance between ideology and policy resulted in erosion and stark
decrease of the Louisiana wetlands and marsh, making the region more vulnerable
to hurricanes [43: 24-25]. Less swamp and fewer trees were noticeable to the naked
eye, while a more virtual depiction of its importance was that the shipping channel
alterations in topography had provided for a ‘hurricane highway’ said to funnel
water directly into the heart of the city. As with the levees, the Army Corps was
kept accountable for the extended lack of maintenance of the shipping channel,
resulting in erosion [37: 19, 43: 30].

Information management and public perception played a central role in the
after-math of Katrina, as did governance, especially in the interaction between the
different levels of government. As previously established, the adaptive capacity of a
governance system is amplified or attenuated by the interplay between various
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levels of government. In theory, Katrina would have enjoyed the benefits of all of
the above, except she didn’t. Instead, the lack of structured governing arrangements
exacerbated the lack of preparedness, impeding New Orleans’ ability to respond,
effectively exposing ‘the failure of a nonregime’ [6: 517]. But first, before exam-
ining these dichotomies, a review of Fukushima nuclear disaster, which like
Katrina, had an incubation time of 40 years.

4 ‘Myth of Nuclear Safety’ and Black Swans

A culture of complete nuclear safety had developed in the Japanese nuclear industry.
Natural disasters were considered low risk, thus only limited resources were allocated
to mitigating measures and disaster preparedness. And in accordance with classic
group behaviour of minimising cognitive dissonance, information not conforming to
pre-existing attitudes pro-nuclear power was avoided, ignored or distorted, ultimately
contributing to a ‘myth of nuclear safety’ [38: 60].

This was a contributing factor to the lack of preparedness, when a powerful
earthquake struck the east coast of Japan in March 2011. The earthquake generated
a major tsunami, killing almost 20,000 people and causing multiple meltdowns at
the Fukushima Daiichi nuclear power plant [2: 2], causing ‘the worst nuclear dis-
aster in history’ [17]. Explosions at the nuclear power plant caused the release of
radiation into the environment, affecting thousands of people living in the vicinity
[2: 11], 150,000 of whom were evacuated. It was regarded by the Chairman of the
subsequently established Nuclear Accident Independent Investigation Commission,
as a ‘profoundly manmade disaster—that could and should have been foreseen and
prevented’ [32: 9].

The Japanese nuclear industry was promoted with unwavering clarity throughout
the past four decades, and was, for all intents and purposes, relatively accident-free.
Substantial resources were invested in nuclear power compared to other sources of
energy, more importantly, personal guarantees and social capital had been put
forward in the promotion of nuclear energy. In Japan, personal endorsements are
not offered willy-nilly, and certainly not at that level of government. The nuclear
industry structure was institutionally flawed as the regulatory bodies did not have
legislative power to implement safety measures, and the main regulatory body
Nuclear and Industry Safety Agency (NISA), was part of the Ministry of Economy,
Trade and Industry, which was responsible for promoting nuclear power [38: 60,
32: 9]. While these structural observations in themselves were concerning, the
intimate, ‘totally inappropriate’ relationships between corporate and political
sectors [32: 43], including authorities who were responsible for nuclear safety,
further burdened the structural impartiality. In fact, it was so common for a retiring
government official to accept highly paid jobs in the industry, that a term was
coined to express this phenomenon of amakudari—or ‘descent from heaven’
[2: 27]. “With such a powerful mandate, nuclear power became an unstoppable
force, immune to scrutiny by civil society’ [32: 9]. Needless to say, if it is
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unthinkable for a mere mortal to lose face in Japan, then let alone an affluent
member of the business and society with an air of deity.

Collectively, the nuclear industry could not afford for nuclear power to fail. Not
financially, not personally. Failure in either avenue would be detrimental to the
identity of the industry, and it would be seen as ‘losing face’ which is unthinkable
in Japanese culture, especially in the elite. This devotion to obedience and reluc-
tance to question authority [32: 9] resonated with the state-centric governance
system, which fuelled predictability and stability, at the cost of flexibility, which
became apparent in the subsequent disaster forensics and investigatory process.

A common misperception is that an accident-free track record is an indicator of
safety. One problem with that is, that systems are inadvertently inhibited with latent
failures or ‘resident pathogens’ [34: 74] thus it does not take into account the
unrecorded adaptations, adjustments and tweaks constantly applied to keep an often
imperfect system operating safely [34: 84], or inadequate tolerance built into the
system of an external event. This is true, regardless of culture and governance
structures, where the patterns of disaster in principle remain the same, and where
predictable chains of error are left unattended, rendering the organisation unable to
detect that an incremental mistake is compounding [29]. It can be the result of
taught oblivion (much like group think, with a cultural dimension), or simply a
flawed safety-culture.

Therefore, the operator of the Fukushima Daiichi Nuclear Power Plant, Tokyo
Electric Power Company’s (TEPCO) argument that ‘severe accidents only occur
every 100 years, and the lifespan of a reactor is shorter than that’ [38: 60] as
TEPCO’s justification for refraining from implementing recommended safety
procedures [32: 28], seems not only flawed, but alarmingly naive. And that is
coming from a high risk industry, which is trusted nationally and internationally to
honour their responsibility of constantly testing and adapting their high risk systems
to changes in the environment, and most importantly: relentlessly and systemically
challenging the system for weaknesses and latent errors to expose blind spots or
‘black swans’, effectively expanding the risk horizon and realm of possibility [27:
330], thereby stimulating the chances of active foresight [40: 65].

Perrow maintains that no matter how hard we try, accidents cannot be prevented.
At best the frequency can be reduced [33]. High Reliability Theory complements in
its continuous quest in search of systemic weaknesses, stemming latent errors
before causing disruptions and seeking to de-couple elements and allow for more
flexibility [23]. This view is supported by Reason, who discerns that it is not the
pursuit of excellence which will bring the best outcomes, but instead an ability to
detect and correct mistakes en route, within the given level of flexibility [34: 97],
essentially navigate rather than control.

This is exactly what Complex Adaptive Systems theory promotes, although with
many more variables. But a prerequisite for this to happen is that the governance
allows for this flexibility. During Fukushima it did not. Let alone Katrina.
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5 Navigating the Social Dimension of Disaster Forensics

Hurricane Katrina, without question, impacted the lower levels of society at a far
greater rate than the more affluent members. In the case of Fukushima, vulnerability
was impacted by filtered information flows, biased signals and a collective disre-
gard or acceptance of risk. How is this reflected in governance? And how can
governance address these issues? Typically too great an emphasis is placed on the
scrutiny of the natural hazard itself, with only fleeting attention to the underlying
sociological root causes that create vulnerability to natural disasters, and how social
initiatives engage community and civil society [44: 18-20]. While it pre-dates both
Katrina and Fukushima, it is a fair and very applicable observation, especially when
contrasted with the controversies surrounding Fukushima, which was afforded a far
more nuanced social lens in the theoretical deconstruction of its disaster aetiology.

In the late-modern, reflexive risk society, socio-technical and industrial disasters
have become the norm [4]. While the environment is steadily turning more volatile
and unpredictable, the public expectations for social protection has increased, and
the tolerance for disasters and impact diminished, approaching zero. In other words,
the two poles are headed in extreme opposite directions, leaving little room for
reconciliation. Reflexivity has so far been the coping mechanism, ‘keeping society
honest’ through an equilibrium held in check by multiple strands of constant
opposing tension. While this has been the cautiously optimistic accepted locus, the
question is now, whether a new state can be born from this condition that may
inspire social innovation.

The increasing frequency of disasters is accompanied by an increase in the vul-
nerability of the population at risk, thus the social causes of disaster commands
attention, especially underlying vulnerabilities and predispositions to disaster asso-
ciated with rapid population growth and population density [42: 53-54]. Disaster
vulnerability is a social construct. It is the economic and political power disparities
between groups, disparities in the distribution of assets (i.e. knowledge and infor-
mation) and disparities in social protection (i.e. disaster relief and recovery resour-
ces). Inequities in societal arrangements are likely to replicate themselves during and
after disaster events and makes addressing those inequities a difficult political
proposition and effective preparedness often is hampered by political and beha-
vioural constraints [14: 237], a basic vulnerability premise easily applied to Katrina.
According to Kasperson, the way risk is collectively experienced is referred to as the
social amplification of risk. It denotes the social structures and group behaviour that
shape the perception of risk, how they result in individual and collective responses
and their effect on community, society and economy [21: 101]. This means that
vulnerability is spawned by social, economic and political processes; all of which
influence how hazards affect people in varying ways and with differing intensities
[44: 7]. Governance in its purest form is able to address these issues, and inherent in
all governance types, is an element of social amplification—or attenuation—of risk,
depending on the gearing. Risk communication and information flows are integral
parts of forming an individual or group’s perception, as they can intensify or weaken
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the information available, and filter what is attributed to a risk, essentially distorting
the signal [21: 102-105]. Thus, the social amplification of risk along with social
protection provides a framework for analysing the strength and type of governance,
in relation to disaster aetiology.

The impact of Hurricane Katrina devastated the poor neighbourhoods of New
Orleans—especially in the Lower Ninth Ward. Evidently, in terms of lives at peril,
the residents unable or unwilling to leave were at greatest risk. While this seems
rudimentary, a large element of risk perception, which is framed by the social
amplification of risk lens, determined the actions of the population. Although free
busses and basic accommodation were made available, residents stayed for a
number of reasons, including being unable to leave due to unavailability of money,
transportation and simply no place to go, as well as lack of clear guidance [36: 516].
There was a fear that by leaving, they would be left with nothing and due to poverty
or old age would not be able to start afresh, either in another place, or in New
Orleans. There was also a sentiment that by staying, they would be able to better
protect their homes and belongings. These fears may have been powerful enough to
drown out—or attenuate—the perception of the real risk. Naturally there was a
portion of the population that simply stayed as they had an emotional attachment to
their homes, and decided to stick to their homes, no matter what. Some people
changed their mind last minute, for some, too late.

Many factors influence a population’s propensity to accept risk. Where popu-
lations are poor, uneducated and uninformed, their daily struggle for subsistence
would greatly influence their propensity to accept risk—either knowingly or
unknowingly. Adams’ risk thermostat outlines that everyone has a propensity to
take risk, which varies from person to person and individual risk-taking decisions
represent a balancing act against perceived danger, outcome expectancy along with
the consequential rewards or accidents, and the severity of each. Add to this a
cultural filter which denotes the characteristics or rationalities from cultural theory:
fatalist, hierarchist, individualist and egalitarian [1: 42—45].

These elements all in turn represent the balancing act that influences each
individual choice and response or in some cases lack of response as it may be. The
perception of risk, taking into account an element of controllability and personal
influence on the outcome, will inherently influence the decision making process and
thereby the tolerance and in turn: the risk thermometer. A risk adverse culture
increase risk seeking behaviour once commitment to a course of action has begun,
especially in group decisions as those in favour of risky decisions tend to be more
committed to create a consensus which is in favour of their position, which
increases the social pressure of conforming to the dominant position [38: 60], and
thus reinforcing a bias.

The motivation behind information avoidance, selective exposure to informa-
tion, ignoring or rejecting certain kinds of information may be to minimise ‘cog-
nitive dissonance’ [7], caused by information not aligning to the existing
worldview. Information avoidance and attenuation of risk may even serve as coping
mechanisms towards an incomprehensible level of risk and can foster serious
adverse consequences from underestimation of risk in the shape of lack of safety
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precautions or mitigating response [21: 102—103], as was the case during Hurricane
Katrina. In other cases, such as Fukushima Daiichi, the disregard of risk may
simply be born out of ignorance, enabled by a culture of reflexive obedience and
insularity [32: 9], fostering a taught oblivion.

In line with Kasperson’s observations of collective social behaviour in relation to
risk communication ‘Information behaviour plays an important role in information
failures’, particularly of interest are the barriers to either releasing, seeking or
acknowledging information. Information behaviour will be affected by coping
strategies in relation to stressful situations which will impact the perceived risk and
usefulness of the information available [38: 57]. Affective Load Theory digs deeper
into these risk communication behaviours and how they manifest collectively and
culturally. It posits that by virtue of belonging to a cultural group, people are bound
to develop ‘learned affective norms’ which influence how information is perceived,
i.e. which cognitive and emotional (affective) strategies are employed [31: 191].

Information behaviour is habitually organised into patterns to cope with situa-
tional requirements. These are socially created and shared, and taking into account
social and political values, paving the road for the establishment of ‘learned
affective and cognitive norms’. This helps create a reference point or inventory of
jointly held attitudes, against which information is validated, used, avoided or
ignored, which in turn reinforces the information behaviour [38: 58]. When these
norms are optimistically geared, it is likely that a variety of different search
strategies will be engaged to openly source information; however, when pes-
simistically geared, only limited information searching strategies will be employed
and information behaviour will be rigid [30: 194].

6 Social Innovation as an Agent of Change?

The welfare state is undisputedly undergoing a severe crisis. While the underlying
causes of lower productivity, erosion of ‘normal’ employment regimes and
demographic changes including an ageing population have been widely accepted as
underlying reasons, a less acknowledged factor is the erosion of the moral foun-
dation. In step with the ongoing process of social individualization and financial
independence, individualist ethics have followed in its wake [15: 2008], in turn
manifesting itself in governance through political, intellectual and moral leadership
[20: 455]. And it would have to, as it has become evident that the state-centric
constellation with the custodianship for post-event relief insurance creates a fun-
damental dilemma with its disincentive to voluntary efforts for pre-disaster risk
reduction [11: 3]—a paradigm that has been challenged past the point of return by
civil engagement and social innovation dynamics.

Inherently, in any governance system, vulnerabilities and pre-dispositions to
disaster are related to administrative and institutional arrangements [42: 54]. Add to
that a discernible pattern of disaster proneness [42: 55], which is compounded by
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the type and style of governance in a given context. In terms of social amplification
of risk, it is clear that marginalised groups tend to concentrate in poor quality
housing, separated not only spatially, but also socially. Given housing relies on free
market economy processes, houses in low-lying flood-zones are more affordable,
rendering the state unable to control an equitable socio-spatial distribution of
households [15: 2005-2012]. Vulnerabilities are reinforced, as the population in
these areas experience a higher affinity of families with limited coping strategies
and absorption capacity for shocks.

Hurricane Katrina primarily suffered from the ripple-effects of these social
inequities, secondarily by the risk communication in the economic and political
agenda which demonstrated that the cause and effect of a disaster cannot be sep-
arated from perception—and by managing information and feedback, it can be
willed into existence. Meanwhile, in the case of Fukushima, this was the exact
opposite. Here, while vulnerable families were affected, the distortion of risk
communication filtered through a deep-rooted cultural notion of infallibility was
considered to have caused more damage than that of social inequities, city planning
and zoning.

Both Katrina and Fukushima were governed at several levels (state, local and
civil society) with a combination of robust state-legitimacy and a flexible
network-based governance with local application of civil society and law.
Theoretically, this combination of governance types would provide for buffering
and amplifying characteristics, ideally assisting in navigating these disasters.
Nonetheless, due to longstanding precipitating root causes, in the case of Katrina,
environmental erosion across decades, and a nesting ‘myth of nuclear safety’ in the
case of Fukushima, evidently, insufficient buffering capacity was available within
the governance apparatus, stifling the responses. The general public was exposed,
needless to say, the vulnerable part of the public, even more so.

It has been deduced that the society ideally equipped to withstand and navigate
disasters would be administered by network-based-governance with high-reliability
traits. Regardless of culture. Problem is, it does not exist. At least not at a sovereign
state level. Then what is the solution? Is it possible, in a risk society where disasters
are becoming more volatile and more frequent [4], rendering the ability to stay
accident free is diminishing by the hour, and where the public expectation for social
protection is challenging the status quo, that the answer is to be found in the
application of complex adaptive systems? They do not rely on a central controller,
but instead energy imported by independent agents, and self-organisation crys-
tallising into patterns of regularity [3: 221]. Social (voluntary) entities thrive and
self-organise as long as their members continue to contribute to work. In this
milieu, informal—often persistent—structures emerge. The more turbulent the
environment, the more energy is required to uphold a critical level of system or
organisational sustenance [3: 222]. How can sufficient energy consistently be
introduced into a massive civil protection system, and still remain nimble?

Perhaps the solution will emerge from society itself. Not as a revolution, but as
an order spontaneously forming within larger scale systems, spurred by energy,
born of social innovation. Bearing in mind that a defining feature of complexity is
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that self-organisation is a natural consequence of interaction between at least two
simple agents [3: 222], is it really that unthinkable that a public, reminded of the
need to protect themselves and their families—without alluding to anarchy—in free
and voluntary association has decided to engage? To spontaneously converge and
contribute with their level of energy, investing in civil society, creating yet another
equilibrium.

Social innovation has an explicit positive connotation and is fuelled by the desire
to improve the quality of life of individuals and communities through new ideas
developed to fulfil unmet social needs, either underserved or uncovered by services
traditionally provided by the state [28: 32]. It builds on the principle of strength-
ening civil society with a moral foundation fuelled by the purity innovation,
entrepreneurship and social capital. Without bordering on the naive, social inno-
vation follows the principle of continuity, gradually optimizing the condition of
society powered by optimism [24], in this context with the dimensions of indi-
vidualism and civil society bridging the two. Building on governance theory, social
innovation is, without a doubt, faring well in the exploration dimension [26: 71],
and time will tell if it will find itself restricted from the lack of exploitation—or if a
new equilibrium can be created, one that overcomes this dilemma.

Increasingly, governance involves non-governmental actors hailing from the
private sector and civil society. Simultaneously, social innovation in governance
relies on network-based relations and ties across fragmentations which can all be
found in the labour market, the political, cultural and civil society, creating a hybrid
institutional arena, by which actions and identities are formed and structures shaped
[15: 2015]. Although civil society is far from a homogeneous entity, it cannot be
considered independently from its historical and cultural context and the prevailing
values, as the spirit and ethics of society is informed by a common reference to a
collective experience [16].

Add to that, resilience: an indicator of the capacity to endure the impact of
disaster, to cope and rapidly recover. Resilience has an inherent component, which
is the classic delineation of the ability to with-stand disasters without major dis-
ruption; and an adaptive component, which refers to the ability to adapt, improvise,
and access resources after disasters in order to cope and eliminate uncertainty.

It is relevant to recognise the drivers behind resilience, as it cannot be separated
from wealth, social and cultural capital and political influence [39: 121-122]. Even
then, it witnesses of a time where sociological and socioeconomic dimensions of
community vulnerability and resilience has been given a far greater scope and
promise of societal creativity in the inception of coping mechanisms. It would
appear that the individualism has finally peaked, leaving space for a more collec-
tivistic approach. For instance, vulnerability is increasingly becoming about
‘dealing with the awkward issue of poverty in society’ [44: 56].

Social divisions in society are changing their character, and vulnerability is no
longer equated to a one-dimensional distributional notion of poverty and disposable
resources [15: 2005-2010], although liquidity and social capital are fundamentally
different, poverty in its traditional sense, has been known to dampen the ability to
contribute and participate alongside more resilient members of society. Nonetheless,



146 D. Jessen

a multi-facetted form is emerging, where social exclusion is considered in terms of
relational dynamics such as ‘inadequate social participation, limited social inte-
gration and lack of power’ [15: 2010], ultimately resulting in disaffiliation [8: 2010],
non-integration into social and institutional relations and the absence of interde-
pendence, and with that, non-participation and non-affiliation with various dimen-
sions of social life [15: 2005-2010].

It is interesting to note, how this constellation of social exclusion is easily
reconcilable and traceable within complex adaptive systems theory, as the concerns
raised in terms of lack of participation and lack of interdependence, seems the exact
antithesis to a complex adaptive system, thriving on introduction of free agents and
energy. The motivation for this reorientation of terminology, the optimist may
wonder, is whether this is due to a desire to soften the blow or to take the stigma out
of ‘poverty’, essentially removing the shame, with an understanding that poverty is
not the same as unable to contribute. Certainly, a non-denotational treatment of
poverty as an equaliser for social inclusion will provide for an important step, from
a social innovation perspective.

It may even be, that in the wake of this intentional societal change, with its
adaptive, dynamic and non-linear nature [5: 610] a measure of societal self-esteem
[19: 51] is emerging. A value system with a consciousness that thrives on reflex-
ivity, and perhaps even outgrows the transient anxiety of the risk society [4]. Either
way, social innovation, with its distinct element of exploration, is likely to be part
of the solution.

7 Conclusion

Clearly, understanding root cause and complex causality of disasters is not without
difficulty. The complex adaptive systems perspective enhances the analytical
leverage of governance theory by acknowledging a much greater variety of systems
behaviour, with its application of multiple, simultaneously moving systems equi-
libria [12], energised by their thriving inter-dependencies.

On this basis, it has been demonstrated that a centralised governance system
enjoying the legitimacy of the state, combined with a flexible network-based local
administration, with informal network-based qualities, in principle, would provide
for a robust emergency response. Through the examples of Hurricane Katrina and
Fukushima Daiichi nuclear disaster, it has been deduced that in reality, this is not
always the case. Instead, supported by complexity theory, a society ideally
equipped to withstand and navigate disasters would be governed by network-based-
governance with high-reliability traits [12]. Although this form does not exist at a
sovereign state level, in its quest for reliable social protection, the risk society may,
inadvertently, already be in wild pursuit of a solution through social innovation. It is
only a natural progression, given the realisation that the state-centric system no
longer is able to offer social protection on par with the expectations of a
late-modern constituency. Instead, a reorientation towards a collective civil society,



Disaster Forensics: Governance, Adaptivity and Social Innovation 147

social inclusion emerges [15], as for most humans, safety comes in numbers. Or at
the very least; the illusion of safety.

The contemporary risk society [4] will need to learn to navigate a rampant
risk-infused reality, with increasing aptitude. Perhaps this is the reflexivity the late
Ulrich Beck was really referring to. It will be the gauge of the success of our
collective global societal resilience. We will need to constantly bounce, search for
weaknesses, always with a fresh perspective—and accept that accidents will happen
[33]—the key is to minimize the impact. Turning black into grey. That comes down
to (safety-) culture, politics and essentially: governance.

Social innovation, with its vigour and energy with an inherent positive conno-
tation [28], extends the scope for new ideas in this societal state of being. It is key to
creating a new condition in which social divisions, vulnerabilities and resilience are
considered from a far more nuanced vantage point—one that builds on the prin-
ciples of both reflexivity and self-organisation. This time, in the creation of the
social narrative, by virtue of evolution by inclusion, it might even replace the
methodical scepticism with optimism.
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Disasters and Mishaps: The Merits
of Taking a Global View

Simon Bennett

Abstract On 24 March, 2015, Andreas Lubitz, the First Officer of Germanwings
Flight 4U9525, committed suicide by aircraft. Following the disaster there was a
‘rush to blame’, with Lubitz painted as the sole villain. Few reviewed the wider
circumstances. While accepting the primacy of Lubitz’s actions in the destruction of
Germanwings Flight 4U9525, this chapter scans the horizon for contributory fac-
tors. In doing so it demonstrates the contribution systems-thinking can make to
understanding failure in complex, transnational socio-technical systems (such as
commercial aviation). The chapter offers a counterweight to the fundamental
attribution error. It proffers an antidote to blamism. It references the work of Ross,
Reason, Turner and Fiske and Taylor. While blame and punishment satisfy our
baser instincts (the urge to hurt those who have hurt us is hard to resist), they
generally undermine safety. The chapter argues that, from a safety standpoint,
blamism is an inappropriate response to mishap and disaster.

Keywords Reductionism - Systems-thinking - Actor-network-theory - Holism -
Disasters + Germanwings flight 4U9525

1 Introduction

There is an understandable human need to identify those responsible for death and
injury [16, 33]. Too often, however, that need manifests as an ugly and ill-informed
witch-hunt. While a witch-hunt may satisfy our desire to discern agency, it often
undermines efforts to avoid a repeat. Focusing on a single action may obscure the
underlying causes of mishap and disaster. Blamism may lead to the misdirection or
inadequate resourcing of remediations, making it more likely that the failure will
reoccur. Reductionism (simplification) is the enemy of safety.
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For safety’s sake, it is wise to identify not only a disaster’s immediate causes
(like a flight crew’s failure to de-ice), but also any factors that may have contributed
to the undesired outcome (like a lack of ground-support equipment, schedule
pressures, poor training or flawed CRM). Pioneered by the Honourable Mr Justice
Virgil P. Moshansky in his ground-breaking investigation (Fig. 1) into the 1989
Dryden Fokker F-28 accident—where a crew’s failure to de-ice cost the lives of 24
people—the holistic, inclusive, systems-focused approach to accident investigation
ensures that nothing is missed. Speaking in 1992, Moshansky claimed that Dryden
“... was the result of a failure in the air transportation system”. In Professor James
Reason’s [56-58] argot, Dryden was a ‘systems accident’ that originated in the
spaces and interactions between the aviation system’s myriad social, economic and
political components (personnel, equipment, training regimes, rules, laws,
free-market competition, shareholder and investor agendas, etc.).

Systems-thinking recognises the interactive complexity and opacity of modern
socio-technical systems (like nuclear power generation, global finance and

Fig. 1 The Moshansky
Report [50]: genesis of the
holistic,
systems-thinking-informed
approach to air accident
investigation

COMMISSION OF
INQUIRY INTO THE
AIR ONTARIO CRASH
AT DRYDEN, ONTARIO
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aviation). It posits that output-oriented systems (like the socio-technical system that
delivers air service across international borders) are purposive aggregations of
actants (rules, regulations, beliefs, cultures, financing, workers, managers, training,
tools, machines, computer software, etc.). In the argot of actor-network theory
(ANT), output-oriented systems are ‘hybrid-collectifs’, the product of ‘heteroge-
neous engineering’ [11]. Actor-network theory reveals how actants are bent to a
purpose—for example, the provision of loan finance or cancer care, creation of
National Parks, or delivery of air service across international borders. It reveals how
network authors (animate and inanimate) ‘bend space around themselves’ [12].

Crucially, from a safety-assurance standpoint, systems-thinking recognises that
complex, output-oriented systems behave in unexpected ways. Non-linear inter-
actions—where large inputs generate unexpectedly small outputs, small inputs
generate unexpectedly large outputs and, through time, identical inputs generate
qualitatively different outputs—render the behaviour of complex output-oriented
systems unpredictable: “In complex systems, outcomes are often emergent, and not
simply a result of the performance of individual system components. Hence system
behaviour is hard to understand and often not as expected” [60]. Emergence obtains
when a system “exhibits behaviours that cannot be identified through functional
decomposition” [34].

The risk inherent in a complex system “arises not from a singular cause but from ...
interactions at the systemic level” [48]. Hollnagel [32] concludes: “[A]ccidents [should
be] seen as emerging phenomena in complex systems ... the result of an aggregation of
conditions ... ”. Dekker [19] observes: “[I]t is critical to capture the relational dynamics
and longer-term socio-organisational trends behind system failure”. Unpredictable
(emergent) behaviour may accompany a system modification/upgrade: “In general,
emergence is problematic because its behaviours are unexpected. In telecommunica-
tions this is called the feature-interaction problem, in which adding features to a system
produces new behaviours not included in any single feature. In system safety, emer-
gence causes two types of problems. The first occurs when interaction among com-
ponents produces hazardous behaviours that are previously unidentified .... The second
problem occurs when interaction among components produces emergent behaviours
that violate a known system safety goal ... ” [8].

2 What Does a Reductionist Analysis Look like?

A reductionist analysis explains failure in terms of discrete actions (like a flight
crew’s decision to depart without de-icing their aircraft). According to
Horlick-Jones [33], society’s desire or, as he puts it, “need” to allocate blame,
encourages reductionism. According to Cook [16], the tendency to look for a
‘root-cause’ speaks to “... the social [and] cultural need to blame specific, localised
forces or events for outcomes”. In the aftermath of disaster, the social and cultural
need to individuate responsibility may give rise to an unedifying, demeaning and
cruel ‘blame-game’.
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2.1 Reductionism in the 1950s—the Munich Air Disaster

In 1958 a British European Airways (BEA) Airspeed Ambassador (Flight 609)
crashed on take-off at Munich Airport killing twenty-three and injuring
nineteen (Fig. 2). Some of the dead and injured played for Manchester United
Association Football Club. In a tense post-disaster atmosphere the German
authorities alleged that the crew had failed to clear the wings of ice. It was sub-
sequently found that the Ambassador’s failure to achieve take-off speed was caused
by runway contamination (slush). As the only surviving pilot, Captain James Thain
bore the full weight of German opprobrium: “The politically inspired scapegoating
of Captain Thain following the 1958 Munich air disaster served no constructive
purpose. Indeed, because it obscured one of the underlying causes of the disaster
(the impact of runway contamination on take-off rolls), it subsequently exposed
passengers and employees to extra risk .... It was only through the efforts of
Thain’s own family ... that the risk was eventually understood. It was too late for
Thain, however, who never flew again ... ” [3]. Even though the British govern-
ment believed Thain’s account, he had to wait until 1969 to be publicly exonerated.
The desire to secure a post-World War Two political and cultural rapprochement
between Britain and Germany made Thain a pawn of international diplomacy:
“Recently declassified British files show that, while the authorities privately took
Thain’s side all along, they did not exert more pressure in order to avoid embar-
rassing the Germans in the fraught postwar atmosphere” [40]. Anglo-German
politicking destroyed Thain’s career. What does a reductionist analysis look like? In
the case of the victimisation of BEA’s Captain James Thain, ugly.

Fig. 2 The hulk of Flight 609 in which several Manchester United players died



Disasters and Mishaps: The Merits of Taking a Global View 155

2.2 Reductionism in the 1980s—Kegworth

On the evening of 8 January, 1989, at an altitude of around 28,000 ft, the number
one (left-side) engine of British Midland Boeing 737-400 G-OBME began to dis-
integrate. The outer nine inches of the number one engine’s fan blade number 17
broke away, lodging itself shrapnel-like in the acoustic panel of the intake casing.
Out of balance, the engine began to vibrate. At the same time, frequent, high-speed
contacts between the remaining blades and the engine’s abradable seals caused
smoke and fumes to enter the aircraft cabin. Subsequent compressor stalls produced
loud thumping noises and flaming that could be seen from the cabin. According to
Brookes [9], “No. 1 engine vibration indicator [reached] the top of its [five point]
scale within two seconds of the onset of vibration, and [remained] there for about
three minutes (until after beginning the descent)”.

The Boeing 737-400’s engine vibration indicators (Fig. 3) are small. According
to Brookes [9] they are about the same size as a British twenty pence piece. Further,
unlike those installed in the earlier Boeing 737-300, they use electro-luminous [29]
display technology: “Criticisms would later be made of the dials’ ... edge-lit
symbology, rather than old-fashioned electro-mechanical pointers” [9]. Believing
the vibration and smoke to be emanating from the number two engine, the crew
performed an in-flight shut-down. Purely by chance, at the mo