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Introduction

Chava Kimchi-Sarfaty, Aikaterini Alexaki, and Zuben E. Sauna

Protein therapeutics were first developed only a few decades ago but now dominate

pharmaceutical sales. For example, protein therapeutics accounted for about 7% of

revenues from the top ten best selling drugs in 2001 but generated 70% of revenues

a decade later [1]. This class of drugs which represents a core component of modern

pharmacotherapy thus includes some of the most expensive drugs on the market.

Tables 1 and 2 provide an overview of the diversity of protein molecules used as

therapeutics and the different platform technologies used.

Table 1 Number of recombinant therapeutics (not including antibodies) that are marketed or

under development

Cytokines Hormones

Coagulation

factors Inhibitors Enzymes Status

Unmodified

human protein

34 16 13 5 17 Marketed

47 32 21 8 35 In pipeline

6 7 3(1) 1(1) 2 Biosimilars

Pegylated

protein

4 1 1 2 2 Marketed

2 7 In pipeline

1(1) Biosimilars

Polyxen fusion

protein

Marketed

2 2 In pipeline

Biosimilars

(continued)
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Proteins differ from small molecule drug both in terms of their characteristics

(see below) and the manner in which they are manufactured. For example, a typical

protein therapeutic is much larger, exhibits complex secondary and tertiary struc-

tures, and cannot be synthesized by chemical processes. As the products are

synthesized by cells, complex extraction and purification processes are involved

which could potentially introduce modifications in the protein. It is therefore not

surprising that the manufacture of a typical protein therapeutic is a far more

complex process than that of a small molecule drug [2]. A sense of just how

much more complex manufacturing a protein therapeutic can be is illustrated by

the information provided in Table 3. Compared to small molecule drugs, the

number of batch records, product quality tests, critical process steps, and process

data entries are all at least an order of magnitude higher for protein therapeutics.

Table 1 (continued)

Cytokines Hormones

Coagulation

factors Inhibitors Enzymes Status

Fc fusion

protein

2 7 1 Marketed

3 In pipeline

(1) Biosimilars

Albumin fusion

protein

2 1 2 Marketed

1 In pipeline

Biosimilars

XTEN fusion

protein

Marketed

6 3 1 In pipeline

Biosimilars

Numbers in parenthesis indicate biosimilars under development which have not yet been

approved. Data were derived from Pharmaprojects (https://fda-pipeline.citeline.com)

Table 2 Number of therapeutic antibodies that are marketed or under development

Marketed In pipeline Marketed biosimilars

Unconjugated antibody 52 118 1(19)

Pegylated antibodies 1 3 1

Toxin-conjugated antibodies 3 17

Radio-immuno-conjugates 10 5

Numbers in parenthesis indicate biosimilars under development which have not yet been

approved. Data were derived from Pharmaprojects (https://fda-pipeline.citeline.com)

Table 3 The complexity of manufacturing protein therapeutics compared to small molecule drugs

Small molecule drugs Protein therapeutics

Batch records <10 >250

Product quality tests <100 >2,000

Critical process steps <100 >5,000

Process data entries <4,000 >60,000
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Several forces at play in recent years have added even more complexity to the

drug-development and manufacturing processes for protein therapeutics. Experi-

ence with the first generation of native or wild-type proteins indicated that there was

an unmet need for molecules with better clinical outcomes, improved patient

convenience, or simplified and more reliable manufacturing processes [3]. Driven

by scientific innovations and new technologies, a new generation(s) of

bioengineered protein molecules, that seek to fulfill these needs, has entered the

drug-development pipeline [4]. These advances have come at the same time as the

manufacturing process and sourcing of materials has become more global. Together

these changes have added additional challenges to the development, licensure, and

manufacture of protein therapeutics. This book provides a high level view of what

the specific challenges are and how they are being met.

Characteristics of Protein Therapeutics and How They

Differ from Small Molecule Drugs

Characterization by analytical methods is generally considered to be a good pre-

dictor of the biological and clinical properties of small molecule drugs. This

experience, for example, is the key reason why generic versions of these drugs

can be rapidly and inexpensively developed and marketed. The same is not true for

protein therapeutics due to the following distinctive characteristics.

Size: The most prominent difference between a small molecule drug and a protein

therapeutic is the size; the latter being 100–1,000 times larger. Due to their size and

complexity, currently, protein therapeutics cannot be synthesized by chemical pro-

cesses and have to be manufactured in living cells (see the chapters, “Protein

Production in Eukaryotic Cells” and “Production of Protein Therapeutics in the

Quality by Design (QbD) Paradigm”). Thus cell characteristics such as choice of

the cell line, species origin of the cell line, and culture conditions all affect the final

product characteristics [5]. In addition the use of materials of biological origin

increases the potential risk of the final product. Finally the large size of the product

complicates drug delivery as well as storage and distribution. Proteins are also much

more likely to elicit an immune response in patients which is an important safety

issue (see the chapter “Immunogenicity Lessons Learned from the Clinical Devel-

opment of Vatreptacog Alfa, a Recombinant Activated Factor VII Analog, in Hemo-

philia with Inhibitors”) [6].

Structure: To possess biological activity, proteins have to adopt the correct three-

dimensionally folded secondary, tertiary, and quaternary structures. Thus the devel-

opment, regulation, and manufacture of protein therapeutics all require very sophis-

ticated analytical techniques (see the chapter “Characterization of Therapeutic

Proteins”). Analytical techniques are becoming increasingly sophisticated but this

also means that more biophysical or biochemical changes that are not clinically

relevant or are not a safety issue can be identified. Quality-by-Design (QbD) [7] offers

a means of identifying and monitoring critical quality attributes (see chapter “Produc-

tion of Protein Therapeutics in the Quality by Design (QbD) Paradigm”).
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Structure–Function relationship: In small molecules, it is often known that

every atom of the molecule will play a role in defining the clinical profile of the

compound; the structure–function relationship is usually unknown, or at best

partially known, for proteins. Thus, the impact of differences in the molecular

structure in most cases cannot be predicted [8]. This can result in safety issues late

in the drug-development cycle (see the chapter “Immunogenicity Lessons Learned

from the Clinical Development of Vatreptacog Alfa, a Recombinant Activated

Factor VII Analog, in Hemophilia with Inhibitors” for an example).

Stability: Proteins are inherently unstable molecules, and may be altered structur-

ally by heat, prolonged storage, denaturants, organic solvents, oxygen, pH changes,

and other factors, which are all part of the manufacturing process [9]. This can be a

consistent challenge and emerging strategies like QbD [2] can help to maintain

consistency at a manufacturing facility and also when manufacturing facilities are

moved or added (see the chapter “Production of Protein Therapeutics in the Quality

by Design (QbD) Paradigm”). Proteins can be bioengineered [10] to enhance their

utility as drugs. However, this can be a double-edged sword and results in unantic-

ipated and undesirable outcomes (see the chapters “Immunogenicity Lessons

Learned from the Clinical Development of Vatreptacog Alfa, a Recombinant Acti-

vated Factor VII Analog, in Hemophilia with Inhibitors” and “The Art of Gene

Redesign and Recombinant Protein Production: Approaches and Perspectives”).

Microheterogeneity: Proteins are modified both biologically by the producing

cell (e.g., glycosylation, acylation, sulfatation, phosphorylation, and proteolysis)

and by the process conditions (e.g., oxidation, deamidation, reaction with auxiliary

substances, partial denaturation, and aggregation) [9]. Further heterogeneity may

arise if the protein is intentionally modified, for example, by multi-site pegylation

[11]. Thus, even highly purified proteins never consist of a single molecular entity

but are mixtures of many closely related molecular species. This microheter-

ogeneity can be substantial. It has been estimated that up to 108 different species

exist in an immunoglobulin G molecule [2]. This inherent variability in the refer-

ence molecule itself makes the identification of clinically relevant variations

extremely difficult. Thus the phrase, “the process is the product” [5, 8, 12] is

often used in the context of the manufacture of protein therapeutics. The emphasis

therefore has been on the genetic stability of the expression system and the

reproducibility of the production process.

Protein Therapeutics and Immunogenicity

A significant concern unique to the development and licensure of protein therapeu-

tics is the risk of developing anti-drug antibodies (ADAs). Such antibodies are

rarely, if ever, a concern during the development of small molecule drugs. How-

ever, the development of ADAs against protein therapeutics can lead to adverse

events and also make the biologic less effective for its intended use. Thus, immu-

nogenicity assessments are now an integral part of the development, licensure, and

use of this class of products [6]. Factors influencing immunogenicity against a

viii Introduction



protein therapeutic are both patient- and product-related [13] and the latter are often

associated with the manufacturing process. There are several examples where small

changes in the protein or manufacturing processes have resulted in significant

increase in immunogenicity [14, 15]. The chapter “Immunogenicity Lessons

Learned from the Clinical Development of Vatreptacog Alfa, a Recombinant

Activated Factor VII Analog, in Hemophilia with Inhibitors” provides a detailed

case study where three amino acid substitutions in Factor VIIa resulted in the

development of ADAs in >10% of patients in the phase 3 trial. In contrast the

parent molecule which was not engineered has been used as a drug for almost two

decades with no reports of ADAs, consequently the development of this

bioengineered analog was discontinued [15].

Several factors influence the immunogenicity of a protein product. The presence

of impurities such as host-cell impurities (host-cell proteins, DNA, lipids, viruses, or

endotoxins), protein aggregates, or leachates can affect immunogenicity. Also of

concern are sequence modifications made in protein products that are bioengineered

to improve yields or product characteristics such as increased circulating half-life

[3]. Methodology used for measuring immunogenicity includes immunoreactivity

assays (radioimmunoassay, surface plasma resonance, or enzyme-based solid-phase

immunoassay) or functional cell-based bioassays. It must be emphasized that despite

considerable technological progress in non-clinical approaches the current state of

the art does not permit immunogenicity assessments to be made in the absence of

clinical trials. This again emphasizes the importance of developing manufacturing

processes that are consistent and identify and monitor critical quality attributes.

Protein Therapeutics: Biosimilars

The use of proteins as therapeutics has revolutionized the treatment of many disease

areas but these medications are some of the most expensive in the market place. As

many biopharmaceutical products are poised to go off patent it has been recognized

that replicating the highly successful generic model to contain the costs of these

therapeutics is a desirable goal [7, 12]. However, the primary function of regulatory

agencies is to ensure that patient safety is not compromised. Given the complexity of

protein therapeutics, as well as of the manufacturing process it is unlikely that in the

near term the development process for biosimilars can be abridged to quite the extent

as that for classical generics [16, 17]. Significant challenges remain in developing

analytical techniques to comprehensively characterize protein therapeutics. Moreover,

unlike small molecule drugs protein therapeutics exhibit considerable micro-hetero-

geneity and thus development of more sensitive and accurate technological analytical

tools alone may not be sufficient. It has been recognized that biosimilars are not

generics (as the nomenclature implies) and will not be identical to the reference drug.

We do not address the thorny legal and scientific issues surrounding biosimilars.

However, the difficult questions surrounding biosimilars arise due to the charac-

teristics and complexities of protein molecules and these are adequately addressed

in this volume.
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Overview of This Book

In this book we have endeavored to provide a broad overview of developing and

manufacturing therapeutic proteins. The individual chapters written by experts can

be used as a source of information on specific topics. However, the book as a whole

also provides a narrative that describes the art and science of developing a protein

therapeutic in a rapidly globalizing marketplace. The book begins with the basics;

Ram et al. describe the nuts and bolts of manufacturing a recombinant protein in

eukaryotic cells. However, protein therapeutics are increasingly being

manufactured in a global setting. This means that the same product could be

manufactured at different locales; parts of the manufacturing process may be

outsourced, etc. Managing the quality and consistency of a complex product in

such a setting is critically important and extremely challenging. Rathore and Singh

introduce the concept of QbD in the context of protein therapeutics. The importance

of identifying the underlying relationship between the quality attributes of the

product and clinical safety and efficacy is the ultimate goal of QbD and likely to

play a critical role in maintaining product quality in an increasingly global market.

Protein therapeutics require complex and sophisticated manufacturing processes;

but the molecules themselves are also inherently complex. Struble et al. provide a

comprehensive survey of the tools and strategies for the characterization of pro-

teins. More importantly they discuss these in the context of the regulatory frame-

work which is essential for translating a molecule with promise into a successful

drug. The ability to engineer proteins permits the incorporation of characteristics

sought after in a drug such as enhanced serum half-life, a better safety-efficacy

profile, patient convenience, and delivery to target. However, these manipulations

can also sometimes result in unintended consequences and termination of the drug-

development process. Rather than an abstract discussion of this topic Lamberth et

al. present a case study where a Factor VIIa analog with an improved safety-

efficacy profile was discontinued from further development because of the identi-

fication of unwanted anti-drug antibodies in phase 3 trials. Finally, Komar provides

an in-depth discussion of a single platform technology, namely codon optimization

and discusses the potential consequences (both desirable and potentially hazardous)

based on rapid, recent progress in basic sciences.
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Disclaimer

Our contributions are an informal communication and represent our own best

judgment. These comments do not bind or obligate FDA.
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1 Introduction

As the role of biologics in treating human diseases has evolved dramatically over

the past decade, so has the technology to manufacture, test, and administer these

products. This has been driven largely by improved understanding of the biological

mechanism of action, the role of the structure of the molecules on the mechanism,

and the role of the manufacturing process on the structure of the molecule. Among

the various types of biologics, monoclonal antibodies now represent the largest

segment of biopharmaceutical proteins in terms of sales. A 2015 study shows

8,182 kg of biopharmaceutical monoclonal antibody products were produced,

representing nearly $60 billion in sales in 2013 [1]. Given this large demand for

mAb products, along with increasing price pressures, and most of all an urgency to

bring these biopharmaceuticals to patients, process scientists and engineers have

developed “platform” processes with extremely high productivity; analytical sci-

entists have developed sophisticated techniques to decipher attributes critical to

quality; formulation scientists have developed formulations that allow storage at

high concentrations for several years; and device engineers continue to develop

modes of administration more convenient to the patient.
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Depending on the commercial demand for the product and the available

manufacturing facility, different manufacturing technologies are employed. The

most prevalent among these is the fed-batch mode of bioreactor operation and batch

mode of chromatography operation. However, the use of continuous manufacturing

that relies on perfusion-based bioreactor operation and continuous flow chroma-

tography operation is being developed to increase plant throughput [2]. This chapter

will focus on batch manufacturing technology in order to anchor the reader in the

most common process scheme used today. Also, this chapter will focus on manu-

facture of drug substance only. The reader is encouraged to refer to a review on

recent progress in formulation development for protein therapeutics by

Razinkov [3].

The scientific and engineering aspects of design, development, scale-up, and

manufacture of monoclonal antibodies are summarized in this chapter by outlining

the key elements in the development of the expression cell line, cell culture, cell

harvest, and protein purification process and exploring the effect of process tech-

nologies on production economics.

2 Cell Line

2.1 Choice of a Host Cell Line

Protein therapeutics are generally produced from a recombinant production cell

line, which is constructed by the introduction of the DNA encoding the therapeutic

protein into a host cell line and harnessing the synthetic capacity of the cell to

express the recombinant protein. The choice of host cell line determines critical

aspects of therapeutic protein production, including yield, purity and quality of the

protein, timelines, scale-up, and cost of goods.

Simple polypeptides, such as insulin, can be produced from bacterial systems,

such as Escherichia coli (E. coli), which, owing to its short doubling time, has the

advantages of rapid development of recombinant cell lines as well as low cost and

short production bioreactor processes (reviewed by [4]). However, there are signif-

icant limitations to E. coli expression systems owing to the inability to perform

disulfide bonding to assemble complex proteins and the lack of posttranslational

modifications (PTMs) such as glycosylation, carboxylation, hydroxylation,

sulfation, and amidation [5].

In contrast to bacterial cells, eukaryotic cells are equipped with the cellular

machinery for the folding and assembly of complex proteins, as well as for

performing PTMs. Yeast and insect cells can be used for production of therapeutic

proteins [6] and, owing to their rapid cell division and scalability, have some of the

same advantages as bacterial expression systems. However, they produce glyco-

proteins with carbohydrate structures that are different from human-type glycosyl-

ation and have the potential to impact both the in vivo activity and immunogenicity
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of expressed proteins [5]. Systems for plant-made pharmaceuticals (PMPs) have

been developed using transgenic plants [7], transgenic moss [8], or plant cell

suspension cultures [9]. Again, some of the natural plant glycan structures are

species specific, containing terminal beta (1,2) xylose and alpha (1,3) fucose

residues that are not found in humans [10]. Efforts are ongoing to engineer PTMs

in microbial [11], insect [12], and plant [13] cell systems in order to make these

systems more suitable for protein therapeutic production.

Immortalized mammalian cells are most commonly used for recombinant ther-

apeutic protein production [14]. Rodent host cell lines provide more humanlike

glycosylation; they include mouse myeloma (NS0 and Sp2/0), baby hamster kid-

ney, and Chinese hamster ovary (CHO) cells. However, these rodent cell lines also

produce nonhuman alpha-gal and N-glycolylneuraminic acid (NGNA) glycoform

structures that can affect in vivo clearance and immunogenicity, thereby impacting

the pharmacokinetics of the therapeutic protein [15, 16]. Avoiding this issue, there

are human host cell lines available for the production of fully human PTMs

(reviewed by [17, 18]). Cell lines derived from the human embryonic kidney cell

line (HEK-293) are used for the production of a number of approved therapeutic

proteins, including recombinant clotting factors and fusion proteins, where addi-

tional PTMs such as gamma-carboxylation and sulfation are important for bioac-

tivity [19]. The human HT-1080 cell line, derived from a fibrosarcoma, is used for

the production of approved enzyme therapies, iduronate-2-sulfatase, agalsidase

alfa, and velaglucerase alfa. Other human cell lines, PER.C6 (derived from

human embryonic retinal cells; [20]) and CAP-T (derived from human amniocytes;

[21]), are also being used to produce therapeutic proteins that are currently in

preclinical and clinical development. Although human host cell lines offer advan-

tages in terms of PTMs and associated bioactivity, there are theoretical concerns

about the potentially increased risk of contamination of therapeutic proteins with

adventitious viruses capable of infecting human patients. However, this has been

addressed by incorporating the appropriate mitigation strategies during manufactur-

ing, combining viral inactivation and clearance steps with suitable testing strategies

[17, 19].

The most commonly used mammalian expression host is that of CHO cells and

accounts for the production of >70% of approved therapeutic proteins [22], build-

ing a strong regulatory track record for this expression host cell line. As a rodent

cell line, there is a species barrier to the production of viruses that can infect

humans, and studies have confirmed that CHO cells are resistant to infection with

many viruses that can infect humans [23]. Furthermore, the development of

CHO-based expression platforms has enabled the removal of animal-derived com-

ponents, such as serum, from the cell culture medium for cell line development and

bioreactor processes, both reducing costs and concerns about adventitious virus

contamination. In addition, not only are CHO cells amenable to the introduction of

therapeutic protein genes, additional genetic engineering can be performed to

modify the growth and metabolism of the cells and product quality attributes

(reviewed by [24]). These engineering approaches have been enabled by the

development of “omics” technologies and the accruing reference data for CHO
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cells (reviewed by [25]) and by the availability of new genome editing tools for

genetic engineering such as zinc finger nucleases, meganucleases, Talens, and the

CRISPR-Cas9 system (review by [25, 26]). Tangible examples of these engineering

approaches are the knockout of FUT-8 genes in CHO to enable the production of

fucosyl antibodies conferring improved antibody-dependent cytotoxicity [27] and

expression of single [28] or multiple heterologous genes [29] to improve glycan

sialylation, which impacts glycoprotein half-life in vivo [28, 29].

As the CHO host cell is a current industry-standard platform, the remainder of

this section will focus on CHO production systems.

There are in fact a plethora of different CHO host cell lines, as described by

Wurm [30] and Lewis [31]. The original CHO cell line was derived from the ovary

of an adult Chinese hamster by Puck [32] and later underwent cloning and other

manipulations to derive a number of different CHO cell lines, including those

commonly used for the production of therapeutic proteins. These include

CHO-K1, CHO DG44, CHO-S, and CHO DUXB11, and these were originally

cultured in medium containing serum. However, with the concerns about the cost,

variation in the performance of different batches of serum, and the risks of con-

tamination with adventitious viruses, these cell lines have been adapted to grow in

animal-component-free media. The choice of individual CHO host is partly driven

by the expression system used for recombinant protein production. The CHO DG44

cell line is deficient in dihydrofolate reductase (DHFR) and so is typically used with

the DHFR expression system that complements this deficiency, as described below.

The different CHO host cell lines can show differences in productivity phenotype,

for example, recombinant cell lines from CHOK1 showed higher productivities for

two difficult-to-express antibodies compared with cell lines created using DUXB11

[33]. However, the host cell lines are themselves heterogeneous, containing cells

that show a diversity of characteristics, such as growth and ability to perform

posttranslational modifications [34, 35]. These heterogeneous phenotypes result

from genetic diversity, which can be observed as the varied karyology profiles of

individual cells in a host population [30, 36] and from epigenetic variation. This

genetic plasticity enables the adaptation of CHO cells to different culture media or

culture conditions and contributes to the versatility of CHO cells for therapeutic

protein production.

2.2 Gene Transfection

2.2.1 Stable Transfection and Selectable Markers

Typically, stable recombinant CHO cell lines are created by integrating linearized

plasmid DNA encoding the therapeutic protein into the host genome so that, as the

cell divides, the transgenes are transmitted to each daughter cell as the chromo-

somal DNA is replicated and segregated. Transfection methods to enable the

transfer of the plasmid DNA to transfer across the cell membrane include
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electroporation, calcium phosphate, cationic polymers, and lipid-based reagents.

The process of integration of the plasmid DNA into the host genome is highly

inefficient, and therefore, screening for recombinants is usually facilitated by

including a selectable marker on the plasmid. This can be an antibiotic resistance

gene, which can be selected by the addition of antibiotic to the cell culture medium

or a metabolic gene such as DHFR or glutamine synthetase (GS), which can be

selected by supplementing the cell culture medium with the specific enzyme

inhibitors methotrexate and methionine sulfoximine, respectively (reviewed by

[37]). Typically, transfectants that have incorporated the selectable marker and

are resistant to the selection reagent also usually express the protein therapeutic as

the genes are physically linked. Strong viral or housekeeping gene promoters are

used to drive high levels of transcription of the therapeutic protein genes to

maximize expression [38].

A number of strategies to improve the efficiency of the generation of high-

producing transfectants have been developed and have been reviewed elsewhere

[39]. These include the use of higher-stringency selection by using CHO host cells

that have a knockout in the GS or DHFR endogenous metabolic marker that is used

for selection [40] and/or attenuation of the selectable marker carried by the expres-

sion plasmid [41]. Other approaches incorporate chromosomal architectural

sequences, such as ubiquitous chromatin opening elements (UCOE) or matrix

attachment regions (MARS) into the expression plasmid to help promote expres-

sion of the therapeutic transgenes by enhancing or maintaining transcription once

the plasmid is integrated into the host genome [38, 42]. Transposon-based expres-

sion systems can increase the frequency of high-yielding cell lines by increasing

gene copy number and insertion at transcriptionally favorable sites [43]. Alterna-

tively, expression plasmid DNA can be targeted by site-specific recombination to

particular regions in the CHO genome that are known to be favorable for expression

[44]. Similarly, expression plasmids can be targeted by site-specific recombination

to regions of artificial chromosomes that have been developed to be maintained in

CHO cells [45].

2.2.2 Transient Expression

Stable cell line development is time-consuming and resource intensive, and, at early

stages of development, more-rapid methods with higher throughput, based on

transient expression, are generally used to make therapeutic protein candidates

for early characterization studies. Historically, transient expression systems based

on the human HEK-293 cell line have been used for transient expression owing to

its propensity for high transfection efficiencies and correspondingly high yields of

recombinant protein (reviewed by [46]). Although transient expression in HEK-293

cells can be indicative of the expression levels of recombinant proteins seen in

stable CHO cells [47], there are differences in product quality such as the glyco-

sylation profiles [48, 49]. The desire to produce early-stage material that is more

representative of the final production cell line has driven the development of
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transient CHO systems that are capable of high yields. A number of CHO-based

transient systems have now been developed involving engineering of the host cell

line [50–53] and/or optimizing the transfection and production processes (reviewed

by [54]). In these CHO transient systems, plasmid DNA is introduced into cells

using either electroporation [55] or a range of reagents including polyethylenimine

(PEI), calcium phosphate, or lipid-based systems [54, 56, 57]. The DNA that

reaches the nucleus is transcribed and the mRNA processed and then transported

to the cytoplasm where it is translated. No selection is applied, and the cells are

allowed to grow and express over a period of a few days to a few weeks, with levels

of the plasmid per cell reducing over time as the cells divide. Although CHO

transient systems were initially developed for rapid expression of multiple candi-

dates, the technology is being advanced for production at scale. With the achieve-

ment of titers exceeding 2 g/L at the 6-L scale [51], it is now becoming feasible to

rapidly produce material for pharmacology, formulation, and toxicology studies

without having to establish a stable cell line.

2.3 Clone Selection and Single-Cell Progeny

Stable transfection generates heterogeneous cell lines in terms of their productivity,

growth, bioreactor performance, and product quality. This heterogeneity between

individual transfectants arises from two sources. First is from the integration of the

expression vector into different sites in the host genome and the variation in the

number of copies of the expression vector, which impact the transcription of the

genes encoding the therapeutic protein. Second, as described above, individual cells

in the host population have heterogeneous phenotypes that determine characteris-

tics such as doubling time, maximal cell density, metabolism, and product quality

[30, 35]. This variation means that it is important to screen recombinant cell lines to

ensure that candidate production cell lines express therapeutic protein with suitable

product characteristics and that the growth and productivity parameters are suitable

for scale-up in a production bioreactor. Finally, to ensure consistency of product

quality and process performance, it is important to ensure that any cell line is

clonally derived from a single originator transfectant, so that the cells in the cell line

population are genotypically and phenotypically homogeneous. The processes for

single-cell cloning are described below.

2.3.1 Cloning Processes

The regulatory guidelines direct that recombinant production cell lines should be

“cloned from a single progenitor cell” (ICH Q5D).There are a number of different

strategies and technologies to derive clonal cell lines (reviewed by [58]). Limiting

dilution methods, where low concentrations of cells in suspension are distributed

into multi-well plates, can be applied such that a cell line is recovered from a single
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cell in an individual well. Traditionally, a statistical analysis of data on the recovery

of colonies in wells has been used to support clonality of the derived cell lines [59].

However, with the advent of high-content imaging systems, limiting dilution

statistics can be supplemented with detailed images that resolve and identify the

originating single cell in a well at the time of plating. The capillary-aided cell-

cloning method uses capillaries to transfer individual cells in a small droplet of

culture medium from a dilute cell suspension into the well of a plate that is then

visually assessed to confirm the presence of a single cell before addition of further

medium [60]. Another approach uses the ClonePix robot system and involves

dispensing cell suspensions into semisolid medium, allowing single cells to grow

into colonies and then using the automated imaging and picking capabilities of the

robot to transfer single, well-separated colonies into the individual wells of a multi-

well plate [61]. The use of suitable fluorescent detection reagents in the semisolid

medium enables enrichment of the colonies picked for those secreting recombinant

product. The fluorescence-activated cell sorter (FACS) can be used for sorting of a

cell suspension and single-cell deposition into individual wells of a multi-well plate

[62]. The sorting capability of the FACS instrument can be leveraged by using

fluorescently labeled reagents to detect either the product or a surrogate that is

present on the cell surface and then sorting on the basis of the fluorescence signal

[63]. Microfluidics is a developing technology that can also be applied to single-cell

cloning [64]. Cells can be captured in picodroplets of culture medium in an oil

emulsion, the resulting droplets can then be imaged on microfluidic chips, and those

containing a single cell can be sorted and subsequently dispensed into plates.

Additionally, as the recombinant protein is secreted by the cell into the culture

medium in the droplet, this offers the potential to couple isolation of single cells

with performing assays on the picodroplet for secreted product to assess yield or

product quality [65].

2.3.2 Screening Strategies

Central to the cell line development strategy is that cell lines are screened in an

established “platform” bioreactor process using production medium and feed, so

that cell lines are selected as “fit to process” and minimize the requirement to

perform further upstream process development before scale-up and manufacture of

product for the clinic. Following cloning, the individual cell lines are assessed to

find those that have suitable growth and productivity characteristics. In order to

manage the assessment of the large numbers of cell lines, this process involves a

screening cascade with a series of cell line evaluation steps where the numbers of

cell lines reduce at each stage (Fig. 1). The first step generally simply identifies

those cell lines expressing the therapeutic product, usually by detecting or measur-

ing product secreted into the culture medium. Those cell lines expressing product

are advanced to the next evaluation step that involves evaluating cell lines in

fed-batch culture to assess both growth and productivity. Traditionally, this was

performed using shake flask cultures, but manual handling restricts the number of
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cell lines that can be evaluated in parallel to a few tens. However, the development

of high-throughput, small-scale, fed-batch culture processes using multi-well plates

allows hundreds of cell lines to be assessed in parallel [66]. Subsequently, further

performance data can then be obtained on multiple (24–48) cell lines in parallel by

using scaled-down bioreactor systems, which control pH and dissolved oxygen,

generating data that are predictive of larger-scale bioreactors in terms of cell

growth, productivity, and metabolism [67]. An additional output from the micro-

scale reactor systems is the cell culture samples containing representative product

for analysis of product quality attributes. The resulting cell line bioreactor perfor-

mance and product quality data are assessed to select candidate production cell

lines for further in-depth characterization before selecting the final clone for the

creation of a master cell bank (MCB).

2.3.3 Product Characterization During Development of Stable Cell

Lines

The cell line and the upstream process both contribute to determining the product

quality attributes of protein therapeutics. Therefore, it is important to integrate

product quality analysis into the cell line screening process. The generation of

Scale upScale up

Data on 24-48 cell lines Data on 200-400 cell lines Data on 500-1000 cell lines

Fed-batch shaking plates
(24-or 96-well)

Microscale bioreactors
using production medium,

feed and process

Transfection of
expression plasmid

into host cells

Selection and
recovery

Pools of
transfectants

Single cell cloning
Single colonies in

96-or 384-well
plates

Static supernatant
screen

Clonality
Secretion of product (Y/N)

Fed-batch titer
Limited product quality

Cell growth and metabolism
Product yield

Representative product quality

Fig. 1 A generic cell line development screening cascade. As the number of cell lines decreases at

each screening step, more detailed data can be collected on each cell line in culture processes that

are increasingly more predictive of the final production bioreactor production process. Example

numbers of cell lines screened and the collected data at each stage are summarized in the text boxes
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analytical data is facilitated by high-throughput analysis of product within the cell

culture medium [68] or by integration with high-throughput purification and ana-

lytical assays. The exact assays are determined by the properties of the product

itself, but typically include evaluation of glycosylation, aggregation, fragmentation,

and amino acid sequence integrity. Amino acid sequence integrity is assessed by

mass spectrometry methods and peptide mapping [69] and confirms that the

expected sequence is being produced. Product sequence variants containing one

or more amino acid substitutions can occur as a result of mutations in the encoding

DNA or misincorporation of amino acids during translation in the production cell

line [69–72]. As these sequence variants are cell line specific, it is feasible to screen

them out during clone selection if the causal genetic modification has occurred prior

to cell cloning.

2.4 Phenotypic and Genotypic Stability

A critical requirement for the upstream production process is that it is robust and

generates product of consistent quality across different batches and scales in order

to satisfy both regulatory and commercial requirements. To achieve this, the

production cell line must demonstrate suitable growth, productivity, and product

quality over the generations required to run the manufacturing process (Fig. 2).

Therefore, candidate production cell lines are typically evaluated for phenotypic

and genotypic stability at different time points over approximately 70 generations

before final clone selection to mitigate the business risk of selecting a cell line that

is not sufficiently stable. Regulatory requirements for demonstrating cell line

stability are described in the ICH Q5D guidelines.

A number of underlying genetic mechanisms of instability of product expression

have been characterized, including gene loss, gene rearrangements, and gene

silencing [73]. In addition, as described above, product-related variants owing to

genome mutations can occur during cell line development and subsequent subcul-

ture. Initially, cells with these genetic changes can be at a very low level within a

cell population, so that they are difficult to detect by standard product or genetic

characterization methods. However, if these genetic changes confer a benefit to the

cell in terms of reduced biosynthetic and metabolic burden, this can lead to faster

cell growth, and in turn these aberrant cells can begin to increase in proportion in

relation to other cells in the population and consequently impact product expression

levels and/or product quality.

Regulatory approval requires that the production cell line is genetically charac-

terized in accordance with the regulatory guidelines (ICH Q5B). This includes

analysis of the integrated expression construct for copy number, typically by

QPCR, and assessment of insertions or deletions of the transgenes and the number

of plasmid integration sites, generally using Southern blotting. In addition to

protein analytical characterization, confirmation of the protein sequence for the

therapeutic protein is performed by sequencing genomic copies of the encoding
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genes or by sequencing cDNA produced from RNA transcripts. Next-generation

sequencing is also beginning to be applied as a characterization tool for assessing

copy number, structure, and sequences of therapeutic protein genes as well as

transcript sequence [74].

2.5 Cell Banking

Production cell lines are cryopreserved to enable long-term storage and to sustain

consistent manufacture of a therapeutic protein through the clinical development

and commercial phases of the drug life cycle. Methods and strategies for the

cryopreservation of production cell lines have been reviewed elsewhere [75].

Typically, a tiered system of frozen cell banks is used as outlined in the ICH

Q5D guidelines. At the end of cell line development, candidate production cell

lines are cryopreserved as a research cell bank (RCB) or pre-master cell bank

Fig. 2 Phenotypic and genotypic stability assessment in relation to manufacturing time scales.

Top panel: seventy generations exceed the number of cell doublings required to expand a research

cell bank (RCB; generation 0) to create master and working cell banks (MCB and WCB) and then

to run the production bioreactors up to commercial supply scale (12,000 L). Cell banks are

generated from cells from the production bioreactors – the end of production cell bank (EPCB)

and also the limit of in vitro cell age cell bank (LIVCACB) that defines the upper limit of the

number of cell generations used for the manufacturing bioreactor process. Bottom panel: candidate
production cell lines are cryopreserved as RCBs and then characterized over a further 70 gener-

ations to demonstrate a suitably stable phenotype and genotype in cell culture processes that

simulate the production process
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(pre-MCB).A single vial of the RCB of the final clone is then used to create an

MCB containing several hundred identical vials. Cells from a high-viability culture

are centrifuged, and the cell pellet is resuspended in culture medium containing a

cryopreservant, typically 5–15% dimethyl sulfoxide, to create a homogeneous

suspension that is then dispensed into individual vials before being frozen and

stored in the vapor phase of liquid nitrogen at temperatures below –135�C. The
process of preparing the vials is performed aseptically under controlled conditions

to minimize the introduction of any environmental contaminants. The MCB is the

starting point for manufacture of a therapeutic protein product, and so it is vital to

safeguard the MCB to maintain drug supply. Hence, MCB vials are stored in at least

two independent liquid nitrogen Dewars to mitigate risk of a catastrophic Dewar

failure and to maintain supply of the therapeutic product. Also, in order to conserve

the use of MCB vials, working cell banks (WCBs) are cryopreserved in a similar

way to the MCB, each WCB consisting of a several hundred vials, being derived

from a single vial of the MCB. A single vial of the WCB is then revived and

expanded to provide culture to inoculate a production reactor. At early stages of

clinical development or if only a few vials of the MCB are required each year for

product supply, MCB vials can be used for manufacture, avoiding the need to

generate a WCB. Historically, cryopreserved MCBs are very stable if stored

appropriately, with cells reviving in a consistent way even after many years. The

recovery data of the cell banks is tracked over time so that, if necessary, a newMCB

can be generated to maintain drug supply.

Typically, cell banks are cryopreserved in small (1–2 mL) cryovials, and cells

from each vial are revived into 50–100 mL of cell culture medium and then

expanded into larger culture volumes over sequential passages to generate sufficient

cells to inoculate the production reactor. At the commercial supply stage, there is a

desire to shorten the timelines, and the duration of this expansion phase can be

shortened by reviving a larger number of cryopreserved cells at the start of the

process. This can be achieved by cryopreserving cells in larger cryopreservation

bags (150 mL). In turn, this process requires the availability of high-density and

high-viability cell cultures, which can be produced from a bioreactor process in a

fed-batch or perfusion mode [75].

Cells used in the manufacturing process are also cryopreserved for the purposes

of safety testing, which is described in the next section. Cell culture is removed

from the production bioreactor to create the cell banks. If the cells are at high

viability, the cells can be cryopreserved directly, whereas lower viability cells are

serially subcultured until they reach high viability before being cryopreserved.

Freezing high-viability cells ensures that the cells can later be successfully revived.

These banks are termed end of production cell banks (EPCB) and limit of in vitro

cell age cell banks (LIVCACB) when the cells have reached the maximal number of

cell generations that will be used for the manufacturing bioreactor process.
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2.6 Safety Testing

Safety testing of the cell banks and the culture harvest at the end of bioreactor

production process is performed to ensure patient safety, as outlined in ICH

guidelines Q5A and Q5D. Identity testing of the cell banks is performed to confirm

the species of origin of the cell line and is important as the cell lines can become

contaminated with other cell lines if not appropriately segregated [76]. Tests for

microbial and viral contamination are performed on the cell banks and the biore-

actor harvest or unprocessed bulk (UPB) according to ICH guidelines Q5A and

using methods summarized by Mclean and Harbour [77]. The testing of the UPB,

end of production, and limit of cell age banks (EPCB and LIVCACB; Fig. 2)

confirms that microbes or adventitious viruses were not introduced during the

production process, for example, through the use of contaminated raw materials

in the culture process [78] or from the environment. In addition, the risk of

introducing contamination with adventitious viruses is mitigated by the use of

animal-component-free culture medium, screening raw materials, and heat treat-

ment of culture medium to inactivate viruses. The development of next-generation

nucleic acid sequencing technologies provides an additional method for testing and

investigating potential incidences of contamination [79]. As next-generation

sequencing technology gains regulatory acceptance, it has the potential to reduce

the need for the in vivo testing that forms part of the traditional program of virus

testing. It is well documented that CHO cell lines possess type A and type C

endogenous retrovirus that express retroviral particles [80]. However, these parti-

cles have been found to be defective and noninfectious for cells from other animals,

including human, and are not considered to present a safety risk [81].

3 Cell Culture Process

3.1 Inoculum Train

Manufacturing of a protein therapeutic starts with the thaw of a vial of a frozen cell

bank. Cells are diluted in nutrient medium and placed in shake flasks. Cultures are

progressively scaled up in larger shake flasks, by passaging to the next stage when

they have grown to a predefined cell density range. Cells are then transferred to

disposable bags (20 or 50 L) and subsequently to larger inoculum bioreactors, often

known as seed bioreactors. For the earlier stages in shake flasks and disposable bags

where pH is not actively controlled, CO2-enriched air is used to buffer the growth

media. For seed bioreactors, pH is controlled within a range by way of sparging

CO2 gas (acid) or dilute sodium hydroxide (base) as needed. Temperature is

controlled throughout the inoculum train, and for seed bioreactors, dissolved

oxygen (pO2 measured in mmHg) is also controlled at a predefined set point. The

Protein Production in Eukaryotic Cells 13



primary objective of inoculum train is to generate sufficient quantity of cells at high

viability to inoculate the production bioreactor where protein production occurs.

3.2 Production Bioreactor

Nutrient and environmental conditions within the production bioreactor are opti-

mized to ensure growth and maintenance of cells at high viability to enable

maximum expression of protein of acceptable quality. Environmental conditions

that need to be controlled include temperature, pH, oxygen (pO2), carbon dioxide

(pCO2), and hydrodynamic shear. Agitation and aeration in the bioreactor are

controlled such that the oxygen demand of cells is met and dissolved CO2 is

maintained within a predefined value. Agitation also ensures uniformity in concen-

tration of cells and nutrients inside the vessel. Since many product attributes

including glycosylation are primarily determined at the cell culture stage, control

of bioreactor process parameters is very important. Also, culture viability before

harvest is maintained sufficiently high so that the cell harvest process runs smoothly

and product variants that may be formed due to released enzymes (e.g., sialidases)

[82] are minimized. Low viability also results in higher levels of host cell DNA and

proteins, which makes their clearance through the purification steps more

challenging.

While the scale of production depends on the product demand, production stage

bioreactors as large as 25,000 L are being used in the industry for suspension cell

culture [83]. Production bioreactors are often stainless steel reactors although

disposable reactors up to 2,500 L are also available [84] and are being increasingly

used owing to their ease of implementation and routine operation, reduced change

over time between batches, and flexibility in plant capacity as demand changes.

3.3 Modes of Operation

The most typical mode of operation, termed fed-batch mode, involves adding

concentrated nutrient-rich feeds periodically during the course of the bioreactor

run to supply nutrients such as glucose and amino acid consumed during growth and

product expression. This mode is preferred for its balance of simplicity and ability

to satisfy nutrient demands to very high cell densities and hence is the mode most

used in the industry. It should be noted, however, that this configuration does not

work for all molecular formats. If the protein molecule is unstable at the temper-

ature and pH conditions of the bioreactor or because of enzymatic action, it

becomes necessary to minimize the residence time of the product in the bioreactor,

making a perfusion mode of operation preferable. For example, commercial pro-

duction of recombinant human Factor VIII is performed using a perfusion system

[85]. Also, if the production cell line is anchorage dependent, cells are often grown
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on microcarriers. A seasonal influenza vaccine is produced in Vero cells that grow

on microcarriers [86]. In addition to providing anchors for cell growth,

microcarriers also protect cells from excessive shear.

An emerging trend in the industry is the interest in continuous bioprocessing

[2]. The continuous system makes an attractive option to increase the throughput of

the plant allowing manufacture of large amounts of product in a facility with

smaller-scale bioreactors. Many cell retention devices can be used for perfusion

process [87], but alternating tangential filtration (ATF) devices are particularly

popular [88]. Also, a perfusion process may be used to increase the cell density in

the last inoculum reactor, which in turn results in a higher seeding cell density in the

production bioreactor. It should be noted that perfusion, which involves continuous

addition of medium and removal of product with return of cells back to the

bioreactor, does increase the volume of medium consumed as well as the complex-

ity of operation.

3.4 Process and Media Optimization

During the design of the process, the nutrient concentrations in the basal medium as

well as in the nutrient feeds are carefully optimized considering the shifting

metabolic needs of the cells during the growth stage and during protein expression.

Due to risks associated with transmissible spongiform encephalopathy (TSE) and

other transmissible diseases of animal origin, industry has shifted away from the use

of animal sera or media containing serum components. However, some serum or

serum components are occasionally used during cell line development. Although

some companies use only chemically defined media, many rely on animal protein-

free formulations that do not have any components of animal origin but may contain

complex raw materials such as hydrolysates. Industrial cell culture media contain a

number of components and commonly include glucose, amino acids, vitamins,

salts, trace metals, buffering agents, and antioxidants. Components such as growth

hormones may also be included. Additionally, growth media contain shear pro-

tectants in the form of surface active polymers such as pluronic polyols [89]. Media

optimization is usually achieved via rational understanding of cellular needs as well

as through empirical experimental studies. An important criterion for medium

design is to stay within a narrow range of osmolality (approximately

300–500 mOsm) where mammalian cells thrive. Equally important is the design

of nutrient feeds, which often have higher nutrient concentrations compared to

those in growth media. Since the growth media and nutrient feeds often contain

multiple components that interact with each other, scientists rely on statistical

experiments to improve process productivity and optimize product quality. Such

experiments are carried out in benchtop bioreactors (2–5-L working volume) or in

miniaturized bioreactors with working volumes as low as tens of milliliters

[90]. Industry has been quite successful in continually increasing the titers for

mammalian cell culture processes. A recent example of a significant titer increase,
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accomplished by optimizing nutrient concentrations and process conditions without

the need for a cell line change, was reported by Ahuja [91].

In addition to approaches mentioned above, advances on multiple fronts con-

tinue to enhance the understanding of mammalian cell metabolism. These advances

relate to different omics technologies [92, 93] and flux analysis techniques

[94]. These techniques help scientists generate hypotheses for further developing

growth media and nutrient feeds.

3.5 Equipment Design and Maintaining Sterility

The primary goals of the mechanical design of the bioreactor are to prevent ingress

of microbial and adventitious viral agents, to supply oxygen needed for cell growth

and product expression, and to provide adequate mixing to ensure homogeneity.

Sterility is achieved by ensuring that the bioreactors provide a closed environment

with the sterile boundary and that the media, feed, and base used in the manufactur-

ing process are sterilized through membrane filters as they enter the bioreactor.

Bioreactors are commonly run at positive head space pressure (generally �5 psig)

to minimize the risk of bacterial contamination. Requirement of the sterile bound-

ary necessitates the design of a robust sterile-in-place (SIP) method and other

operational procedures for bioreactor operation and maintenance, the details of

which can be found elsewhere [95]. Sterilization cycles for bioreactors and auto-

claves are designed to provide sterility assurance level (SAL) in excess of 10�6,

where SAL of 10�6 indicates the probability of one out of 106 sterilization cycles to

be unsuccessful [96].

Adventitious agents of concern include bacteria, yeast, mycoplasmas, and

viruses. Use of 0.1-μm filtration is generally effective in removing bacteria, yeast,

and mycoplasma. For higher assurance of inactivation of mycoplasmas and viruses,

heat treatment (high-temperature short time (HTST)) could be employed. HTST

treatment of media and feeds involves exposure to temperature about 102�C for

approximately 10 s [97]. This treatment has been successfully shown to inactivate

multiple viruses including minute virus of mice (MVM), which has been implicated

in facility contaminations as recent as 2011 [98]. In addition to heat treatment,

another possible technology for inactivating viruses is the use of UV-C (ultraviolet

light in the C spectrum) irradiation [99], which so far has found limited use in the

industry. Yet another approach is gamma irradiation, which is frequently used for

inactivating viruses in sera used for biologics manufacturing [98]. Gamma irradi-

ation is also used to sterilize disposable bags and bioreactors [100].

The bioreactor usually has an aspect ratio (diameter to height ratio) of approx-

imately 1:1.5, which is higher compared to that of a microbial fermenter (approx-

imately 1:3) [101]. A shorter reactor would be better for maintaining homogeneity

even though it might be less efficient in oxygen transfer for a given amount of

power input [102]. Bioreactors are continuously mixed to ensure homogeneity of

cells, nutrients, and environmental parameters such as pH, temperature, dissolved
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oxygen, and pCO2, as well as to improve gas–liquid mass transfer by reducing the

size of the gas bubble as well as that of the liquid boundary layer. Many impeller

types including Rushton, hydrofoil, elephant ear, marine, and pitched blade can be

seen in the industrial bioreactors [103, 104]. Compared to Rushton impellers, more

efficient impellers such as axial hydrofoil impellers make an attractive choice, as

the latter can be operated with lower power input to provide the desired level of

mixing and mass transfer, and they also provide better axial (vertical) mixing

[105]. In large-scale bioreactors, it is common to have two impellers with the

bottom impeller located above the sparger, which supplies gases (air, oxygen, and

CO2) to the bioreactor. Bioreactors may also contain baffles to aid adequate mixing.

Also, if possible, nutrient feeds and base used for pH control are added through

subsurface addition; this has been shown to significantly reduce pH fluctuations

during base addition in the bioreactors [106].

Foaming, the extent of which depends upon the medium type and sparge

conditions, is usually controlled using products containing simethicone. Foaming

is not desirable as it can act as a trap for cells, which in turn can be damaged by

bubbles bursting on the liquid surface [107]. Moreover, excessive foaming can

compromise bioreactor sterility if the foam wets the exhaust filter.

3.6 Process Scale-Up

One must be aware of different physical and chemical environments that may exist

as the process is scaled up from a small lab scale to a larger production-scale

bioreactor, as maintaining similar environmental conditions is the key to successful

scale-up. Parameters that are routinely controlled in a bioreactor are temperature,

pH, agitation, and dissolved oxygen (pO2). Temperature and pH set points remain

the same as the process is scaled up. The pO2 set point may require changing to

account for the increased pressure in a larger bioreactor in order to maintain the

oxygen concentration across scales.

Agitation rate changes with scale and is commonly estimated using the scale-up

criterion based on same power input per unit bioreactor volume (P/V). P/V is a

common scale-up criterion since it is a broad indicator of mixing and mass transfer

characteristics. Mixing time is inversely related to agitation rate up to a point, and it

generally increases with scale and is usually in the order of minutes in large-scale

(10,000–15,000 L) reactors [108]. As long as they are significantly lower than

characteristic times of gas–liquid oxygen transfer and cellular oxygen uptake [104],

differences in mixing times across scales do not pose a problem as they have been

found to be satisfactory for dispersing nutrient feeds and base, which are intermit-

tently added in the process. Shear stress experienced by cells in a bioreactor can be

estimated by the knowledge of agitation speed [109] or more precisely, by using

computational fluid dynamics [110]. Excessive shear, which may generate turbulent

eddies (known as Kolmogoroff eddies) with sizes similar to that of cells, can

damage cells directly. However, it has been shown that the lethal level of shear
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needed to directly damage cells is significantly higher than what is normally

experienced in the bioreactors [111]. This offers flexibility in scale-up as agitation

set point calculated based on P/V can be adjusted as necessary to optimize other

parameters.

Compared to agitation, a more critical factor is the effect of gas sparging on

bioreactor performance. Sparge rate and/or composition (relative proportion of air

and oxygen) is continuously varied to compensate for the change in the rate of

oxygen consumption during the course of the culture in order to maintain the pO2

within a narrow range. It has been well established that major damage to cells in a

bioreactor occurs when bubbles burst at the top of the surface [107]. High rate of

sparging, in addition to damaging cells, can also cause excessive foaming. The

other important effect of gas sparge rate and composition is the level of CO2 in

culture. Cellular metabolism results in evolution of CO2 and has to be removed at

the same rate to prevent accumulation, as high levels of pCO2 have been shown to

negatively affect the product yield and product quality [112]. High levels of pCO2

in the bioreactor reduce the pH, which in turn results in higher base addition. This

increases the osmolality, which may negatively affect the culture performance.

Higher levels of pCO2 can also affect the intracellular pH, which can result in

altered process performance. Appropriate control of pCO2 in the bioreactor is

therefore critical to successful scale-up.

The gases (air and oxygen) sparged to meet cellular oxygen demand in a

bioreactor also serve to remove CO2. In large-scale bioreactors, removal of CO2

is more challenging than in smaller vessels. As indicated earlier, it is typical for

process engineers to maintain a similar P/V as the criterion for scale-up of agitation.

This approach ensures adequate mixing, comparable shear imparted to the cells by

the impeller, and comparable mass transfer efficiencies to satisfy cellular oxygen

demand. However, because the larger-scale vessel is considerably taller, the resi-

dence time of gas bubbles is significantly longer, and they reach near-saturation

levels of CO2 concentration [113], thereby losing their ability to strip out CO2. This

in turn leads to an accumulation of CO2 in the bioreactor. To ensure similar levels of

CO2 between scales, careful consideration of equipment design and sparging

strategy is important. Equipment design could include impeller design, sparger

design, number of spargers, and their placement. Design of sparging strategy, that

is, the profile of sparge rate and composition throughout the culture, should

consider cellular CO2 metabolism/stripping in addition to oxygen metabolism/

supply.

While designing the agitation rate and sparging strategy, the process engineer

must take into consideration the constraints of mixing, shear stress, damage due to

sparging, oxygen supply, CO2 accumulation, and foaming. For example, although a

high gas flow rate would be preferred for keeping pCO2 levels low, it might result in

excessive foaming. Figure 3 depicts the interplay between different constraints and

how they all must be looked into for optimizing operating conditions in a

bioreactor.
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The concerns listed above apply to fed-batch as well perfusion cultures with the

latter having increased demands for oxygen transfer, CO2 removal, and foaming

due to much higher cell densities.

4 Harvest

Cell harvesting is the separation or retention of cells and cellular debris from the

supernatant containing the target molecule. Selection of a harvest method depends

greatly on the type of cells, mode of bioreactor operation, process scale, and

characteristics of the product and cell culture fluid. Whether the bioreactor is

operated in continuous (perfusion), batch, or fed-batch mode, the optimal harvest

method preserves cell viability in order to avoid release of intracellular enzymes

and impurities that could negatively impact product quality and complicate the

purification process. Harvest techniques used for perfusion cell culture must also be

designed to maintain sterility of the bioreactor throughout the duration of the

perfusion operation, which may be up to several weeks. Further details on cell

retention techniques for perfusion can be found in the review by Voisard

et al. [114]. Most traditional harvest methods use some form of filtration, centrifu-

gation, or a combination of both for cell separation and/or retention. Filtration

methods include normal flow depth filtration and tangential flow microfiltration and

achieve separation based on particle size differences. Centrifugation methods

achieve primary separation based on density differences and are typically followed

by depth and sterile filtration for removal of small debris from the centrate. The

ability to predictably scale the selected harvest method helps ensure successful

production and is critical for conducting small-scale characterization studies for

confirming parameter targets and ranges.

Fig. 3 Interplay of

different constraints as

function of agitation and

aeration rates
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4.1 Methods for Cell Harvest

Batch harvest methods include tangential flow filtration (TFF), depth filtration, and

centrifugation. Tangential flow filtration has traditionally been used for lower solid

containing <2% and higher viability cell cultures.TFF retains cells using a mem-

brane while the clarified filtrate flows through. The flow along the membrane

surface helps keep the membrane from fouling. This method is linearly scalable

and, depending on the membrane pore size, can generate clarified cell culture fluid

with minimal downstream filtration. Since cells are concentrated during harvest,

this method is limited by the concentration factor and product yield that can be

achieved. While single-use options for TFF are available, reuse is generally eco-

nomically more favorable.

Depth filters separate cells based on size exclusion by forcing the liquid through

a porous medium in normal flow mode. The medium traps cells and cellular debris

while the liquid flows through to a collection vessel. Depth filters of different

nominal pore sizes are often used in series to allow the larger cells to be trapped

in the first stage and cellular debris to be trapped in the second stage. As harvest

volumes increase, the amount of depth filtration area also increases, leading to a

larger footprint and less economic advantages when compared to TFF and

centrifugation.

Centrifugation is the most widely implemented harvest method for large-scale

manufacturing. Centrifuges separate cells from the product-containing liquid by

exploiting density differences between the solid cells and the liquid. In a continuous

disk stack centrifuge, the feed is accelerated via a rotating bowl, and the solids are

thrown toward the outer radius where they contact a series of closely placed, angled

disks. The solids travel down the sides of the disks, collect at the bowl periphery,

and are discharged intermittently by opening and closing the bowl. The clarified

liquid travels upward and out of the centrifuge. The clarified liquid typically is

filtered downstream through a combination of depth and membrane filters to ensure

complete solids removal. Centrifugation provides significant advantages over fil-

tration including high process yields, effective and consistent clarification perfor-

mance, and lower resources for process development. However, among the three

most commonly used harvest methods, centrifugation is operationally more com-

plex and more challenging to scale up.

4.2 Scale-Up of Centrifugation

Centrifugation takes advantage of density differences between cellular solid parti-

cles and cell culture fluid in order to achieve separation. Particles that differ in

density will settle at different rates in response to an applied gravitational or

20 K. Ram et al.



centrifugal force. Assuming laminar flow and approximating cellular particles as

spheres enable application of Stoke’s law, which defines particle settling velocity

as:

Vt ¼
ω2r ρp � ρl

� �
d2

18μ
; ð1Þ

where Vt is the settling velocity, ω2 is the angular velocity, r is the distance of the
axis of rotation, ρp is the density of the particle, ρl is the density of the liquid, and μ
is the viscosity of the liquid.

Ambler related the particle settling velocity to the flow rate and settling area of a

centrifuge using:

Vt ¼ Q

Σ
; ð2Þ

whereQ is fluid flow rate and Σ is a relationship Ambler derived for various types of

centrifuges [115]. For a disk stack centrifuge, Ambler defined Σ as:

Σ ¼ 2πNω2

3g
r32 � r31
� �

cot α; ð3Þ

where N is the number of disks, ω2 is the angular velocity, r2 is the maximum disk

radius, r1 is the minimum disk radius, and α is the half cone angle of the disk.

With these relationships, the development scientist can experimentally deter-

mine the settling velocity of the cellular solid particles using bench-scale centri-

fuges. Since sigma factors are known for each centrifuge, the scientist can solve for

feed flow rate in Ambler’s equation. In theory, operation of the centrifuge at the

determined flow rate should yield a centrate with similar clarity as that found in the

bench-scale centrifuge experiment. However, in reality, the centrifuge system is

more complicated and additional experimentation is needed to fully predict sepa-

ration performance. Prediction of performance using the sigma factor relationship

is more reliable when comparing Q/Σ from similarly-designed centrifuges. For

example, a laboratory-scale disk stack centrifuge may be used to predict the flow

rate range needed to achieve the same separation as a production-scale disk stack

centrifuge via:

Q

Σ

� �

lab

¼ Q

Σ

� �

production

: ð4Þ

Even when using a scaled-down version of the production centrifuge, scientists

often need to apply a safety factor to account for the effects of differing particle size

distributions, shear-induced cell lysis, higher discharge pressures, and variable

solid volumes from batch to batch.
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Several researchers have successfully developed small-scale models to mimic

the shear created within the feed zone of a large-scale centrifuge [116–118]. When

used with a laboratory-scale centrifuge, the shear models have had success

predicting centrate clarity from a pilot-scale centrifuge [117].

4.3 Filter Sizing

Filter sizing for harvest operations is best determined empirically with scaled-down

devices and representative feedstocks. In theory, Darcy’s relationship between flow
rate and the pressure drop resulting from the flow through a porous material can be

used to describe filtration performance:

dV

dt
¼ kΔPA

μL
ð5Þ

where dV/dt is flow rate, k is bed permeability, μ is liquid viscosity, ΔP is pressure

drop, L is bed thickness, and A is filtration area.

However, applying Darcy’s law to biological filtrations is challenging because

of the difficulty in calculating the bed permeability and the resistance (k/L ) for these
fluids. Though permeability and resistance could be estimated from the Kozeny–

Carman expression [119], experimental measurements are usually a better option.

Experiments can be performed either at constant pressure (Vmax) or at constant flux

(Pmax) [120]. The Vmax method applies the linear form of the pore-plugging model

to predict the maximum volume that can be filtered:

t

V
¼ 1

Qi

þ t

Vmax

; ð6Þ

where t is time, V is volume, Qi is initial filtrate flow rate, and Vmax is the maximum

volume that can be filtered at the test pressure before the membrane fouls.

The experiment is performed by filtering at a constant pressure and measuring

the filtered volume as a function of time. If the plot of t/v versus t is linear, then the
gradual pore-plugging model applies and Vmax is calculated from the inverse of the

slope. If the plot of t/v versus t is nonlinear, then the constant flux method should be

used. Generally, constant pressure experiments are best for screening depth filtra-

tion options and constant flux experiments are best for estimating filtration perfor-

mance. Unless numerous studies are performed with multiple feedstocks, the

experimentally determined filtration area is increased by 50–100% to provide a

margin of safety for large-scale depth filtration harvest operations [121]. Depth

filtration sizing experiments are relatively easy to perform, and generally similar

harvest areas and filter types can be used across pilot and commercial scales.

Harvest operations for cell culture are typically filtration or centrifugation or a

combination of both methods. Harvest performance is still heavily determined by
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experimental data, although improved scale-down models and high-throughput

systems continue to be developed.

5 Purification

5.1 Purification Process Targets

Purification of biopharmaceuticals must strike a balance between several compet-

ing goals to achieve an optimal result. While each drug is unique, these competing

goals often encompass product quality, manufacturing facility fit, adherence to

platform process principles, robustness, scalability, productivity, yield, cost of

goods for manufacturing (COGM), employee safety, environmental impact, free-

dom to operate (intellectual property), and validation. While it is beyond the scope

of this work to discuss all of these considerations in detail, a few definitions and

general guidelines are provided below.

Product quality is defined as the suitability of either a drug substance or drug

product for its intended use. This term includes such attributes as identity, strength,

and purity (ICH Q8(R2)).Typical limits for process-related impurities and bacterial

endotoxins in biopharmaceuticals are provided in Table 1. There are additional

considerations for product-related substances and impurities that are specific to

each biopharmaceutical. These species may need to be controlled and, therefore,

must also be taken into account during design of a purification process.

Good manufacturing facility fit can be thought of as the ability to run a process

optimally with few if any changes to the existing facility or equipment. Common

purification process bottlenecks, such as buffer requirements that exceed storage

capacity, are avoided. For monoclonal antibodies in particular, adherence to plat-

form process principles, where most aspects of process design are fixed, can usually

avoid many facility fit issues.

Process robustness is defined as the ability of a process to tolerate variability of

materials, process parameters, and equipment performance without negative impact

Table 1 Typical limits for process-related impurities in biopharmaceuticals

Impurity Limit References

Host cell protein (HCP) Varies based on risk assessment; often ng

HCP/mg drug

[122], author

experience

Small and synthetic macromol-

ecule impurities

Varies based on risk assessment; often μg
impurity/mg drug

[123], author

experience

DNA �10 ng/dose [124]

Endotoxin �5 EU/kg body weight per ha USP <85>b

aFor parenteral administration other than intrathecal
bThe United States Pharmacopeia Convention <85> Bacterial Endotoxins Test. www.usp.org/

usp-nf/harmonization/stage-6/bacterial-endotoxins-test
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on quality (ICH Q8(R2)).As process deviations and upsets are possible occurrences

during routine manufacturing, good process robustness is a critical goal of purifi-

cation process development.

Process productivity (e.g., kg/year) and yield (e.g., kg/batch) are related but not

identical. These parameters determine how much drug a given facility can produce

per unit time and at what cost. Cost of goods for manufacturing (COGM) is

impacted by productivity and yield, as well as other parameters such as raw

material costs and labor costs. Process economics is discussed in greater detail

later in this chapter.

5.2 Purification of Monoclonal Antibodies

Given the importance of the biopharmaceutical market and scale of production as

indicated earlier in this chapter, tremendous effort has been devoted to mAb

purification process development. Numerous comprehensive reference texts on

the subject are available (e.g., [125]). Here, we will briefly describe the culmination

of decades of biopharmaceutical development, resulting in the modern mAb plat-

form purification process.

Figure 4 shows a process flow diagram for a common variant of the mAb

platform purification process. This process begins with removal of cells and

clarification by continuous centrifugation and depth filtration. The clarified culture

broth containing the mAb is captured by Protein A affinity chromatography. This is

followed by a dedicated viral clearance step – low-pH inactivation. The anion

exchange flow through chromatography step is principally a viral clearance step,

although it can also clear process-related impurities such as DNA. The cation

exchange step serves to remove process and product-related impurities. Much of

Fig. 4 Process flow diagram for a common variant of the modern mAb platform purification

process
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the process development effort is dedicated to optimization of this step for removal

of product aggregates. Another dedicated viral clearance step, virus filtration, is

performed after cation exchange. Lastly, the mAb is concentrated and buffer

exchanged into formulation buffer by ultrafiltration/diafiltration.

In most instances, the Protein A column is placed first in the purification train to

capture product from clarified cell culture broth [125–127]. This configuration

provides an optimal balance of process similarity for different molecules, favorable

COGM for routine commercial manufacturing, and process robustness. However,

process models developed to predict cost of goods and facility capacity tend to be

sensitive to Protein A capture column dynamic binding capacity (DBC)

[128, 129]. As a result, the last decade has seen introduction of multiple generations

of Protein A stationary phases designed to achieve higher DBCs.

5.3 Affinity Chromatography

Owing to the demand for mAbs, the industrial-scale use of Protein A chromatog-

raphy with column diameters in excess of one meter is now routine. Staphylococcal

Protein A (SpA) is a 42 kDa single-chain protein localized to the outer surface of

Staphylococcus aureus [130–133]. Native SpA is composed of five Fc-binding

domain-designated E, D, A, B, and C [134–136].

The potential of SpA to be used as an affinity ligand for protein purification was

recognized early on. Initial SpA affinity resins consisted of native Protein

A coupled to a base matrix usually through covalent bonding to amines. Since

then, extraordinary improvements have been made in Protein A chromatography

resins. Among the most innovative is the Z domain, which represents an analogue

of the native B domain developed for purification of Fc-fusion proteins

[137, 138]. A derivative of the Z domain engineered for greater alkaline stability,

incorporated in mAb Select Sure from GE Healthcare, has gained widespread use

for capture of mAbs and Fc-fusion proteins.

Protein A chromatography is most often used for capture of biopharmaceuticals.

It serves to remove process-related impurities, including cell culture media com-

ponents, host cell protein, and DNA. Fc-containing proteins are typically bound to

Protein A at neutral or near neutral pH and eluted under acidic conditions below pH

4.0.

Other affinity matrices are used in mammalian cell culture processes. Notably,

recombinant Factor VIII preparations have historically utilized custom-designed

immunoaffinity resins [139]. However, as non-mAb recombinant proteins

manufactured in 2013 represent less than 2% of the total mammalian cell culture

production, these applications comprise a tiny fraction of the bioprocessing capac-

ity represented by Protein A chromatography [1].
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5.4 Ion Exchange Chromatography

Due to its gentle processing conditions and relatively low cost, ion exchange is

among the most widely used separation modalities for purification of biopharma-

ceuticals. Most modern ion-exchange media are composed of a porous agarose,

methacrylate, or polystyrene base matrix containing either strong or weak

ionogenic groups. Ion-exchange membrane absorbers are also used for purification

of cell culture-derived products, but to a lesser extent.

In most mAb platform processes, ion-exchange steps serve primarily a viral

clearance function, in the case of anion exchange, and a polishing function for

aggregate removal, in the case of cation exchange. For non-mAb processes, ion

exchange serves a much wider variety of functions ranging from capture to

polishing. Proteins are usually bound under low ionic strength conditions and eluted

at higher ionic strength, although some proteins (mAbs in particular) have demon-

strated higher binding capacity at intermediate ionic strength owing to electrostatic

exclusion effects [140]. Binding and elution by varying pH can also be employed

although this approach is not as widely used and generally requires more time and

effort for process development.

Contributions from both thermodynamic and rate factors govern the perfor-

mance of ion-exchange chromatography. The thermodynamic component is

described by the equilibrium adsorption isotherm, while the rate is usually governed

by mass transfer resistance. Early generations of ion-exchange media had relatively

poor equilibrium capacity and mass transfer characteristics. By comparison, more

recent iterations strike a good balance of equilibrium binding capacity and mass

transfer rates for many protein biopharmaceuticals.

Mechanistic models of ion-exchange adsorption usually require a description of

the equilibrium isotherm and in many instances require a numerical solution of the

general diffusional transport model [141]. However, constant pattern solutions for

column breakthrough are available for the external film model and the linear

driving force model. For instances of strong binding, which can be approximated

by a rectangular isotherm and which is frequently encountered with ion-exchange

media at low ionic strength, exact analytical solutions are available [141].

5.5 Hydrophobic Interaction and Multimodal
Chromatography

Hydrophobic interaction chromatography (HIC) and multimodal chromatography

are widely used for purification of cell culture products. Because of the need for

salts composed of kosmotropic anions and chaotropic cations (e.g., ammonium

sulfate), HIC does tend to have greater drawbacks compared to other modalities.

The high concentrations of salt required may necessitate special waste treatment

prior to discharge from the manufacturing facility. Moreover, HIC can be quite
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sensitive to a number of operating parameters and, therefore, requires more time

and effort to develop a robust and scalable unit operation. Nonetheless, HIC unique

selectivity often proves indispensable in biopharmaceutical purification, requiring

the investment be made to overcome these challenges.

Proteins are commonly bound to HIC ligands at high ionic strength using

ammonium sulfate, sodium sulfate, or sodium citrate and eluted by lowing the

ionic strength. HIC is used extensively for demanding separations such as removal

of product aggregates and fragments. It is most often used in a polishing configu-

ration later in the process. While HIC can be used for product capture, this is

relatively rare due to complications that can arise when adding large amounts of salt

to cell culture harvest broths and the tendency of HIC resins to become fouled due

to the higher proportion of impurities in these feed streams.

Multimodal chromatography utilizes ligands typically composed of both

ion-exchange and HIC modalities. In general, these matrices mitigate some of the

manufacturing drawbacks of HIC. For example, the use of concentrated salt solu-

tions is often not required for multimodal chromatography. From a process devel-

opment perspective, the time and expense to develop a multimodal purification step

are intermediate between that of HIC and ion exchange. Therefore, it is usually

evaluated before HIC for challenging separations that cannot be achieved by less

selective methods.

Binding and elution of proteins on multimodal resins can occur under conditions

similar to either HIC or ion exchange, depending on the specific nature of the

protein. Some proteins show a strong tendency toward one mechanism, while others

may be able to utilize either depending on other parameters such as solution

pH. Multimodal chromatography is utilized in a wide variety of roles for removal

of both process- and product-related impurities.

5.6 Scale-Up of Chromatography Steps

A number of factors must be considered prior to scale-up of process chromatogra-

phy unit operations. These usually encompass equipment and hardware, column

packing and pressure-flow relationships, dynamic binding capacity, yield, selectiv-

ity, and resolution [142]. Due to loss of wall support, higher backpressure is

encountered in larger diameter columns as scale is increased for the same bed

height. This effect is now relatively well understood and predictable using mathe-

matical relationships for compressible media [143]. The quality of column packing

is usually evaluated using relatively simple inert tracer pulse response experiments

to measure height equivalent to a theoretical plate (HETP) and peak asymmetry. A

practical guide to qualification of chromatographic columns and setting limits for

these parameters is provided by Rathore et al. [144].

Capacity, selectivity, and resolution are usually optimized using laboratory-

scale models. Dynamic binding capacity (DBC) is best measured using represen-

tative feedstocks with >1 cm diameter columns at the target bed height and mobile
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phase velocity to ensure that both selectivity and resolution are maintained at scale;

the process developer needs to have a good understanding of potential sources of

variability and the normal operating ranges for all relevant process parameters. For

example, aggregate removal by stepwise elution from ion-exchange resins tends to

be sensitive to both pH and ionic strength [145]. If the process requires tighter

operating ranges than can be achieved in manufacturing, process performance or

product quality may suffer. Scale-up of gradient elution and prediction of optimal

stepwise elution conditions using relatively simple mathematical relationships has

been established by Yamamoto and coworkers [146].

5.7 Viral Safety Considerations

Viral safety of biopharmaceutical preparations is of paramount consideration. For

products made using well-characterized cell lines, at least two unit operations with

orthogonal clearance mechanisms have to be tested for clearance capability using

model viruses [147]. Cell lines used for biopharmaceutical production often contain

endogenous retroviruses. Moreover, adventitious viral contamination may occur

through ingress from raw materials, cell banks, or process operations. Viral safety

must be assured for both sources of viral contamination. In the authors’ experience,
a large proportion of questions from regulatory authorities concern viral safety

matters. Therefore, attention to detail in this area during process development and

execution of viral clearance studies is particularly important.

For monoclonal antibody processes, the majority of clearance is usually derived

from low-pH virus inactivation (i.e., exposure to low pH, typically 3.6 or lower,

sufficient to inactivate enveloped viruses), anion exchange flow through chroma-

tography, and virus filtration (a dedicated membrane filter with a pore size, usually

20–40 nm, smaller than the size of the virus desired to be removed).The cation

exchange step can also serve to clear viruses if needed [148]. Low pH, anion

exchange, and virus filtration can often provide a combined log reduction value

(LRV) of greater than 15 if implemented correctly for xenotropic murine leukemia

virus, which is a commonly used model virus for clearance studies.

5.8 Ultrafiltration/Diafiltration (UF/DF)

In many cell culture processes, UF/DF is used as a process step to perform a simple

buffer exchange and concentration function. They may also serve to remove small

impurities with a high sieving coefficient. In practice, removal of many small-

molecule impurities by UF/DF may not follow ideal behavior and can be described

using mathematical models developed by Zydney and coworkers [149].

For monoclonal antibodies, the final UF/DF step serves to achieve the final drug

substance protein concentration and exchange the product into formulation buffer.
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As a result of the industry trend toward high-concentration formulations in order to

reduce the volume of product dosed, this step can pose unique challenges. In

particular, concentration polarization, high shear rates, and high viscosity can

lead to scale-up challenges for this unit operation [150]. Furthermore, the require-

ment for a large amount of product can make this step challenging to develop even

in a laboratory-scale setting. To avoid commonly encountered problems associated

with slip-induced shear from peristaltic pumps, it is recommended that high-quality

diaphragm pumps be used for both development and manufacturing.

6 Process Economics

Biotechnology is increasingly providing new and potentially effective protein-

based treatments against many of humankind’s most serious diseases. However,

treatment in therapy areas such as oncology, neuroscience, and metabolic disease,

all with significant unmet medical need, is not viable unless these novel products

can be made in sufficient quantity and sold at a price that payers can afford. In

addition, the market is becoming increasingly competitive with efficacy of the new

drug being of primary importance but time to market and cost becoming key

differentiators. Therefore, as this trend in rapid expansion of next-generation

biologic portfolios continues to grow, getting to grips with process economics is

very important.

There are a number of fundamental components that affect process economics

including titer, scale, purification yield, time in plant, facility costs (depreciation,

labor, and utilities), raw materials, and process configuration.

6.1 Titer and Economies of Scale

Recombinant protein titers vary widely depending on expression system and pro-

tein class. A well-established expression platform such as Chinese hamster ovary

(CHO) expression of therapeutic antibodies can reach 10–15 g/L [126]. Other

protein classes (e.g., blood factors) may be expressed at significantly lower levels.

The impact on cost of goods manufactured per gram (COGM/g) by titer is very

significant. As titer continues to increase, the impact of manufacturing costs

become more apparent (Fig. 5). Beyond a certain titer, say above 4 g/L, the effect

of COGM/g is less dramatic; however, the plant output continues to increase as titer

increases, in the absence of purification bottlenecks. With a finite amount of time

that can be devoted to process optimization before the program needs to move into

clinical evaluation, the allocation of development effort to increasing titer versus

other process improvements, downstream, needs to be carefully considered.
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6.2 Purification Yield

The overall process yield is a function of the performance of each individual

purification step. Improvements in step yield through process optimization and in

some cases removal of non-value added intermediate steps can increase the quantity

of product per batch and thus reduce COGM. Typically the more complex the

process and the more steps required to produce appropriate quality product, the

lower the yield and the more expensive the final drug. For an established product

type such as antibodies, process yields have risen in recent years from <50% to

typically over 70% [151].

6.3 Batch Duration: Run Rate

A biologic manufacturing facility costs money whether it is used or not. Fixed

costs, such as depreciation, labor, and power, are constantly accumulating and will

be attributed to the COGM in that facility. Therefore, it is essential to maximize the

potential number of batches that the plant can handle. Fermentation duration,

number of bioreactors, number of purification suites, and the purification time are

some of the key components that dictate run rate. Clearly the number of bioreactors

and purification suites may not be easily changed; however, the way that the

fermentation and purification process are optimized and run to maximize run rate

is of paramount importance.

6.4 Material Costs and Process Configuration

Production of biologics requires the use of raw materials (chromatography resins,

filters, buffer constituents, cell culture media, and water). The cost impact of raw

Fig. 5 Economies of scale.

Typical cost trend as titer

increases
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material used is dependent on scale and in certain cases (resins and filters) whether

or not components are reused and, if reused, how many times. The decision to

incorporate disposable or reuse is complex. While the disposable path may lead to

higher raw material costs, this is potentially offset to some extent by reduction of

operating costs and other indirect costs such as cleaning validation [152, 153]. The

process configuration is ultimately determined through careful consideration and

modeling of potential manufacturing scale, campaign size, and other manufacturing

considerations, such as whether or not the process will move into a dedicated or a

multiuse facility.

6.5 Cost Modeling

The choice of operating conditions, process performance, and scale of manufacture

will all impact COGM. Cost models are typically used to help rationally determine

the optimum solution for process configuration and potential process development

strategies [154]. Developing a protein therapeutic has high uncertainty and is costly

and subject to strict regulatory requirements. The old paradigm of “fail fast-fail

cheap” in which early proof of principle was demonstrated before significant

investments were made is no longer always the case. With some disease areas

becoming increasingly well understood, the requirement to rapidly accelerate

through the clinical phases leaves little time to make significant process modifica-

tions. Development of processes that are economically viable from the beginning of

the process life cycle is becoming increasingly necessary. One way it has been

possible to satisfy this contradictory expectation of high productivity, and acceler-

ated timelines is by development of “platform processes” that work especially well

for a class of molecules (e.g., mAbs). The use of cost models and other in silico

process tools to evaluate and prioritize impact of cost-related factors (e.g., titer,

scale, and process choice) with clinical data (potential dose, patient population) and

manufacturing facilities is becoming fundamental to strategic and rational selection

of process requirements and optimization goals [155].

7 Summary

The progress in bioprocess development and scale-up continues to keep up with the

changing nature of treatment paradigms and economic pressures. On the one hand,

a fairly solid platform process (described in this chapter) consisting of fed-batch

bioreactors, three-column chromatography, and two viral clearance steps has been

developed and routinely practiced at large scale for the manufacture of monoclonal

antibody products to supply markets with high product demand. At the same time,

the industry is also retooling itself to respond to personalized medicine approaches

calling for greater number of products with lesser demand by developing disposable
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bioreactors and columns. Leveraging the experience gained in developing pro-

cesses for mAbs, progress is also being made in other recombinant proteins, such

as Fc-fusion proteins, multi-specific proteins, and even other product modalities

such as gene therapy and cell therapies.

Because of the need to evolve with the changing patient needs, bioprocess

development and manufacture will never become a mature field; however, thanks

to the rapid progress made over the past decade, it is well past its infancy.
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Production of Protein Therapeutics

in the Quality by Design (QbD) Paradigm

Anurag S. Rathore and Sumit K. Singh

Abstract Biotech products and processes are complex. Our understanding of how

the process affects product quality is incomplete and that of how the various quality

attributes of the product affect the clinical safety and efficacy is even more limited.

Quality by Design (QbD)-based process and product development aims at improv-

ing this understanding. In this chapter, we briefly introduce the concept of QbD in

the context of biotherapeutics. Next we discuss the various unit operations that

together make a typical process. Recent advancements in the manufacturing of

biotech therapeutics will also be presented. The importance of identifying the

underlying relationship between the quality attributes of the product and clinical

safety and efficacy for ultimate realization of QbD goals is discussed in the last

section of the chapter. Future perspective of the increasingly important role that

QbD is likely to play for the manufacturing of drugs for an increasingly global

market is presented as the concluding note of this chapter.

Keywords Biosimilars, Downstream processing, Process analytical technology,

Quality by design, Safety and efficacy, Upstream processing
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1 Introduction

Recombinant therapeutics, monoclonal antibodies, and industrial enzymes together

create a multibillion dollar market, global sales of which are expected to rise up to

US$169 billion in 2015 [1, 2]. In this scenario, accelerating process development

and achieving consistency in process performance and product quality while

reducing treatment costs is a goal that is widely shared among manufacturers of

the major biotech therapeutics. Quality by Design (QbD) has been demonstrated to

be a possible solution to this conundrum as an approach toward process and product

development [3, 4]. Recent and ongoing patent expirations and the focus on cost

reduction have also fuelled interest in development of biosimilars (follow-on

versions after patent expiry of the originator) [5].

QbD aims to develop products using a well-defined and controlled process based

on the deep understanding of the product itself [3, 4]. The production of biotech

therapeutics under this paradigm involves designing the production process such

that the quality target product profile (qTPP) and the critical quality attributes

(CQA) of the biotherapeutic are well defined and the desired profile is consistently

achieved. Considering the fact that even innovators are known to observe differ-

ences in product quality of batches manufactured in the same facility [6], a key

challenge is deciding on which differences are acceptable and are likely not to have

significant clinical ramifications [7, 8].

A typical biologic is a complex molecule with numerous quality attributes, many

of which are CQA and can have a significant effect on the clinical safety and/or

efficacy of the product [8]. For instance, a monoclonal antibody (mAb) molecule

expressed in mammalian cells can have as many as 40–50 attributes that define its

structure and function. This compares to a much smaller number for a typical small-

molecule (pharmaceutical) drug entity which may have a handful of CQA. This

complexity brings along with it a significant analytical burden and generally

necessitates the use of high-end analytical tools that are, in most cases, expensive

and require a skilled workforce [9]. Catering to these needs, evolution and
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advancements in analytical methodologies that are capable of deciphering differ-

ences even at single amino acid resolution have occurred over the past decade [10–

14]. Despite all these advancements, we are far off from achieving complete

understanding of how each of the different CQA impacts the clinical performance

of a drug [15]. Figure 1 illustrates the complexity involved in a biologic

manufacturing.

As a consequence of the aforementioned, implementation of QbD principles can

certainly overcome and simplify the overwhelming challenges confronted during

the manufacturing of biotherapeutics [8]. Increasing adoption of process analytical

technology (PAT) in manufacturing settings is a positive step in this direction

Fig. 1 Illustration of the various steps in biologic manufacturing and the inherent sources of

variability in each of these steps. The large number of process steps and the variability at each of

these steps make the entire bioprocessing a complex activity and thereby affecting CQAs of the

final product in a rather unanticipated manner. (a) A typical mAb molecule with multiple sites of

modifications. (b) Number of process steps involved in manufacturing of a typical biotech product.

Figure adapted with copyright permission from [8]
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[16, 17]. Numerous publications have reported advancements in bioprocessing

as well as safety and efficacy testing for biologics [18–23].

2 What Is QbD?

Quality by Design is a systematic approach that begins with predefined objectives
and emphasizes product and process understanding and process control. It is an
approach based on principles sound science and quality risk management [24]. Var-
ious steps that are involved in the implementation of QbD process have been

illustrated in Fig. 2 [3, 4]. Product knowledge is derived during the drug discovery

process and the preclinical and the clinical trials and is continually enhanced as the

prospective drug candidate evolves through its development life cycle [4]. This

Fig. 2 Illustration of various steps in process and product development by (a) traditional approach

and (b) QbD paradigm. Republished with copyright permission from [25]
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product knowledge is in turn capitalized for identifying the quality target product

profile (qTPP) and the critical quality attributes (CQA). Process understanding is

then created and leveraged to identify the critical process parameters (CPP). Table 1

lists out the definitions of some of the important terminologies used in the context of

QbD. Product understanding and process capability are then utilized to design

specifications for in-process, drug substance, and drug product attributes (defining

process and product design space). Sources of information that come in handy in

establishing such specifications include clinical and nonclinical studies, prior

published literature, and process capability with respect to variability observed in

the manufactured lots [4]. In the QbD paradigm, it is also important that the process

be controlled appropriately so as to reduce variability in the product quality not just

in the final drug product but rather at every stage of production. This is the basis for

PAT and requires the use of appropriate process monitoring tools and robust

process controls so as to steer the process on the predefined trajectory in real time

[28–30]. Other elements that play a key role in the implementation of QbD for

product of biotherapeutics include characterization and control of raw materials,

knowledge management, and continuous risk assessment and management.

Table 1 Key terms used in QbD implementation for the production of biotherapeutics

Term Definition

Quality target product
profile (qTPP)

A prospective and dynamic summary of the quality characteristics

of a drug product that ideally is sought be achieved to ensure that

the desired quality, and thus the safety and efficacy, of a drug

product is realized

Critical quality attribute
(CQA)

A physical, chemical, biological, or microbiological property or

characteristic that should be within an appropriate limit, range, or

distribution to ensure the desired product quality

Critical process parame-
ters (CPP)

A process parameter whose variability has an impact on a critical

quality attribute and, therefore, should be monitored or controlled

to ensure the process produces the desired quality

Design space The multidimensional combination and interaction of input vari-

ables (e.g., material attributes) and process parameters that have

been demonstrated to provide assurance of quality

Quality risk management
(QRM)

A systematic process for the assessment, control, communication,

and review of risks to the quality of the drug (medicinal) product

across the product life cycle

Real-time release testing
(RTRT)

The ability to evaluate and ensure the quality of in-process and/or

final product based on process data, which typically include a valid

combination of measured material attributes and process controls

Continuous process
verification

An alternative approach to process validation in which

manufacturing process performance is continuously monitored and

evaluated

Knowledge management Systematic approach to acquiring, analyzing, storing, and dissem-

inating information related to products, manufacturing processes,

and components

Definitions taken as per (ICH Guideline Q11 [26] and Q10 [27])
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In the sections to follow, QbD concepts that are being practiced by the biotech-

nology industry in upstream and downstream segments of their manufacturing are

discussed. Analytical approaches that are capable of elucidating the crucial link

between quality attributes of product and the safety and efficacy of the product are

also discussed. Finally, the future roadmap for the implementation of QbD for

biotech products is presented.

3 QbD in Upstream Processing

Upstream processing in a biopharma facility involves series of steps from cell-line

development, media and feed development, shake flask operations, and production

bioreactor [31]. The aim at each of these steps is to maximize the productivity of

cells (and the product) without negatively impacting product quality.

3.1 Raw Material Characterization

A very large number of raw materials are used in upstream processing and at times

some of them (such as yeastolates) may not be chemically defined. These compo-

nents are known to significantly contribute to the variability in process performance

and that in product quality [32]. Over the last several decades, the industry has spent

considerable efforts toward understanding how different process parameters affect

bioreactor performance. As a result, it is not uncommon to find raw material

variability as a principal contributor to the variability in process performance and

that in product quality. The complexity arises from the fact that it is not practically

feasible to examine the effect of each component (anywhere from 20 to 50) and

each process parameter (anywhere from 10 to 20) and their interactions. Common

practice in industry is to resort to some form of risk analysis to identify the process

parameters and raw materials that can be examined via lab-scale experimentation

(typically less than 10).

In the QbD paradigm, a risk-based approach is undertaken for raw material

management depending on the development stage of the product [33]. Under this

strategy, raw materials are classified into critical, key, and non-key [3]. Those

components falling under the critical and key categories are known to have signifi-

cant impact on product quality or process consistency, respectively. Thus, they

warrant heightened focus in terms of characterization and monitoring. In contrast,

components in the non-key category can be managed through the supplier assess-

ment procedures as defined by the company’s internal quality system. Figure 3

presents the various assessment approaches that are followed for determining the

criticality of raw materials.
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3.2 Product and Process Understanding

Upstream processing is known to significantly and in a lot of cases solely impact

several of the quality attributes of biotherapeutic products. These include glyco-

sylation profile, charge variant (acidic/basic) distribution, and other product-related

impurities [34]. The cell line used (microbial, yeast, insect, plant, and mammalian)

has been known to have a considerable effect on many of the CQAs of the product

[8, 35].

The implementation of QbD in bioprocessing involves understanding how the

various upstream input process parameters and raw material attributes affect the

process outcome. This information is typically expressed in the form of correlations

between upstream process outputs such as product yield, viable cell density,

product quality attributes such as glycosylation profile, and the various process

parameters and raw material attributes [15]. Since QbD recommends a bottom-up

approach (product defines process) where the process is designed keeping in sight

the product profile as per the end-user (patient) requirement, upstream processing

being far away from the end product may have an indirect impact on many of the

CQA [32]. Still, as mentioned earlier, there are several CQA (most notably the

glycosylation profile) that are primarily defined by the upstream process. In order to

achieve consistency in these CQA, critical process parameters (CPP) such as pH,

temperature, dissolved oxygen level, substrate, and other nutrient ratios need to be

Fig. 3 Different risk assessment approaches to determine the criticality of raw materials.

Republished with copyright permission from [3]
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controlled appropriately [36, 37]. Table 2 presents a review of the reported CPP and

CQA associated for some of the commonly used expression systems.

3.3 Monitoring and Control of Upstream Processes

A robust monitoring and an advanced, adaptive control system (rather than fixed

controls) forms the lynchpin for the successful implementation of QbD paradigm

in upstream processing [34]. A list of different process variables and output

parameters that are typically monitored and controlled during a typical bioprocess

operation is presented in Fig. 4.

A few recent examples of QbD implementation in upstream processing include:

1. Use of near-infrared spectroscopy (NIRS) for quantitative prediction of

single analyte in less than 2 min [39, 40].

2. Use of mid-infrared spectroscopy (MIRS) for monitoring multiple analytes in

complex fermentation broth [41].

3. Use of online biomass probe for the estimation of cell density and cell viability

[42, 43].

4. Use of off-gas analyzers for real-time measurement of carbon dioxide and

oxygen concentration of bioreactor exhaust gas [36, 43].

5. Use of fluorescence probes for accurate assessment of actual metabolic state of

the cells in the culture [44].

6. Use of dielectric capacitance spectroscopy (DSC) for the estimation of

viable cell concentration based on the measurement of capacitance [34, 45].

7. Use of automated flow cytometry for gaining multidimensional information on

cell population [34, 44–46].

Table 2 CQA and CPP reported for some of the commonly used expression systems for

manufacturing of biotherapeutic products. The list is not meant to be exhaustive but rather

illustrative

Expression

system Product characteristics Typical CQA Typical CPP

E. coli Low molecular weight

with limited disulfide

bonding and no

glycosylation

Misfolds, HCP, endo-

toxin, PEG variants,

misincorporations,

truncations

pH, temperature, dissolved

oxygen, substrate, and other

nutrient ratio

Pichia/
yeast

Complex proteins with

minimal glycosylation

Mannose residues,

HCP, misincor-

porations, truncations

Viable cell density,

dissolved oxygen, pH, tem-

perature, harvest time

CHO Complex glycosylated

proteins

Sialic acid, galactose,

xylose, fucose resi-

dues, glycation, HCP

Viable cell density, specific/

volume productivity, apo-

ptotic %, agitation, cell-line

stability, CO2%, harvest

time

Information summarized from [32, 36, 38]
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8. Use of nuclear magnetic resonance (NMR) spectroscopy for identifying and

quantification of levels of various nutrient components in mammalian cell

culture for mAb production (using parallel bioreactors) [47]. The authors

referred to this approach as “fermentanomics,” and it included monitoring of

all nutrients (except cysteine) in the representative culture via HPLC and NMR

[48]. However, as we have pointed out later in the text, like IR spectroscopy, the

utility of NMR as robust and reliable bioprocess monitoring tool hinges on the

data analysis using multivariate modeling.

As is evident from the list of tools presented above, infrared-based measure-

ments have gained prominence because of their nondestructive nature and the

feasibility of fabricating in situ autoclavable probes (FTIR is an exception) that

can be directly inserted into the bioreactor [43]. However, it should be noted that

mere IR (near, mid-range, or far) spectra measurements do not yield any meaning-

ful information unless mathematical deconvolution is performed to extract the

necessary sample details [49, 50]. Specifically, two kinds of information are sought

from IR measurements. One is the determination of the concentration of a particular

component in the culture broth and the other is the characterization of overall

behavior of the process. For process characterization, multivariate data analysis

(MVDA) based on reduction in data dimensionality by the use of projection using

latent variables is increasingly being employed [51–55]. The increasing popularity

of MVDA stems from its ability to effectively deal with the complexities arising

from the multicollinearity, missing data, and the variability emanating from experi-

mental error and noise, which are otherwise difficult to handle [53–56]. A survey of

the literature reveals a slew of MVDA applications involving the use of advanced

mathematical and statistical algorithms for multivariate statistical process monitor-

ing. These include processing of pharmaceutical granules [57], prediction of prod-

uct attributes [53–55], quantitative assessment of process comparability [51, 53–55,

Fig. 4 List of process parameters and product quality attributes that are typically monitored

during bioprocess
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58], root cause analysis [58], raw material characterization [59], and prediction of

column integrity and impurity clearance during reuse of chromatography resin [60].

3.4 Recent Advancements

Another interesting concept that has come to fore in upstream processing is that of

mini QbD assessment [61]. Popularly known as Molecular Design Intent (MDI), the

program involves the use of an amalgam of what can be referred to as smart

technologies encompassing in silico methods/bioinformatics, micro-bioreactors

and/or disposable bioreactors, and protein engineering to obtain a complete finger-

print of the promising leads before proceeding to the bioprocess scale-up. The

outcome from such an extensive assessment is typically in the form of ranking of

the tested candidates on a scale representing the relative risk of manufacturing as

low, moderate, and high. Candidates with low risk of manufacturing are then taken

up further for scale-up. Again instead of using traditional approach of using shake

flask and bench top bioreactors for optimization of process parameters during clone

selection and media formulation, bioprocess scientists have started using disposable

versions of these platforms to speed up the entire process via automation and

parallelization [62].

In addition to this, there is a recent upsurge in the development and use of fully

automated high-throughput bioreactors that mimic production scale bioreactors

[63–66]. The development of PAT tools for these high-throughput bioreactors is

of enormous interest presently [29, 30]. Multi-PAT tools are being eyed upon both

by industry as well as academic researchers [67]. In the field of process control,

adaptive controls (e.g., decoupled controllers) are gaining popularity due to

increased use of robust PAT tools to determine process components (CPPs and

state variables) [34].

Despite the aforesaid advancements, the use of these monitoring and control

techniques as PAT tools in upstream processing has been rather restricted. One of

the biggest factors is rigorous calibration requirements due to the transient nature of

cell culture and continuously changing data sets generated upon implementation of

these sophisticated instrumentation [36]. This is a nontrivial task as accurate

calibration requires a large data set generated by a large number of experiments.

In such a scenario, the decision-making time is often significantly less than the

actual analysis time, and this results in batch failure much before corrective controls

are applied/implemented [28]. Another constraint is with regard to the development

of analytical tools and standardization of the method to determine CQA [8]. The

correlations between the CQA and CPP are also not entirely known, and hence

further advancements in the development of data visualization and real-time deci-

sion-making methods in upstream bioprocessing are the need of the hour.
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4 QbD in Downstream Processing

After the desired product has been successfully produced in the production bio-

reactor, the process stream undergoes clarification (harvest) followed by a series of

purification steps that are chosen to purify the protein from a variety of process

impurities, host-cell impurities, and product-related variants and impurities

[31]. The following discussion aims to summarize QbD applications in key down-

stream processing unit operations, namely, protein refolding, process chromato-

graphy, and viral filtration.

4.1 Protein Refolding

Most biotech products are either of microbial or mammalian origin. Those that are

expressed in microbial systems are comparatively simpler in their structure and are

generally produced as inclusion bodies (inactive, insoluble, and amorphous aggre-

gate form). On the other hand, the mammalian cell culture-derived products are

typically complex structurally as well as functionally and are generally secreted out

of the production cells in active form (Table 3).

Microbial products, if expressed in hosts such as E. coli, require a refolding step
before further processing in order to attain the native functional state [68]. The

biggest concern while performing protein refolding is that protein is susceptible to

develop both subtle and catastrophic changes if the optimal refolding time is

exceeded (oxidation, aggregation, reduction, etc.). Further, in vitro refolding of

proteins is also influenced by physical parameters like pH, ionic strength, redox

potential, and temperature [69, 70]. With so many process parameters, one has to

evaluate not only their main effects on protein refolding but also their interactions.

Table 3 Comparison of key characteristics of microbial and mammalian biotherapeutic products

Feature

Microbial products (e.g., GCSF,

insulin)

Mammalian products (e.g., monoclonal

antibodies)

Molecular

weight

Small (5–20 kDa) High (~150 kDa)

Expression

yield

High (1–5%) Very low (<1%)

Protein folding Required if expressed in E. coli Not required typically

Glycosylation None in E. coli, limited in Pichia Yes

CQA Few (10–20) Many (~20–50)
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Though not all product variants adversely impact safety and efficacy of the product,

any such heterogeneities should either be removed in the subsequent downstream

processing steps or if retained need to be justified by appropriate scientific data

explaining their impact in the clinic [71–73]. This adds to both the cost and product

development timelines and as a result would deprive patients or society at large

from the likely benefits (affordable, safe, and efficacious drug) that could have been

accrued from the otherwise successful development and commercialization of

biotherapeutics [74].

QbD and PAT concepts have been used to overcome these challenges [69]. The

approach involves performing DOE studies to evaluate the main effects and

interactions between the process parameters with regard to refold recovery and

product quality [75, 76]. Risk-based analysis [69], DOE [76], and high-throughput

refolding [62] are some of the approaches that have facilitated QbD implementation

in protein refolding.

4.2 Process Chromatography

Process chromatography has long been considered the workhorse of therapeutic

protein purification [77] as it allows separation of the component of interest from a

mixture by exploiting difference in properties such as charge [78], size [79], affinity

[80], hydrophobicity [81], and/or a mixture of both. However, performing chromato-

graphic purification process development is nontrivial due to the several associated

complexities arising from complex and poorly characterized raw materials and feed

materials, low feed concentration, product instability, and incomplete mechanistic

understanding of chromatographic steps [82]. On the other hand, the implementation

of QbD requires an improved fundamental understanding of the process especially

of the protein and resin matrix interactions for chromatographic operations [83].

Traditional way of process development for chromatography step involves series

of steps performed in hierarchical manner: resin screening, process parameter

optimization, and process characterization studies [62]. Information from these

studies is then used to define the design space for the process. As in case of protein

refolding, several operational parameters may interact among themselves and affect

the overall performance. Therefore, the traditional method of process development

where few parameters are chosen for investigation based on the user’s prior

experience is likely to result in picking the local optima and not the global one.

QbD-based implementation would involve a DOE-based approach that exam-

ines the main effects and interactions between the various process parameters,

feed material attributes, and raw material attributes. Examples of QbD and PAT

implementation in process chromatography are listed here:

• Estimation of appropriate sample loading based on the % breakthrough set point

via the use of at-line stopped-flow analyzers [84]
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• Use of multiwavelength UV spectroscopy for real-time monitoring of protein

mixtures during purification [85]

• Monitoring of the chromatographic eluent for the presence of any product-

related impurities (deamidated isoforms) which if detected could be eliminated

by applying appropriate corrective measures in real time [86]

• Performing pooling of process chromatography columns based on feed-forward

control for a high-volume product [87]

• Deployment of online HPLC [88], online UPLC [89], or at-line tryptophan

fluorescence [22] for creating a PAT-based pooling of process chromatography

fractions

A major challenge in process chromatography is the relatively small window of

decision making [28]. A typical elution in process chromatography takes

30–60 min, and within this the window of decision making for where to start or

end pooling could be less than a minute. This makes it a challenge to design an

appropriate PAT control scheme as high-resolution product analysis tools such as

HPLC take significantly longer to analyze. However, latest advancements seem to

suggest a way out of this conundrum [89]. The fact that some of the major biotech

companies are actually practicing these solutions in their manufacturing plants

indicates the significance and maturity of these advancements [87, 88].

4.3 Membrane Applications

One of the prime objectives of downstream processing is to achieve certain level of

product quality and desired formulation conditions apart from the removal of

process and product impurities [29, 30]. Membrane processes such as ultrafiltration

(UF), diafiltration (DF), microfiltration (MF), and nanofiltration (NF) are reported

to be extensively used for this purpose. The ubiquity of these steps in biotech

processes is due to their ease of operation, robustness toward normal variations in

feed materials, and operating parameters and lower capital cost requirements versus

other processing options [90].

MF is employed for the separation of fine particles in the size range of

0.1–10 μm, while UF/DF membranes typically retain proteins and other macro-

molecules (pore size 1–100 nm). While the former is widely used for clarification

during harvest, the latter is commonly used for concentrating protein solutions and

buffer exchange. Diafiltration in UF/DF is commonly performed for a fixed number

of diavolumes. The number of diavolumes is based on process development studies

and a safety factor. However, the method suffers from a major drawback of:

• Over-usage of expensive buffers

• Stability issues of the product due to extended filtration time

Recent publication describing PAT implementation for this unit operation sug-

gests a possible solution for the problem [91]. The paper describes a process control
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strategy based on monitoring concentration of species in the retentate (via pH or

conductivity probes) as a function of number of diavolumes. The reported strategy

allowed making real-time decision as to at what point in time the UF-DF step was to

be stopped. According to the authors, the decision to end the process is made when

the salt and buffer concentration becomes equal in both retentate and buffer feed.

However, reliability of the probes used for making measurements in such appli-

cations is a crucial factor in achieving the desired goal.

4.4 Viral Filtration

Viral filtration is an important step of biotherapeutic development. This is espe-

cially applicable to products derived using mammalian expression system (such as

mAbs) as they are more prone to contamination with adventitious viruses and

endogenous retroviral particles [92]. Thus, for successful commercialization of

these biotherapeutic products, a comprehensive viral clearance assessment is a

regulatory need. Traditionally, this is performed using viral filters (very costly) in

combination with other orthogonal methods such as pH inactivation and chromato-

graphy with the pre-validated data from the manufacturer of these filters obtained

during process validation with some model viruses [83]. Filtration characteristics

such as the extent of fouling/flux decay are considered as critical process para-

meters and are used as a measure of the extent of viral clearance [53–55].

A major issue with this step is the cost of the filters as they are single use. This is

worsened by the practice of oversizing the filters in order to account for the

variability in the feed stream characteristics. It is not a surprise that, after chromato-

graphy resin, virus filters are the second major contributor to the cost of down-

stream processing. In this respect, the use of mechanistic models for optimal sizing

of virus filters has been suggested [53–55]. It is hoped that as our overall process

understanding evolves and deepens, further improvements can be made for

optimal design of this step.

4.5 Recent Advancements

4.5.1 Continuous Processing

A major advancement that the biotech industry is likely to see in near future is

the adoption of continuous processing (vs. batch processing) for production of

protein therapeutics [16, 17, 93, 94]. Despite the complexity of biotech processes

and products and the resulting technical challenges that one needs to overcome

for successful implementation of continuous processing for production of

biotherapeutics, regulatory authorities (including USFDA) have been very support-

ive of its adoption. However, widespread implementation will take time as
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development of robust control systems that can tackle and set in corrective actions

in real time catches up with the need.

Integration of multiple steps has been offered as a step forward in this direction.

A recent publication has demonstrated robust removal of mAb aggregates by

combining ion exchange chromatography and hydrophobic interaction chromatog-

raphy in series [19]. This two-stage purification scheme resulted in the baseline

separation for monomers as well as aggregates, thereby improving the overall yield

apart from better clearance of host-cell impurities.

4.5.2 Membrane Chromatography

An alternative to the traditional packed-bed-based process chromatography that has

recently emerged is that of membrane chromatography [95]. The rising interest in

this alternative comes from the superior mass transfer characteristics that mem-

branes offer due to minimal diffusion-related limitations versus the traditional

resin-based separation modules [90, 96, 97]. In addition to this, reduced buffer

requirements, lowered pressure drops, ease of manufacturing, and reusability are

some of the characteristics of membrane chromatography that has significantly

contributed toward increased bioprocessing efficiencies [98]. The most successful

use of membrane chromatography is its use in flow-through mode for the removal

of process-related contaminants like host-cell proteins, endotoxins, and viruses

from the large volume of final processing streams (polishing). The use of membrane

chromatography as a capture step is also being explored though the major challenge

is the low-binding capacity in comparison to the conventional packed-bed

chromatography [99].

Recent major advancements in membrane chromatography involve newer mem-

brane prototypes which have been designed for bind and elute processes that exhibit

higher dynamic capacity for large molecules [100], higher selectivity against

process-related contaminants [101–103], and higher recovery yields [104]. Hydro-

phobic interaction chromatography (HIC) membranes for purification of mAbs

have been developed with binding capacities comparable to the conventional HIC

resins [105].

It can be concluded that membrane chromatography will play a larger role in

protein purification in the times to come.

4.5.3 High-Throughput Process Development (HTPD)

Another development that has increasingly important implication for the imple-

mentation of QbD principles in bioprocessing is that of high-throughput process

development. The primary motivation of using HTPD platforms is to gain under-

standing of the impact that the combination of process variables exerts on the

process outcome in shorter time with relatively much lesser resources [62]. This

objective is further facilitated by the amenability of HTPD tools to be fabricated as

Production of Protein Therapeutics in the Quality by Design (QbD) Paradigm 55



miniaturized (handling samples on microliter/nanoliter scale) and automated

(robotic handling of process fluids) platforms.

HTPD platforms have been predominantly developed for resin screening of

various chromatographic modes [62, 106–109] for determining binding/eluting

conditions and adsorption isotherms; selection of optimum membrane type, trans-

membrane pressure, and cross flow rates for membrane filtration unit operations

[62]; studying viral clearance by anion exchange chromatography [110]; evaluation

of protein solubility [111]; membrane filtration of plasmid DNA [112]; determi-

nation of appropriate conditions for protein precipitation [113]; and determination

of optimum formulation conditions [114].

While the development of HTPD platforms for bioprocessing applications

continues to evolve at a rapid pace, more needs to happen to facilitate the required

analysis of the samples so that the full potential of HTPD can be realized. Also, a

clearer understanding of how the HTPD platform will be used for developing

QbD understanding of the industrial bioprocess is missing presently, and a

clearer framework needs to be developed.

Figure 5 illustrates some of the other major recent developments in downstream

bioprocessing [115]:

• Use of multimodal materials for antibody purification and removal of process-

related impurities [116]

• Employment of combinatorial ligands for improved affinity separations and

replacing protein A capture step [117]

• Use of disposable formats both in chromatographic as well as

non-chromatographic applications for maintaining process consistency [118]

Fig. 5 Recent advances in

downstream processing

(DSP) of protein

therapeutics
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• Designing protein molecules with tailored stability and aggregation character-

istics using computational tools [119–121]

5 QbD-Based Analytical Characterization and Evaluation

of Safety and Efficacy of Biotherapeutic Products

Process and product characterizations are essential components for successful

development and commercialization of biotherapeutics. Analytical support in

form of various high-end, sophisticated, high-resolution instruments that can derive

a detailed fingerprint of the target product allows for performing such character-

ization and monitoring the product quality throughout the product life cycle

[122]. This is particularly relevant to biosimilars as demonstrating analytical

comparability with the innovator drug is the foundational first step for receiving

regulatory leniency with respect to the extensiveness of the clinical trials. Table 4

summarizes some of the quality attributes that have been reported in the literature

for affecting safety and efficacy of a biotherapeutic and the analytics that are

commonly employed for characterization.

Table 4 List of quality attributes of biotherapeutics and analytical tool used for their

characterization

Characteristic Quality attribute Analytical tool

Primary structure Amino acid sequence RP-HPLC,

LC-ESI-MS, peptide

mapping

Higher-order structure Disulfide bond modifications/free thiols,

conformation

LC-ESI-MS, FTIR,

CD, X-ray

crystallography

Purity Aggregation SEC-HPLC,

SEC-MALS, AUC,

CE-SDS, DLS

Charge heterogeneity/

amino acid

modification

Charged isoforms IEF, IEC-HPLC

Deamidation/oxidation/C- and N-terminal

modifications

LC-MS peptide

mapping

Glycosylation N-glycans, O-Glycans, fucosylation,
galactosylation, and oligomannose forms,

sialylation

LC-MS, CE-SDS,

HPLC, ESI-Q-TOF-

MS

Host-cell impurities Residual host-cell protein, residual DNA ELISA, 2D-DIGE,

LC-MS, CE-MS

Information for the table adapted from [8]

HPLC high performance liquid chromatography, ESI-MS electrospray ionization mass spectrom-

etry, RP reversed phase, CD circular dichroism, SEC size exclusion chromatography, IEF iso-

electric focusing, IEC ion exchange chromatography, AUC analytical ultracentrifugation, CE-SDS
capillary electrophoresis-sodium dodecyl sulfate, DLS dynamic light scattering, ELISA enzyme-

linked immunosorbent assay, CE-MS capillary electrophoresis mass spectrometry
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Recently an excellent review was published on the topic of how the various

attributes relate to the product’s clinical safety and efficacy [123]. This information

is summarized in Table 5. The authors reviewed the existing literature and con-

cluded that our understanding of how product quality attributes impact safety and

efficacy of the product in clinic is not only incomplete but also inaccurate in many

cases. For example, protein aggregation is generally considered as a CQA due to

its possible role in eliciting adverse immune response in the patients. But as is

evident from Table 5, aggregation can also enhance biological activity without any

immunogenicity. Of late, it has been proved using a combination of analytical

characterization and nonclinical and clinical studies that protein aggregates per se

do not pose immunogenicity threats, and the chances of such adverse response is a

function of type of aggregates, inherent immunogenicity of the monomer, and the

number and size of aggregate particles [124].

There are only a few quality attributes for which there is universal recognition

with regard to their impact on safety and efficacy. Thus, successful QbD imple-

mentation requires a careful, tedious approach of isolating the concerned product

variant or impurity and then testing them on a case-by-case basis. However, ethical

and other logistical considerations prevent us from performing in vitro and in vivo

experiments to derive such relationships [123]. In this scenario, we see great

potential of developing newer platforms that have less reliance on clinical/animal

trials. Genomics and proteomic platforms together with bioinformatics would be

highly instrumental in achieving this goal.

Table 5 Summary of impact of CQA of biotherapeutics on product safety and efficacy from

scientific literature

Sl.

no. Attributes

Biological

activity CDC ADCC

Half-

life Safety Immunogenicity

1 Aggregation +/� � �/0

2 Fragmentation � � � � 0

3 C-/N-terminal

truncation

0 0 0 0 0 �/0

4 Oxidation �/0 � � �
5 Deamidation �/0 0 �/0/+

6 Glycosylation 0/+ + + 0/+ 0

7 Glycation �/0/+ � � 0

8 Conformation �
9 DNA �
10 HCP �
11 Raw material

impurities

�

12 Adventitious agents,

endotoxins

�

Adapted with copyright permission from [123]

+ Positive impact, � negative impact, 0 no impact, blank unreported/unknown

CDC complement-dependent cytotoxicity, ADCC antibody-dependent cellular cytotoxicity, HCP
host-cell proteins
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6 Chemometrics/Multivariate Data Analysis

With the complexities that are inherent to bioprocessing, multivariate data analysis

(MVDA) of the bioprocess data has gradually been accepted across industry as an

approach for enhancing our process and product understanding. Today, every major

biotech company is engaged in this practice.

Multivariate data analysis uses projection techniques such as principal compo-

nent analysis (PCA) and partial least squares (PLS) to extract useful information

from data sets. Both PCA and PLS act by reducing the dimensionality of the

original data set into lower number of uncorrelated variables (principle compo-

nents/latent variables) that explains most of the variance contained in the data set

[53–56].

Among many others, some of the common applications of MVDA in bio-

processing include:

• Modeling of protein A column decay utilizing multiple transitions in chromato-

gram by PCA [125]

• Development of scale-down bioreactor model for characterization and vali-

dation of cell culture process [126]

• Analysis of data originating from spectroscopic measurements [56]

• Analysis of data profiles from unit operations such as cell culture [52, 127] and

chromatography [60]

• Quantitative assessment of process comparability [53–55]

• Root cause analysis [53–55, 58]

• Raw material characterization [59]

Figure 6 illustrates the facilitating role of MVDA in QbD and PAT imple-

mentation in bioprocess development [52].

7 QbD for Biosimilars

The rising demand for biosimilars are in part due to the attempts to contain the

increasing cost of healthcare and offer solutions for complex diseases for which

existing treatments are inadequate or not available. However, the path for the

development of a biosimilar product is not as simple and straightforward as it is

for the production of a small-molecule generic drug. Factors that contribute to this

complexity include increased complexity of production processes and the product

itself, structural heterogeneity inherent in biotech products, lack of complete

analytical characterization, sensitivity of product quality toward seemingly small

changes in the manufacturing process, significant impact that variability in raw

material quality can have on product quality, and last, but perhaps the most

important, our limited understanding of how the various critical quality attributes

of a biotech therapeutic affect its clinical safety and efficacy [5, 8, 74, 128–131].
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With all of the above-stated issues that come with manufacturing and commer-

cialization of biosimilars, the implementation of QbD in biosimilar manufacturing

seems to be the long-term solution for the abovementioned challenges. It is

expected that the implementation of QbD will enhance our understanding of how

the starting materials impact the performance of the process, identify the critical

process parameters (CPP) of the process that impact the quality attributes of the

product, and identify the critical quality attributes of the product that impact safety

and efficacy in the clinic. This in return would lead to significant reduction in

clinical data required for achieving regulatory approval for biosimilars.

Despite this, the topic of approval of biosimilars will stay controversial till a

clear and uniform regulatory framework is put in place across the globe with

parallel developments in the analytical front for the characterization of these

complex entities.

8 Future Perspective

The aim of QbD is really to be able to understand the product and the process so

well that we can predict the impact of defined as well as unknown sources of

variability on product quality and thereby help in significantly improving process

consistency using an enhanced process knowledge-driven approach. As the

biopharma industry continues to embrace the idea of in-line, online, and/or at-line

sensors and real-time characterization of physiological state of the cells for process

monitoring and control, the existing gaps with regard to our ability of monitoring

multiple parameters/variables associated with the upstream process will be allevi-

ated over time. These efforts can be further accelerated with simultaneous advances

in the data processing and visualization, development of mechanistic models for

bioprocess unit operations, and incorporation of statistical approaches such as DOE

Fig. 6 Typical approach for QbD and PAT implementation in bioprocess development and role of

MVDA in this process. Republished with copyright permission from [52]
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[75] and multivariate data analysis in scale-down experiments [132]. Also, with the

experience that has been gained with about a decade of QbD implementation for

biologic manufacturing, it is evident that said limitations, though formidable,

are surmountable.

The major benefit of following the QbD approach involving enhanced process

and product understanding, sophisticated monitoring and control strategies, risk-

based assessment for identifying CPP and CQA, and finally integration of mecha-

nistic and multivariate models is that a design space can be defined within which

changes in operating conditions have been demonstrated to cause minimal change

in product quality [15]. This in turn translates into increased manufacturing flexi-

bility as minor variations in operating conditions, feed material attributes, and raw

material attributes (within the design space) would not require as much regulatory

scrutiny as those changes that are outside the design space.

Table 6 lists out key differences between traditional development of bio-

processes and QbD-based process development.

We hope to convince those working on development of biotech processes and

products that the implementation of QbD will result in benefits for the manufac-

turers (more flexibility, less maintenance during commercial manufacturing,

fewer lot failures), regulators (improved product and process understanding,

better consistency in product quality, better risk management), and most of all the

patients (more consistent product quality, better product understanding).

Table 6 Key differences between traditional process development and QbD-based process

development

Feature Traditional approach QbD approach

Approach Process defines product Product defines process

Product
specification

Set based on process performance Set based on process and product

knowledge

Control
strategy

Process is rigid, control meant to

run process in narrow operating

range

Process is flexible, controls can adapt to

incoming variability in raw materials or

process or facility

Product qual-
ity assessment

Performed retrospectively Performed in real time

Process vali-
dation (PV)

All parameters are included in PV

protocol

Only critical parameters identified based

on risk assessment are included in PV

protocol

Decision
making

Function based, more delays and

recycles

Team based, few delays and recycles

Filings Describes process with less focus

on product and process knowledge

Focus on product and process knowl-

edge with and establish relationship

between quality attribute with safety and

efficacy

Post-approvals High regulatory burden with little

scope of process improvements

post-approval

Low regulatory burden with quicker

noncompliance resolution due to already

existing process knowledge
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Characterization of Therapeutic Proteins

E.B. Struble, N. Kirschbaum, J. Liu, E. Marszal, and M. Shapiro

Abstract Therapeutic proteins are large biological molecules with complex struc-

tures and functions produced through complex manufacturing processes, which

include multiple unit operations with finely tuned control parameters. The charac-

terization of therapeutic protein products during development, manufacturing and

at product release requires the development and qualification of appropriate ana-

lytical methods that measure physicochemical properties and biological activities.

Analytical testing during product development forms the basis for identifying the

critical quality attributes for the protein therapeutic product, establishing release

and stability specifications, and developing an analytical comparability program

that ensures safety and efficacy throughout the product life cycle. In this chapter we

discuss analytical characterization in the context of the regulation of therapeutic

proteins. We focus on polyclonal immune globulins, proteins for hemostasis,

monoclonal antibodies, and other therapeutic proteins and emphasize the
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commonalities and also highlight differences in the application of laws, regulations,

and guidance.

Keywords Analytical characterization, Biologics, Therapeutic proteins
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1 Introduction

Therapeutic proteins are large molecules with complex structure and function. They

comprise a sequence of amino acids folded into complex secondary, tertiary, and,

sometimes, quaternary structures. They may be further modified either naturally by

attachment of other molecular entities such as glycans or by designing biological or

nonbiological modifiers such as polyethylene glycol molecules to extend product

in vivo half-life or reduce immunogenicity. Furthermore, therapeutic proteins are

often composed of a series of structural domains, which may be linked to separate

functions directing interactions with any number of other molecules in the environ-

ment in order to confer their therapeutic benefit, including the duration of the

activity in vivo. It follows, therefore, that molecular characterization of a thera-

peutic protein requires the development and application of a larger number of

suitable analytical methods that measure an extended catalog of physicochemical

properties as well as the protein’s biological and, in certain instances, immuno-

chemical activities. By comparison, small-molecule drugs often lack this structural

and functional complexity (Fig. 1). Their small size and somewhat simpler three-

dimensional structures make small-molecule drugs amenable to complete charac-

terization by physicochemical methods, including absolute structural determination

by X-ray diffraction.

The manufacture of therapeutic proteins is also complex. Therapeutic proteins

may be purified from complex biological starting materials or may be produced in

living cells through biotechnology. Starting materials contain the target protein
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among a heterogeneous mixture of endogenous proteins, added chemicals or

reagents, and potential microbial contaminants. Purification of therapeutic proteins,

thus, requires multiple unit operations with finely tuned control parameters. Certain

processes such as elution from an affinity resin or viral inactivation expose the

protein to harsh conditions. Therefore, analytical testing schemes must be designed

to ensure retention of the protein’s molecular integrity and native conformation as

well as demonstrate the removal of critical impurities throughout the manufacturing

process. Finally, since modifications to a commercial manufacturing process are

likely to occur throughout a product’s lifetime, analytical testing plans must

implement methods suitably sensitive to detect any consequent negative impact

on product quality or safety.

The regulation of therapeutic proteins as biological products aims to ensure that

new protein therapeutics entering the market are proven to be safe and efficacious

and consistently manufactured to a high-quality standard and that they remain so for

the entire life cycle of the product.

A2

A1A3

C1 C2

Fig. 1 Three-dimensional

structures of the active

ingredients in two different

drugs that affect

coagulation, drawn to scale.

Warfarin (Coumadin) is

shown in stick

representation in dark blue
and is circled for emphasis.

Coagulation Factor VIII is

shown in cartoon

representation with

different domains colored
and marked; glycans are
shown in stick

representation in magenta.
Created with PyMOL using

coordinates from DOI:

10.2210/pdb2bxd/pdb and

DOI: 10.2210/pdb2r7e/pdb

for Warfarin and Factor

VIII, respectively
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2 Regulatory Framework for Ensuring Quality

Throughout the Product Life Cycle

Therapeutic proteins are regulated in the USA as biological products. The regulatory

requirement for biological product quality is defined in statute and expanded in the

regulations under Title 21 of the Code of Federal Regulations (21 CFR). The Public

Health Service Act of 1944 (42 U.S.C.262) requires that biological products intro-

duced into the market be licensed based on a demonstration that the product is safe,

pure, and potent. Biological products are also subject to applicable laws in the Federal

Food, Drug, and Cosmetic Act, which prohibits the marketing of adulterated drugs,

including those not manufactured under current Good Manufacturing Practice

(cGMP). Regulations governing cGMP for finished pharmaceuticals are further

codified under 21 CFR part 211 (§211). To ensure drug product conformance to a

consistent quality standard, cGMP regulations under §211.165 and General Biolog-

ical Products Standards under §610 require release testing of every lot for specified

quality attributes, which must include tests for identity, purity, potency, and sterility.

In-process testing is further required to ensure batch uniformity and integrity of drug

products (§211.110). Finally, to ensure that product quality attributes remain within

appropriate limits throughout the product shelf life, §211.166 requires stability

testing, identifying the appropriate storage conditions and establishing product expi-

ration. Regulations under §211.165 also require that analytical methods used for

release testing be validated for accuracy, sensitivity, specificity, and reproducibility.

Robust biopharmaceutical development programs that incorporatemodern princi-

ples of Quality by Design (QbD) promote product quality throughout the product life

cycle. QbD is the systematic approach to pharmaceutical development that begins

with predefined objectives, emphasizes product and process understanding and

control, and is based on sound science and quality risk management. International

Conference on Harmonisation (ICH) Q8, Q9, Q10, and Q11 guidelines [1–4]

describe enhanced approaches to product and process development based on QbD

principles. The definition of a quality target product profile (QTPP) at product

inception focuses product characterization and process design on meeting patient

needs and clinical performance requirements at each phase of the product life cycle.

Integrating quality risk management with comprehensive analytical characterization

using state-of-the-art methods allows a confident definition of a product’s critical
quality attributes upon which the design of the manufacturing process can be based.

Knowledge management of analytical data from product and process development is

leveraged to define an appropriate control strategy, support process validation at the

licensing stage, and enable continuous process verification post-approval.

In this chapter, we will discuss analytical characterization and testing paradigms

in the context of the regulation of therapeutic proteins, focusing on recombinant

therapeutics, monoclonal antibodies, and plasma-derived proteins. The experience

of several regulating divisions will be discussed, emphasizing the commonalities

but also highlighting differences in the application of laws, regulations, and guid-

ance based on product class characteristics and regulatory experience. Monoclonal
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antibodies and related products, most Fc-fusion proteins, and recombinant protein

therapeutics are regulated by the CDER/OPQ/OBP,1 while plasma-derived proteins

and their recombinant analogues are regulated by CBER/OBRR.2

3 Analytical Characterization to Support

Biopharmaceutical Development and Life Cycle

Management

Analytical characterization serves three main purposes in biopharmaceutical devel-

opment and regulatory approval: (1) definition of critical quality attributes,

(2) establishment of release and stability specifications, and (3) development of

an analytical comparability program. Analytical testing should be included in any

regulatory application, and depending on the phase of development can be exten-

sive. At the time of approval, there should be a history of all lots tested including

purpose and summary results. Ideally, analytical characterization will also include

results from stress stability studies. General strategies for generating adequate

analytical data are described in ICH guidelines such as Q6B (specifications) [5],

Q5E (comparability) [6], Q1A-Q1E [7–11], and Q5C (stability) [12]. Character-

ization includes determination of physicochemical, biological, and immunological

properties and the impurity profiles. To support the advancements in the analytical

field and selection of the best methods for particular purpose, guidelines do not

recommend specific analytical technologies, but focus on the type of quality

information to be collected. To ensure sufficient characterization and due to method

limitations (e.g., limited resolution and sensitivity), the use of orthogonal tech-

niques based on different physicochemical or biological principles may be

recommended. Analytical methods used for final container testing should be vali-

dated, while methods used for characterization should be qualified (ICH Q6B [5],

ICH Q2 [13]).

3.1 Critical Quality Attributes

According to the ICH Q8(R2) [2] guideline, a critical quality attribute is “a

physical, chemical, biological or microbiological property or characteristic that

should be within an appropriate limit, range or distribution to ensure the desired

product quality.” Each unique product development program directs the

1 Center for Drug Evaluation and Research/Office of Pharmaceutical Quality/Office of Biotech-

nology Products
2 Center for Biologics Evaluation and Research/Office of Blood Research and Review
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characterization of product-specific attributes within the regulatory framework of

ensuring identity, quality, purity, potency, and safety.

3.1.1 Identity

As required by 21 CFR §610.14, “The identity test shall be specific for each product

in a manner that will adequately identify it as the product designated on final

container and package labels and circulars, and distinguish it from any other

product being processed in the same laboratory.”

3.1.2 Quality

The quality of a product is a complex property that includes characteristics of the

biotherapeutic molecule, excipients, and solution properties. Molecular integrity of

the active ingredient is ensured through extensive physicochemical characterization

of primary structure, posttranslational modifications, higher-order structure, and

biological tests, which provide evidence of the active conformation of the protein.

General product quality tests may include pH, osmolality, appearance, color, or

clarity of the reconstituted powder or liquid drug product. Robust quality systems

and manufacture under cGMP provide continuous assurance that specified product

quality is maintained throughout a product’s shelf life.

3.1.3 Purity

According to 21 CFR §600.3(r), “Purity means relative freedom from extraneous

matter in the finished product, whether or not harmful to the recipient or deleterious

to the product.” Impurities in a therapeutic protein starting material should be

removed to the extent possible, and the remaining impurities should be defined

and controlled to specified, justified limits. Impurities can be defined as product

related or process related. Product-related impurities include molecular variants and

degradants, such as aggregates, glycoform variants, or other degradation products

of the active ingredient. Examples of process-related impurities include host-cell

impurities or culture additives from cell cultivation processes, reaction by-products,

leachates from resins used for chromatography purification, solvent and detergent

used for viral inactivation, or components from buffers added to reach the desired

pH or ionic strength during purification. Characterizing impurities to the greatest

possible extent enables a manufacturer to design, validate, and monitor a purifi-

cation process to ensure continued product purity and safety. Specific recommen-

dations for mitigation immunogenicity risk related to the presence of impurities can

be found in FDA Guidance for Industry: Immunogenicity Assessment for Thera-

peutic Protein Products (August 2014 [14]).
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3.1.4 Potency

A suitable potency assay is crucial to manufacturing control and clinical use of

protein therapeutics and is required by statute and regulation. According to 21 CFR

§600.3(s), “The word potency is interpreted to mean the specific ability or capacity

of the product, as indicated by appropriate laboratory tests or by adequately

controlled clinical data obtained through the administration of the product in the

manner intended, to effect a given result.” Potency assays may be in vitro or in vivo

tests, which provide a quantitative measure of the product attribute linked to its

primary mechanism of action.

The ICH Q6B guideline [5] defines three categories of potency assays:

(1) in vivo animal-based, (2) in vitro cell-based, or (3) biochemical assays using

purified systems. The potency, which is defined in units of activity that are product

specific, is determined for each product by comparing it to a suitably characterized,

product-specific reference standard, which can be international, national, or

in-house.

The use of a voluntary consensus standard such as an international standard or a

regional standard as a primary standard is recommended whenever such standards

are available. These standards are established in collaborative studies based on the

need, e.g., when several products in a class are present on the market. Various

CBER, WHO, and NIBSC standards have been established and are available for use

by biologics manufacturers. It is recommended that in-house potency reference

standards (secondary standards) be established using well-characterized product

lots, whose potency assignments are traceable to the consensus standard. Reference

standards should be established early in development and updated to reflect changes

in manufacturing process. The potency assay should be validated as suitable by the

time of pivotal trials.

At present, no international reference standards are available for monoclonal

antibodies and most other therapeutic proteins. In such cases, ICH Q6B [5] recom-

mends that an in-house primary reference standard be prepared from materials

representative of production and clinical materials. The potency of the product

(measured in potency assays) should be compared to data from the in-house

reference standard and reported in “in-house units.” As product evolves during

process development, so do the in-house reference standards, so care should be

taken to qualify the new standard against the previous iteration. It is crucial that

criteria for potency have a narrow acceptable range to ensure control over product

drift. By the time of a BLA submission, a two-tier system should be implemented

where the primary reference standard should be representative of the materials used

in the pivotal clinical studies and that a working reference standard be appropriately

qualified against the primary reference standard.
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3.2 Safety

3.2.1 Adventitious Agent Safety

For all biologics, orthogonal procedures aimed at drastically reducing the risk of

pathogen contamination of the product are in place. Final products intended for

parenteral administration are required to be sterile (21 CFR §610.12). Endotoxin

levels should also meet USP limits specific for the route of administration

(USP< 85>). For parenteral products, the limit is no more than 5 EU/kg/h. For

emerging pathogenic agents, such as prions associated with TSE, guidelines have

been developed that address the novel concerns with these agents [15].

To ensure that products are free of adventitious viruses, manufacturers of

licensed protein therapeutics implement the viral safety tripod recommended in

the ICH Q5A guideline: (1) careful selection and extensive characterization of

starting materials, other raw materials, and excipients, (2) viral clearance validation

of targeted steps in the manufacturing process, and (3) in-process testing for

adventitious viruses, as applicable.

For plasma protein therapeutics, there is a real potential for viral contamination

of plasma material. Therefore, a multilayered approach to blood donation safety is

implemented at each blood establishment to enhance viral safety. Overlapping

safeguards include donor screening, donor deferral, infectious disease testing,

quarantine of donated plasma until tested and demonstrated to be free of infectious

agents, and compliance with cGMP for deviation investigation and corrective and

preventive action. Various guidelines have been published by the agency to ensure

implementation of this system.3 For products that are made through biotechnology,

viral safety is enhanced by establishment of a highly controlled, tiered cell banking

system and extensive testing of each cell bank for relevant endogenous or adven-

titious viruses.

For mAbs and other products that are amenable to platform manufacturing

processes, generic and modular virus clearance studies may be performed. A

“generic” clearance study is one in which virus removal and inactivation is dem-

onstrated for several steps in the purification process of a model antibody. These

data may then be extrapolated to other antibodies following the same purification

and virus removal or inactivation scheme as the model antibody. A modular

clearance study is one that demonstrates virus removal or inactivation of individual

steps during the purification process (column chromatography, filtration, pasteuri-

zation, solvent/detergent, low pH, etc.). Each module in the purification scheme

may be studied independently of the other modules. Different model mAbs may be

used to demonstrate viral clearance in different modules, if necessary. If the

purification process of a product mAb differs at any of the virus removal or

3 For FDA guidance documents for blood and plasma products, refer to http://www.fda.gov/

BiologicsBloodVaccines/GuidanceComplianceRegulatoryInformation/Guidances/Blood/default.

htm
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inactivation modules from the model mAb, this module must be studied indepen-

dently from the model. The other, identical modules in the procedure may be

extrapolated to the product mAb.

For therapeutic proteins not manufactured using a platform technology, a clear-

ance study demonstrating the effectiveness of viral removal or inactivation for

select unit operations in the purification process is necessary to validate the viral

inactivation capability of the process. The conditions and operating parameters,

including column dimensions, buffer, temperature, time, etc., in the study should

closely mimic the worst-case scenario of the manufacturing scale production

condition [16].

3.2.2 Immunogenicity

While biologics provide remarkable therapeutic benefits, they can also trigger the

development of anti-drug antibodies (ADA) that could result in loss of efficacy or

adverse events. The immune responses may vary in clinical relevance, ranging from

antibody responses with no apparent clinical manifestations to life-threatening and

catastrophic reactions [14, 17]. The immunogenicity risk of a therapeutic protein

should therefore be considered at the earliest stage and reevaluated at each stage of

product development. The evaluation should consider factors such as product origin

and characteristics, the immune responses of concern, the target disease indication,

and the proposed patient population. Although certain quality attributes of biologics

have been related to immunogenicity [17], the ability of a molecule to elicit an

immune response cannot be reliably predicted by physicochemical characterization

or by studies using animal models. Immunogenicity of a protein product is therefore

assessed during clinical trials using binding and neutralizing ADA assays to

evaluate the production of ADAs. In most cases, binding and neutralizing ADA

results obtained with validated assays are required to support licensure. For high-

risk products, such as protein products of nonredundant endogenous cytokines,

critical enzymes, and growth factors, implementation of preliminary validated

assays in early trials may be necessary to obtain real-time data and to minimize

the risk of neutralization of the endogenous protein counterpart and subsequent loss

of its physiological function [18].

3.3 Specifications

The ICH Q6B [5] guideline defines a specification as, “a list of tests, references to

analytical procedures and appropriate acceptance criteria, which are numerical

limits, ranges or other criteria for the tests described.” Specifications are a subset

of product quality attributes chosen to confirm product quality as it relates to safety

and efficacy. Tests and acceptance criteria should be based on levels shown to be

safe and effective in clinical trials supporting licensure, in the context of
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manufacturing process capabilities. Analytical methods used to measure specifi-

cations should be validated. The approach to setting specifications may be different

for each product class and should be justified in the BLA.

3.4 Stability

Manufacturers should demonstrate acceptable product quality not only at the time

of product release but also throughout its shelf life (21 CFR §211.137). The quality

of the product changes with time and is affected by multiple factors including

temperature, humidity, and light. Interactions of the product with the container

closure system and resulting from stress occurring, for example, on the liquid/air

interphase may affect the molecular integrity of the product. Stability testing is,

thus, performed to establish adequate storage conditions and shelf life and is

performed in the same container closure system in which the product is marketed

(21 CFR §211.166). Changes to the primary, secondary, and higher-order structure

during degradation processes may not only reduce the amount of active product but

also affect product safety by increasing the risk of the immune response.

Relevant tests demonstrating stability should be selected, and they usually

include characterizing appearance, protein concentration, activity, molecular integ-

rity (fragmentation, aggregation), quantification of particulate matter, pH, water

content for lyophilized products, pyrogenicity and/or bacterial endotoxin testing,

and sterility. Stability testing starts during product development and upon approval

of a BLA is performed annually to ensure that product characteristics remain within

specifications. Enhanced stability testing is performed when manufacturing

changes are introduced. Product stability profile is characterized under the normal

storage conditions to establish the product shelf life and also at a higher temperature

(s). Even with extensive characterization, changes to the complex product charac-

teristics, which include the composition of the product and its physicochemical

properties, may go unnoticed. Degradation profiles observed under accelerated or

forced degradation conditions help early identification of changes that may poten-

tially impact safety and efficacy during the product shelf life. Performing stability

studies at elevated temperature(s) may help identify changes that affect product

stability and to establish comparability of the product before and after manufactur-

ing change.

3.5 Comparability

Extensive characterization that is performed during product development helps

ensure that products maintain their quality, safety, and efficacy throughout life

cycle. The properties of the product used in clinical trials serve as a critical

comparator, i.e., the quality of the product after change has to be comparable or
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better than of the product tested in pivotal clinical trials. Product comparability pre-

and post-manufacturing change is established based on the analysis of data col-

lected from product characterization, routine batch analyses, in-process control,

process validation and evaluation, and product stability (ICH Q5E, [6]). Data

collected after change are compared to predefined criteria established based on

quality information accumulated before the change is made. For certain appli-

cations and when prospectively established, successful completion of such compara-

bility protocols can impact regulatory pathway (and review timelines), for example,

enabling a sponsor to file what would be a prior approval supplement (PAS) as a

“changes being effected in 30 days” (CBE30) supplement.

4 The Development and Characterization of Different

Classes of Protein Biotherapeutics

Below we describe approaches to analytical characterization for four different classes

of proteins: (1) polyclonal immune globulins, (2) coagulation and hemostasis pro-

teins, (3) monoclonal antibodies, and (4) other therapeutic proteins. Chronologically,

these products span the entire history of the FDA ranging from the first human protein

(an immune globulin preparation used for the prevention of measles) approved in

1934 [19] to the most recent recombinant proteins made in large quantities in bio-

reactors. As scientific knowledge and clinical experience with these products have

progressed, so have the analytical methods used to characterize and monitor their

quality attributes during development, manufacturing, and at release. cGMP

manufacturing practices and regulatory expectations are that all products, even

those first approved decades ago, be characterized to the extent possible using current

analytical methods. Appropriate studies are used to bridge existing product informa-

tion, including clinical safety and efficacy informationwith current analyticalmethodo-

logy and manufacturing practices. Thus, it follows that analytical methods in general

are common for all product classes discussed here. What is different, as it will become

apparent in the following sections, are the experiences in the product-specific regu-

latory divisions of FDA. These experiences, their relation to product mode of action, its

manufacturing process, and the history of clinical use safety and efficacy have flavored

the analytical emphasis in each division and provide the basis for the fit-for-purpose

approach to characterizing therapeutic proteins described here.
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4.1 Plasma-Derived Immunoglobulins

Polyclonal immune globulin products are biological therapies comprised of human

or animal plasma or serum-derived products.4 At present, there are 38 such products

approved by the US FDA, manufactured by 15 different firms. Of these, DigiFab®

and CroFab® contain the Fab part of the immunoglobulin G (IgG) molecule,

whereas the active ingredient in Anascorp® and Botulism Antitoxin Heptavalent

is the (Fab’)2. The remaining approved products are intact antibodies (Table 1).

4.1.1 Quality Polyclonal IgG Products Start with Quality Plasma

Plasma used for making human polyclonal IgG products is collected in licensed and

inspected plasma or blood donation centers. The quality of the starting material is

essential for the ultimate safety and quality of the end products. Thus, to ensure that

donated plasma is safe from hazards to human health and to minimize the likelihood

of transmitting infectious disease, multiple measures are in place. These include

screening of donors by questionnaire, instituting good collection practices in the

donation centers, and testing of donated plasma for blood-transmitted pathogens.

Many of these mandatory practices are codified in appropriate subparts of 21 CFR,

Part 640, and more specific details are set out in FDA and international guidelines

[20–23]. Other safeguards aimed at lowering potential risk for contamination of US

products with transmissible spongiform encephalopathies (TSEs), such as variant

Creutzfeldt-Jakob disease (vCJD), are specified in a recent FDA guidance docu-

ment [15]. Additional processes are incorporated at the IgG product manufacturing

site to ensure that plasma pools collected in the US licensed donation centers

(including all manufacturing intermediates and final products) are segregated

from those not originating from centers not licensed by the FDA.

Polyclonal IgG biologics are often categorized as either normal or specific. The

only difference between the two product categories lies in the specificity of the

polyclonal antibodies they contain. Specific products have high titers of antibodies

directed against particular pathogenic agents, such as viruses (e.g., hepatitis B,

rabies, varicella, and vaccinia) or bacterial toxins (e.g., tetanus toxoid, botulinum

toxin). Antilymphocyte and antithymocyte polyclonals are used to suppress the

adaptive immune system in transplant settings. For specific IgG products sourced

from human plasma, donors often receive vaccinations and are tested to ensure that

their serum contains sufficient amounts of the specific antibodies of interest.

Animal plasma is obtained from healthy animals that have high titers of desired

antibodies achieved through immunization and boosting with the specific antigen(s).

Animals are almost always used to make products directed against toxins, venoms,

4 Regulatory oversight for these products is the responsibility of the Laboratory of Plasma

Derivatives, Division of Hematology Research and Review in the Office of Blood Research and

Review.
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Table 1 IgG products currently marketed in the USA

Product name Manufacturer/sponsor

Proprietary

name

Normal IgG Immune globulin intrave-

nous (human), 10% liquid

Biotest Pharmaceuticals

Corporation

Bivigam®

Immune globulin intrave-

nous (human)

CSL Behring AG Carimune® NF,

Nanofiltered

Immune globulin intrave-

nous (human)

Instituto Grifols, S.A. Flebogamma®

5% DIF

Immune globulin intrave-

nous (human)

Instituto Grifols, S.A. Flebogamma®

10% DIF

Immune globulin (human) Grifols Therapeutics Inc. GamaSTAN®

S/D

Immune globulin infusion

(human), 10%

Baxalta (formerly Baxter

Healthcare Corporation)

Gammagard

Liquid®

Immune globulin intrave-

nous (human)

Baxalta (formerly Baxter

Healthcare Corporation)

Gammagard®

S/D

Immune globulin intrave-

nous (human), 5% liquid

Bio Products Laboratory

Limited

Gammaplex®

Immune globulin injection

(human), 10% caprylate/

chromatography purified

Grifols Therapeutics Inc. Gamunex® C

Immune globulin injection

(human), 10%

Grifols Therapeutics Inc./

Kedrion

Gamaked®

Immune globulin subcuta-

neous (human), 20% liquid

CSL Behring AG Hizentra®

Immune globulin infusion

10% (human) with recom-

binant human

hyaluronidase

Baxalta (formerly Baxter

Healthcare Corporation)

HyQvia®

Immune globulin intrave-

nous (Human) 5% liquid

Octapharma Pharmazeutika

Produktionsgesellschaft

m.b.H. (Vienna) and

Octapharma AB (Sweden)

Octagam® 5%

liquid

preparation

Immune globulin intrave-

nous (human) 10% liquid

Octapharma Pharmazeutika

Produktionsgesellschaft

m.b.H. (Vienna) and

Octapharma AB (Sweden)

Octagam® 10%

liquid

preparation

Immune globulin intrave-

nous (human), 10% liquid

CSL Behring AG Privigen®

Specific IgG Centruroides (scorpion)

immune F(ab0)2 (equine)
injection

Rare Disease Therapeutics

Inc. (RDT)

Anascorp®

Anthrax IGIV Emergent BioSolutions Anthrasil®

Antivenin (Latrodectus
mactans) (black widow

spider), equine origin

Merck Antivenin

Botulism immune globulin

intravenous (human)

California Department of

Public Health (CDPH)

BabyBIG®

(continued)
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Table 1 (continued)

Product name Manufacturer/sponsor

Proprietary

name

Botulism Antitoxin

Heptavalent (A, B, C, D,

E, F, G) (equine)

Emergent BioSolutions BAT®

Antivenin (Micrurus
fulvius) (North American

coral snake), equine origin

Pfizer Wyeth®

Antivenin

Crotalidae [pit viper]

polyvalent immune fab

(ovine)

BTG International Inc. CroFab®

Cytomegalovirus immune

globulin intravenous

(human) (CMV-IGIV)

CSL Behring AG Cytogam®

Digoxin immune fab

(ovine)

BTG International Inc. DigiFab®

Hepatitis B immune glob-

ulin (human)

Biotest Pharmaceuticals

Corporation

Nabi-HB®

Hepatitis B immune glob-

ulin (human)

Emergent BioSolutions HepaGam B®

Hepatitis B immune glob-

ulin (Human)

Grifols Therapeutics Inc. HyperHEP® B

S/D

Rabies immune globulin

(human)

Grifols Therapeutics Inc. HyperRAB®

S/D

Rho(D) immune globulin

(human)

Grifols Therapeutics Inc. HyperRHO®

S/D (Full Dose)

HyperRHO®

S/D (Mini-Dose)

Tetanus immune globulin

(human)

Grifols Therapeutics Inc. HyperTET® S/D

Rabies immune globulin

(human) USP, heat treated

Sanofi Pasteur SA Imogam®

Rabies HT

Rho(D) immune globulin

(human)

Kedrion Biopharma Inc. RhoGam® Ultra-

Filtered PLUS

MICRhoGAM®

Ultra-Filtered

PLUS

Rho(D) immune globulin

intravenous (human)

CSL Behring AG Rhophylac®

Varicella zoster immune

globulin (human)

Emergent BioSolutions VARIZIG®

Vaccinia immune globulin

intravenous (human)

Emergent BioSolutions VIGIV

Rho (D) immune globulin

intravenous (human)

Emergent BioSolutions WinRho® SDF

Antithymocyte
IgG

Equine thymocyte immune

globulin injection, solution

Pfizer Atgam®

Antithymocyte globulin

(rabbit)

Genzyme Polyclonals

S.A.S.

Thymoglobulin®
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or other highly potent antigens which may not be safe for immunization of human

donors. By contrast, normal immunoglobulins represent a diverse antibody reper-

toire and are made from pooled human plasma from donors not receiving any

specifically targeted vaccinations. As specified in 21 CFR, §640.102(d), each lot

of normal human IgG represents a pool of material obtained from not less than 1,000

donors. In manufacturing practice, many more individual donations are frequently

pooled to manufacture large batches of IgG. It is recommended that the size of

plasma pool be limited to no more than 60,000 donations [24–26].

4.1.2 Application of Good Practices in Polyclonal IgG Product

Manufacture

Manufacturing processes and analytical techniques used for isolating and evaluat-

ing pure and potent immune products obtained from human and animal plasma have

evolved considerably in recent years. While the impetus on the manufacturers’ side
has been to increase yield to satisfy rising demand, the focus on the regulatory side

has remained on ensuring safety while fulfilling the public health need for these

products. Presently there are several general purification schemes used for licensed

products; details on these can be found in recent reviews [27–30]. Many of them are

derived from the original methods discovered and refined by Cohn and his collab-

orators [31–33] representing a series of finely tuned and closely controlled

manufacturing steps to ensure the quality attributes of marketed products. The

need for strict controls of the manufacturing process parameters cannot be

overemphasized, given that seemingly minor changes or deviations can alter prod-

uct characteristics, sometimes resulting in unanticipated and severe adverse out-

comes [34–36].

As for all protein biologics, a series of analytical tests designed to monitor

product quality and quantity are performed during the manufacturing process of

IgG products. As for other protein therapeutics, these in-process tests, implemented

at different key manufacturing steps, provide the data for the historical database that

will be accumulated during the lifetime of the IgG product. This database is used to

ensure the process is performing according to expectations and to establish com-

parability, discussed in detail earlier in this chapter. Many of the in-process testing

methods used in manufacturing IgG products are validated. Those that are not

should meet the bar of being scientifically sound and reflect current laboratory

standards and methodology.

4.1.3 Parameters Measured to Ensure Polyclonal IgG Product Quality

The analytical measurements used to characterize polyclonal IgG preparations at

release can roughly be divided into the following categories: those that measure

(1) active ingredient indicative parameters, (2) impurities, (3) final product solution

properties, (4) excipients, and (5) parameters related to viral safety.
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Active Ingredient Indicative Parameters

For IgG products, key indicative parameters, i.e., those that measure active ingre-

dient quantity, purity, and structural integrity in the final product, typically include

total protein content, absolute and relative amount of IgG proteins, molecular size

distribution, protein banding pattern, and other IgG biophysical properties. Unlike

other protein biologics, there are a few product-specific release tests explicitly

required for normal IgG products derived from human plasma. Potency tests for

antibodies against measles, diphtheria, and poliomyelitis are codified in 21 CFR

§640, Subpart J.5 When performed by bioassay, these measurements provide

information about biological function of the IgG lot at release and throughout its

shelf life. Additionally, these parameters are an indicator of the manufacturing

process consistency. For these reasons, binding only assays are not, as a general

rule, acceptable methods for determining potency. Cell culture or in vivo neutral-

ization assays are the methods accepted by the FDA for measuring these

specificities.

The same potency assays are not generally required for specific IgG products,

but potency tests measuring the neutralizing activity of the specific IgGs are. Due to

methodological limitations, there have been instances when binding assays have

been used in lieu of bioassays for some specific IgG products. This has been

acceptable in cases, such as hepatitis B-specific IgG products, where the protective

target levels of anti-Hbs were well known from epidemiologic or clinical

studies [37].

Other antibody specificities can be measured, especially when characterizing a

new product or as part of a comparability protocol. Examples include pneumo-

coccal, B19, H. influenza B, or hepatitis A-specific antibodies.

Impurities

As for all protein biologics, impurities in polyclonal IgG products are categorized

as either product related or process related.

Immunoglobulin-related impurities usually characterized in IgG products

include IgM, IgE, IgA, or undesirable types or forms of IgG molecules. The latter

include IgG aggregates and IgG fragments, which in addition to being measured at

product release, also serve as stability indicators. High aggregate levels can cause

clinical adverse events [38], whereas fragments measure product integrity during

storage. Their increase over time can provide an early indication of pending

potency loss. Anticomplementary activity (ACA) is measured as a functional

property of IgG aggregates, and high levels are potential indicator of infusion-

related adverse events. Antibodies against blood-group antigens A, B, and Rho(D) are

5 21 CFR §601.104 specifies that the minimum levels for diphtheria antibodies should be 2 inter-

national units per mL, and those for measles and poliomyelitis type 1, type 2, or type 3 should be

compared to the levels found in CBER reference.
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also measured and controlled in IgG products since high levels of these antibodies

are associated with clinically significant hemolysis in recipients of these blood

groups [39].

A second category of impurities is other plasma proteins that may co-purify with

IgG at clinically significant levels. Several of these entities, i.e., pre-kallikrein

activator (PKA) and activated coagulation Factor XI (FXIa), have been implicated

in clinical adverse reactions [38, 40] and as such are measured in final release tests

and controlled by release specifications. Depending on the manufacturing process,

certain products may have additional release specifications to control product-

specific protein impurities. Additional product qualities are measured when

characterizing a new product or as part of a comparability protocol. Examples

include other coagulation factors (fibrinogen, Factor IX, FXII), other plasma pro-

teins (i.e., albumin, fibronectin, apolipoprotein A1, antithrombin III, C1-esterase

inhibitor, α2-macroglobulin, transferrin), and lipids.

Process-related impurities include process-specific residues such as solvent or

detergent from the viral deactivation steps, leachates from chromatographic column

resins, filters as well as their housing, and buffers or other chemicals used at

different steps in the process. Examples include polysorbate 80 (PS80, Tween

80), tri(n-butyl)phosphate (TnBP), and heavy metals. This class of impurities is

controlled by designing a robust purification process that can perform well under

“worst-case” conditions. Their levels are monitored by in-process and release tests;

action limits and release specifications that ensure these impurities remain within

acceptable levels are instituted. If these (or any impurities) are not removed to

achieve sufficiently low levels, toxicity assessments and, in some cases, toxicology

studies are performed to assess potential risk to patients under “worst-case sce-

nario” conditions. If warranted, stricter process controls or additional mitigation

steps are incorporated during the manufacturing to ensure adequate safety margins

in clinical use, including for susceptible populations.

Final Product Solution Properties and Excipients

Final product solution properties often measured for polyclonal IgG products

include pH, osmolarity, particulates (visible and subvisible), and appearance. The

latter includes color and clarity for liquid products and, for lyophilized products,

appearance and reconstitution time for the dried cake.

Polyclonal IgG products are formulated at a very high nominal protein concen-

tration, ranging from 50–200 g/L. To ensure that native, biologically active con-

formation is preserved, excipients are added as stabilizers in the final formulation of

these products. Most of the excipients fall under two classes of chemicals: sugars

(i.e., maltose, sucrose, and glucose) or amino acids (i.e., glycine and proline). Both

the choice and concentration of the excipient are critical parameters that help limit

IgG aggregation and ensure product quality throughout the life cycle. Thus, these

properties are measured and controlled at lot release.
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Parameters Related to Microbial Growth and Pathogen Safety

Another group of analytical techniques are those used to measure parameters such

as sterility and pathogen safety. Some of these concepts (i.e., sterility and viral

clearance) are similar among all the different protein products discussed in this

chapter and have already been mentioned. Others, such as bio-burden levels at

upstream manufacturing steps, are monitored and controlled, and pyrogenic bacte-

rial constituents are measured in final product using rabbit pyrogen test or LAL.

Monocyte activation test has emerged as a possible method for measuring pyrogen

activity in IgG products. Validation studies should be submitted to support any

changes to existing release tests. Other parameters such as the level of antibodies

directed against hepatitis B surface antigen (anti-HBsAg) that have been found to

be important as markers for the stability of the preparation and provide an addi-

tional measure of viral safety are also measured.

4.1.4 Emerging Areas in Analytical Measurement Development

With the ever-increasing use of IgG products in auto-immune disorders, especially

those with neurological manifestations [41], there is a lot of attention being given

from the regulators, industry, and scientific community to defining the unique

product attributes which underlie efficacy in these disease states and establishing

methods to measure them. There is growing evidence that efficacy of polyclonal

IgG products in auto-immune indications is Fc mediated [42]. Thus, discovering

accurate and precise methods to measure Fc-receptor binding activity which cor-

relates with effector function(s) has become a priority. An optimal such measure

would be a bioassay connecting Fc-receptor binding of the IgG preparation with a

biological readout such as activation or inhibition of a functional measurement, for

example, cytokine release. The appropriate readout should also be related to the

pathophysiology of the disease. Given that the underlying mechanisms of many

auto-immune conditions are not only complex but also incompletely understood,

picking the “ideal” assay represents a challenge and an area that would benefit from

further research.

Other areas of regulatory interest include improving the methodology for mea-

suring IgG aggregates in the nanometer range and developing neutralizing assays

for specific IgG products where such assays are not available. For the latter,

challenges remain in validating neutralizing assays for several viral agents, such

as CMV, HBV, and HCV, and continued research would be beneficial.

4.2 Recombinant Therapeutic Proteins for Hemostasis

Proteins of the hemostatic system span a broad range of sizes, shapes, structures,

and quality characteristics, which direct multifaceted interactions. Complex inter-

actions, however, among these widely varying hemostatic proteins drive the
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common goal of hemostasis, the system for maintaining vessel patency in response

to injury.

4.2.1 The Hemostatic System

Hemostasis in response to vessel injury is a complex process involving coordinated

interplay among subendothelial matrix components, the endothelial lining, blood

cells, and finally the components of the blood coagulation cascade leading to the

formation of a fibrin clot (Fig. 2). The physiological balance of procoagulant,

anticoagulant, and fibrinolytic activities among the players of the blood coagulation

cascade is designed to tailor clot location, size, and stability in accordance with the

need at the injury site. The clot-forming cascade is propagated through a series of

multicomponent, proteolytic complexes operating on the surfaces of activated cells,

such as platelets, white blood cells, and endothelial cells. These cell surface

Fig. 2 The hemostatic system: The ability to form and maintain a blood clot in the right place, at

the right time, involves proper, physiological coordination of procoagulant, anticoagulant, and

fibrinolytic pathways. As depicted, each pathway executes a tightly controlled cascade of sequen-

tial proteolytic activation reactions, operated by specific proteolytic complexes, which are

designed to amplify each system while responding to feedback mechanisms. Blood coagulation

proteins circulate as inactive zymogens or cofactors designated as “factors” with assigned roman

numerals. Inactive zymogens and cofactors are sequentially activated at the site of injury, through

the cascade depicted in the figure. As illustrated, extrinsic and intrinsic pathways operate through

proteolytic complexes (in black boxes) comprising an activated proteolytic enzyme, an activated

cofactor, calcium, and phospholipid which serve to activate each zymogen in succession. Progres-

sion of the blood coagulation cascade is subject to modulation (indicated through red arrows) by
the protease inhibitor, antithrombin III, and the anticoagulant complex comprising activated forms

of protein C and protein S. Disorders of hemostasis may be treated by replacement therapy with

hemostasis protein concentrates purified from plasma or produced through recombinant DNA

technology. Currently marketed therapeutic concentrates are indicated in red.
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assembled complexes accomplish the sequential activation of their serine proteases

so that thrombin can be generated locally to convert fibrinogen to an insoluble,

cross-linked fibrin clot at the specific site of injury. The importance of physiolog-

ically functional hemostasis is evidenced by the occurrence of pathologic bleeding

or thrombotic disease caused by its disruption. Inherited disorders of hemostasis

may result from a missing or nonfunctional coagulation factor, anticoagulant, or

fibrinolytic protein. In addition, acquired bleeding or thrombotic disease may be a

consequence of environmental stimuli [43]. The current US market offers a number

of licensed, safe, and efficacious plasma protein therapeutics indicated for disorders

of hemostasis. Licensed products include purified coagulation factor or anticoagu-

lant protein concentrates, covering many proteins required for proper hemostasis.

Hemostasis protein therapeutics may be purified from human or animal plasma or

expressed through recombinant DNA technology. Figure 2 indicates in “red” those

proteins for which there are currently licensed concentrates. The majority of

licensed products are indicated as replacement proteins to correct disorders of

hemostasis through on-demand treatment, routine prophylaxis, or perioperative

management of bleeding. Thrombin and fibrinogen are components of fibrin sealant

products, which mimic the final step in blood coagulation, to stop minor surgical

bleeding when standard surgical practices are ineffective or impractical.

4.2.2 Analytical Characterization of Recombinant Factor VIII

and Factor IX

Successful analytical programs provide conclusive evidence that demonstrates

preservation of native protein structure, retention of all functional properties, and

control of impurities. Advances in manufacturing and analytical techniques have

allowed comparable approaches for complete characterization of the vast array of

hemostasis proteins whether purified from plasma or recombinant DNA (rDNA)-

derived cell culture. This section will focus on analytical paradigms for two

recombinant coagulation factors: Factor VIII and Factor IX. Factor VIII is the

missing protein in hemophilia A, likely the first documented bleeding disorder

(Talmud, circa 200 CE) [44]. Factor IX is the missing protein in hemophilia B, a

bleeding disorder prevalent in European royal families in the nineteenth and

twentieth centuries [45]. Although highly divergent in structure and quality character-

istics, Factor VIII and Factor IX are connected through their interdependence as

components of the proteolytic complex responsible for activating Factor X. Factor

VIII and Factor IX products currently occupy the majority of the commercial market

for hemostasis protein concentrates. Furthermore, both proteins have been the targets

of significant engineering efforts designed to enhance their clinical performance.

88 E.B. Struble et al.



Primary Structure

Coagulation Factor VIII is a large, glycosylated protein, which undergoes multiple,

directed proteolytic cleavages in order to create the biologically active molecule.

The ~330 kDa protein contains 2,332 amino acids arranged in domain structure:

A1–A2–B–A3–C1–C2. For the full-length molecule, several posttranslational,

proteolytic cleavages in the B domain produce a series of divalent cation-linked,

two-chain molecules. The N-terminal, heavy chain, comprising A1, A2, and

cleaved B domains, displays heterogeneity upon analysis by sodium dodecyl sulfate

polyacrylamide gel electrophoresis (SDS-PAGE), exhibiting several bands

possessing molecular weights (MW) between 210 kDa and 90 kDa. The light

chain comprising A3, C1, and C2 domains has an MW of ~80 kDa [46]. There

are four commercially available recombinant full-length Factor VIII concentrates.

Thrombin cleavage of Factor VIII followed by subunit analysis using SDS-PAGE

or HPLC methods is particularly useful for confirming Factor VIII domain struc-

ture. During development of expression systems for recombinant Factor VIII, it was

discovered that removing the B domain increased expression and decreased mole-

cular heterogeneity through removal of the majority of glycosylation sites and

heavy chain size heterogeneity while retaining in vivo procoagulant function.

SDS-PAGE analysis of B domain-deleted Factor VIII yields a simplified banding

pattern comprising a single-chain molecule with MW ~170 kDa, a ~90 kDa heavy

chain, and an ~80 kDa light chain [47]. Four commercially available Factor VIII

concentrates are based on rDNA constructs that delete the B domain.

Factor IX circulates as a single chain, ~56 kDa molecule possessing five

structural domains in the following order from amino to carboxyl terminus:

Gla-EGF1-EGF2-activation peptide-protease domain. Similar to Factor VIII,

directed proteolytic processing and unique posttranslational modifications are

required in order to generate the biologically active molecule [48]. Four recombi-

nant Factor IX concentrates are commercially available.

Posttranslational Modifications Important for Pharmacologic Action

The design of expression systems to produce biologically active recombinant

Factor VIII or Factor IX must consider the fidelity of posttranslational proteolytic

processing, glycosylation, sulfation, and γ-glutamyl carboxylation, all of which

have reported impact on pharmacokinetic or pharmacodynamic properties. Recom-

binant expression of mature, fully processed Factor IX requires co-expression of a

signal peptide-processing enzyme. Critical to the function of Factor IX and other

vitamin K-dependent hemostasis proteins is the posttranslational addition of car-

boxyl groups to specific glutamyl residues contained within the N-terminal (Gla)

domain. Factor IX contains 12 sites for γ-carboxylation. A high level of

γ-carboxylation must be achieved in order for recombinant Factor IX to properly

interact with activated cell surfaces as part of its procoagulant mechanism of action.

Anion exchange chromatographic separation followed by peptide mapping
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strategies enhanced by sensitive mass spectrometric techniques may be used to

accurately quantitate the degree of γ-carboxylation. Tyrosine sulfation has been

described for Factor VIII and Factor IX. Particularly important for Factor VIII

function are sites on acidic peptides, which direct thrombin activation of Factor

VIII. A critical site at Tyrosine1680 mediates Factor VIII binding to vonWillebrand

factor, a large multimeric protein that stabilizes Factor VIII in circulation [43, 46,

48]. Since heterogeneity in glycosylation gives rise to structural diversity and

impacts clinical pharmacology, complete characterization and tight control of

protein glycoforms are critical to product quality and manufacturing consistency.

Factor VIII and Factor IX proteins produced in nonhuman cell lines have been

characterized to contain minimal quantities of N-glycolylneuraminic acid (NGNA),

a sialic acid substituted for the more common N-acetylneuraminic acid (NANA)

and galactose-α-1,3-galactose (α-Gal), with recent advances in mass spectrometric

techniques allowing more sensitive α-Gal detection [49]. Although no direct

adverse clinical consequences have been reported, NGNA and α-Gal levels are

tightly controlled in all Factor VIII and Factor IX concentrates.

Purity and Impurities

Purity is defined as the relative freedom from extraneous matter whether or not

harmful to the recipient or deleterious to the product. It is an expectation that

impurities in Factor VIII or Factor IX therapeutic concentrates be removed to the

extent possible and that the remaining impurities be defined and controlled to

specified, justified limits.

Product-Related Impurities

As for other recombinant proteins, Factor VIII and Factor IX concentrates are

controlled for aggregates, polymeric forms, truncated forms, fragments, and oxi-

dized molecular variants, as applicable, using peptide mapping, HPLC, and

SDS-PAGE methods. Control of aggregates in the final product, most commonly

by size-exclusion chromatography (SEC), is particularly critical due to their poten-

tial for inducing an immunogenic response. Nonspecific adsorption of proteins on

the matrix of SEC columns can confound the analysis and give results that do not

accurately represent the aggregate content present in the product. Nonspecific

adsorption can be minimized by preconditioning the column through multiple

injections of the protein prior to sample analysis, allowing a layer of the protein

to coat binding sites on the column matrix. However, such preconditioning may

also reduce the pore size of the matrix and change the performance characteristics

of the column by reducing peak resolution and separation range. In addition,

because of the dynamic equilibrium between the adsorbed protein and the protein

in solution, the adsorbed protein may slowly leach into the eluate giving aberrant

results. Therefore, orthogonal methods to analyze aggregates, such as dynamic light

scattering or analytical ultracentrifugation, are essential in validating an SEC
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method for its intended purpose. Factor VIII and Factor IX circulate as inactive

precursors until their activation is initiated in vivo, in response to injury. Since

premature activation is undesirable, purification procedures and quality control

tests must ensure retention of the protein in its unactivated state. Therefore,

product-related impurities in Factor VIII or Factor IX products with the greatest

potential negative impact to product quality and safety constitute the activated

forms. Of particular concern, activated Factor IX (FIXa) impurity has been associ-

ated with reports of thromboembolic complications and is routinely characterized

and controlled in all Factor IX products [50].

Process-Related Impurities

Strategies described in the ICH Q6B guideline [5] for characterization and control

of process-related impurities associated with recombinant cell culture systems and

downstream purification steps are also routinely applied to characterization and

control of recombinant Factor VIII or Factor IX concentrates. It is an expectation

that host-cell protein (HCP) be characterized and controlled using an in-house assay

specific to the product cell line and validated for adequate detection of all relevant

proteins. Two-dimensional SDS-PAGE and immunoblotting techniques have been

applied to the development and validation of suitable HCP enzyme-linked immuno-

sorbent assays (ELISA). Affinity chromatography strategies are often employed

during Factor VIII or Factor IX purification schemes. Sensitive in-house assays

specific for affinity ligands should be developed and validated to control for affinity

column leaching. Unique to Factor IX concentrates is the control of the signal

peptide processing enzyme impurity.

Viral Safety

Viral safety is of utmost concern for a class of products with a history of virus

transmission. Plasma-derived fibrinogen concentrate, first marketed in 1947, was

removed from commercial distribution in 1977 due to transmission of hepatitis

[51]. Then came the AIDS crisis in the early 1980s, which deeply impacted the

hemophilia community. By the mid-1980s, methods for inactivation of blood-borne

viruses had been implemented in manufacturing processes followed by the first

recombinant Factor VIII and Factor IX products in the 1990s. Manufacturers of all

Factor VIII and Factor IX concentrates are required to validate two orthogonal virus

reduction steps, of which one step must be an inactivation method, such as solvent/

detergent or heat treatment.

Biological Activity

ICH Q6B [5] advises that in vitro assessment of biological properties is an essential

addition to physicochemical analyses in establishing a therapeutic protein’s higher-
order structure. For Factor VIII and Factor IX, biological activity is defined by the
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potency unit and further characterized to demonstrate conformational fidelity

through in vitro functional assays, which measure the full complement of

intermolecular interactions responsible for procoagulant activity.

Potency

Potency is the quantitative measure of the product attribute linked to its primary

mechanism of action. Assaying functional activities of hemostasis proteins in the

complex mixture of patient plasma originally led scientists to define an activity unit

for each plasma protein, including Factor VIII and Factor IX, as that amount

contained in 1 mL of normal human plasma. Wide variations in the normal

human population and the lack of agreement among functional assays performed

in different laboratories necessitated the development of an international standard-

ization program, which has been in place for over 40 years, is sponsored by the

World Health Organization (WHO), and is facilitated by the National Institute for

Biological Standards and Control (NIBSC) in the UK.WHO international standards

(IS) for Factor VIII and Factor IX concentrates are prepared by NIBSC, are

calibrated through international collaborative studies involving recognized experts

from industry and regulatory authorities, and are established by the Expert Com-

mittee on Biological Standardization of the WHO [52]. WHO IS are intended as

primary reference standards against which each manufacturer should calibrate

in-house potency reference standards from well-characterized product lots.

Potency of Factor VIII and Factor IX concentrates may be determined by either

of two methods: a one-stage clotting assay or a two-stage chromogenic substrate

assay. Both methods were designed to represent the in vivo mechanism of

procoagulant function by measuring the outcome following assembly and acti-

vation of the complex responsible for activating Factor X, termed the “Tenase”

complex. As illustrated in Fig. 2 above, the Tenase complex comprises activated

Factor VIII (FVIIIa) as the cofactor, activated Factor IX (FIXa) as the proteolytic

enzyme, and phospholipid and calcium for proper assembly on an activated cell

surface. The clotting assay was designed to mimic the in vivo mechanism of action

by using a plasma substrate deficient in Factor VIII or Factor IX (as applicable) and

measuring the correction of a prolonged clotting time as a function of added factor

concentration. Variability in the clotting method led to the development of a more

purified system designed to directly measure enzymatic activation of Factor X as

reflected in the cleavage of a chromogenic substrate. Because reported discre-

pancies between the two assays have ranged from ~10–50%, with the chromogenic

substrate assay generally giving higher values for recombinant products, the most

challenging aspect of developing a recombinant Factor VIII product has been the

decision on which assay, clotting or chromogenic, is most appropriate for product

potency labeling. Clinical practice in the USA supports the use of the clotting assay,

while the chromogenic assay is mandated for potency labeling of products in

Europe [53]. Current development programs should include both assays for product

characterization and clinical development with a decision on which assay will

ultimately be used for commercial release and stability dependent upon analysis

of all development data [54]. Although the clotting assay is currently used for
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potency assignment of all licensed Factor IX concentrates, comparative assessment

of chromogenic and clotting activities is recommended for complete character-

ization of recombinant Factor IX products since assay discrepancies have been

reported [55].

In Vitro Functional Tests

Many of the in vitro functional tests currently used to assess Factor VIII or Factor

IX quality are based on reconstitution of the Tenase complex and monitoring the

generation of Factor Xa detected by a chromogenic substrate. By varying compo-

nent concentrations and experimental conditions and performing kinetic analyses,

the affinity of molecular interactions and degree of in vitro procoagulant function-

ality can be characterized [56]. Factor VIII and Factor IX function also depend on

binding to phospholipid, which can be measured by surface plasmon resonance or

Factor Xa generation assays. Factor VIII binding to von Willebrand factor (critical

for Factor VIII stability in circulation) can also be measured using surface plasmon

resonance assays. The activation of Factor VIII or Factor IX is intrinsic to in vivo

function. In vitro assays have been developed for evaluating kinetics of activation

and subsequent inactivation of Factor VIII by thrombin or Factor Xa. Similar assays

have been developed to characterize the kinetics of Factor IX activation by Factor

XIa. Activated protein C confers its anticoagulant activity through direct cleavage

of Factor VIII; therefore, in vitro assays designed to specifically characterize

activated protein C inactivation kinetics for Factor VIII are included in complete

in vitro functional characterization strategies [57]. Thrombin generation assays,

which measure kinetics of thrombin generation in complex systems from whole

blood to defined combinations of purified proteins, are gaining wide use as global

assays for evaluating product quality and in vivo performance [58]. In general, the

ability of in vitro functional tests to assess product quality relies on comparative

testing of the product under development to a licensed comparator. In vitro func-

tional tests are highly valuable in supporting manufacturing changes to licensed

products by comparative testing of pre-change to post-change product.

Immunogenicity

Preservation of native protein conformation is key to maintaining product safety

and efficacy. Failure to implement analytical programs to guarantee retention of

protein conformation for the duration of a product’s shelf life may result in loss of

therapeutic benefit or increased risk of immunogenicity. The development of Factor

VIII or Factor IX “inhibitors,” antibodies against the Factor VIII or Factor IX

molecule, remains the major negative clinical consequence of hemophilia treat-

ment. Factor VIII inhibitors develop in ~30% of patients with severe hemophilia A,

and Factor IX inhibitors, some with anaphylactoid consequences, develop in ~5%

of patients with severe hemophilia B. Despite suggestions that recombinant prod-

ucts may confer higher immunogenic risk, there is no conclusive evidence, to date,
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showing a difference between plasma-derived and recombinant product immuno-

genicity [59]. Reports in the early 1990s of increased Factor VIII inhibitor inci-

dence resulting from Factor VIII products denatured through certain viral

inactivation processes highlighted the importance of robust analytical programs

designed to demonstrate retention of protein conformation and clinical programs

suitably designed to monitor for inhibitor development [60].

4.2.3 New Generation Products

New generation Factor VIII and Factor IX proteins bioengineered for better clinical

performance have been licensed, and others are in development. PEGylation, Fc

fusion, and albumin fusion strategies have been successfully applied to create

Factor VIII or Factor IX analogues with increased circulating half-lives [61]. Devel-

opment and life cycle management of these novel proteins have warranted the

implementation of equally novel and sensitive analytical methods to ensure reten-

tion of full functionality without increased risk of immunogenicity. Particularly

challenging can be the development and validation of suitable functional assays for

quality control of the non-coagulation fusion moieties. The agency encourages

manufacturers to qualify novel, product-specific, and sensitive new technologies

to enhance product knowledge and understanding, facilitating Quality by Design

approaches to life cycle maintenance of product quality.

4.3 Monoclonal Antibodies

4.3.1 Introduction

The first therapeutic mAb, OKT3, was licensed in 1986 for the treatment of acute

renal allograft rejection. Although it was an effective treatment, a majority of

patients made anti-drug antibodies (ADA) against this murine mAb, which blocked

its therapeutic effectiveness [62]. In general, murine mAbs are immunogenic, have

a short half-life, and are inefficient at eliciting effector functions in humans

[63]. The therapeutic potential of mAbs began to be realized in the late 1990s

after the introduction of chimeric and humanized mAbs, which contain human Fc

regions. Subsequently, mice engineered to express human antibodies and phage

display technology introduced human mAbs as clinical candidates. Since the early

2000s most mAbs entering clinical development are humanized or human. Of the

23 mAbs approved since 2009, 14 are human, 5 are humanized, 3 are chimeric, and

1 is murine.
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4.3.2 Selecting and Engineering MAbs for Specific Applications

The majority of mAbs in development continue to be intact mAbs, mostly IgG1, but

IgG2 and IgG4 mAb are used when the mAb is designed to have little to no effector

function. In addition to intact mAbs, the diversity of mAb and related products

includes antibody-drug conjugates (small-molecule drugs and radioimmuno-

conjugates), other types of antibody conjugates (bacterial toxins, enzymes, cyto-

kines), antibody fragments (Fab, sFv, single V domain constructs), bispecific

antibodies (full length or based on sFv or single V domain fragments), antibody

cocktails, and Fc-fusion proteins. To date, the agency has approved ten Fc-fusion

proteins, three antibody-drug conjugates, two therapeutic radioimmunoconjugates,

and one bispecific mAb.

Intact antibodies have two functional domains, the Fab region for binding to

antigen and the Fc region, which imparts effector function. Knowledge of

Fc-glycan structures and amino acid residues in the Fc region that play a role in

effector functions, such as complement-dependent cytotoxicity (CDC), antibody-

dependent cellular cytotoxicity (ADCC), and antibody-dependent cellular phago-

cytosis (ADCP), led to engineering approaches that can enhance or reduce specific

effector functions [64–72]. Engineering either the Fab or Fc regions can enhance

the pharmacokinetic properties of a mAb [73–76].

Although the IgG3 isotype elicits high levels of effector function, especially

CDC, it is not commonly used for therapeutic mAb, because it is susceptible to

proteolytic cleavage and has a shorter half-life compared with the other IgG

isotypes. However, specific mutations of amino acid residues in the IgG3 hinge

region are being used to take advantage of IgG3 effector function properties [77].

4.3.3 Common Manufacturing Considerations to Ensure MAb Quality

and Consistency

Posttranslational Modifications (PTMs)

Each mAb is subject to posttranslational modifications (PTMs) and degradation

over time. One advantage of intact mAbs is that many PTMs in conserved regions

and degradation products are well understood and apply to all products of this class.

Many of these PTMs and degradation products occur naturally in endogenous IgG

[78]. The risks to patient safety of these common PTMs are generally understood.

Therefore, the challenge for sponsors is to evaluate the risks of PTMs and degra-

dation products that are unique to each product.
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N-Terminal Pyroglutamic Acid and C-Terminal Lysine

Many mAb PTMs result in charge variants that have the potential to impact stability

or biological activity. Two of the most common PTMs resulting in basic charge

variants are due to N-terminal glutamine and C-terminal lysine. These amino acid

residues are often processed from N-terminal glutamine to pyroglutamic acid

(PE) or the C-terminal lysine is cleaved, resulting in more acidic species. These

PTMs have no known impact on mAb function or pharmacokinetics (PK) [79, 80].

The conversion of N-terminal glutamine to PE occurs spontaneously and mostly

in the bioreactor; however, buffer composition and temperature can also lead to this

conversion [81]. N-terminal glutamate can also be converted to pyroglutamic acid

but does not result in a charge difference. Therefore, other methods such as LC/MS/

MS are needed to characterize this variant.

The conversion to PE by either pathway, as well as C-terminal lysine cleavage,

occurs in vivo and reflects normal modifications of both therapeutic mAbs and

endogenous IgG [78, 79, 82–84].

C-terminal lysine cleavage occurs rapidly upon administration to patients

[85]. As a quality attribute, it can be a predominant source of charge heterogeneity,

with 0, 1, or 2 C-terminal lysine residues per molecule. To assess the contribution of

C-terminal lysine, as well as other PTMs, to charge heterogeneity, samples can be

treated with carboxy peptidase B to remove the C-terminal lysine [84]. A compar-

ison of the charge profile of untreated and treated samples reveals the charge

heterogeneity due to the presence of C-terminal lysine or other PTMs.

Proline Amidation

A recently identified PTM resulting in basic species is the amidation of the

penultimate proline residue after C-terminal lysine cleavage [86]. This modification

is fairly common among mAbs of different IgG isotypes and is catalyzed by

peptidylglycine alpha-amidating monooxygenase in cell substrates after

C-terminal lysine cleavage [87]. The reaction is sensitive to levels of copper in

the bioreactor [88]. This PTM does not appear to impact biological activity or PK

[79, 86].

Deamidation

Asparagine deamidation leads to aspartic acid or isoaspartate, which are found in

acidic species of mAbs [79, 89]. The rates of conversion vary for each asparagine

and are influenced by the surrounding sequence. Some conserved asparagine

residues in the Fc region of IgG1 and IgG1 can be deamidated, with Asp384,

being the most susceptible [90]. Endogenous antibodies are also deamidated at

this site [78, 90]. The levels of deamidation at these constant region sites are not

known to have an impact on biological function. Deamidation in either heavy chain
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or light chain CDRs has also been reported, and the impact on binding to antigen

can vary from little to significant impact on biological activity [89–95].

Oxidation

Oxidation occurs predominantly at methionine residues but can also occur at

tryptophan, cysteine, histidine, and cysteine residues. Oxidation of methionine in

the heavy chain constant region (Met256 andMet432) can reduce binding to protein

A and G [96] and FcγRIIa 131H and FcRn [97, 98]. However, the levels of

oxidation that reduce binding to these receptors are generally higher than typical

levels due to manufacture and product shelf life and do not have an impact on PK of

a mAb when compared with an unmodified IgG [99].

There are examples of oxidized residues in heavy chain or light chain CDRs that

decrease binding to the antigen. Oxidized methionine and cysteine in the VH region

of OKT3 impact binding to CD3 [91]. Oxidation of tryptophan, but not methionine,

in an anti-RSV mAb resulted in loss of activity [100].

Glycation

Glycation occurs on lysine residues during manufacture or storage when reducing

sugars are present in culture media or formulations. Because a mAb generally

contains many lysine residues, glycated forms, which are acidic species, can be

extremely heterogeneous. Glycation also occurs in vivo on both endogenous anti-

bodies, as well as therapeutic mAbs, and does not appear to affect PK or effector

function [79, 101]. For example, mAbs with up to 10 or 17% glycation in a heavy

chain CDR [79, 102] or near complete glycation through forced glycation studies

[103] did not have reduced biological activity. Forced glycation studies also

showed that high levels of glycation (~42%) did not decrease binding to FcγRIIIa,
FcRn, or protein A [101].

Glycosylation

Antibodies have a single N-linked glycosylation site at Asn297 in the Fc CH2

domain. The biantennary glycan structure contains the core heptasaccharide, and

additional sugars attached to the core heptasaccharide result in heterogeneous

structures. The predominant forms in unengineered cell lines are generally

fucosylated, and galactose may or may not be present (G0, G1, and G2). Terminal

sialic acid; afucosylated G0, G1, and G2; and high-mannose forms are generally

present at low levels but can usually be quantitated by mass spectrometry, capillary

gel electrophoresis, and HPLC with fluorescence detection. Other structures can be

detected but usually are present at such low levels that they cannot be quantitated.
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Although all species, including plants, synthesize the same core heptasaccharide

with the same additional monosaccharides, there are species-specific differences

[104, 105]. For example, there are species-specific differences in terminal

sialylation and galactosylation [104], and relative to endogenous human mAbs,

therapeutic mAbs produced in mammalian cell lines are hypogalactosylated

[106]. Another difference is that human glycan structures can have a bisecting

GlcNAc, which inhibits the addition of fucose. CHO cells do not express N-
acetylglucosaminyltransferase-III, which is the enzyme that carries out this

reaction [104].

Specific glycan structures play a role in antibody effector function. The complete

removal of the glycan results in the loss of both CDC and ADCC activity

[107]. Galactose is associated with CDC activity such that its removal results in a

significant, but not complete reduction of activity [107, 108].

The presence of fucose inhibits ADCC activity [109, 110] specifically when

mediated through FcγRIIIa. IgG and FcγRIIIa interact through a rare carbohydrate

to carbohydrate interaction, with which fucose on the Ig glycan interferes

[111, 112]. However, a mAb where the glycan is fucosylated on one constant

region chain and is afucosylated on the other has enhanced ADCC activity relative

to a fully fucosylated mAb but still has about 50% of the activity of a fully

afucosylated mAb [113]. For mAbs where ADCC is a desired mechanism of action,

CHO cell lines have been engineered to knock out the fucosyltransferase gene

[114–116] or by adding genes that express N-acetylglucosaminyltransferase-III and

α-mannosidase II, which block the addition of fucose by promoting structures

containing a bisecting GlcNAc [117].

Heavy and light chain variable (V) regions can also contain N-linked glycan

structures [118], which may enhance or interfere with antigen binding [119]. Some

germ line gene VH and VL sequences contain the consensus glycan attachment

Asn-X-Ser/Thr sequence, but others can be generated through the somatic mutation

process [120]. V region glycosylation has been associated with various diseases, for

example, 79% of VH sequences in follicular lymphoma patients had novel glycan

attachment sites in CDRs [121], and V region glycosylation of autoantibodies can

influence antigen binding and possibly the pathogenic nature of these autoanti-

bodies [122]. For therapeutic mAbs that have potential V region glycosylation sites,

it is important to determine if the Fab is glycosylated and, if present, the structures

of the Fab glycan.

Cetuximab, first approved in 2004 for patients with metastatic colorectal cancer

and subsequently for head and neck cancer, is glycosylated on the VH region. The

glycan structure contains a galactose-α-1,3-galactose (α-gal) linkage, which is

produced by the murine cell substrate. This structure was shown to induce ana-

phylaxis in patients who had preexisting IgE anti-α-gal antibodies prior to

treatment [123].

98 E.B. Struble et al.



4.3.4 Product-Related Impurities

Antibody fragments and aggregates are critical quality attributes of intact mAbs

that can impact the potency of the product. V region-containing fragments gener-

ally maintain their ability to bind antigen. However, if effector function is part of

the mechanism of action, both V region and Fc region fragments will have reduced

potency. Aggregates often have reduced antigen-binding capacity but may demon-

strate enhanced potency if presented as immune complexes to Fcγ receptors.

Therefore, it is necessary to understand the causes of these degradation pathways

in order to improve the manufacturing process to further remove fragments and

aggregates from the drug substance and to optimize the formulation to reduce their

formation over the shelf life of the product.

Fragments

The hinge region of IgG is susceptible to cleavage by proteases and nonenzymatic

cleavage. Fragmentation of mAbs at the hinge region can occur in vivo by exposure

to endogenous or bacterial proteases [124]. Residual proteases in host-cell proteins

can also lead to fragmentation [125]. However, most of the fragmentation of mAbs

is nonenzymatic and can occur during manufacturing or under normal storage

conditions, although temperature and pH stress enhance the chemical reactions.

Several studies investigated chemical reactions of nonenzymatic cleavage, such as

peptide bond hydrolysis or β-elimination. These reactions typically have sequence

specificity [126]; see [127] for a review). Different pH and temperature conditions

can lead to fragmentation, but the presence or absence of the Fc-glycan structure

does not [128, 129]. The rates of fragmentation were shown to be similar for five

different IgG1 mAbs, suggesting that fragmentation is largely dependent on the

primary sequence of the hinge region [129].

The presence of copper or iron in the presence of histidine can also result in

nonenzymatic cleavage. Cleavage of alemtuzumab at 37�C was due to the presence

of copper and was further elevated at high pH. This fragmentation was also

temperature dependent; no fragmentation occurred below 20�C but increased at

temperatures above 37�C [130]. Interestingly, in IgG mAbs containing a lambda

light chains, cleavage was observed at a different site within the hinge region, and

there was also cleavage of the lambda light chain. These reactions were due to the

presence of iron in the drug substance. However, iron alone did not induce the

cleavage but required the histidine in the formulation buffer for this reaction. This

cleavage reaction was not seen in IgG mAbs with kappa light chains [131].

Characterization of Therapeutic Proteins 99



Aggregates

Antibody aggregates can form during upstream or downstream manufacturing, as

well as during the shelf life of the product [132, 133]. Thermal, freeze-thawing, pH,

light, and mechanical stress are known to induce aggregation of mAbs. Aggregation

can also occur in the presence of human plasma, which is dependent on the diluent

used for preparation of the infusion for intravenous infusion [133]. Formulation

optimization studies are crucial for the long-term stability of mAbs.

Antibodies naturally contain aggregation-prone motifs, which may play a role in

their ability to bind antigen, FcγR, or protein A [134]. However, these motifs play a

role in aggregation of mAbs over their shelf life. Specific aggregation-prone amino

acids in either the V region or C region can be engineered to maintain antigen

binding and other functional properties of the mAb while reducing aggregation

[134, 135].

Several studies applied different forms of stress to mAbs to understand the

factors that contribute to aggregation. In a study by Joubert et al. [136], different

forms of freeze-thaw, pH, mechanical, chemical, and thermal stress were applied to

IgG2 mAbs, human and mouse IgG1 mAbs, and IVIG. Aggregates were character-

ized by orthogonal methods and divided into seven classes based on the biophysical

properties of the aggregates, such as total aggregation, size, morphology, etc.

Similar classes of aggregates were formed in each of the samples when treated by

the same stress conditions. This suggests that specific types of aggregates are

formed by specific types of stress, which is consistent with an earlier study [137]

that showed the Fab fragment is more sensitive to heat stress, while the Fc region is

more susceptible to low pH stress. On the other hand, in a study by Nicoud

et al. [138], stressed IgG1 and IgG2 mAbs under identical conditions showed

differences in the kinetic mechanisms of aggregate formation.

The simplest form of aggregates is non-covalent reversible dimers, which are

seen under normal storage conditions. However, some dimers are covalent, and

while some maintain activity, others lose activity. A study on epratuzumab showed

that 70% of the dimers were covalent with three different forms; Fab/Fab dimers,

Fab/Fc dimers. and Fc/Fc dimers. The Fab/Fc dimers were the predominant form

[139], but all forms maintained binding activity. A different study [140] treated an

IgG1 with three different forms of stress that all resulted in Fab/Fab dimers. Dimers

generated by two of the stress conditions had reduced potency in a cell-based assay,

but the dimers from all three stress conditions had enhanced binding to FcγRIIIa by
surface plasmon resonance. A study by Luo et al [141] also showed enhanced

binding of dimers to FcγRI, FcγRII, and FcγRIII.

4.3.5 Mechanism of Action

Understanding the mechanism(s) of action (MOA) of a mAb is a continuous process

and may depend on the indication, new knowledge of the target biology, and

antibody-Fc-receptor interactions. Antigen binding is a critical quality attribute of

all mAbs. Whether antibody effector function plays a role in the mechanism of
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action for a given mAb depends on many factors including whether the target is

expressed on a cell surface or is soluble; the presence of an Fc region; the IgG

isotype; or specific engineering of the Fc region to enhance or reduce effector

function. Aspects of antigen binding and the potential to bind FcγR and comple-

ment should be part of a thorough characterization of a mAb. Potency assays that

reflect the predicted mechanism of action should be developed for release and

stability testing. When effector function is expected, a cell-based potency assay

with appropriate target and effector cells demonstrated both antigen binding and

effector function. Methods that bridge binding to the target as well as FcγR can also

be developed as characterization and release methods [142].

Antigen Binding

Binding to the antigen is an MOA for every mAb, which should be characterized for

binding affinity and on and off rates. Binding to cell surface antigens on appropriate

target cells should be demonstrated. Homology between the human target and

primate or other species is important in order to determine the relevant animal

models for preclinical studies.

Some mAbs against soluble ligands may work simply by blocking the binding of

that ligand to its receptor, resulting in the inhibition of downstream signaling

effects. The mechanism of the anti-CD25 mAb, daclizumab, first approved for

the prophylaxis of kidney graft rejection, was believed to be due to blocking IL-2-

mediated signaling of activated T cells. However, in multiple sclerosis, additional

mechanisms resulting from IL-2 neutralization have become apparent, such as the

activation and expansion of regulatory NK cells, blocking of dendritic cells from

presenting IL-2 to primed T cells, and modulation of the development of innate

lymphoid cells [143].

Other mAbs against soluble targets, such as the TNFα antagonists, are thought to

work primarily through TNFα neutralization; however, these agents can also bind

to membrane forms of TNFα which can lead to apoptosis and cytokine suppression

through reverse signaling and may include antibody effector functions such as CDC

and ADCC [144].

Effector Function

There is a hierarchy among IgG isotypes regarding their ability to carry out effector

function. IgG1 and IgG3 isotypes are chosen when effector function is desirable and

IgG2 and IgG4 isotypes are generally chosen when effector function is not. Jiang

et al. [145] published a reasonable approach describing the characterization of

potential effector function and developed a control strategy for mAbs that includes

effector function as part of their MOA, which is dependent on whether the mAbs are

anticipated to have high, intermediate, or low potential for effector function.
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In general, there is an expectation that the characterization of mAbs with a low

potential for effector function should be performed early in development. No

additional studies would be needed unless new information became available

suggesting that effector function may contribute to the MOA. For mAbs where

effector function is expected to contribute to the MOA, there is an expectation that

characterization will include relevant cell-based bioassays as well as bind to

complement and FcγRs. Analysis of glycoforms (galactose and fucose) that impact

effector function should also be included in the characterization. The control

strategy should ideally include a bioassay representing the most relevant

proposed MOA.

Until recently, most potency assays for mAbs with effector function were CDC

assays, because this is generally a robust method that can meet requirements for

appropriate validation and quality control. While CDC potency assays represent a

relevant biological activity, it is thought that for many mAbs, ADCC and ADCP

may be more important MOAs in patients, especially oncology patients [146–148].

ADCC assays have been included in characterization studies, but not as potency

assays, because the effector cells were peripheral blood mononuclear cells

(PBMCs) derived from human donors. Because of donor-to-donor variability,

these ADCC assays were not amenable for quality control purposes. However,

over the last 5–10 years, NK cell lines have been developed that replace PBMCs as

donor cells in the ADCC assay [149], and when available to a sponsor, these assays

are now incorporated as part of the control strategy. Reporter gene assays have also

been developed as a surrogate for an ADCC assay [150, 151], but these methods are

not a direct measure of ADCC activity and should be demonstrated to be represen-

tative of the mAb’s ADCC activity.

ADCP assays for characterization are just beginning to be developed. These

methods use human PMBCs differentiated into macrophages or murine macro-

phages [148, 152–154] and are not amenable as quality control methods. However,

ADCP methods using cell lines as effector cells are under development, and we

expect they will be used first for characterizing mAb effector function and eventu-

ally as release and stability methods.

Along with developing relevant antibody effector function characterization and

potency assays, understanding the most relevant effector function in any given

patient population is a challenge. Different effector cell types have varying levels of

activity in vitro [151] and this may also reflect in vivo efficacy. Different effector

cells are present at different sites of disease, and other than NK cells, which express

only FcγRIIIa and FcγRIIc, other effector cells, such as monocytes, macrophages,

dendritic cells, and neutrophils, express all the FcγR [155, 156].

Other aspects of the antigen/mAb interaction influence effector function activity.

Higher levels of EGFR expression correlate with Fc-mediated effector function

in vitro [157]. Of particular note, in vitro ADCC studies with cetuximab using NK

cells from healthy donors and squamous cell carcinoma of the head and neck

(SCCHN) and colorectal cancer cell lines correlated with the high affinity FcγRIIIa
V/V polymorphism [158]. However, a more recent study using NK cells derived
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from SCCHN patients showed that the FcγRIIIa genotype was not associated with

the clinical outcome but rather had an innate cytotoxicity capability [159].

The intracellular domain of the antigen also appears to play a role in effector

function mechanisms. Using intact CD19 and HER2 and chimeric constructs

swapping the intercellular domains of the molecules, Tiroch et al. [160] showed

that mononuclear cells could trigger ADCC with the appropriate mAb for all the

constructs, while polymorphonuclear granulocytes were only effective against

wild-type HER2 or the CD19/HER2 intracellular domain chimeric protein.

Overall, while relevant bioassays may be available for characterization and

release of mAbs, there may not be a complete understanding of the MOA for

specific indications. Since there are many effector cell types with different expres-

sions of FcγRs, methods that assess binding of the mAb to all the FcγRs are

important for characterization and comparability exercises. Focusing on

afucosylated glycans and NK cell ADCC activity may not always be a reflection

of the in vivo MOA.

4.3.6 IgG Isotype-Specific Characterization

IgG2 MAbs

The IgG2 isotype is often chosen when effector function is not intended as a

mechanism of action for a therapeutic mAb. Unlike the other IgG isotypes,

human IgG2 contains four cysteine residues in the hinge region, which result in

different IgG2 disulfide isoforms, termed IgG2-A, IgG2-A/B, and IgG2-B

[161, 162]. These disulfide isomers occur in endogenous and myeloma-expressed

IgG2, as well as in therapeutic mAbs. However, for some therapeutic mAbs, the

isoforms may have different potency in cell-based assays [163].

The disulfide isomers were subjected to site-directed mutagenesis, and it was

shown that specific cysteine to serine mutations would reduce the disulfide hetero-

geneity while maintaining in vitro activity [164]. However, disulfide isomers may

also be exploited for enhanced activity. A recent study showed that IgG2 mAb, in

particular the IgG2-B disulfide isoform, provides superior FcγR-independent activ-
ity relative to other isotypes to immunostimulatory mAbs [165].

In addition to the disulfide isoforms, IgG2 can also form covalent dimers, which

are thought to increase the avidity of the IgG2 response against bacterial capsular

polysaccharides [166]. Therefore, therapeutic IgG2 mAbs should be thoroughly

characterized for disulfide isomers and covalent dimers, which should be controlled

if they demonstrate different in vitro potency. Capillary gel electrophoresis [167]

and capillary zone electrophoresis [168] methods can distinguish the disulfide

isoforms.
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IgG4 MAbs

The IgG4 isotype is also chosen when effector function is not an intended mecha-

nism of action. Although IgG4 has two interchain disulfide bonds in the hinge

region, the specific sequence surrounding the two cysteine residues on each H chain

results in an unstable hinge region, which leads to the formation of IgG4 half

antibodies (or monomers). This property is associated with the presence of the

serine 228 residue immediately prior to the second cysteine residue ([169] and

references therein). The result of half-antibody formation is that the IgG4 monomer

can undergo Fab arm exchange to form bispecific IgG4 heterodimers with other

IgG4 antibodies present in serum [170]. Although additional sequences in the CH3

domain have also been demonstrated to play a role in Fab arm exchange [171],

mAbs containing a serine to proline mutation at position 228 do not undergo Fab

arm exchange in vivo [172, 173].

It has been proposed that IgG4 half antibodies may have advantages over mAb

fragments when it comes to their half-life. To this end, specific mutations in the

CH3 domain were identified that result in monovalent IgG4 that may be useful for

clinical development [174].

IgG4 half mAbs, with or without the serine to proline mutation at position

228, should be characterized and controlled throughout product development.

Western blot [175], chip-based SDS-PAGE [176], and capillary SDS [177] methods

have been developed to detect IgG4 half antibodies. Methods that provide quanti-

tative results are preferred.

4.3.7 Future Trends in MAb Development

Therapeutic mAbs are currently the largest class of biologics in development. This

is due in part to the success of antibody engineering the Fc region to reduce

immunogenicity, the ability to use platform manufacturing processes, and a good

understanding of general quality attributes. Better understanding of disease path-

ways and the identification of new targets, in combination with continued engi-

neering of Fc regions, glycan structures, and development of novel constructs, such

as antibody conjugates, bispecific products, mAb cocktails, and Fc-fusion proteins,

provide a robust pipeline of mAbs and related products. Finally, we anticipate that

in the next few years, there will be a better understanding of how different effector

cell types respond to mAb-based immune complexes through different FcR.

4.4 Other Therapeutic Proteins

Therapeutic proteins encompass a wide variety of proteins products including

replacement enzymes, cytokines, hormones, and toxins. Many expression systems

such as bacteria, yeast, plant and mammalian cells, transgenic animals, and even

natural sources are used to manufacture these proteins. The purification processes
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are generally tailored to characteristics of each product and are aimed at maximiz-

ing the capture of the target and removal of process- and product-related impurities.

Due to the lack of a single robust affinity purification step such as the protein A

column for monoclonal antibody purification, the purification process for the

majority of therapeutic proteins varies depending on the property of each protein.

In addition, structural modifications or variations for each protein are specific to the

protein, and the impact by these modifications on product quality can vary from

product to product. There is no “platform” approach toward characterization of all

therapeutic protein products. Here, we discuss some general guidelines for charac-

terizing these products and how appropriate controls can be put in place throughout

product life cycle to ensure their safety and efficacy.

4.4.1 Manufacturing Controls to Ensure Therapeutic Protein Product

Quality

Identity

Historically various methods have been used as an identity test. The current

regulatory expectation is that an HPLC chromatography method interrogating

digested peptide patterns be used at drug substance release. The landmark peptide

peaks should be identified by mass spectrometry analysis during product develop-

ment. A robust test that provides an unambiguous identification is particularly

important for products manufactured in a multiproduct manufacturing facility to

prevent potential misidentification of products.

Purity

Because therapeutic proteins are heterogeneous, purity of a product is generally

measured by multiple methods. The impurities should be interrogated by size,

charge, and hydrophobicity. Each minor peak or band representing impurities,

degradation products, or product variants should be identified and quantified

based on manufacturing history.

Potency

In biological product testing, in vitro potency assays are considered a surrogate to

clinical efficacy and are therefore an integral component of product quality testing

as well as to monitor the consistency of the product throughout the life cycle of the

product. Although by convention, potency assays are interpreted as a measurement

of the biological activity of the product, such as the enzymatic activity of an

enzyme, a well-designed potency assay should encompass all aspects of biological

characteristics that collectively define the mechanism of action. Depending on the
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class of products, the scope of potency assays also varies depending of the factors

involved in the product to act. Therefore, in addition to biological activity assays,

potency assays should also include testing for affinity to ligands, such as receptors

and substrates as well as tests for attributes that impact circulation half-life.

Enzymatic Assays

Enzyme activities are impacted by two integral factors: the affinity of the enzyme to

its substrate and the ability of the enzyme to catalyze the conversion of its substrate

to the final product. Therefore, enzyme activity assays should cover both these

aspects of any given enzyme product. Generally, this can be accomplished with an

enzyme kinetic assay. In addition, to better represent the efficacy of the enzyme for

the indication, the substrate(s) should resemble the property and structure of the

natural substrate relevant in the indicated disease(s).

For the majority of currently approved enzyme products, enzyme activity assays

are performed using a small-molecule synthetic substrate conjugated to a colori-

metric function group or a fluorochrome. The assays are commonly conducted at

saturating levels of substrate that generally do not represent levels of the natural

substrate under the indicated disease conditions. Furthermore, the small molecules

generally only represent the linkage or group specificity but lack the structural

representation of natural substrates of the enzymes; the results therefore may not be

representative of the in vivo enzymatic activity. Numerous studies have demon-

strated that the KM and catalytic efficiency (kcat/KM) obtained from the synthetic

substrates can differ significantly from these obtained using natural substrates

[178, 179]. Whereas enzymatic assay measuring the end point product of enzymatic

reaction using a synthetic substrate may be appropriate for a rapid control for

process intermediates, an enzymatic kinetics assay using a substrate that resembles

the structure and linkage specificity is expected for release and stability testing for

both drug substance and final drug product. Enzyme kinetic assays are also

expected in post-licensure comparability and similarity studies.

Cell-Based and In Vivo Potency Assays (Bioassays)

For growth hormones and cytokines, the potency bioassays are aimed at measuring

biological activity of the product in vitro using mammalian or other relevant cell

culture systems, as well as in vivo in animals. For certain products, in vitro cell-

based potency assays alone are insufficient to demonstrate clinical efficacy as they

do not take into account product attributes affecting pharmacokinetics, organ

distribution, or metabolism. For example, in addition to the ability to stimulate

red blood cell production, clinical performance of recombinant erythropoietin relies

heavily on the glycan structure on the molecule [180]. As a result, the potency assay

for many erythropoietin products is still performed as mouse-based in vivo reticulo-

cyte proliferation assays. However, in cases where biological activity and attributes
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affecting half-life are well known, the in vivo potency assay can be replaced by a

combination of assays independent testing these attributes. For example, a combi-

nation of in vitro cell-based potency assay and glycan analysis has been shown to be

adequate as a control for erythropoietin products in lieu of the reticulocyte prolifer-

ation in vivo assay [181].

Receptor/Ligand Binding Affinity Assays

Enzymes, cytokines, and hormones generally act in targeted tissues or organs

through binding to their corresponding receptors on the surface of cells. Proper

control of the binding affinity of these proteins to their respective receptors is

critical to ensure clinical performance of these protein products. The affinity of

these products to their receptors should be well characterized during product

development and tested at product release and during stability testing. Whereas

cell-based biological activity assays provide some information for the binding of

the products to their receptors, due to the inherent variability of these types of

assays, they are generally suboptimal in monitoring alterations of binding affinity

that may occur after manufacturing changes. An alternative method that directly

assesses the affinity of the products to their respective receptors is necessary to

measure this important aspect. This can generally be accomplished by in vitro

binding assays where the equilibrium dissociation constant (KD) of the product and

its receptor/ligand is measured. Recent advances in surface plasmon resonance

(SPR) technology make this analytical technique among the most commonly used

method for measuring protein affinity to their targets [182, 183]. These assays are

expected to be part of release and stability testing at the time of licensure. Sponsors

of biological products are encouraged to develop them early in product develop-

ment cycle and ideally implement a validated receptor/ligand binding assay for

phase III clinical materials.

Assays Measuring Attributes Affecting Half-Life

There are many factors acting either independently or collectively to affect serum

circulating half-life of a biologic product, many of which have been exploited by

manufacturers to achieve better therapeutic effects. These include managing cell

culture conditions to control for glycosylation, covalent conjugation of polyethyl-

ene glycol (PEG) molecule(s) to proteins, and fusion of various protein tags to

proteins. This section discusses expected testing to confirm the consistency of these

attributes.
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Sialylation

The majority of therapeutic proteins and monoclonal antibodies expressed in

mammalian cell lines are glycosylated to variable extent, at select Asn residues.

The terminal monosaccharide of these glycans may be capped by sialic acid to

various degrees. Numerous studies have shown that the total sialic acid content and,

more profoundly, the structure of sialic acid-capped N-glycans significantly affect

glycoprotein absorption to and clearance from serum [184–186]. Characterization

and quantitation of sialylation are, therefore, crucial in maintenance of product

consistency. Because the majority of therapeutic proteins contain multiple N-
glycosylation sites, and each site is generally glycosylated at different degrees,

the overall glycan and sialic acid content on protein molecules can be extremely

heterogeneous. More importantly, levels of sialylation can be affected by many cell

culture parameters such as pH, level and composition of nutrients, cell culture

additives, cell growth rate, dissolved oxygen, and temperature [187]. Due to all

these factors, from a product life cycle management perspective, analysis of sialic

acid and sialylated glycan structures should be implemented as early as possible in

product development. The tests for sialylation generally include relative sialic acid

content (i.e., mol sialic acid/mol of protein) and quantitation of sialylated glycan

structures. Due to sialylated glycans being negatively charged (with the net charge

proportional to the number of sialic acid on each glycan), the latter often consists of

quantitation of neutral, mono-, di-, tri-, and tetra-sialylated glycans cleaved from

the protein molecules. Glycans are generally separated by capillary electrophoresis

or anion exchange HPLC followed by mass spectrometry identification of the

contents of each individual peak. Extensive charge profiling is expected as part of

product characterization, whereas quantitation of critical glycan group(s) and sialic

content should be part of release testing. However, for release testing, manufac-

turers can opt for a method that is highly reproducible, precise, and easy to operate

in a QC environment.

PEGylation

For small proteins and proteins expressed from prokaryotic expression systems,

conjugation of one or more polyethylene glycol (PEG) molecules can effectively

increase half-life and reduce immunogenicity of the products [188]. However,

PEGylation, especially multiple covalent attachments of PEG molecules to primary

amines on a protein molecule, can generate undesirable effects including reduction

in biological activity, reduction in affinity to receptors, and lot-to-lot variations for

some products. To minimize these undesirable effects, the majority of manufac-

turers have moved away from random PEGylation to site-specific mono-

PEGylation [189]. Owing to continuous efforts in optimization in PEG production,

linker development, and PEGylation reaction conditions, PEGylation of therapeutic

proteins has evolved into a very robust and reliable process, and the resulting

PEGylated products are fairly homogenous and stable. The characterization
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generally includes conjugation site identification by mass spectrometry and quan-

titation of non-, mono-, and di/multi-PEGylated species by a column

chromatography.

Another source of variability in PEGylated products derives from the hetero-

geneous composition of the PEG starting material, so particular focus early in the

development is placed on the qualification of a consistent PEG supply. As a critical

raw material for PEGylated products, the qualification of PEG should be compre-

hensive and should include tests for purity, functional group activity, polydisper-

sity, and stability testing. In some cases where PEGs from different suppliers are

used, in addition of comparison of PEG manufacturing process and lot release data,

the qualification of each PEG may require some nonclinical study comparing

protein PEGylated with the PEGs from different sources.

In many instances, conjugation of even one PEG molecule interferes with

critical attributes such as enzymatic activity or receptor binding affinity. Manufac-

turers are expected to fully characterize and control for site of PEGylation by mass

spectrometry and quantitate single-, di-, multi-, and non-PEGylated proteins

through SEC- or EX-HPLC. The manufacturers are also expected to characterize

hydrolysis of PEGmoiety from the protein under relevant storage conditions. These

quantitative assays should be included in release and stability programs.

Polypeptide Tags

Another alternative used by manufacturers to extend serum half-life of protein

biologics has been to add another protein or polypeptide tag at the amino- or

carboxy- terminus or both termini. Such tags include carboxyl terminal peptide

[190], human serum albumin [191], and XTEN [192]. They generally fold as a

stand-alone unit separated structurally and functionally from the therapeutic pro-

tein, often not contributing or contributing little to biophysical characteristics of the

chimeric construct other than size. The major control for these products focuses on

the integrity of the tags in manufacturing process and during storage as the junction

of the two separately folded structures tends to be targeted for degradation.

4.4.2 Posttranslation Modifications (PTMs) on Protein Products

Glycosylation occurs as part of protein biosynthesis, and, for the majority of protein

products, e.g., products manufactured using eukaryotic cell expression systems, is

considered the most important of the PTMs since differences in glycosylation have

been shown to impact critical attributes including circulation half-life, affinity to

receptors, and effector functions. The glycans collectively affect the structure and

function of the protein, and even relatively small variations in overall glycosylation

profile can have drastic effects on the performance of therapeutic proteins [193].

Due to the high degree of heterogeneity, the function of each individual glycan is

hard to measure. However, mapping of overall glycan profile can provide some
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details on glycosylation for the purpose of maintaining product consistency during

process development. Such analyses include monosaccharide composition, overall

glycan profiling, and site-specific glycan analysis and are expected to be included as

part of characterization studies and incorporated as part of comparability studies to

support post-licensure manufacturing changes. Recent advances in mass spectro-

metry have enabled identification of microheterogeneity and relative abundance of

glycans on specific glycopeptides [194, 195].

Among the various glycan forms, glycans bearing mono-mannose-6-phosphate

(M6P) or di-M6P (bis-M6P) are of particular importance for products used as

enzyme replacement therapy (ERT) for lysosomal storage diseases [196]. M6P-

and bis-M6P-containing glycans serve as primary mechanism in targeting these

enzymes to lysosomes through binding to cation-dependent and cation-independent

M6P receptors [197, 198]. The presence of M6P residues on the N-glycans of these
recombinant therapeutic proteins is a critical quality attribute since increasing

levels of M6P on ERT products has been observed to positively correlate with

more efficient uptake and subsequent treatment efficacy for lysosomal storage

diseases both in vitro and in vivo [199, 200]. Despite a decade of efforts, charac-

terization of mono- and especially bis-M6P-bearing glycans still poses a consider-

able analytical challenge. Many of the methods used so far are too complex and

require highly purified material and extensive post-testing data analysis, which has

significantly limited their utility in upstream process optimization and monitoring.

A recent study employed a combination of ultra-performance liquid chromato-

graphy (UPLC) and capillary electrophoresis with laser-induced fluorescence

detection (CE-LIF) for a rapid separation of N-glycans. The method presents a

novel yet relatively simple approach for the qualitative and semiquantitative struc-

tural characterization of M6P-containing oligosaccharides on therapeutic enzymes

[197]. Regardless which method is chosen, for all enzyme replacement therapy

products for lysosomal storage diseases, the total M6P content, relative bis-M6P

content, and the KD of the product to MPRs are expected to be included as release

specifications as these attributes correlate directly with clinical efficacy and can

vary by even subtle changes in manufacturing process and levels of product-related

impurities.

Modifications on Amino Acid Residues

Certain amino acid residues in protein products are susceptible to undergoing some

form of modification during manufacturing process or upon long-term storage.

These include oxidation, deamidation, and atypical disulfide formation. Many

factors, including pH, temperature, and ionic strength of buffers, can contribute to

the formation of these modifications. In many instances, due to heterogeneity of

biological products, it is hard to assess the impact of each individual modification

on product safety and potency. It is therefore critical to characterize the degree of

each modification early in product development and to optimize and control for

condition to minimize change of certain modified forms over product development
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and after licensure. Currently, some of these modifications are monitored at release

and on stability by various chromatography methods. However, such modifications

generally only slightly change the elution profile on chromatograms, severely

impact the method’s ability to resolute, and accurately quantify the impurity.

Depending on how the area under the curve is calculated, these methods tend to

over- or underestimate the actual content of the impurities. A more robust and

accurate analysis of these impurities would be to focus on how to better resolve the

impurity peaks away from the main product. It is expected that the manufacturers

identify potential amino acid modifications that occur during manufacturing pro-

cess and upon long-term storage conditions. For practical reasons, identification of

amino acid residual modifications can be demonstrated by mass spectrometry

analyses of digested peptides of products stored under relevant stressed or acceler-

ated storage conditions. Peptides containing modifications observed in these ana-

lyses should be controlled for at release and on stability using a chromatography

method or methods where the peptides are identified incontrovertibly and quanti-

tated relative to their unmodified counterparts.

Dimers, Oligomers, and Aggregates

Due to their difference in size, the formation of dimers, oligomers, and aggregates

can be easily identified by size-exclusion chromatography (SEC). It is important to

stress that, due to heterogeneity of these species, especially for aggregates, an

orthogonal method would be needed during product characterization to confirm

that the SEC method is suitable to quantitate these impurities.

Some products on the market contain a protein stabilizer, such as HSA, in their

final formulation. The presence of the stabilizing protein limits the use of SEC as a

method to quantitate these impurities. In such cases, it is expected that such testing

has been performed prior to formulation and a separate method to detect and

quantitate product-specific oligomerization in product release and on stability.

Due to the interference of the stabilizer, a semi-quantitation method, such as

Western blot analyses both under reduced and non-reduced conditions, may be

acceptable.

Truncated Forms

Endogenous proteases may cleave the amino or carboxyl terminus of a protein in a

site-specific or random manner during cell culture process. Additionally,

co-purifying proteases may further cleave protein products during manufacturing

process when intermediates are held between unit operations. Whereas the integrity

of the termini can be demonstrated by amino or carboxyl terminal sequencing, this

method does not provide much quantitative information on the differentially

processed forms. In cases where the differentially processed forms contribute to

safety and potency, each form should be quantitated through a method that
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indisputably resolves each form. Depending on the complexity of the product, the

method can vary significantly. The manufacturer is expected to identify the impact

of the variants on product quality and develop an appropriate product-specific

method to quantify each form.

Charge Variant

The net charge of a protein is a fundamental physical property of any protein

[201]. In addition to affecting intrinsic structure and thus solubility and stability

of a protein, the charges also influence biological activity as well as their binding

affinity to receptors or ligands. For therapeutic proteins, besides charges from the

amino acid residues, charged glycans also account for a significant portion of the

overall charge status of a protein. Because sialylated and phosphorylated glycans

contribute significantly to the negative charges, a well-characterized charge profile

not only ensures consistency of solubility and stability of a product but also

provides controls for critical attributes affecting half-life and receptor binding.

Generally, a quantitative method, such as capillary isoelectric focusing (cIEF) or

ion-exchange HPLC should be implemented to provide quantitative limits for each

peak or each group of peaks.

Non-monoclonal antibody protein therapeutics, as a product class, represent a

very diversified group of proteins, each of which bears a unique series of critical

attributes that collectively define a specific mechanism of action. The variety of

expression hosts and combinations of chromatography steps also introduce a

different profile of process-related, product-related impurities and product variants

for each product. Consequently, besides several known attributes common to the

majority protein products, characteristics to evaluate stability of each product can

also vary. The characteristics discussed in this section summarize studies from a

large list of currently approved non-monoclonal antibody protein products; they do

not necessarily represent critical attributes defining the potency, purity, and safety

profile of a particular product. A comprehensive characterization of a new product

relies on the understanding of the product and accumulation of knowledge on how

the manufacturing process impact the critical attributes throughout product

development.
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Immunogenicity Lessons Learned from

the Clinical Development of Vatreptacog

Alfa, A Recombinant Activated Factor VII

Analog, in Hemophilia with Inhibitors

Kasper Lamberth, Karin Nana Weldingh, Silke Ehrenforth,

Mette Ribel Chéhadé, and Henrik Østergaard

Abstract Hemophilia A is a rare bleeding disorder characterized by defective

blood clotting due to diminished levels or absence of coagulation Factor VIII

(FVIII). The preferred treatment option is FVIII replacement therapy. However,

in 20–30% of the patients neutralizing (inhibitory) anti-FVIII antibodies develop

rendering patients dependent on other treatment modalities such as the bypassing

agent recombinant factor VIIa (rFVIIa). rFVIIa has a 20-year safety track record

with no reports of immunogenicity in congenital hemophilia patients with inhibi-

tors. To improve treatment efficacy of rFVIIa, the recombinant analog vatreptacog

alpha was developed by Novo Nordisk A/S and taken into clinical development in

2006. Despite differing from rFVIIa by only three amino acid substitutions, results

from the phase III trial demonstrated that some patients developed anti-drug

antibodies. In this chapter, we give an introduction to hemophilia with focus on

rFVIIa and the development of vatreptacog alfa. In addition, we summarize the

findings from the clinical trials and characterization of the identified anti-drug

antibodies. Finally, we show how various immunogenicity prediction tools have

been used to investigate the immunogenicity risk of vatreptacog alfa leading to the

identification of a potential new T-cell epitope that could contribute to the observed

immunogenicity of the compound in humans.
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1 Introduction

Vatreptacog alfa (Novo Nordisk, Bagsværd, Denmark) and BAY 86-6150 (Bayer,

Leverkusen, Germany) were both recently in clinical development as bioengineered

coagulation proteins designed to address the need for new treatment options in

hemophilia with inhibitors [1–4]. These novel variants of activated coagulation factor

VII (FVIIa) represent the vanguard of over a dozen bioengineered therapeutic

coagulation proteins currently (or recently) in development [5–8]. Both vatreptacog

alfa and BAY 86-6150 were shown to be safe and well tolerated in early clinical

studies [2, 4]. However, development of both agents was discontinued when antidrug

antibodies (ADAs) were identified in some treated patients during clinical trials [1, 9].

The vatreptacog alfa and BAY 86-6150 stories offer valuable lessons about the

potential immunogenicity risks associated with bioengineered, sequence-modified

proteins. These bioengineered analogs both triggered ADA development despite

very modest changes in the primary sequence: vatreptacog alfa had three amino

acid substitutions [1, 3], while BAY 86-6150 carried six substitutions [4, 7]. This
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chapter presents a detailed discussion of the vatreptacog alfa case, which also offers

a unique and valuable insight into the tools and methods used to predict the

immunogenicity of protein therapeutics.

2 What Is Hemophilia?

Hemophilia is a congenital, X-linked bleeding disorder caused by deficiency or

absence of specific coagulation factors [10–13]. The two forms of the disease are

hemophilia A (deficiency or lack of coagulation factor VIII [FVIII]) and hemo-

philia B (deficiency or lack of coagulation factor IX [FIX]) [11, 12, 14]. The

clotting factor deficiencies in hemophilia A and B result from a variety of mutations

in the respective clotting factor genes [10, 13].

Hemophilia occurs in approximately 1 in 5,000 (hemophilia A) and 1 in

30,000–50,000 (hemophilia B) live male births [10, 12, 14]. Both hemophilia A

and B are characterized by a lifelong bleeding tendency [13, 14]; the severity of this

bleeding phenotype generally corresponds to residual clotting factor levels, such

that severe disease is defined by FVIII or FIX levels of �1% [12–14]. Patients with

severe hemophilia A or B suffer spontaneous bleeds into joints and muscles without

any identifiable trauma or injury [13, 14]. If these bleeds are inadequately treated,

over time they produce chronic pain, joint destruction, and disability [11, 14].

Standard treatment for hemophilia A and B involves infusion of the missing or

deficient clotting factor [5, 13]. FVIII or FIX concentrates used in replacement

therapy can be derived from fractionated human plasma or developed through

recombinant DNA technology and can be administered on demand when a bleed

occurs or as prophylaxis to prevent bleeding [5, 11]. Prophylaxis is the preferred

clinical management strategy in developed countries.

3 Immune Responses in Hemophilia

Autoimmune responses to endogenous coagulation proteins are very rare, occurring

in approximately one per million individuals per year [15, 16], and result in

acquired hemophilia. However, as FVIII and FIX are biotherapeutic proteins,

they trigger an immune response characterized by antidrug antibodies (ADAs)

much more frequently when used therapeutically in hemophilia patients who lack

the endogenous counterparts [17, 18]. Development of ADAs is a T cell-dependent

process [17–21] resulting from a lack of central T-cell tolerance. Tolerance to self-

proteins is a vital part of immune system development [18, 20, 22]; proteins

(antigens) encountered later in life are usually recognized as foreign and may elicit

an immune response [18] culminating in antibody production. In hemophilia A

and B, mutations in the underlying FVIII and FIX genes, respectively, mean that the

resulting factor protein is either nonfunctional, incomplete, or missing altogether.
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As a result, tolerance to the complete, functional factor protein cannot be

established during immunological development. When factor proteins are admin-

istered therapeutically, part of the protein molecule may therefore be recognized as

foreign and may trigger an immune response [17, 18, 22]. Certain types of mutation

in the FVIII and FIX genes are associated with a greater risk of inhibitor develop-

ment [23, 24]. Even with small mutations in the FVIII or FIX gene, infused factor

protein may trigger antibody development as one or more portions of the protein

sequence will be foreign to the immune system [18].

ADAs do not always have a clinical manifestation, and such binding antibodies

toward FVIII have been reported in healthy subjects as well as hemophilia patients

who are well treated [25–27]. In some cases, however, they neutralize the target

binding and thus the clinical efficacy of the infused protein [25, 26]. Clinically

relevant neutralizing ADAs are known as inhibitors.

3.1 Inhibitor Development

The development of inhibitors against FVIII or FIX is the most serious and

challenging treatment-related complication of hemophilia [2, 12, 13, 27–30]. Inhib-

itors are immunoglobulin G (IgG) antibodies that neutralize the infused clotting

factor, rendering standard replacement therapy with FVIII or FIX ineffective

[13, 29, 31].

The development of inhibitors in hemophilia depends on a complex interaction

of numerous patient-related, clinical, and product-related factors [12, 28, 32]. In

addition to the type of causative FVIII/FIX mutation, patient-related factors include

polymorphisms of immune response genes, such as interleukin (IL)-10, tumor

necrosis factor-alfa (TNFα), cytotoxic T-lymphocyte-associated protein

4 (CTLA-4), and major histocompatibility complex class II (MHC-II) – which is

referred to as human leukocyte antigen (HLA) class II in humans [12]. The binding

of peptides to MHC-II molecules on the surface of antigen-presenting cells in the

immune system is a key factor in generating an immune response [20, 33]. The

patient’s HLA class II genotype governs which peptides can bind to HLA class II

molecules and therefore influences the development of ADAs (including inhibitors)

[34]. Clinical factors that may affect inhibitor development include, but are not

limited to, the mode and route of administration, the length and type of exposure to

product, and the indication for which the product is administered (e.g., surgery,

severe bleeds) [12]. Potential product-related impact factors include product for-

mulation, the presence and type of posttranslational modifications, level of simi-

larity to endogenous protein, and the presence of T-cell epitopes.
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4 Recombinant Activated Factor VII

FVIII- and FIX-bypassing agents are the only treatment options for hemophilia with

high-titer inhibitors [35]. Recombinant FVIIa (rFVIIa; NovoSeven®; Novo

Nordisk, Bagsværd, Denmark) is one of only two bypassing agents currently

available and is the only recombinant one [35].

4.1 Rationale Behind rFVIIa Development

Hemostasis is the process of blood clot formation at the site of vessel injury.

According to the cell-based model of hemostasis, three integrated phases are

required to generate sufficient thrombin to form a fibrin clot [31, 36]. The initiation

phase begins when endothelial damage allows tissue factor (TF) on the surface of

TF-bearing cells to be exposed to the bloodstream. TF then binds and activates

FVII, which facilitates the generation of a small amount of thrombin. In the

amplification phase, thrombin activates platelets, leading to subsequent activation

of FV, FVIII, and FXI on platelet surfaces. During the propagation phase, the

formation of FVIIIa–FIXa (tenase) complexes activates FX and drives a “burst”

of thrombin generation on activated platelets [36]. This leads to cleavage of

fibrinogen to fibrin, yielding a stable, cross-linked fibrin clot.

The absence of either FVIII or FIX prevents assembly of FVIIIa–FIXa com-

plexes on activated platelets, which prevents both FX activation and a full thrombin

burst [31, 36]. The end result is a fibrin clot that is unstable and easily dissolved.

Although most hemophilia patients can be treated with replacement FVIII or FIX

products, patients with inhibitors require therapies that bypass the need for these

factors. High-dose rFVIIa accomplishes this via TF-independent activation of FX

on activated platelets in the absence of FVIIIa–FIXa complexes. This restores the

thrombin burst and allows the formation of a stable clot [36].

4.2 rFVIIa in Hemophilia

rFVIIa has been available since 1996 in Europe and since 1999 in the USA and

Canada. It has an amino acid sequence identical to that of endogenous FVIIa and

has provided high levels of hemostatic efficacy and safety during clinical use in

hemophilia patients with inhibitors for more than 20 years [37]. Hemostasis fol-

lowing treatment with rFVIIa 90 μg/kg has been rated effective after a mean of 2.2

injections in 92% (566/614) of bleeds [38], and successful outcomes were reported

in patients with joint bleeds who injected single 270 μg/kg doses [39–41]. Data

from hemophilia registries report that rFVIIa can be safely used at home and

support the efficacy and safety of rFVIIa doses >200 μg/kg [42]. To date, there
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have been no confirmed cases of neutralizing antibodies (inhibitors) against rFVIIa

in congenital hemophilia patients [43].

Both currently available bypassing agents used to treat inhibitor patients are

perceived to be less effective than regular factor replacement therapy in

non-inhibitor patients [35]. As a result attempts have been made to develop

improved rFVIIa variants with enhanced intrinsic procoagulant activity; one of

these variants is vatreptacog alfa [3, 44].

5 rFVIIa Analog Vatreptacog Alfa

Novo Nordisk developed vatreptacog alfa to provide a bypassing agent that offered

more reliable and sustained resolution of acute bleeds in hemophilia patients with

inhibitors [1, 2]. It is a genetically engineered variant of rFVIIa produced in a

Chinese hamster ovary cell line cultured in a serum-free medium [1–3]. No raw

materials or excipients of human or animal origin were used in its production.

5.1 Structure of Vatreptacog Alfa

Vatreptacog alfa has 99% amino acid identity to native FVIIa [1]. It is composed of a

light and heavy chain connected by a disulfide bond (Fig. 1). The light chain includes

one membrane-interactive domain and two epidermal growth factor-like domains;

these domains are the same as in rFVIIa in order to maintain the clinically beneficial

properties of rFVIIa [3]. The heavy chain comprises a single serine protease domain

that is structurally similar to rFVIIa with the exception of three amino acid sub-

stitutions (V158D, E296V, and M298Q) [1–3]. These amino acid substitutions allow

the N-terminal to dock efficiently and stabilize FVIIa in its active conformation

without the need for TF [3, 45] and increase the molecule’s TF-independent activity.

5.2 Functional Characterization of Vatreptacog Alfa

The procoagulant activity of vatreptacog alfa has been verified in various in vitro

[46–48], ex vivo [49–52], and in vivo [53, 54] mice models of hemophilia.

Together, these studies demonstrated that vatreptacog alfa provides hemostasis at

lower concentrations than rFVIIa and that clot formation is faster and stronger, with

increased stability against fibrinolytic degradation.

In a cell-based model of hemophilia, vatreptacog alfa generated 30-fold higher

FXa levels than similar concentrations of rFVIIa [46]. It also resulted in four- to

tenfold higher maximal thrombin generation rates than equal rFVIIa concentra-

tions. Another cell-based model found that normalization of maximum thrombin
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generation in severe hemophilia required 500 nM rFVIIa but only 25 nM

vatreptacog alfa, while moderate/mild hemophilia required 25–100 nM rFVIIa

but only 5 nM vatreptacog alfa [47]. Importantly, the generation of excess thrombin

was confined to areas of damaged epithelium where hemostasis was required [48].

In assays using plasma from hemophilia patients, vatreptacog alfa shortened the

clotting onset and increased themaximum rate of fibrin formation and fibrin network

density in plasma clots at a concentration significantly lower than rFVIIa

[52]. Vatreptacog alfa also resulted in a more pronounced, less variable hemostatic

effect in blood samples from patients with varying degrees of hemophilia, producing

a normalization of clotting parameters equivalent to values obtained in subjects with

normal coagulation [50, 51]. In addition, increasing concentrations of vatreptacog

alfa normalized platelet function, clot structure, and thrombin generation consis-

tently in blood obtained from hemophilia patients with or without inhibitors [49].

The greater and faster thrombin burst for vatreptacog alfa relative to rFVIIa

reported in the in vitro and ex vivo studies described above translated into greater

efficacy and faster hemostatic effect in vivo. In murine models of hemophilia A,

Fig. 1 The structure of vatreptacog alfa, showing the sites of the three amino acid substitutions

Left: the entire molecule, with the protease domain at the top. The green area represents the

activation domain, and the red area represents the tissue factor (TF)-interactive surface. Top
middle: The protease domain in the same orientation as in the main figure to the left. Top right:
The protease domain has been rotated 90� relative to the middle structure to clearly show the

N-terminal tail (orange). Bottom right: Close-up of the region of the three amino acid substitu-

tions. V158D is located in the tail, while E296V and M298Q are on the same β strand close to the

activation domain. The dotted lines indicate hydrogen bonds that connect the N-terminus, a water

molecule (dotted red sphere), M298Q and V158D. This hydrogen bond network does not exist in

FVII. Reproduced from Persson et al. [3]
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vatreptacog alfa significantly shortened bleeding times and decreased blood loss in

tail bleeding experiments, with a potency three to four times that of rFVIIa

[53]. Vatreptacog alfa also showed greater efficacy and faster bleeding resolution

than FVIII, rFVIIa, and pd-aPCC in a severe tail bleeding model [54]. No evidence

of adverse events with vatreptacog alfa was found in these studies [53, 54].

5.3 Mechanism of Action of Vatreptacog Alfa

Since vatreptacog alfa and rFVIIa have the same membrane-binding domain and

TF-interacting regions [3], the mechanism they employ to activate FX is the same,

i.e., a TF-independent reaction localized to the platelet surface that bypasses the

need for the FVIIIa–FIXa complex. The increased potency of vatreptacog alfa

relative to rFVIIa can be explained by differing equilibria between the inactive

and active conformations of each of the molecules: vatreptacog alfa exists predom-

inantly in the active form, whereas rFVIIa exists predominantly in the inactive form

[3]. As a result, a larger proportion of vatreptacog alfa molecules than rFVIIa

molecules are active at any given time, resulting in an increased rate of vatreptacog

alfa-mediated FX activation [55]. In addition, vatreptacog alfa binds to more sites

on the surface of activated platelets than FVIIa, as assessed by flow cytometry

(Fig. 2) [3, 36]. Together, these findings explain the larger and more rapid thrombin

burst seen with vatreptacog alfa compared with rFVIIa (Fig. 3) [55].

Vatreptacog alfa, like rFVIIa, cannot directly activate platelets [3]. Its thrombin-

generating effects require the presence of platelets that have already been activated

and are therefore restricted to the injury site. As there is no reason to suspect that

systemic thrombin generation occurs, there is consequently no reason to suspect an

increased risk of thromboembolic events.

5.4 Early Immunogenicity Risk Assessment

Early assessment of the potential immunogenicity risk of vatreptacog alfa took place

in the preclinical research phase using early in silico tools and in vivo animal models.

At that time, in silico immunogenicity prediction tools that analyze peptide binding to

MHC-II indicated a risk for generating a new potential T-cell epitope. However, these

tools were still in their infancy and were not considered reliable. In rats neonatally

tolerized to FVII, no difference in tolerance breakage was observed after administra-

tion of vatreptacog alfa compared with rFVIIa [56]. Furthermore, in immunization

studies with rFVIIa and vatreptacog alfa in transgenic mice engineered to express

human FVII, no significant difference in breaking of tolerance was found between the

two molecules (unpublished data). Consequently, no difference in immunogenicity

risk was found between wild-type FVIIa and vatreptacog alfa in these early animal

studies.
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Fig. 2 Platelet binding of vatreptacog alfa (NN1731) and FVIIa. Unactivated (unact) platelets or

platelets activated with thrombin (IIa) or thrombin + convulxin (IIa/C) were incubated with the

indicated concentration of FVIIa or vatreptacog alfa and analyzed by flow cytometry. Binding was

normalized to the binding of vatreptacog alfa at 100 nM in each experiment (¼100%). Upper
panel: Data shown are means and SD of data from four separate experiments on platelets from

different donors. Binding of vatreptacog alfa to thrombin-activated platelets was slightly higher

than for FVIIa ( p< 0.05 by paired t-test at 250 nM), but binding of vatreptacog alfa to platelets

activated by thrombin + convulxin was markedly higher than for FVIIa ( p< 0.01 by paired t-test at
100 and 250 nM). Lower panel: Binding was characterized up to a concentration of 2 μM FVIIa or

vatreptacog alfa on platelets activated by thrombin + convulxin. Data are from four experiments

and were different from the experiments shown in the upper panel. Maximal binding of

vatreptacog alfa to thrombin + convulxin-activated platelets was significantly greater than the

maximal binding of FVIIa; therefore, vatreptacog alfa appears to bind to a greater number of

sites per platelet. Binding of both molecules exhibited an apparent Kd of ~100 nM. *p< 0.05 by

paired t-test. Reproduced from Hoffman et al. [97]
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6 Clinical Trials with Vatreptacog Alfa: Design

and Results

6.1 First Human Dose Trial [45]

The first clinical trial with vatreptacog alfa assessed the safety and pharmacokinet-

ics (PK) of single doses in healthy male subjects. The trial had a randomized,

double-blind, placebo-controlled, parallel-group, dose-escalation design; patients

received vatreptacog alfa 5, 10, 20, and 30 μg/kg or placebo, with eight patients in

each treatment group (n¼ 32). Progression to the next dose level depended on a

blinded evaluation of safety data and PK.

Single doses of vatreptacog alfa �30 μg/kg were well tolerated. No serious or

severe adverse events were reported, and there were no thromboembolic events.

Three subjects (one in the placebo group) had a total of three five mild or moderate

adverse events: headache [3], nausea, and vomiting. There were no clinically

significant abnormal reports in any treatment group for laboratory safety values,

vital signs, electrocardiogram, or physical examinations, and there were no local

injection-site reactions. Based on FVIIa activity, vatreptacog alfa had a rapid initial

distribution with a half-life of ~20 min, followed by a less rapid terminal phase with

a half-life of ~3.1 h (Fig. 4). The total (AUC0–24) and maximum (C5min) exposure to

vatreptacog alfa increased proportionally with dose. In addition, vatreptacog alfa

was shown to be pharmacologically active based on coagulation-regulated param-

eters, suggesting the potential for a rapid induction of events leading to hemostasis

and bleeding cessation.

Fig. 3 Thrombin generation induced by vatreptacog alfa and other rFVIIa variants. Platelets were

activated with the thrombin receptor agonist peptide SFLLRN, and then 50 nM of wild-type FVIIa

(open circle) and vatreptacog alfa ( filled diamond) were added along with protein mixture and

calcium. Aliquots were removed and analyzed for thrombin amidolytic activity. Data shown are

representative of three separate experiments. Reproduced from Persson et al. [55] Copyright

(2001) National Academy of Sciences, USA
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Importantly, no antibodies to vatreptacog alfa were detected up to 3 months after

a single dose in any of the vatreptacog alfa dose groups.

6.2 Phase 2 Dose-Escalation Trial (Adept™1) [2]

The phase 2, randomized, double-blind, active-controlled adept™1 trial evaluated

the safety and preliminary efficacy of five escalating doses of vatreptacog alfa for

the treatment of joint bleeds in hemophilia patients with inhibitors. Patients with at

least two joint bleeds in the previous 6 months (n¼ 51) were randomized (4:1) to

receive 1–3 doses per joint bleed (up to a maximum of five bleeds) of either

vatreptacog alfa 5, 10, 20, 40, or 80 μg/kg or rFVIIa 90 μg/kg. The primary endpoint

was frequency of adverse events; secondary endpoints included evaluations of

immunogenicity, PK, and efficacy defined as the number of bleeds successfully

controlled with a single treatment dose.

Results showed that vatreptacog alfa was well tolerated in the adept™1 trial,

with a low frequency of adverse events in all dose groups. There were 15 serious

adverse events (12 in the vatreptacog alfa groups) and one thrombotic event that

were considered by investigators to be unrelated to treatment. The three adverse

events considered to be related to vatreptacog alfa were mild. Laboratory

Fig. 4 Pharmacokinetic

profiles (FVIIa activity) of

vatreptacog alfa (a) mean

single dose PK of

vatreptacog alfa (5, 10, 20 or

30 μg/kg) in first human dose

trial. Reproduced fromMøss

et al. [45]; (b) mean single

dose PK of vatreptacog alfa

(20, 40, or 80 μg/kg) and
rFVIIa (90 μg/kg) in phase

2 trial. Reproduced from de

Paula et al. [2]

Immunogenicity Lessons Learned from the Clinical Development of Vatreptacog. . . 133



parameters revealed no safety concerns. The mean single-dose PK profiles of FVIIa

activity versus time for vatreptacog alfa showed an exponential decline in activity

following infusion (Fig. 4). The peak activity of vatreptacog alfa 80 μg/kg was

three- to fourfold higher than that with rFVIIa 90 μg/kg, and vatreptacog alfa

clearance was approximately three times faster than rFVIIa clearance. At 1 h

post-dose, the mean plasma activities of all doses of vatreptacog alfa were below

the level obtained following rFVIIa treatment.

A total of 95 joint bleeds were included in the analysis, 76 were treated with

vatreptacog alfa and 19 with rFVIIa; 86 of 95 were controlled with 1–3 treatment

doses. In a combined analysis of the vatreptacog alfa 20–80 μg/kg dose groups,

98% (41/42) of bleeds were controlled successfully with 1–3 doses, compared with

90% of bleeds treated with rFVIIa. The number of doses needed to control bleeding

decreased with increasing dose of vatreptacog alfa, with 40% of bleeds effectively

treated with a single 80 μg/kg dose.

The mean total number of vatreptacog alfa doses received during the trial was

3.6 and ranged from 1 to 15. Only one patient had >3 exposure days (EDs) to

vatreptacog alfa. No antibody development was detected in any patients exposed to

vatreptacog alfa in the trial for up to 28 days after the last treatment.

6.3 Phase 3 Adept™2 Trial [1]

The aim of the phase 3 adept™2 trial was to assess the efficacy and confirm the

safety of vatreptacog alfa for treatment of bleeds in hemophilic patients with

inhibitors. The randomized, double-blind, active-controlled, crossover trial

enrolled 72 patients who had experienced at least five bleeds requiring treatment

in the previous 12 months. Each bleeding episode was randomized to treatment

with 1–3 doses of either vatreptacog alfa 80 μg/kg or rFVIIa 90 μg/kg, with
300 bleeds planned to be treated with vatreptacog alfa and 200 with rFVIIa. It

was estimated that �15 patients had to have �10 days of exposure to vatreptacog

alfa to sufficiently evaluate the potential risk of ADA development. The primary

efficacy endpoint was effective bleeding control, and the main safety endpoint was

immunogenicity.

Of 567 bleeds reported in the trial, 340 were treated with vatreptacog alfa. Both

vatreptacog alfa and rFVIIa showed 93% efficacy in controlling bleeding with 1–3

doses at 12 h, including joint, mucocutaneous, muscle, soft tissue, and other bleeds.

The mean number of doses administered to control bleeding within 9 h was

significantly lower for vatreptacog alfa (2.42 doses) than for rFVIIa (2.52 doses;

p¼ 0.0304).

Although the trial confirmed the efficacy of vatreptacog alfa, ADAs were

detected in 8/72 patients (11%). The ADAs developed after <10 vatreptacog alfa

EDs in seven of the eight patients and after 14–28 EDs in the remaining patient.

This strong immunogenicity safety signal (discussed in detail in Sect. 7) was not
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seen in previous clinical trials with vatreptacog alfa. Given the potential risks

associated with ADAs, clinical development of vatreptacog alfa was discontinued.

7 Antidrug Antibody Development Observed in the Phase

3 Trial

In the phase 3 adept™2 trial, binding antibodies against vatreptacog alfa were

detected in 8/72 (11%) exposed patients (Table 1). No antibody-positive patients

had any concomitant medical conditions that would predispose to antibody devel-

opment, and there were no differences in baseline characteristics between antibody-

positive and antibody-negative patients [1]. Furthermore, when seven of the eight

patients with anti-vatreptacog alfa antibodies were investigated by DNA analysis,

none were found to have polymorphisms or mutations in the FVII gene (versus

wild-type FVII), thus eliminating mutation in the endogenous protein as a causative

factor underlying inhibitor development.

Four of the eight patients with ADAs against vatreptacog alfa, the ADAs

developed low-titer cross-reactivity against rFVIIa; for one of these patients, the

ADA also had in vitro neutralizing activity against vatreptacog alfa in a single

blood sample taken at day 250 after first exposure [1]. There were no clinical

manifestations of ADAs in any patient, including the patient who developed

neutralizing antibodies, and all patients responded well to treatment with

vatreptacog alfa and/or rFVIIa. Furthermore, all patients tested negative for neu-

tralizing activity against endogenous FVIIa at all visits [1].

The immunogenicity findings were unexpected for two main reasons. First,

vatreptacog alfa has 99% identity with rFVIIa, differing only by three amino acid

substitutions, and rFVIIa is associated with a low risk of immunogenicity

[1, 43]. Second, no immunogenic safety signals were detected in the animal

immunogenicity studies or in previous clinical studies [1, 2, 45, 56]. Even so,

most patients in the earlier phase 2 trial (adept™1) were only exposed to

vatreptacog alfa once [2]; and consequently the overall exposure was markedly

higher in the phase 3 adept™2 trial, though still limited to �10 EDs for most

patients [1]. The longer exposure to vatreptacog alfa in adept™2 (1–28 EDs) versus

adept™1 (1–5 EDs), together with the greater number of patients exposed in

adept™2 (n¼ 67 versus n¼ 46 in adept™1), may explain why an immunogenicity

signal was not apparent in the earlier trial [1].
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7.1 Characteristics and Clinical Course of Anti-vatreptacog
Alfa Antibodies

7.1.1 Assessment of ADAs

Blood samples for ADA testing were taken before first drug exposure, before

dosing at every scheduled visit during the trial (i.e., at least every 3 months), and

at least 1 month after last trial product administration [1].

To assess the presence of binding ADAs against vatreptacog alfa and rFVIIa, all

blood samples were incubated with 125I-labeled vatreptacog alfa or rFVIIa and

analyzed in two validated radioimmunoassays (RIA) including antibody confirma-

tion assays [1]. All samples that were confirmed positive for vatreptacog alfa- or

rFVIIa-binding ADAs were further analyzed for neutralizing activity in two in vitro

clotting assays that measured neutralization of vatreptacog alfa or endogenous

human FVII including FVIIa [1]. To detect anti-vatreptacog alfa-neutralizing

activity, vatreptacog alfa was added to all pretrial and trial blood samples; clot

formation was initiated by adding soluble truncated recombinant TF, and time to

clot formation was measured. Samples were analyzed in parallel for neutralizing

activity against endogenous FVII by initiating clot formation with full-length TF,

which activates endogenous FVII to FVIIa. Assay sensitivity was ~160 ng/mL and

1,500–3,000 ng/mL antibody for the binding and neutralizing assays, respectively,

and all assays had a false-positive rate of 0.1% [1, 57].

Antibody specificity was analyzed in patients with rFVIIa cross-reactive anti-

bodies. For this analysis, blood samples were incubated with an excess of the

unlabeled antigen of interest in a competition RIA [1]. Antibody binding to

radioactively labeled rFVIIa was competed with unlabeled vatreptacog alfa, while

labeled vatreptacog alfa competed for binding with unlabeled single-mutation

analogs [57]. A significant reduction of antibody binding in the competition assay

indicated a shared antibody epitope between either rFVIIa and vatreptacog alfa or

the single-mutation analog and vatreptacog alfa [57].

7.1.2 Characterization of ADAs

The development of ADAs over time for each of the eight ADA-positive patients is

shown in Fig. 5. All but one of these patients (88%) developed ADAs to vatreptacog

alfa after 1–8 EDs, while the remaining patient first tested positive for ADAs between

14 and 28 EDs (Table 1) [57]. Peak antibody titers ranged from 1 to 256 (Table 1)

[1, 57]. There was no further increase in ADA titer following additional vatreptacog

alfa exposure in two patients (patients A and E), while two further patients showed an

increase in ADA levels following additional exposure (patients F and H), suggesting

that the maximum antibody titer had not yet been reached [57].

The four patients with the highest anti-vatreptacog alfa ADA titers (patients E–

H) also developed cross-reactivity to rFVIIa (Table 1) [1, 57]. All anti-rFVIIa
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antibody titers were low and developed later than anti-vatreptacog alfa antibodies,

coinciding with the last vatreptacog alfa treatment in three patients (patients E, F,

and H) and developing 1 month after the last vatreptacog alfa exposure in the fourth

Fig. 5 The time course of ADA development in patients from the phase 3 adept™2 trial. (a–d)

ADA development over time in four patients who did not develop rFVIIa cross-reactive anti-

bodies. (e–h) ADA development over time in four patients who developed rFVIIa cross-reactive

antibodies. Antibody titers for vatreptacog alfa and rFVIIa are shown during the trial dosing period

(gray-shaded area) and during the post-dosing follow-up period (white-unshaded area). Treat-
ment days on which patients received vatreptacog alfa and rFVIIa are also shown. rFVIIa,

recombinant activated factor VII. Reproduced from Mahlangu et al. [57] with permission from

John Wiley and Sons
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(patient G). One reexposure to vatreptacog alfa after development of anti-rFVIIa

ADAs in patients E, F, and H did not lead to an increase in rFVIIa antibody titer

[57]. In all four patients with cross-reactive ADAs, the antibodies were reactive to

structures shared between vatreptacog alfa and rFVIIa; there was no subpopulation

of antibodies that were specific only to rFVIIa (Fig. 6) [57].

In vitro neutralizing activity against vatreptacog alfa was detected in one patient

(patient H) in a single blood sample taken at day 250 after first vatreptacog alfa

exposure [1, 57]. This sample neutralized 40% of the in vitro activity of 0.53 ng

vatreptacog alfa present in the antibody assay which corresponds to neutralization

of 0.2 ng vatreptacog alfa. The cut point for a positive neutralization result in this

assay was 29% corresponding to neutralization of 0.15 ng vatreptacog alfa. How-

ever, all subsequent samples from this patient were negative for vatreptacog alfa-

neutralizing antibodies [57].

Vatreptacog alfa ADAs were of the IgG subtype in seven of the eight patients,

and isotyping results were inconclusive in the remaining patient (patient G) [57]. In

patients F and H, the antibody maturation profile was consistent with the typical

immune maturation pattern displayed by IgG antibodies: increased titer, cross-

reactivity, and one sample of neutralizing in vitro activity. As binding ADAs can

precede the development of neutralizing ADAs [26], it is possible that any further

exposure to vatreptacog alfa in these patients may have triggered the development

of high-titer antibodies that neutralized rFVIIa or endogenous FVIIa [57].

After completion of adept™2, 7/8 (88%) ADA-positive patients entered an

ongoing follow-up study to monitor the course of the ADAs [57]. Blood samples

are collected and tested on a monthly basis. Patients are followed up until two

consecutive samples test negative for ADAs, or until further follow-up is deemed

Fig. 6 Reduction of antibody binding to rFVIIa in a competition assay with vatreptacog alfa and

rFVIIa in four patients with rFVIIa cross-reactive antibodies rFVIIa binding was competed with an

excess of either unlabeled vatreptacog alfa or rFVIIa. The percentage reduction in binding to

radiolabeled rFVIIa is presented. EOT, end of trial; rFVIIa, recombinant activated factor VII.

Reproduced from Mahlangu et al. [57] with permission from John Wiley and Sons
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unnecessary by the study sponsor or investigators. Anti-vatreptacog alfa ADA titer

declined in all patients following discontinuation of vatreptacog alfa treatment

(Fig. 5). At the time of writing, the ADA-positive patients have been followed for

3 years. Three of the seven patients are now negative for anti-vatreptacog alfa

ADAs. One patient (patient B) has been fluctuating between being antibody nega-

tive and positive (titer 1). Cross-reactivity to rFVIIa disappeared in all three tested

patients (E, F, and H) at 124, 156, and 208 days, respectively, after last vatreptacog

alfa exposure, despite reexposure to FVII according to local practice [57]. One

patient (patient G) did not participate in the follow-up trial, and so his ADA status

remains unknown.

7.1.3 Pharmacokinetics of ADAs

To determine the potential impact of anti-vatreptacog alfa ADAs, PK profiles were

assessed up to 8 h post-dose in four ADA-positive patients (patients A, E, F, and H).

All PK measurements were taken after a single intravenous injection of vatreptacog

alfa given to the patients in a non-bleeding state [57].

There was no indication of reduced recovery of FVIIa activity 10 min post-dose

in any of the ADA-positive patients tested (Fig. 7). The reason for this lack of effect

on in vivo recovery is not clear, but it could be attributable to the high sensitivity of

the neutralizing antibody assay: a neutralization of 0.2 ng vatreptacog alfa may be

masked at the activity levels evident in the patients tested (e.g., the post-dose FVIIa

activity levels in patient H corresponded to a concentration of 596–253 ng/

mL) [57].

Somewhat surprisingly, all four ADA-positive patients in whom PK was inves-

tigated showed prolonged elimination of vatreptacog alfa when compared with the

mean PK profile of ADA-negative patients from the earlier phase 2 trial (adept™1

[2]) [57].

Fig. 7 PK profiles of four

patients (patients A, E, F, H)

with ADAs against

vatreptacog alfa. Individual

PK profiles are presented,

together with the mean

(�SD) FVIIa activity in

ADA-negative patients in

the phase 2 study

(adept™1). Reproduced

from Mahlangu et al. [57]

with permission from John

Wiley and Sons
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8 Investigating the Immunogenicity of Vatreptacog Alfa

Using Immunogenicity Prediction Tools

Since the only differences between rFVIIa and vatreptacog alfa are three amino

acids, it is highly possible that the observed ADAs are due to the change in

sequence. As the development of a mature ADA response is a T cell-dependent

process [17–21], the assessment of vatreptacog alfa immunogenicity focused on the

role of T-cell epitopes and their relationship with MHC-II molecules. Therefore, the

role of T cells, T-cell epitopes, and MHC-II molecules in the generation of immune

responses is briefly reviewed.

8.1 The Role of T Cells and T-Cell Epitopes
in Immunogenicity

Several processes involving interaction between T-helper cells, B-cells, and

antigen-presenting cells (APCs; e.g., dendritic cells) are necessary for antibody

generation [18, 21]. If recognized by an APC, such as a dendritic cell, the infused

therapeutic protein is taken inside the cell where it is processed and cleaved into

peptides [18, 21]. These therapeutic protein-derived peptides then bind to MHC-II

molecules, and the resulting peptide–MHC-II complexes are transported to the

surface of the dendritic cell [18, 19, 21]. If antibodies are to be generated, the

peptide must be presented as peptide–MHC-II complexes on dendritic cells and

then be recognized by T-cell receptors (TCRs) on T-helper cells [18, 19, 21]. TCRs

to self-proteins have generally been eliminated; thus, only peptides foreign to that

individual will be recognized. Peptides that mediate a sustained association

between dendritic cells and T cells are called T-cell epitopes [19], and T-cell

epitope content is one of the major contributory factors to antigenicity [20]. The

binding strength of a particular T-cell epitope to MHC-II molecules largely defines

its immunogenicity, as epitopes with higher binding affinities are more likely to be

presented on the surface of dendritic cells and thus recognized by TCRs [20]. Effec-

tive and sustained association between dendritic cells and T cells through formation

of an MHC-II–peptide–TCR complex is necessary to induce stimulation and pro-

liferation of T-helper cells [19, 21]; in turn, this leads to cytokine secretion and

activation of B-cells that have also taken up the factor and presented the peptides on

the sameMHC-II molecules [19, 21]. A further series of steps leads to maturation of

B-cells into factor-specific antibody-secreting plasma cells [18, 20, 21, 27].

Peptide binding to MHC-II molecules expressed by the host is one of the key

determinants of whether the peptide will trigger an immune response [20, 33]. In

this regard, the genotype of the highly polymorphic HLA determines the sequence

of peptides that can be bound. As ADA development is thought to be influenced by

a patient’s HLA type [34], it is reasonable to expect that therapeutic proteins

carrying promiscuous HLA class II-binding peptides (i.e., peptides that bind to
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numerous HLA class II alleles with high affinity [58, 59]) have the potential to elicit

an antibody response. These observations suggest that the affinity of mutant

peptides for an individual’s HLA class II repertoire may predict immunogenicity

risk in that individual [60].

Immunogenicity prediction assessment of vatreptacog alfa sought to determine

whether ADA development in adept™2 could have been elicited by presence of

high-affinity mutant peptide sequences in vatreptacog alfa for individual patients’
HLA class II profiles [98].

8.2 Tools for Predicting T Cell-Dependent Immunogenicity

Immunogenicity prediction typically involves more than one approach, as all

methods have strengths and limitations [17] and possess different levels of predic-

tive strength. There are currently no validated methods for predicting immunoge-

nicity of therapeutic proteins in the clinic. However, in silico (i.e., using computers

or computer simulations) tools and in vitro assays using recombinant proteins and

living cells have been used to evaluate the T-cell epitope content, peptide–MHC-II

interactions, and immunogenicity potential of therapeutic proteins [17, 22,

61]. Many of these tools have been developed and optimized relatively recently.

As discussed in Sect. 5.4, early immunogenicity risk evaluation was performed for

vatreptacog alfa using the tools available at that time; however, the unique case of

vatreptacog alfa represents a valuable opportunity to evaluate the predictive value

of the newer and different immunogenicity tools. An immunogenicity prediction

strategy was developed for vatreptacog alfa using in silico, in vitro, and ex vivo

tools to address the key processes of antigen presentation: (1) binding of the mutant

peptides within the vatreptacog alfa molecule to MHC-II (in silico and in vitro),

(2) protein and peptide processing and display by MHC-II on dendritic cells

(in vitro), and (3) TCR recognition of the MHC-II–peptide complex (ex vivo).

8.3 In Silico and In Vitro Peptide–MHC-II Binding
Experiments

In silico analysis involves the creation of computational models or simulations in

order to make binding affinity predictions for specific peptide – HLA allele pairs

[62]. Sequence analysis by in silico screening facilitates identification of potential

T-cell epitopes [63] and is often used as a first step in the immunogenicity screening

of therapeutic proteins [17]. Peptide–MHC-II binding is largely determined by a

core residue of 9–10 amino acids within T-cell epitope sequences [17]. Therefore, it

is computationally possible to predict T-cell epitopes based on peptide amino acid

sequences if there is sufficient information available for peptides that are known to
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bind to a particular MHC-II variant [17]. Databases such as the Immune Epitope

Database and Analysis Resource (www.iedb.org) provide the basis for developing

in silico T-cell epitope prediction tools [17].

In silico methods for immunogenicity prediction were still in their infancy

during the early stages of vatreptacog alfa development (see Sect. 5.4). Since that

time, a number of computational approaches to T-cell epitope prediction and

immunogenicity risk assessment have been developed and optimized [64–

74]. Such approaches are now well accepted in the field of vaccine design [63]

and widely used to identify key epitopes that trigger autoimmunity [75]. In silico

screening has also demonstrated predictive accuracy in the immunogenicity testing

of protein therapeutics by showing an association between peptide–MHC-II bind-

ing and T cell-dependent immunogenicity in the clinic [17, 20, 70, 74]. These

studies contribute to the growing body of evidence suggesting that in silico analysis

predicts peptide–MHC-II interactions, serves as a first-line method to evaluate

immunogenicity risk, and can even aid in the design of therapeutic proteins.

After defining putative T-cell epitopes with MHC-II binding affinity using in

silico analysis, the results can be confirmed and validated using peptide/MHC-II

binding assays. A number of different MHC-II binding assays can be used, includ-

ing competition binding assays, real-time kinetic measurements, and direct binding

assays [17].

8.3.1 Strengths and Limitations of In Silico and In Vitro Binding

Experiments

In silico and in vitro peptide–MHC-II binding experiments focus on the contribu-

tion of T cells to ADA development. They are based on the binding of T-cell

epitopes to HLA class II alleles, are cost-effective and relatively easy to use, and

have a short time course that fits well into research and development programs for

protein biotherapeutics [76–78]. Additionally, the in silico tools available today can

rapidly screen and compare many different protein sequences and HLA alleles for

putative T-cell epitopes [20, 76, 77] and can thus markedly reduce downstream

in vitro testing [17].

Current in silico analyses offer a reasonable level of accuracy when predicting

peptide–HLA class II-binding affinities for a large number of HLA alleles. However,

the major limitation of both in silico and in vitro peptide–MHC-II binding analyses is

their tendency to overpredict the number of T-cell epitopes [77], as they do not

account for other important biological factors that limit the number of true functional

T-cell epitopes [76]. These additional factors include protein and peptide processing

in the APC, T-cell phenotype, TCR affinity for the peptide–MHC-II complex, and

induction of T-cell tolerance to non-germline peptides [17]. Furthermore, neither

approach proves that a peptide predicted to bind to MHC-II molecules will actually

initiate a T-cell response [77, 78]. However, the protein needs to contain T-cell

epitopes in order to induce a high affinity ADA response. These epitopes can be
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identified by in silico or in vitro peptide–MHC-II binding analyses with a certain

level of false positives and a very low number of false negatives.

8.3.2 In Silico and In Vitro Assessment of Vatreptacog Alfa

For vatreptacog alfa, the aim of in silico peptide–MHC-II binding experiments was

to identify potential neo-T-cell epitopes within the mutant peptides, using the wild-

type FVIIa as a reference sequence to exclude endogenous, tolerized epitopes. The

in silico predictions were made using two different algorithms: NetMHCIIpan v2.1

[79] and NetMHCII v2.2 [80]. While NetMHCIIpan v2.1 evaluates the binding

affinity of peptides to all HLA-DRB1 alleles, NetMHCII v2.2 evaluates peptide

binding affinity to the HLA-DRB1 alleles as well as the most frequent HLA-DP and

HLA-DQ alleles. As peptide–MHC-II binding affinity is governed mainly by a core

sequence of 9–10 amino acids within potential T-cell epitopes [17] and partly by the

three flanking amino acid residues on each side of the binding core sequence, the in

silico analyses were conducted using the default peptide length (15 amino acids

with a nine amino-acid binding core sequence; [98]).

In silico analysis generated a heat map in which colors correspond to the binding

affinity of a given peptide/HLA allele pair [98]. After subtracting the HLA class

II-binding peptides that contained only wild-type FVIIa sequences, various

neo-epitopes that were predicted to bind to HLA-DR, HLA-DP, and HLA-DQ

alleles were identified for vatreptacog alfa. The heat map of predicted peptide–

MHC-II affinities showed that peptides with the E296V and M298Q mutations bind

to several HLA class II alleles with high affinity and therefore contain potential

T-cell epitopes; in contrast, the E158D mutation does not give rise to HLA class

II-binding peptides (Fig. 8).

The in silico findings were then confirmed using an in vitro direct peptide

binding assay, which assessed the binding affinities of vatreptacog alfa peptides

for ten HLA variants representing the major HLA class II molecules. The assay

chosen for this purpose was the luminescent oxygen channeling immunoassay

(LOCI), a two-bead assay system [81], performed by Professor Søren Buus at

Copenhagen University. Donor beads were coated with streptavidin, a capture

reagent that binds various biotinylated HLA-DRB1 alleles [81], and acceptor

beads were coated with monoclonal antibodies specific to fully folded

HLA-DRB1. Donor and acceptor beads formed pairs in the presence of vatreptacog

alfa peptides that bind to the HLA class II variants, and photochemically triggered

chemiluminescence allowed detection of these bead pairs [81–83]. This in vitro

analysis validated the in silico findings.

While peptide–MHC-II binding is a necessary step in ADA development, it is

not sufficient to induce an immune response on its own: recognition of the peptide–

MHC-II complex on dendritic cells by TCRs, followed by T-cell activation, is also

required. Therefore, the immunogenicity of vatreptacog alfa was tested further

using human cell-based assays that assess peptide presentation and T-cell

responses.

144 K. Lamberth et al.



8.4 Human Cell-Based Peptide Processing, Presentation,
and Activation Assays

While in silico analysis can predict putative T-cell epitopes and reveal their binding

affinities for MHC-II molecules, cell-based assays that use T cells and APCs

derived from the peripheral blood (peripheral blood mononuclear cells [PBMCs])

of human donors address several processes relevant to T-cell activation: APC

antigen uptake and processing, the stability of peptide–HLA class II binding,

identification of a T-cell repertoire toward the peptide in question, and subsequent

T-cell activation resulting in proliferation and cytokine release.

8.4.1 Strengths and Limitations of Human Cell-Based Assays

Although more technically demanding than in silico analysis, human cell-based

assays provide more biologically relevant measurements of T-cell epitopes, predict

the relative immunogenicity potential of the epitopes, and, in some cases, correlate

Fig. 8 In silico predicted HLA class II-binding peptides for vatreptacog alfa. Graphic represen-

tation of the predicted HLA class II-binding peptides in vatreptacog alfa and their binding affinities

to the tested HLA-DR, HLA-DP, and HLA-DQ alleles. Each red bar represents a HLA class

II-binding peptide with its position in the vatreptacog alfa sequence (x axis) and its binding affinity
to a given HLA allele (y axis). Native FVIIa has been used as reference sequence, thus only novel
peptides binding to HLA molecules are identified
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well to immunogenicity seen in the clinic [17, 77, 78]. As a result, they offer a

greater level of predictive accuracy and reliability than in silico analyses in

immunogenicity risk assessments.

However, cell-based assays are not without limitations. For example, to avoid

overestimating the T-cell response to the peptides under investigation, PBMC-

based T-cell activation assays measuring cytokine release must be fine-tuned to

negate the effects of other cytokine-secreting cells present in the PBMC preparation

[17]. Indeed, a major challenge with these assays is the need to find an appropriate

balance between minimizing irrelevant immune responses and supporting the

immune response of interest [17]. A large number of individual blood donors and

large blood volumes are required to perform a dendritic cell presentation assay or a

T-cell activation assay [17]. This can be very cost prohibitive for many laboratories

and is also time-consuming.

Despite these challenges, however, and despite the improvements that are still

needed, human cell-based assays effectively strengthen the predictive value of

immunogenicity analyses by evaluating the final impact of the potential T-cell

epitopes identified in silico [17].

8.4.2 In Vitro Dendritic Cell Presentation Assay

In vitro profiling of vatreptacog alfa- and FVIIa-derived peptides was performed to

determine whether mutant peptides in vatreptacog alfa are presented on dendritic

cells and therefore have the potential to induce T-cell activation. This was achieved

using human cell-based antigen presentation assays, which investigate peptide

processing in the dendritic cells and presentation of peptides by HLA class II

molecules on the dendritic cell surface [76]. One of the aspects of peptide

processing reflected in the assay is intracellular peptide trimming. MHC-II-binding

peptides usually range between 12 and 25 amino acids in length and can be

represented as linear sequences including the core binding sequence of 9–10

amino acids. This core binding sequence fits into a binding groove on the

MHC-II molecule; however, additional amino acids flank the core binding

sequence outside the groove at each end [84, 85]. The in vitro dendritic cell

presentation assay addresses intracellular peptide trimming and allows clusters of

peptides to be defined that share a common stretch but differ in the lengths of the

amino acid sequences that lie outside the MHC-II binding groove.

The assay used human monocyte-derived dendritic cells, which are widely

considered to be the major APC in human immune responses [86, 87]. Immature

dendritic cells are present in peripheral tissues, where they effectively take up both

foreign and “self”-proteins and process them intracellularly into small peptides for

antigen presentation via MHC-II to the adaptive immune system [88–90]. When

dendritic cells capture antigens in the presence of “danger signals” [87, 88], they

switch to a mature state, following which they become very efficient in presenting
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protein-derived peptides to naı̈ve T-helper cells in the context of their MHC-II

repertoire [67, 87, 88, 91].

Peripheral blood samples obtained from healthy donors of unknown HLA type

were processed to generate human monocyte-derived dendritic cells. Human mono-

cytes were incubated in vitro with IL-4 and granulocyte–macrophage colony-

stimulating factor (GM-CSF) for 5 days, to obtain dendritic cells, which were

then pulsed with antigen. Exposure of the dendritic cell to (and subsequent uptake

of) vatreptacog alfa was followed by overnight lipopolysaccharide-induced matu-

ration of the dendritic cell. Peptide processing and binding to HLA class II in the

mature dendritic cell led to cell surface presentation of peptide–HLA class II

complexes, after which the membrane proteins were solubilized using cell lysis.

Peptide–HLA class II complexes were then immunocaptured using HLA-DR-

coated beads. HLA class II-binding peptide sequences were eluted and character-

ized by mass spectrometry (MS). The eluted HLA class II-binding peptide

sequences had undergone intracellular peptide trimming and thus represented

clusters of peptides sharing a common stretch but differing in the lengths of their

amino- and carboxy-terminal extensions.

The results showed that HLA-DR-displayed peptides could be grouped into

distinct clusters distributed throughout the vatreptacog alfa heavy chain, with one

cluster overlapping the predicted HLA class II-binding peptides from the initial

in silico and in vitro analyses (data not shown). These results thus correlated with

the in silico findings and demonstrate that the peptides predicted to bind HLA

class II were in fact processed by the dendritic cells. Importantly, the data showed

that peptides spanning positions 296 and 298 were presented on the cell surface

of APCs. Therefore, this analysis substantiates the hypothesis that the mutations

in these positions could be the trigger of the ADAs that developed in some

patients.

8.4.3 Ex Vivo T-Cell Activation Assays

Ex vivo T-cell activation assays were conducted to explore potential T-cell

responses to the mutations in the modified sequences of vatreptacog alfa. These

assays are based on human PBMCs containing CD4+ T cells and APCs from

healthy blood donors or the desired patient population [76, 77]; T-cell activation

is typically evaluated by T-cell proliferation (as measured by incorporation of

radiolabeled thymidine) and/or cytokine (e.g., IL-2) release [67, 77, 78,

92]. Immunogenic potential can be assessed based on the magnitude and fre-

quency of donor T-cell responses to the investigated protein or peptide sequences

[77, 78] and typically includes a panel of healthy donors representing various

HLA types.

The ex vivo T-cell activation assays for vatreptacog alfa assessment were

performed at Antitope Ltd (Cambridge, UK). All assays were performed using

peripheral blood leucocytes from 50 healthy donors who had been HLA typed and
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selected to provide a proportional representation of HLA alleles found in the

world population. Donor cells were incubated with full-length FVIIa and

vatreptacog alfa peptides; T-cell proliferation and IL-2 secretion – both markers

of T-cell activation – were then estimated using a tritiated thymidine uptake assay

and an IL-2 ELISpot assay, respectively [93]. The percentage of responders to the

full-length proteins or peptides was then determined. According to Antitope, a

frequency of <10% is associated with low or no risk for immunogenicity in the

clinic [94].

Full-length wild-type FVIIa and vatreptacog alfa induced a T-cell response in

<10% of the donor cohort; thus, there was no significant difference in responders

between full-length vatreptacog alfa and full-length wild-type FVIIa. This suggests

that ex vivo T-cell activation assays were not sensitive enough to predict the

immunogenicity of vatreptacog alfa when full-length molecules were used.

In order to increase the sensitivity of the assay, short (15 amino acids) and long

(23–25 amino acids) vatreptacog alfa peptides spanning the protein sequences of

interest were used. This more diverse set of mutant peptides was designed to fit two

different versions of the T-cell assay (a time course assay and a peptide assay)

(Table 2). The long peptides were designed to allow the point of mutation to be

located in any of the nine amino acid positions in the binding core sequence with a

three-amino-acid flanking sequence at each end of the peptide. The long peptides

were tested in the time course assay to allow for antigen uptake and processing of

the peptides. This approach facilitates enhanced presentation of mutant peptides by

HLA class II molecules when donor PBMCs are incubated with the wild-type or

Table 2 Short (15 amino acids) and long (23–25 amino acids) peptides used in T-cell activation

assays

Peptide number Peptide name Amino acid sequence

Time course assay

1 158_V SKPQGRIVGGKVCPKGECPWQVL

2 158_D SKPQGRIVGGKDCPKGECPWQVL

3 296_E GQLLDRGATALELMVLNVPRLMT

4 296_V GQLLDRGATALVLMVLNVPRLMT

5 298_M LLDRGATALELMVLNVPRLMTQD

6 298_Q LLDRGATALELQVLNVPRLMTQD

7 298_F LLDRGATALELFVLNVPRLMTQD

8 296_E_298_M GQLLDRGATALELMVLNVPRLMTQD

9 296_V_298_Q GQLLDRGATALVLQVLNVPRLMTQD

Peptide assay

10 296_E_298_M ATALELMVLNVPRLM

11 296_V_298_M ATALVLMVLNVPRLM

12 296_E_298_Q ATALELQVLNVPRLM

13 296_E_298_F ATALELFVLNVPRLM

14 296_V_298_Q ATALVLQVLNVPRLM

15 HA307-319 (pos. ctl.) PKYVKQNTLKLAT
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mutant peptides. The 15-amino-acid peptides that were identified and based on the

in silico algorithm were tested in the peptide assay where the peptides are loaded

directly onto the HLA class II on the cell surface of the APCs. In turn, these

approaches increase the density of the mutant peptide in question on the dendritic

cell surface and therefore increase the chance and strength of T-cell activation if the

peptide is immunogenic.

In the second analysis, three 15-amino-acid mutant peptides from vatreptacog

alfa were found to trigger T-cell activation: the E296V, M298Q, and double

E296V/M298Q mutants produced a higher T-cell response than wild-type FVIIa,

while the E158D mutant did not (Fig. 9). This difference was more pronounced

when longer peptides were used. These results are consistent with the heat map

generated by in silico analysis (Fig. 8) and confirm that the E296V and M298Q

mutant peptides bind with high affinity to several HLA class II alleles, while the

E158D mutant does not. According to the in silico prediction analysis, peptides

with the 298F mutation bind with an increased affinity compared to 298Q. There-

fore peptides with the 298F mutation were added to the assays to explore how this

high affinity would translate in the T-cell assays. Actually, the peptides with the

298F mutation had a slightly increased T-cell response compared to the peptides

with the 298Q mutation.

8.5 HLA Typing of ADA-Positive Patients

Following discontinuation of the adept™2 trial, seven of the eight patients who

developed ADAs against vatreptacog alfa and who participated in the follow-up

study were HLA typed [57]. Saliva samples were obtained from all seven patients,

and HLA typing was performed using polymerase chain reaction sequence–specific

oligonucleotide probe (PCR–SSOP) to resolve major allele groups into four digits

[57]. The purified genomic DNA was amplified using PCR and incubated with a

panel of different oligonucleotide probes that have distinctive reactivity with

different HLA types [57]. The HLA class II loci of interest were DRB1, DRB3/

DRB4/DRB5, DPA1, DPB1, DQA1, and DQB1.

As expected, due to the promiscuity of the predicted T-cell epitopes,

ADA-positive patients did not share a common HLA class II allele, suggesting

that no single allele was responsible for ADA development (Table 3). However, all

ADA-positive patients had at least one HLA class II allele that binds to a

vatreptacog alfa peptide with high affinity. HLA class II alleles identified in six

of the seven patients were represented in the healthy donor cohort used for the

T-cell activation assays; also, as expected, HLA class II alleles that occur fre-

quently in the population (e.g., DRB1*0701) also appeared in the ADA-positive

patients. Interestingly, according to the in silico analysis, these alleles did not bind

with high affinity to vatreptacog alfa. However, the double-mutant E296V/M298Q

peptides from vatreptacog alfa bound with high affinity to at least one HLA class II
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allele in all ADA-positive patients. One limitation of this analysis is that only

ADA-positive patients from adept™2 were HLA typed. Therefore, it is not possible

to conclude whether there is a set of HLA class II alleles that occur more frequently

in ADA-positive (versus ADA-negative) patients.

Fig. 9 Ex vivo T-cell activation assays using (a) 15-amino-acid peptides and (b) long peptides

(23–25 amino acids). Left panels: Percentage of responders in a T-cell proliferation assay in a

cohort of 50 healthy donors. Wild-type peptides all induced a response in ~10% of the cohort, and

this was used as a threshold. The E296V, M298Q, and double E296V/M298Q mutants showed an

increase in the percentage of responders (versus wild-type FVIIa), whereas the E158D mutant did

not. This increase in responders was evident for 15-amino-acid mutant peptides (a) but much more

pronounced for long peptides (b). Right panels: Peptide–HLA class II binding affinities. (a) The

first peptide on the x axis is wild-type FVIIa; the others are different mutant peptides derived from

vatreptacog alfa. Wild-type and all mutant peptides bind with similar affinity to the different HLA

class II molecules. (b) On the x axis, peptides 158V, 296E, and 298M are wild-type FVIIa; the

others are different mutant peptides derived from vatreptacog alfa. Wild type and mutants

spanning the amino acid positions 296–298 bind with very high affinity to the different HLA

class II molecules, while peptides spanning position 158 show a lack of HLA binding affinity
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9 Vatreptacog Alfa and Immunogenicity: What Have We

Learned?

ADAs developed against vatreptacog alfa in 8/72 (11%) treated patients in the

phase 3 adept™2 trial. Of these eight patients, the antibodies in four developed

cross-reactivity against rFVIIa, of which one developed in vitro neutralizing activ-

ity against vatreptacog alfa [1, 57]. No effects of the ADAs on clinical efficacy were

manifest in any patients, and ADA titer declined in all cases following discontin-

uation of vatreptacog alfa treatment. Cross-reactivity to rFVIIa also disappeared

after last exposure to vatreptacog alfa, despite reexposure to rFVIIa according to

local standard care. Vatreptacog alfa ADAs were of the IgG subtype in all patients

who had conclusive immunoglobulin isotype determination, and all ADAs were

specific for vatreptacog alfa rather than rFVIIa [57]. PK assessment of

ADA-positive patients suggested prolonged elimination of vatreptacog alfa but

gave no indication of reduced FVIIa levels [57].

Vatreptacog alfa ADAs did not appear to be caused by FVII polymorphisms or

mutations.

The binding of peptides to HLA class II molecules is a key factor in determining

whether the peptides will trigger an immune response [20, 33]; ADA development

is therefore influenced by an individual’s HLA class II repertoire [34], and immu-

nogenicity risk may be predicted by peptide–HLA class II binding affinity [60, 98].

Post hoc immunogenicity prediction studies using in silico, in vitro, and ex vivo

tools were undertaken to investigate whether ADA development in the eight

patients from adept™2 could have been triggered by the affinity of the mutant

peptide sequences in vatreptacog alfa for individual patients’ HLA class II profiles

[98]. The results of these studies confirmed that vatreptacog alfa peptides with the

E158D mutation lack the necessary condition (i.e., high-affinity peptide–HLA class

II binding) to elicit an immune response. However, the E296V and M298Q mutant

analogs do bind with high affinity to several HLA class II variants. Furthermore, all

ADA-positive patients expressed at least one of the HLA class II variants shown to

bind a vatreptacog alfa peptide with high affinity [98]. Finally, mutant peptides

carrying the E296V and M298Q mutations were detected on HLA class II proteins

isolated from dendritic cells. Together, these findings indicate that the E296V and

M298Q mutations can result in peptide sequences that act as strong T-cell epitopes

in patients with one or more of these “high-risk” alleles [98].

A bioengineered analog of rFVIIa, vatreptacog alfa, has>99% sequence identity

to native FVIIa, with only three amino acid substitutions. However, the develop-

ment of ADAs in treated patients, together with the results of the immunogenicity

prediction studies, points to the greatest lesson learned from the vatreptacog alfa

case, namely, that even modest sequence changes can create new T-cell epitopes

and significantly alter the immunogenicity profile of a therapeutic protein.
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10 Immunogenicity Prediction in the Future

As the vatreptacog alfa case shows, considerable challenges may hinder the clinical

development of bioengineered therapeutic coagulation proteins, especially when

dealing with sequence-modified analogs [1]. One of the greatest challenges lies in

developing a protein that offers improved clinical efficacy without introducing an

increased immunogenicity risk. As highlighted by the vatreptacog alfa clinical trial

program, a primary challenge is the need to include a sufficient number of patients

and exposures in phase 2 trials to allow reliable detection of an immunogenic

signal [1].

However, a growing area of interest in immunogenicity assessment lies in the

development of accurate strategies for predicting the immunogenicity profiles of

therapeutic proteins [17]. Animal models are useful for evaluating some of the

factors that influence immunogenicity (e.g., product formulation, dosing regimen,

and other non-sequence-related affects) [78]; however, as most therapeutic proteins

show species differences in amino acid sequence, they are often recognized by

animals as foreign [78, 95]. Consequently animal models have restricted predictive

value for evaluating mutations in amino acid sequences. The animal and human

MHC-II repertoires are not equivalent, as they differ at the amino acid level;

therefore, the results of in vivo prediction studies conducted in animals that are

not transgenic for HLA class II should be interpreted with great caution

[67, 92]. The challenges inherent in using animal models to predict immunogenicity

are evident in the vatreptacog alfa case: two studies using rats [56] and mice [98]

failed to detect the increased immunogenicity of vatreptacog alfa versus rFVIIa. To

overcome some of these challenges, specialized mouse models are being

developed [78].

Improved immunogenicity prediction methods and models are clearly needed

[57]. Since the early immunogenicity risk assessment for vatreptacog alfa was

performed, more than a decade ago, the landscape of immunogenicity prediction

has changed considerably, and the tools available today offer a greater level of

reliability and prediction accuracy. There was very good concordance between the

different immunogenicity prediction tools used for the post hoc assessment of

vatreptacog alfa. However, no single tool used alone can accurately predict immu-

nogenicity or address all questions relating to immunogenicity [17, 77]. If the

proper sample format is used, T-cell proliferation assays are better predictors of

immunogenicity risk than peptide–HLA class II-binding affinities but are more

useful in estimating risk in the population as a whole than in individuals. Therefore,

strategic combination of multiple predictive approaches is needed. When used in

combination, in silico peptide–HLA class II binding predictions, in vitro antigen

presentation assays, and ex vivo T-cell proliferation assays provide useful indica-

tions of the immunogenicity risk posed by specific neo-sequences in bioengineered

therapeutic proteins [67, 77]. Today, a number of drug developers [3] are incorpo-

rating this combined approach into preclinical development programs

[17, 77]. Such methods are also recommended by both the European Medicines
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Agency (EMA) and the United States (US) Food and Drug Administration (FDA) in

their current guidelines for preclinical immunogenicity risk assessment

[95, 96]. Indeed, the EMA guidelines now indicate a move away from preclinical

animal studies toward combining these non in vivo tools in strategies to perform

early immunogenicity risk assessment [95].

A suggested early immunogenicity risk assessment strategy – based on lessons

learned from the vatreptacog alfa case – is presented in Fig. 10. If the sequence of

interest consists of 15 or more natural amino acids, it is possible to perform an in

silico analysis to identify HLA-binding peptides. If the sequence is less than

15 amino acids long or includes unnatural amino acids, the in silico analysis cannot

be used, so the in vitro peptide binding assay should be performed instead. The next

suggested step is to identify which peptides are presented on the dendritic cell

surface by using the DC presentation assay. There are then two sample format

options to investigate whether or not there is a T-cell repertoire toward the peptide–

HLA complex. If the molecule of interest is large with few mutations (i.e., low

degree of foreignness), peptides may be used as samples, designed using informa-

tion from the in silico or in vitro DC presentation assays. Alternatively, small

molecules with more mutations (i.e., high degree of foreignness) may require a

format that assays the full length of the molecule.

Fig. 10 Suggested pathway for the use of immunogenicity prediction tools. Thismultistep approach

evaluates the immunogenic potential of a therapeutic protein. The successive steps evaluate, in turn,

peptide binding, peptide presentation, and T-cell recognition; each step provides a greater predictive

strength and thus validates results from the previous step. The first step is in silico prediction of

peptide–HLA class II binding, followed by a confirmatory in vitro peptide binding assay, to identify

putative HLA-binding peptide sequences ranked in order of potential immunogenicity. The second

step is an antigen presentation assay, which evaluates antigen processing and peptide presentation by

HLA class II molecules on the surface of antigen-presenting (e.g., dendritic) cells. This step validates

the putative HLA class II-binding sequences identified in the first step. The third step is a T-cell

proliferation assay, which identifies potential T-cell epitopes, assesses T-cell response, and estab-

lishes a final ranking of peptides according to immunogenic potential
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It is hoped that guidelines for standardizing immunogenicity prediction testing

will emerge from the increasing and continued implementation of these novel tools

in the early stages of drug discovery and development [17]. Unquestionably, the

overriding short-term aim of all these endeavors is to reduce immunogenicity risk in

the clinic. A longer-term goal is to improve the prediction of clinical immunoge-

nicity. This will require validation of the prediction tools but will in turn enable

more efficient development of bioengineered protein drugs that carry great efficacy

potential. This validation will be based on clinical data and the use of the tools to

test molecules that are known to be immunogenic. An even longer-term goal is to

address the question of what will be required to establish immunogenicity predic-

tion tools as mandatory aspects of the development process for biopharmaceuticals.

If these goals can all be met with satisfaction, then the development of “personal-

ized” pharmaceuticals to target patients with low immunogenicity risk becomes a

feasible – though still distant – possibility.
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The Art of Gene Redesign and Recombinant

Protein Production: Approaches

and Perspectives
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Abstract In recent years, the demand for recombinant proteins for use in research

laboratories or in medical settings has increased dramatically. Although a wide

variety of recombinant protein expression systems and gene redesign approaches

are available, obtaining active, correctly folded recombinant proteins in sufficient

amounts remains a challenge in many cases. One of the main approaches to gene

redesign with the potential to increase protein production involves introduction of

synonymous codon substitutions in mRNAs aimed at increasing the rate/efficiency

of translation. However, a number of recent studies have shown that synonymous

codon substitutions can also negatively impact mRNA biogenesis, mRNA

decoding, as well as protein folding and function. Maximizing the speed and output

of translation may put conflicting demands on the protein synthesis machinery

resulting in reduced accuracy of the decoding process and/or improper protein

folding. An improved understanding of the impact of synonymous codon substitu-

tions on mRNA/protein biogenesis and function is critically important for the

development of safer and more effective recombinant protein therapeutics. This

review discusses the most common approaches to gene redesign that involve

synonymous codon substitutions and provides recommendations for their optimal

use in light of recent developments in the field regarding the impact of synonymous

codon usage on various aspects of protein production and function.
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1 Introduction

Production of soluble and functionally active proteins in heterologous and homol-

ogous host organisms is the cornerstone of many modern biotechnology applica-

tions. In recent years, the demand for recombinant proteins used in research

laboratories or in medical settings (e.g., for therapeutic applications) has increased

dramatically. Specifically, the protein therapeutic market was valued in excess of

$85 billion in 2010 and is predicted to double by the end of 2018, reaching up to

$165 billion, as new products (especially therapeutic monoclonal antibodies)

become available (http://www.researchandmarkets.com/reports/2729030/global_

protein_therapeutics_market_outlook_2018). Despite the strong existing and

potential significance of efficient recombinant protein production for both research

applications and development of novel therapeutics, obtaining soluble, active

recombinant proteins in sufficient amounts remains challenging in many cases.

A wide variety of recombinant protein expression systems are well established.

These include, but are not limited to, various cellular systems, such as bacterial,

yeast, insect and mammalian systems [1–7], and cell-free in vitro systems

[8, 9]. The urgent need for robust and highly scalable protein manufacturing

systems has further led to the development of in vivo plant- and animal-based

systems [10–13]. All of these systems have their own advantages and disadvantages

[14]. The choice of system to use for a particular application depends on the specific

requirements for the final recombinant protein product (e.g., requirements for

proper protein processing and/or co- and posttranslational protein folding and

modifications) [14]. In most cases, use of a recombinant protein expression system

that closely resembles the protein’s natural in vivo expression system/environment

is highly desirable, but this is obviously not always achievable [14]. For example,

toxicity of the final product may not allow enhanced expression of a protein in a

homologous, or even heterologous, cellular system(s) [15, 16]. In such cases, cell-

free protein synthesis systems on a larger scale, particularly with continuous action,

may offer an alternative solution [8, 9, 15, 17, 18]. In addition, expression of
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unmodified natural genes in a homologous environment frequently does not support

levels of protein expression sufficient for large-scale protein production. The key to

solving this problem lies in development of gene redesign approaches that result in

robust expression of functionally active proteins both inside and outside their

natural (homologous) cellular environments.

One of the main approaches to gene redesign facilitating protein production in

heterologous and homologous organisms [19–21] takes advantage of the degener-

acy of the genetic code (meaning a given amino acid may be encoded by more than

one “synonymous” codon). Synonymous codons are present at different frequencies

in different organisms and are decoded at different rates [22–24]. Therefore, sub-

stitution of synonymous codons in a gene can dramatically affect the rate/efficiency

of synthesis of the encoded protein without altering its amino acid sequence [19–

21]. In a given organism, frequently used codons are typically translated more

rapidly than infrequently used ones due to the fact that tRNAs corresponding to the

frequently used codons are relatively more abundant [25–31]. Many synonymous

codons that are frequently used in eukaryotes (especially mammals) are utilized

with low frequency in prokaryotes [22–24] such as the bacteria Escherichia coli,
one of the most common hosts for heterologous protein production [14]. The impact

of these differences on recombinant protein production is now well appreciated, and

it has been clearly demonstrated that the level of protein expression in heterologous

and homologous organisms can be increased through suitable selection of synon-

ymous (frequent) codons along target mRNAs [19–21].

In addition to the effects of differential codon usage, the secondary structure of

messenger RNAs (mRNA) has been recognized as a factor that can have a negative

impact on translation and reduce protein yields by slowing or blocking translation

initiation and/or the movement of ribosomes along the mRNA [32–39].

Several other considerations important for recombinant protein production (e.g.,

choice of appropriate vector/promoter system(s), means of gene delivery, etc.) are

outside the scope of this short review.

Approaches involving substitution of the majority of infrequently used codons

with synonymous frequently used ones, often combined with elimination of

extreme GC content that could contribute to formation of stable mRNA secondary

structures, have been widely used by many biotechnology companies and research

groups for optimization of heterologous gene/protein expression, but with mixed

results ([19, 40] and references therein). Use of gene sequences optimized through

the abovementioned approaches often yielded large amounts of recombinant pro-

teins [19, 40]; however, in many cases, the products formed biologically inactive

insoluble aggregates which had to be refolded (whenever it was possible) in order to

regain similarity in structure and biological activity with native analogues

[19, 28]. Moreover, even when proteins expressed in heterologous or homologous

hosts remained soluble, they were not necessarily natively folded [41].

These and other experiments brought about awareness of the scientific commu-

nity to the impact of synonymous codon usage on not only the efficiency of

translation but also on other aspects of gene function, particularly, protein folding.

The significance of synonymous codon usage on protein folding was highlighted by
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findings showing that multiple and, more surprisingly, single synonymous sub-

stitutions/mutations can affect proteins’ activity [42–44], interactions with drugs

and inhibitors [43], phosphorylation profiles [45], sensitivity to limited proteolysis

[43, 45, 46], spectroscopic properties [47], and aggregation propensity [47–49] and

ultimately change protein structure [50].

Many recent studies have shown that synonymous substitutions or naturally

occurring synonymous mutations are not neutral and may affect gene function by

multiple mechanisms [51, 52], including but not limited to those mentioned above,

as well as mechanisms exerting effects on mRNA splicing and/or mRNA stability

[53, 54]. Synonymous codon choice has been also suggested to affect efficient

interaction of nascent polypeptides with the signal recognition particle

[55]. Changes in codon context caused by synonymous mutations may also induce

mistranslation leading to protein misfolding [56].

While in many instances complete understanding of the exact effects caused by

synonymous substitutions and/or mutations is still lacking, it nevertheless seems

possible to use existing knowledge for the development of some common rules to

gene design and redesign that should increase the chances of getting the desired

levels and activity of the expressed recombinant proteins and reduce protein

misfolding and aggregation.

This review discusses the most common approaches to gene redesign that

involve synonymous codon substitutions and contains a set of recommendations

for optimizing protein synthesis and folding through this approach. These recom-

mendations take into account recent developments in the field highlighting the

impact of synonymous codon usage on protein production and function.

2 Synonymous Gene Exploration in Protein Production

and Folding

Designing an optimal gene for recombinant protein production requires choosing

from an enormous number of possible DNA/RNA sequences. It is a combinatorial

problem, giving approximately 3N variants for a sequence with N codons. However,

as discussed below, this number can be substantially reduced by taking into account

a set of critical considerations.

In general, two global gene design/redesign approaches predominate (1) de novo

gene design based on reverse translation from an amino acid sequence to

DNA/RNA and (2) gene redesign based on recoding of a natural DNA/RNA

sequence. Numerous online/web-based and stand-alone platforms are available

for use in one or both of these approaches. These include, for example, Codon

Optimization OnLine (COOL) [57], DNAWorks [58], D-Tailor [59], EuGene [60],

GeneDesign [61], Gene Designer 2.0 [62], Jcat [63], mRNA Optimiser [64],

OPTIMIZER [65], Synthetic Gene Designer [66], TmPrime [67], Visual Gene

Developer [68], and others (for a review see [69]). The majority of available
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tools, however, start with a natural DNA/RNA sequence and employ either codon

or RNA structure optimization algorithms (or both) to maximize gene expression;

only TmPrime [67] is a “pure” de novo back-translation tool. GeneDesign [61] and

OPTIMIZER [65] offer both possibilities – de novo back-translation from protein to

DNA/RNA sequence and recoding of the natural DNA/RNA sequence.

Most of the abovementioned platforms customize codon usage by setting codon

frequency percentage [70] and/or Codon Adaptation Index (CAI) [71] thresholds

and then substituting rare synonymous codons with frequent ones along the entire

open reading frame (ORF) of a gene to achieve the desired threshold level(s).

Substitutions are selected based on known organism-specific codon biases [22–

24, 68]. The COOL [57], D-Tailor [59], EuGene [60], OPTIMIZER [65], and

Visual Gene Developer [68] tools also take into account the RNA structure

and/or GC/AT content, aiming to reduce obstacles related to formation of stable

RNA structures. mRNA Optimizer [64] and TmPrime [65] focus solely on mRNA

secondary structure optimization to avoid stable secondary structures by means of

maximizing the minimum free energy (MFE) of the nucleotide sequences without

changing the final resulting amino acid sequence.

As mentioned above, all currently available algorithms (with the exception of

TmPrime [65]) typically start from the original/natural coding sequence and then

evolve the sequence through iterations of synonymous codon changes that would

increase/maximize the MFE and/or codon usage frequency/CAI or both to achieve

the desired outcome. However, none of the abovementioned tools typically con-

siders the impact of synonymous codon usage on protein folding (rather than simply

on translation efficiency). They also fail to take into account some other important

considerations that can affect mRNA translatability and stability and, therefore,

preclude efficient expression of correctly folded and functional proteins. Below, I

examine some of these considerations that may facilitate gene design and redesign

toward optimized expression of active, correctly folded proteins.

2.1 Codon Usage at ORF (Open Reading Frame) 50 Termini

The occurrence of synonymous codons in protein-coding open reading frames

(ORFs) of genes is not random, thus revealing the existence of evolutionary

pressure on codon choice [23, 24, 28, 72–74]. Clustering of synonymous codons

has been observed at specific conserved locations in mRNAs indicating that there

are forces that influence the selection of these codons at specific locations within

mRNA sequences [28, 33, 37, 38, 55, 75, 76]. Strategic placement of specific

synonymous codons, particularly those that are rare, in gene ORFs suggests a

functional role conserved in evolution rather than random chance. Therefore, the

randomized and/or global substitution of rare synonymous codons with frequent

ones that is offered by the majority of tools aimed at simply increasing CAI/codon

usage frequency and/or MFE (see above) might not be beneficial for the production

of a functional protein.
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An example of nonrandom synonymous codon usage within ORFs is the

observed enrichment of rare codons at the 50 termini of genes in E. coli and many

other prokaryotes, as well as in genes of some eukaryotes such as the yeast

Saccharomyces cerevisiae [75, 76]. The clustering of rare codons at 50 gene termini

(typically at codon positions 1 to ~20 [33, 37, 38, 76]) clearly indicates an influence

of evolutionary pressure on their selection. This particular aspect of natural codon

usage may be explained by fact that rare codons in many bacteria are largely

AT-rich [70]. Thus, their clustering at 50ORF termini leads to reduced secondary

structure in that region of the mRNA and, consequently, enhanced protein expres-

sion (it is known that mRNA secondary structure at 50 ORF termini negatively

affects protein expression by limiting access of the ribosomes to the ribosome

binding site (RBS) on the mRNA [33, 37, 38, 55, 75]).

It should be noted, however, that the enrichment of rare codons at 50 ORF termini

has been mostly found in bacteria with genomes with overall GC content of at least

50% [77]. Recent work showed that, in general, AT-rich codons as opposed to rare

codons are preferentially located at 50 ORF termini in prokaryotes [33, 34, 37, 38,

54]. This further implicates secondary structure as the driving force for specific

codon selection at 50 ORF termini in bacteria [33, 38, 54]. Interestingly, the higher

the GC content of a genome, the more mRNA stability is reduced at the region near

the start codon [78].

It should be also noted that despite differences in translation apparatus and the

mechanism of protein synthesis between prokaryotes and eukaryotes, many eukary-

otic ORFeomes also are characterized by reduced 50-terminal mRNA secondary

structure near the start codon [78]. This indicates that reduced 50-terminal ORF

mRNA secondary structure may have been evolutionary selected in all organisms.

In eukaryotes, this can be expected to facilitate start-codon recognition by the

scanning ribosome [78].

Could there be additional reasons for preferential use of rare codons at the 50

ORF termini of some natural genes, including those in E. coli? It has been suggested
that clustering of rare codons at 50 ORF termini may in certain cases allow slow

co-translational formation of the N-terminal folding nucleus of the protein, thus

facilitating overall correct protein folding in the cell [28].

Interestingly, strong enrichment of rare codons at 50 gene termini has been

preferentially observed (with very high statistical significance (P< 0.0001)) in

genes/ORFs encoding secretory proteins [76]. It has been suggested that for genes

encoding secretory proteins with N-terminal signal sequences, 50 rare codon clus-

ters could have a functional role related to secretion, by transiently slowing down

translation prior to membrane localization of the nascent chain(s) [79]. It has been

experimentally shown in yeast that local slowdown of translation caused by pres-

ence of rare codons (located ~35–40 codons downstream of signal sequences or

transmembrane segments) promotes nascent-chain recognition by signal recogni-

tion particle (SRP), which assists in protein translocation across membranes

[55]. Similarly, strategically located Shine-Dalgarno-like elements were identified

in ORFeomes of E. coli secretory proteins; these elements serve to transiently slow
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down translation elongation in order to allow efficient integration of the transmem-

brane helix of many membrane proteins [80].

Therefore, based on the considerations described above, carefully planned

placement of rare/non-optimal (or AT-rich) codons in the 50 ORF termini of

mRNAs, especially for those encoding secretory and transmembrane proteins,

may represent an important strategy for successful gene design and redesign

enhancing proper protein production, secretion, and folding.

2.2 Conserved Rare Codon Clusters Within Gene ORFs

It is widely believed that the major influence of codon usage is on global and local

translation rate. As mentioned above, frequently used codons are translated more

rapidly than infrequently used ones [25–31]. However, which codons are more rare

or frequent varies by organism [22–25, 70]. Surprisingly, across all organisms, rare

codons appear to occur in clusters, rather than being randomly scattered across

genes [28, 75]. Although there is a general tendency for rare codons to cluster at the

50 termini of ORFs (see above), such clustering is also observed within ORFs

[28, 75, 81]. These clusters are not confined to the 50 end of ORFs or to ORFs of

genes/proteins that are expressed at a low level (as might be expected if rare codons

are thought of as simply correlating with reduced translation rate). Rather, they are

found to occur equally in genes for all types of proteins, including abundant/highly

expressed proteins [75, 81].

Analyses of ORFeomes from prokaryotic and eukaryotic organisms revealed

that rare codon clustering (1) is not limited to a particular set of genes or genotype,

(2) does not depend on and is not related to the overall GC content of the organism’s
genome, and (3) is significantly more abundant than would be expected based on

random selection [75, 81]. Furthermore, for some protein families, the locations of

rare codon-rich regions within mRNAs are highly conserved across homologs in

different organisms; this is observed, for example, in families of cytochromes c,

globins, gamma-B crystallins [28], ocular lacritins [82], and chloramphenicol

acetyltransferases [28, 83].

Enrichment of rare codon clusters at specific locations in a broad range of genes

and organisms suggests that evolutionary selection determines such clustering and

that it must have some functional significance [28, 75, 81–83]. One hypothesis links

the location of rare codon clusters to the process of protein folding in the cell

[84, 85]. This proposes that sequential folding events that occur during

co-translational folding of proteins might be separated by rare codon clusters,

with such clusters serving to reduce the speed of translation at these positions and

thereby facilitating proper folding through temporal separation of folding events on

the ribosome [28, 74, 86–91]. This is consistent with the finding that there seems to

be a certain hierarchy in the location of rare codon-rich regions along mRNAs.

Frequently, but not always, the rarest codons seem to encode boundaries of rela-

tively large structural units (e.g., protein domains), whereas less rare codons encode
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boundaries of smaller units (e.g., protein motifs and subdomains) [28]. This might

reflect the need to provide a more substantial translational delay for independent

co-translation folding of larger units in comparison with smaller ones [28].

In summary, while there is a substantial body of literature underlining the overall

negative effects of rare codons on levels of protein production (see [19] for a

review), it is becoming increasingly clear that strategic placement of conserved

rare codons clusters can have positive effects on protein biogenesis (particularly

proper folding) and function. Some biotech companies, such as DAPCEL, Inc., are

already using this knowledge to enhance protein production and facilitate correct

co-translational protein folding.

2.3 Codon Usage at ORF (Open Reading Frame) 30 Termini

Enrichment of rare codons at the 30 terminus of E. coli ORFs (and ORFs of 11 other
prokaryotes) has also been observed [76]. While significant enrichment of rare

codons at the 50 termini of genes in E. coli can be explained as a mechanism that

facilitates interaction between ribosomes and ribosome binding sites on mRNAs

(see above; [33, 37, 38, 55, 75]), the observed incidence (albeit less pronounced) of

increased rare codon abundance at the 30 termini of E. coli ORFs is not that easy to

explain. It is possible that rare codon clusters at 30 ORF termini could be required

for more robust termination of translation and/or for reducing the rate of protein

folding before release from the ribosome [76]. Queuing of ribosomes at the 30

termini of ORFs due to presence of rare codons may also protect mRNAs from

degradation. An improved understanding of the impact of codon usage at 30 ORF
termini is required before this feature can be rationally exploited in gene design and

redesign strategies and/or interpretation of in vivo folding pathways.

3 Synonymous Codons and mRNA Stability

mRNA turnover plays a critical role in regulating gene expression. mRNAs with

longer half-lives generally produce more protein than those with shorter half-lives

simply because they are available to be translated for a longer period of time. A link

between codon usage and mRNA turnover rate has been long recognized in both

prokaryotes and eukaryotes [92–94], but has not been well understood until recently

[53, 54]. Previously, it was generally believed that more thermodynamically stable

mRNAs would also be more resistant to degradation. However, recent work showed

that, at least in yeast, so-called codon optimality [53] rather than mRNA thermo-

dynamic stability has a broad and powerful influence on in vivo mRNA degradation

rates. Codon optimality is a scale that reflects the balance between the supply of

specific charged tRNA molecules and the demand for their use by translating

ribosomes, thus representing a measure of translation efficiency [53]. Optimal
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codons (typically, these are frequent codons) are decoded faster. In the yeast study,

it was found that many stable/long-lived mRNAs harbor optimal codons within

their ORFs, while many unstable/short-lived mRNAs harbor non-optimal codons

[53]. Moreover, it was found that substitution of optimal codons with synonymous,

non-optimal codons results in dramatic destabilization of the mRNA and vice versa

[53]. Interestingly, very similar results were obtained in E. coli [54]. These findings
suggest that transcript-specific translation elongation rate is an important determi-

nant of mRNA stability and that more rapidly translated mRNAs (at least in yeast

and E. coli) are likely to be more stable and, thus, produce more protein. This new

information presents an opportunity to upscale protein production in yeast and

E. coli via reassignment of codon optimality in an mRNA to increase its stability

and, thus, its capacity to produce protein. Whether the same paradigm exists in

higher eukaryotic organisms remains to be determined. However, this approach

should be applied with caution since assignment of codons that are optimal for

translation rate and mRNA stability could lead to incorrect protein folding.

4 Synonymous Codons and Mistranslation/Frameshifting

Another aspect of mRNA biology that can be impacted by synonymous codon

usage is the accuracy with which they are translated. Clearly, mRNAs must be

translated accurately in order for fully functional proteins to be produced. Estimates

of missense error rates (referred to as miscoding or mistranslation) during protein

synthesis from natural mRNAs vary from 10�3 to 10�4 per codon ([95–98] and

references therein). Mistranslation is the incorporation of an amino acid that is

different from the one encoded by a specific codon in the mRNA. Recent research

has enhanced our understanding of mistranslation mechanisms and how it is

controlled [95–98]. While it is generally believed that synonymous codon changes

should be silent (not changing the amino acid that is incorporated), that is not

always the case [95–98]. Moreover, certain codons are mistranslated more fre-

quently than others [95, 98]. This is apparently due to the fact that translation speed

and mistranslation rate are carefully balanced during protein synthesis and situa-

tions maximizing translation speed place demands on the translational machinery

that reduces accuracy [95–98]. In general, translation has multiple layers of proof-

reading; however, most errors occur during decoding, which takes place on the

ribosome [96, 98]. The frequency of miscoding of different codons varies over a

nearly 20-fold range ([95] and references therein). Mispairing at the wobble

position and scarce availability of cognate competitor tRNAs appear to play

major roles in mistranslation [95–98]. For example, the frequency of miscoding

of the AAU (Asn) codon in E. coli leading to incorporation of Lys (encoded by

AAG and AAA) instead of Asn is about fourfold higher than that for the AAC (Asn)

codon [95]. It should be noted, however, that the AAU codon is used more

frequently than the AAC codon (codon usage frequency per 1,000 codons is

29.32 for AAU vs. 20.26 for AAC [70]); thus, substitution of AAC with AAU
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with the intention of maximizing codon frequency/CAI could result in increased

levels of miscoding, which in turn could lead to loss of protein activity due to

misfolding [56] or absence of a functionally important amino acid.

While, as described above, there is considerable evidence linking codon usage

and missense errors, little is known about the relationship between codon usage and

frameshifting errors. Programmed ribosomal frameshifting is utilized by many

viruses and bacteria to increase the information content of their genomes; through

frameshifting, multiple proteins can be produced from a single span of sequence

[99, 100]. Signals in mRNAs have been identified that cause frameshifting by one

base in the 50 (�1) or 30 (+1) direction [99, 100]. While beneficial in some cases for

bacteria and viruses as mentioned above, unintended frameshifting during transla-

tion is clearly not desirable. Frameshifting errors can lead to premature termination

of translation or generate abnormal proteins with toxic effects on the cell

[56]. Attempts have been made to develop computational tools to assess whether

codon usage can be optimized to minimize the frequency of frameshifting errors

[101]. The results of this work indicate that natural synonymous codon usage is

biased toward specific patterns correlated with avoidance of mistranslation and

frameshifting-induced protein misfolding [101]. Overall, an understanding of the

impact of codon usage on mistranslation and frameshifting errors may be helpful in

minimizing the risk of producing subpopulation of proteins with different amino

acid sequences when undertaking recombinant protein production from a

redesigned gene.

5 The Impact of Single Synonymous Codon Substitutions

Gene redesign usually involves numerous substitutions of synonymous codons.

However, recent studies have shown that some specific single synonymous muta-

tions are deleterious for proper protein expression and, moreover, organism health

([51, 52] for a review). The majority of identified deleterious single synonymous

mutations exert effects on mRNA splicing (in eukaryotes), but there are also quite a

few that may alter protein folding and, as a consequence, protein activity and/or

resistance to degradation [51, 52]. These single synonymous mutations can produce

disease in the expressing organism, and their inadvertent introduction into genes of

therapeutic proteins may produce undesirable effects. It should be noted that the

exact mechanisms underlying the effects of many synonymous mutations linked to

disease are not yet well understood [51, 52]. One of the major challenges in the field

is to understand why some disease-causing synonymous mutations are more dele-

terious than others and to predict the likely effects of a single mutation.

Evaluation of mRNA stability of fragments of genes of several proteins carrying

neutral vs. disease-associated mutations and synonymous vs. non-synonymous

mutations revealed that deleterious synonymous mutations tend to occur in

mRNA regions with higher MFE levels and often lead to a reduction in MFE

[102–105]. It is not yet clear how broadly applicable this situation originally
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identified for “disease-associated” mutations in the F8 and F9 genes encoding

blood-coagulation factors VIII and IX, respectively, might be [102, 105]. Mutations

in the F8 and F9 genes lead to blood clotting disorders known as hemophilia A and

B [102, 105]. While further investigation into the deleterious effects of specific

synonymous mutations is required, it is clear that known disease-associated muta-

tions should be avoided in gene redesign efforts.

6 Concluding Remarks and Future Perspectives

Gene design and redesign approaches target protein-coding genes and aim to

introduce predefined features of interest into the final protein product. These

approaches frequently involve changes in synonymous codon usage intended to

improve protein production in homologous and/or heterologous hosts without

compromising the integrity of the encoded protein. Optimization of gene design

and protein production is of strong significance due to the high, and continually

increasing, demand for recombinant proteins for use in research and in therapeutic

applications. Advances in DNA synthesis have enabled construction of numerous

gene variants and facilitated our understanding of the impact of codon usage on

gene function. Additional knowledge came from genome-wide studies aimed at

uncovering the impact of synonymous mutations on gene function and phenotype

and understanding their association with various diseases.

It has become clear that synonymous codon usage and synonymous mutations do

not only alter the speed of protein synthesis but affect many critical aspects of

mRNA and protein biogenesis (ranging from mRNA stability to protein

mistranslation and folding), thus ultimately changing the phenotype associated

with the protein. Importantly, it was revealed that even a single synonymous

mutation may be deleterious to protein function. While complete understanding

of the effects caused by multiple and single synonymous mutations remains

lacking, it is possible, as done in this review, to use existing knowledge to develop

some common rules to gene design and redesign that should increase the probability

of achieving the desired quantity and activity of an expressed recombinant protein.

A combination of evolutionary, computational, and synthetic biology should

ultimately enable (1) full genome-based understanding of the impact of individual

synonymous mutations on gene function, mRNA biogenesis, protein production,

and protein folding; (2) efficient manufacturing of safer, more effective, and even

potentially individualized protein therapeutics; and (3) improved understanding of

evolutionary processes.
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7 Notes

1. Carefully planned placement of rare/non-optimal (or AT-rich) codons in the 50

termini of mRNA ORFs, especially those encoding secretory and transmem-

brane proteins, may represent an important strategy for successful gene design

and redesign enhancing proper protein production, secretion, and folding.

2. Enrichment of rare codon clusters at specific locations in a broad range of genes

implies that they have functional significance. Therefore, strategic placement of

evolutionarily conserved rare codon clusters within ORFs may facilitate correct

protein folding.

3. Use of optimal synonymous codons during gene design and redesign may lead to

substantial stabilization of the mRNA and enhancement of protein production

(at least in yeast and E. coli).
4. Mistranslation as a result of synonymous codon changes may lead to incorrect

protein folding; this should be taken into consideration when planning produc-

tion of recombinant proteins.

5. Although a variety of methods are available for gene redesign, approaches that

take into account the effect(s) of synonymous codon substitutions on translation

efficiency, protein folding, and protein activity will allow the most productive

manufacturing of safer and more effective protein therapeutics.
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