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Preface

This book brings together a wide-ranging set of contributed articles that address
emerging practices and future trends in cognitive engineering and neuroergonomics
—both aim to harmoniously integrate human operator and computational system,
the former through a tighter cognitive fit and the latter through a more effective
neural fit with the system. The chapters in this book uncover novel discoveries and
communicate new understanding and the most recent advances in the areas of
workload and stress, activity theory, human error and risk, and neuroergonomic
measures, cognitive computing as well as associated applications.

The book is organized into five main Parts:

Part I: Influencing Design with Cognitive Engineering and Neuroergonomics
Part II: Cognitive Computing
Part III: Physiological Monitoring and Interaction
Part IV: Theoretical Advances in Cognitive Engineering and Neuroergonomics
Part V: Assessing Cognition and Performance

Collectively, the chapters in this book have an overall goal of developing a
deeper understanding of the couplings between external behavioral and internal
mental actions, which can be used to design harmonious work and play environ-
ments that seamlessly integrate human, technical, and social systems.

Each chapter of this book was either reviewed or contributed by members of the
Cognitive & Neuroergonomics Board. For this, our sincere thanks and appreciation
goes to the board members listed below:

A. Alnizami, USA
A. Visa, Finland
H. Adeli, USA
G. Bedny, USA
W. Bennett, USA
A. Burov, Ukraine
P. Choe, Qatar
M. Cummings, USA

vii



M. Fafrowicz, Poland
C. Fidopiastis, USA
C. Forsythe, USA
X. Fang, USA
Q. Gao, China
Y. Guo, USA
P. Hancock, USA
D. Kaber, USA
K. Kotani, Japan
B. Lawson, USA
S. Lee, Korea
H. Liao, USA
Y. Liu, USA
T. Marek, Poland
J. Murray, USA
C. Nemeth, USA
D. Nicholson, USA
A. Ozok, USA
O. Parlangeli, Italy
R. Proctor, USA
D. Rodrick, USA
A. Savoy, USA
D. Schmorrow, USA
N. Stanton, UK
K. Vu, USA
T. Waldmann, Ireland
B. Winslow, USA
G. Zacharias, USA
L. Zeng, USA

It is our hope that professionals, researchers, and students alike find the book to
be an informative and valuable resource; one that helps them to better understand
important concepts, theories, and applications in the areas of cognitive engineering
and neuroergonomics. Beyond basic understanding, the contributions are meant to
inspire critical insights and thought-provoking lines of follow on research that
further establish the fledgling field of neuroergonomics and sharpen the more
seasoned practice of cognitive engineering. While we do not know where the
confluence of these two fields will lead, they are certain to transform the very nature
of human–systems interaction, resulting in yet to be envisioned designs that
improve form, function, efficiency, and the overall user experience for all.

Orlando, FL, USA Kelly S. Hale
July 2016 Kay M. Stanney
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Part I
Influencing Design with Cognitive
Engineering and Neuroergonomics



Cued Recall with Gaze Guiding—
Reduction of Human Errors
with a Gaze-Guiding Tool

Barbara Frank and Annette Kluge

Abstract Gaze guiding has been found to be effective for skill acquisition. In three
studies, 120 participants learned how to operate a simulated process control task
and acquired complex cognitive skills. The studies differed only in the simulated
process control tasks: Study 1 consisted of a fixed-sequence task, Study 2 of a
contingent-sequence task and Study 3 of a parallel-sequence task. After two weeks,
the acquired skill had to be recalled. The Gaze-Guiding group received the help of a
gaze-guiding tool in week 3, while the Control group received no help. The results
of all studies imply that the gaze-guiding tool supported the correct execution of the
tasks. In Study 3, the gaze-guiding tool also supported a higher production outcome
compared to the Control group. Gaze guiding can be used as a cued recall tool for
skills which require the exact execution of a procedure for different task types.

Keywords Gaze guiding � Dual task � Fixed task � Decision making � Complex
cognitive skill � Standard operating procedures

1 Introduction

Printing a document from a computer is easy: Press print and the document is
printed. But when a system failure arises, printing gets annoying, e.g. when the
document is stuck in a “queue”. Often, the computer user does not know what to do
next, even if the specific problem has occurred before. First, the user has to know
why the problem occurred. Second, the user has to decide whether to (a) fix the
problem by him/herself—“pause”, “cancel”, end queue service in system settings,
restart or try all of these together or (b) search for instructions on the internet and

B. Frank (&) � A. Kluge
Department of Work, Organizational and Business Psychology, Ruhr-University Bochum,
Universitätsstraße 150, 44801 Bochum, Germany
e-mail: barbara.frank@rub.de

A. Kluge
e-mail: annette.kluge@rub.de

© Springer International Publishing Switzerland 2017
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follow them. In such a case, the system failure would be easier to fix if the system
detected the reason for the fault and provided support adapted to the user’s skills. In
other words, when the user has already pressed “cancel” (which is part of the fixing
procedure) but does not know what to do next and stops interacting, the system
would tell the user what to do next.

Such a scenario and skill loss can also occur in any situation in which a skill is
rarely used. In industries like process control and air transportation it is difficult and
yet important to maintain rarely used skills over a period of non-use. These rare
situations in which initially learned skills are necessary are called non-routine situ-
ations [1]. Examples are the start-up of a plant, solving issues, taking corrective
actions after incidents, or taking over when automation breaks down. In such cases,
operators follow ‘standard operating procedures’ (SOP): They have to know which
procedure is necessary, what the content of the procedure is, and how the procedure is
executed [1]. A single handling error can provoke hugely harmful consequences,
which can be prevented by extensive initial skill training and recurrent or refresher
training after a defined time period [2, 3]. As such tasks are performed by
human-computer interaction, the recall process of once-learned skills can be sup-
ported by a gaze-guiding tool that is implemented on the computer interface.
A gaze-guiding interface fades in information into the control interface based on the
current situation of the system and the intended procedure [4]. The present paper
analyzes the potential of gaze guiding for cued skill recall in three complex task types:
a fixed-sequence task, a contingent-sequence task and a parallel-sequence task.

1.1 Complex Cognitive Skills, Complex Tasks and Retention

An operator learns complex cognitive skills which consist of a combination of
sub-skills. Generally speaking, a skill is a well-organized performance that requires
coordinated processes of perception, cognition and action, is acquired through
practice, and is performed with economy of effort [5, 6]. Complex cognitive skills
are skills that are necessary e.g. in computer programming and dynamic process
control tasks [7]. They can be divided into motor sub-skills and cognitive sub-skills
[7]. Skills that have once been acquired can decay after periods of non-use [2] due to
a decrease in retrieval strength (New Theory of Disuse [8]). Following this approach,
skill retention requires the maintenance of high retrieval strength of learned skills.

Complex tasks consist of multiple elements that need to be executed [9].
According to Kluge [1], a complex task “can be decomposed into part-tasks that
include sequences of steps, which need to be integrated and coordinated based on
attentional processes and need to be orchestrated based on the simultaneous pro-
cessing of knowledge elements into a interdependent team to meet the organiza-
tional goals” (p. 35). For the execution of complex tasks, complex cognitive skills
are required, which are learned based on standard operating procedures (SOP) [10].
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Such complex tasks in non-routine situations can consist of fixed-sequence tasks,
contingent-sequence tasks and parallel-sequence tasks.

• In fixed-sequence tasks, the operator first needs to ascertain what kind of task
has to be executed (e.g. start-up of a plant or error management) and then needs
to execute the initially learned standard operating procedures sequentially
(SOPs) [1].

• Dynamic decision making can be defined by multiple, interdependent and
real-time decisions, occurring in an environment that changes independently and
as a function of a sequence of actions [11]. In such an environment, decisions
under certainty take place: The operator is aware of possible alternatives, con-
sequences and the order of preferences [12]. A contingent-sequence task under
certainty can consist of a fixed-sequence task in which at a special point or under
a special condition, the operator has to perform the next steps based on a correct
gathering of information and interpretation of the situation.

• Parallel-sequence tasks basically consist of two sequences which have to be
synchronized in time [6, 13, 14]. In these tasks e.g. the operator has to control a
second task while executing a first task, and both tasks are executed based on
SOPs. A conscious, directed attention allocation and time-sharing is necessary
to perform the task [13, 15]. An example of such a task is when a pilot is
controlling different instruments during take-off, and consequently has to divide
his/her attention according to change frequency and how valuable and costly the
attention is [16].

1.2 Gaze Guiding

Cued recall is the recall of elements from memory triggered by cues [17]. An
example of cued recall is remembering words with the support of word categories
[18]. Possible methods for applying cued recall to complex cognitive skills are job
aids. Job aids are used to process, store and extend information [19, 20]. Skills that
are used infrequently, consist of sequences, and contain a large amount of infor-
mation can be supported by job aids [21]. A procedural job aid is designed to guide
users through the procedure step by step [20, 22]. A dynamic computer-based job aid
such as the present gaze-guiding tool supports the operator if s/he fails to remember
the next step, and interrupts the interaction with the system. Dynamic
computer-based job aids have been used for the learning of skills and can be applied
through various methods, such as the “attention guidance technique” and “visual
cueing”. These methods assist learners in complex learning environments in which it
may be challenging to detect relevant information and cues [23]. The attention
guidance technique has been particularly applied in skill acquisition [24]. Attention
guidance facilitates the search for relevant information and problem solving with
salient, critical information [25]. A comparable method is “visual cueing”, which has
also been used for learning [26]. Visual cueing highlights e.g. tasks, graphics or
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animations with arrows, circles or distinctive colors [26]. Some studies have shown
that visual cueing guides attention and supports fast skill acquisition of information,
retention and problem solving [26–28]. However, various studies found that simply
highlighting relevant areas was not sufficiently effective for improving performance
and reducing errors [24, 25, 29]. As a conclusion, it seems reasonable to provide
further textual information, in addition to highlighting relevant areas, and to ensure a
resource-friendly processing and understanding [24]. This can be offered by a
gaze-guiding tool, which is able to guide the operator’s gaze and consequently
attention to the relevant areas and provide further information [30]. The optimal
gaze-guiding tool balances the operator’s mental workload and does not overextend
her/him with too much information [31]. Recent studies have shown that
gaze-guiding methods have been used successfully as learning support [32]. For
instance, the performance of surgery students was found to be positively supported
by a form of gaze guiding showing the next relevant steps as compared to explo-
ration [32].

Based on the assumption that cued recall embodied by gaze guiding harbors the
potential to support the operator’s skill recall after a period of non-use, the fol-
lowing hypothesis is developed (and analyzed for each study):

Hypothesis: After a period of non-use and in a retention assessment, a group
which is supported by gaze guiding shows a superior performance compared to a
group without gaze guiding and free recall.

2 Method

2.1 Sample

Studies 1–3 were conducted from October 2014 to December 2015 with a sample of
100 participants for each study. In the following, only a subsample is analyzed to
investigate gaze guiding in particular. The three studies differed only with respect to
the learned task type (fixed-sequence task, contingent-sequence task,
parallel-sequence task).

Study 1. From October 2014 to December 2015, 40 engineering students (15
female) participated in the study. Four participants were excluded based on the
selection criteria (see below). The participants were recruited by postings on social
networking sites and flyers handed out to engineering students. To ensure technical
understanding which was required for the technical task, only students from faculties
of engineering were recruited. Participants received 25€ for taking part. The study
was approved by the local ethics committee. Participants were informed about the
purpose of the study and told that they could discontinue participation at any time (in
terms of informed consent). All participants were novices in learning the process
control task used in the study. The recruitment was similar for all three studies.
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Study 2. From April to July 2015, 40 students took part in the study (12 female).
Five participants were excluded based on the selection criteria (see below).

Study 3. From October to December 2015, 40 students took part in the study (13
female).

2.2 Process Control Tasks

The complex cognitive skill in the present studies was performed in a simulated process
control task: The participants had to know the content of the particular start-up pro-
cedure (SOP) and how to interact with the interface. The participants learned how to
operate the microworldWasteWater Treatment Simulation (WaTrSim). The operation
ofWaTrSim includes the start-up of the plant, which is assumed to be a non-routine task
that requires skill retention [10]. In WaTrSim, the operator’s task is to separate waste
water into fresh water and gas by starting up, controlling and monitoring the plant. The
operation goal is to maximize the amount of purified water and gas and tominimize the
amount of waste water (only separated purified gas outcome was used for the calcu-
lations because this shows that the participants performed the last steps of the start-up
procedure; water had already been produced after the operation of column K1). This
goal is achieved by considering the timing of actions and following the start-up pro-
cedure. The start-up procedure differed in all three studies.

Study 1. The operation included the start-up procedure of the plant as a fixed-
sequence task comprising 13 steps (Table 1). Performing the WaTrSim start-up
procedure correctly and in a timely manner led to a production outcome of a min-
imum of 200 l of purified gas. The minimum amount of purified gas in the initial
training was used as selection criterion (>=200 l). Start-up time was max. 180 s.

Study 2. The operation included the start-up procedure of the plant as a contingent-
sequence task comprising 13 steps and following five steps for each condition. The
following five steps had to be executed depending on the conditions: heating
W1 > 15 °C or heating W2 < 70 °C. After one of the conditions had occurred, the
correct four steps had to be executed (Table 1). Performing the WaTrSim start-up
procedure correctly and in a timelymanner led to a production outcome of aminimum
of 100 l of purified gas. The minimum amount of purified gas in initial training was
used as selection criterion (>=100 l). Start-up time was max. 240 s.

Study 3. The operation included the start-up procedure of the plant as a
parallel-sequence task. Two sequences had to be operated in parallel: 13 steps for
sequence 1 and three steps for sequence 2. Sequence 2 had to be executed when the
level of tank Bf had reached >75 % or <25 %. After one of the conditions had
occurred, the correct two steps had to be executed (Table 1). Performing the
WaTrSim start-up procedure (both sequences in parallel) correctly and in a timely
manner led to a production outcome of a minimum of 200 l of purified gas.
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Table 1 Description of fixed-sequence task (Study 1), contingent-sequence task (Study 2) and
parallel-sequence task (Study 3)

Step Study 1 Study 2 Study 3

Fixed-sequence
task
Start-up
procedure: 13
steps

Contingent-sequence
task
Start-up procedure: 13
steps and 2 � 5 steps

Parallel-sequence task
Start-up procedure: Sequence 1 (13 steps)
and Sequence 2 (2 � 3 steps); both
sequences had to be executed in parallel

1 LIC V9: flow
rate 500 l/h

LIC V9: flow rate
500 l/h

LIC V9: flow
rate 500 l/h

A Monitor tank level of
tank Bf constantly

2 V2 deactivate
follower control

V2 deactivate follower
control

V2 deactivate
follower
control

3 Valve V1: flow
rate 500 l/h

Valve V1: flow rate
500 l/h

Valve V1: flow
rate 500 l/h

Condition 1:

4 Wait until
R1 > 200 l

Wait until R1 > 200 l Wait until
R1 > 200 l

B Tank level
Bf > 75 %

5 Valve V2: flow
rate 500 l/h

Valve V2: flow rate
500 l/h

Valve V2: flow
rate 500 l/h

C FIC V8: flow rate
90 %

6 Wait until
R1 > 400 l

Wait until R1 > 400 l Wait until
R1 > 400 l

D Heating W2: 70 °C

7 Valve V3: flow
rate 1000 l/h

Valve V3: flow rate
1000 l/h

Valve V3: flow
rate 1000 l/h

8 Wait until
HB1 > 100 l

Wait until
HB1 > 100 l

Wait until
HB1 > 100 l

Condition 2:

9 Activate heating
HB1

Activate heating HB1 Activate
heating HB1

B Tank level
Bf > 25 %

10 Wait until
HB1 > 60 °C

Wait until
HB1 > 60 °C

Wait until
HB1 > 60 °C

C FIC V8: Flow rate
10 %

11 Activate
column K1

Activate column K1 Activate
column K1

D Heating W2: 20 °C

12 Valve V4: flow
rate 1000 l/h

Valve V4: flow rate
1000 l/h

Valve V4: flow
rate 1000 l/h

13 Valve V6: flow
rate 400 l/h

Valve V6: flow rate
400 l/h

Valve V6: flow
rate 400 l/h

14 W1 > 15°C OR W2 > 70°C

15 LIC V8
deactivate

LIC V8
deactivate

16 LIC V9
700 l/h

LIC V9
600 l/h

17 LIC V8
500 l/h

LIC V8
400 l/h

(continued)
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The minimum amount of purified gas in initial training was used as selection
criterion (>=200 l). Start-up time was max. 240 s.

2.3 WaTrSim Gaze Guiding

The gaze-guiding tool used in the present study (Fig. 1) has been described, pre-
tested [33] and evaluated as effective in a process control task [4]. The gaze-guiding
tool is technically implemented with a transparent, darkened interface that leaves
space for the relevant cue element, a red-orange flashing frame of the cue element,
and additional textual information of the following step with a pictogram (Fig. 1).
The gaze-guiding tool is faded in at a predefined time point and after the system has
reached the relevant conditions for the next steps in order to ensure that the operator
has time to recall and react independently without the gaze-guiding tool. The
gaze-guiding tool is only faded in if the operator has not executed the relevant next
step in a timely manner. After the gaze-guiding tool has been faded in, it disappears
again when the operator interacts with WaTrSim. It is faded in repeatedly until the
operator executes the correct adjustments of the relevant step [4, 33].

Table 1 (continued)

Step Study 1 Study 2 Study 3

Fixed-sequence
task
Start-up
procedure: 13
steps

Contingent-sequence
task
Start-up procedure: 13
steps and 2 � 5 steps

Parallel-sequence task
Start-up procedure: Sequence 1 (13 steps)
and Sequence 2 (2 � 3 steps); both
sequences had to be executed in parallel

18 Heating
W1
15 °C

Heating
W2
70 °C

Min. prod.
outcome IT:
200 l

Min. prod. outcome
IT: 100 l

Min. prod.
outcome IT:
200 l

Max. start-up
time: 180 s

Max. start-up time:
240 s

Max. start-up
time: 240 s

IT initial training

Fig. 1 Example of the
gaze-guiding tool. The
interface is darkened, the
valve is highlighted with a
flashing red-orange frame and
a yellow text box is displayed
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2.4 Research Design

Studies 1–3. The studies consisted of a 2 � 2 mixed experimental design (be-
tween- and within-subjects design). One experimental group (Gaze-Guiding group)
and one Control group were analyzed at two measurement time points (week 1:
initial training and week 3: retention assessment).

2.5 Variables

Independent Variables. The gaze guiding is described in 2.3 (adapted to the
sequence that needs to be executed in Studies 1–3).

Dependent Variables. The production outcome was measured by the produced
amount of purified gas. For the calculations, the best trial of the initial training
(week 1) and the first trial of the retention assessment (week 3) were used. The
minimum production outcome at the initial training depended on the task. Study 1:
200 l, Study 2: 100 l, Study 3: 200 l.

The start-up mistakes are the sum of incorrect valve adjustments and procedure
mistakes, such as adjustment of the incorrect valve flow rate, and depended on the
task. The start-up mistakes of the best production outcome trial of the initial training
and of the first trial of the retention assessment were used for the calculations. Study
1: 0–15 mistakes, Study 2: 0–19 mistakes, Study 3: 0–21 mistakes (recalculated in
percentages, 0–1).

Control Variables. Start-up time: The start-up time was measured for the best
production outcome trial of the initial training (week 1) and the first trial of the
retention assessment (week 3). The start-up time was limited depending on the task.
Study 1: 0–180 s. Study 2: 0–240 s. Study 3: 0–240 s.

Retentivity was measured with the Wilde Intelligence Test-2, which consists of
verbal, numerical and figural information [34]. First, the participants had to
memorize the verbal, numerical and figural information for four minutes. After a
disruption phase of 17 min, they then answered reproduction questions related to
the memorized information, choosing one of six response options (scores from 0 to
21; identical for Studies 1–3).

2.6 Procedure

The procedure was similar for Studies 1–3. The participants attended twice: initial
training and (after two weeks) retention assessment.

The initial training (week 1) lasted for 120 min. After completing a test con-
cerning retentivity, participants explored the simulation twice. They were then
given information and instructions about the start-up procedure. After this, they
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trained the start-up procedure (fixed-sequence task, contingent-sequence task or
parallel-sequence task) with a manual. Following the training, the participants had
to perform the start-up procedure four times without help. They were required to
produce a minimum of purified gas (Study 1: 200 l, Study 2: 100 l, Study 3: 200 l).

Two weeks after the skill acquisition, the retention assessment (week 3) took
place, which lasted for approximately 30 min. The participants were asked to start
up the plant up to five times without help (the first trial was used to assess skill
retention). The Gaze-Guiding group received the support of the gaze-guiding tool if
necessary.

3 Results

The descriptive statistics are given in Table 2. In Study 1, four participants and in
Study 2, five participants were excluded due to a too low production outcome at
initial training. The groups did not differ in terms of control variables (p > 0.05).

3.1 Hypothesis-Testing

To test the hypothesis, repeated measures ANOVAs with the two measurement time
points initial training and retention assessment were conducted to measure skill
retention.

Study 1: Fixed-Sequence Task (N = 36; Fig. 2). The analysis showed no
significant difference between the Gaze-Guiding and Control group in terms of
production outcome (interaction of time*group: F(1, 34) = 1.97, p = 0.169,
n2p ¼ 0:06). The analysis of start-up mistakes showed that the Gaze-Guiding group
made significantly fewer start-up mistakes than the Control group (interaction of
time*group: F(1, 34) = 27.28, p < 0.001, n2p ¼ 0:05).

Study 2: Contingent-Sequence Task (N = 35; Fig. 2). The analysis showed no
significant difference between the Gaze-Guiding and Control group in terms of
production outcome (interaction of time*group: F(1, 33) = 0.82, p = 0.372,
n2p ¼ 0:02). The analysis of start-up mistakes showed that the Gaze-Guiding group
made significantly fewer start-up mistakes than the Control group (interaction of
time*group: F(1, 32) = 17.60, p < 0.001, n2p ¼ 0:04).

Study 3: Parallel-Sequence Task (N = 40; Fig. 2). The analysis showed that
the Gaze-Guiding group produced significantly more purified gas than the Control
group (interaction of time*group: F(1, 38) = 7.98, p = 0.008, n2p ¼ 0:17). The
analysis of the start-up mistakes showed that the Gaze-Guiding group made sig-
nificantly fewer mistakes compared to the Control group (interaction of time*group:
F(1, 38) = 4.96, p = 0.032, n2p ¼ 0:12).

Cued Recall with Gaze Guiding—Reduction of Human Errors … 11
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Studies 1–3 (N = 110). Only start-up mistakes were analyzed for Studies 1–3 as
a whole due to different production outcome criteria (and start-up times) in the three
studies. The analysis showed that all three Gaze-Guiding groups (treated as one
group) made significantly fewer mistakes than the Control groups (treated as one
group): F(1, 108) = 29.77, p < 0.001, n2p ¼ 0:22 (interaction of time*group).

4 Discussion

The results show that the gaze guiding tool supported the cued skill recall after a
period of non-use for the correct execution of all three tasks. Using the gaze guiding
tool results in comparable start-up mistakes to the initial training and in fewer
start-up mistakes compared to the Control group in all tasks. This indicates that the
gaze-guiding tool has the potential to support the execution of the tested task types.

Nevertheless, the effectiveness differs between the tasks that are supported. The
results indicate that gaze guiding supported a higher production of purified gas for
the parallel-sequence task compared to the Control group and when comparing two
measurement time points, but this was not shown for the fixed-sequence and the
contingent-sequence task. Especially in the contingent-sequence task, the
gaze-guiding tool was not found to be effective (production outcome M = 5.25). It
can be assumed that gaze guiding decreases in efficacy with increasing number of
skill elements in a task. In this respect, the affordances of the contingent sequence
were higher than in the other two sequences: The contingent sequence consisted of
23 steps (both conditions; fixed sequence: 13 steps) and the participants had to
decide which procedure to follow depending on predefined cues that needed to be
acknowledged. Accordingly, an incorrect situation assessment could result in the
execution of the wrong follow-up sequence, thus leading to zero production
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CG Fixed
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Start-up mistakes

Fig. 2 Production outcome and start-up mistakes for gaze-guiding group (GG) and control group
(CG) of study 1 (fixed), study 2 (parallel) and study 3 (contingent)
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outcome. In sum, it can be concluded that the gaze-guiding format chosen in the
presented studies is not a “one-size-fits-all”-sequences solution. Instead, further
research is needed to determine the benefits and limitations of different
gaze-guiding design principles for different sequences.

The results also suggest that the gaze-guiding tool cannot support the perfor-
mance with regard to production outcome, which depends on the speed of sequence
execution: In all groups, the skill level decreased from initial training to retention
assessment, and for the contingent-sequence task in particular, no benefit of the
gaze guiding could be shown. The descriptive statistics of the control variable
start-up time suggests that the groups using gaze guiding started up WaTrSim more
slowly at the retention assessment than at the initial training. This may be a reason
why the production outcome was lower at the retention assessment even if the
start-up procedure was executed correctly. It can therefore be suggested that gaze
guiding is a helpful tool for the correct execution but that there is also some
potential for development in terms of optimizing the timing of the gaze guiding. For
example, the timing could be adjusted so that gaze guiding is faded in earlier,
enabling the participants to act earlier.

In cases of emergencies, incidents or breakdowns, the correct execution is
important for controlling the plant safely. The present results represent a promising
start point for developing a gaze-guiding tool that is able to support operators in
executing SOPs after longer periods of non-use.
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Investigation of the Recognition
of Different Font Sizes on Human-Machine
Interface and Physiological Characteristics
for Aged People

Shengwen Luo, Li Ding, Linghua Ran and Yan Li

Abstract With the growing population of the elderly people, designers of the
human-machine interface must consider their psychophysiological characteristics.
Three groups of subjects with a mean age of 21.0, 38.5 and 61.5 years, participated
in the experiments. First they were examined by the perimeter. Then their near
vision were measured by the Landolt ring test. Finally a Chinese character choosing
task was done. The senile group had a marked decrease of light sensitivity and also
a decline of near vision. For the 9-point font, there was no significant difference
among three groups. However, for the 6-point font, the senile group reacted slowly.
In the future, for the sake of the aged people, it would be of great importance to
work out the critical and optimal font sizes under different light conditions. To
obtain this goal, more experiments should be done and more subjects should be
involved.
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1 Introduction

The human-machine interface design is important in modern machine. The study of
it is widely used in areas of cell phone, computer, tablet PC and other intelligent
electronic products. Many factors in the human-machine interface design seriously
affect the quality of user experiences, and one of the factors is font size.

Aging is the time-dependent accumulation of cellular insults or damage
accompanied by subsequent functional decline that increases organisms’ vulnera-
bility to death [1]. Advanced age is widely recognized as one of the biggest risk
factors for many of the leading causes of vision loss, such as Presbyopia, cataract,
glaucoma, age-related macular degeneration (AMD) and diabetic retinopathy [1, 2].
One of reasons why the advanced age influence the vision is that the level of some
endocrine substances produce changes in the eyes. According to recent studies,
melanopsin, melatonin rhythms, and many other endocrine substances are
responsible for the human vision [3, 4], and some of these substances would
decrease or change when human is getting old. Not only the endocrine substances,
but also some functional cells change in the development of human’s life. And the
human anatomy theory explains the sensitivities of human’s eyes depend on the rod
cells and cone cells in the eye. Rod cells produce rhodopsin to make human’s retina
sensitive to the weak light and therefore it matters to eyes function such as dark
adaption. Moreover, many other factors can also influence the synthesis of rho-
dopsin, for example, the lack of vitamin A assimilated from outside. As people are
getting old, the synthesis function of their body’s cells, including rod cells and cone
cells, will decay. This change is one of the reasons causing weakness of the older
man’s sensitivity to light.

Some researches prove that the aged people have different performances in the
function of eyes. Raymond P. Najjar discusses age-related decrease in non-visual
sensitivity to light. The age has a great relationship with human’s non-visual sen-
sitivity [5], which relates to one of the intrinsically-photosensitive retinal ganglion
cells [6]. And the human’s visual sensitivity also relates to another
intrinsically-photosensitive retinal ganglion cells, namely roll cells and cone cells.
Joanne M. Wood and his team [7] discover that different aged drivers also had
different visual abilities of seeing pedestrians at night. It proves that some skills of
human’s eyes become weaker when human is getting old.

The physiological characteristics of human’s eyes are meaningful in the
human-machine interface design. Different font sizes influence the information
transmission efficiency [8]. Andrew R. Whatham and his partners carry out a series
of experiments in which subjects with normal vision are asked to read isolated
lowercase single letters and lowercase words of 4, 7 and 10 letters, in separate tests.
And the result reveals that critical character sizes have a functional relation with the
subjects’ acuity, which proves the font size is able to be the measurement of
human’s vision [9]. The surrounding luminance also makes the difference in the
recognition of the word which prove that the light intensity is one of the important
factors in the font recognition [10]. The human characteristics which relates to the
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light intensity is their sensitivity to light. Thus, we make a hypothesis that the
sensitivity to light influence the human’s performance on the human-machine
interface; ultimately, vision and sensitivity to light may influence the design of font
sizes on the human-machine interface.

Based on the abovementioned studies, the hypothesis of this study is that
human’s age, vision acuity and sensitivity to light affect the ability of recognition of
different font sizes on human-machine interface. And its aim is to discover the
relations among them, hoping to provide a reference for the human-machine
interface design. In this study, three experiments are designed to measure the
physiological characteristics of subjects’ eyes. The first experiment measures the
subjects’ sensitivity to light using IVS-201B automatic perimeter. The second
experiment applies an E-prime program to record the reaction time of recognizing
the different font sized Chinese characters. And the third is the Landolt ring
experiment to measure the subjects’ near vision. The statistical analysis will be used
to find out the relations.

2 Methods

2.1 Subjects

Eighteen subjects participated in the project (N = 18). They were divided into three
groups by age, and each group consisted of three males and three females. The
average age of each group was 21.0 ± 2.0, 38.5 ± 5.5 and 61.5 ± 5.5,
respectively.

2.2 Experimental Procedures

Apparatus.

(1) IVS-201B Automatic perimeter: the subject was required to cover one eye
with an eye patch and receive the check of the perimeter to measure Central
30° field of vision. The measured results were represented by numbers (refer
to Fig. 1), and the larger the number is, the more sensitive to light.

(2) Lenovo X201 computer: for running E-prime programs.

E-prime Programs. Two E-prime programs were used in the experiment. The
subjects finished the tests under the environment with indoors illumination rated at
300 lx.

One of the programs was aimed to identify the ability of recognizing the different
font sizes on the human-computer interaction interface. The program asked the
subjects to choose two Chinese characters on the same page. The displayed page
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had nine optional rectangles and each contained two characters inside except the
middle one. The subjects were supposed to choose the middle character first and
then identify the same character from the surrounding rectangles. Both the reaction
time (RT) and accuracy were recorded by E-Prime (Fig. 2).

Another program was meant to check the subjects’ near vision. It used Landolt
ring to serve the purpose. Subjects were asked to sit about forty centimeters away
from the laptop’s screen and look at the screen horizontally. When the Landolt ring
appear in the center, they were required to choose the right direction of the gap on
the Landolt ring by pressing four buttons ‘w, a, s, d’, which represented four
different directions. There were 29 levels of Landolt ring sizes with visual angles
ranging from 1 to 15 arc minutes. E-prime recorded reaction time (RT) and
accuracy of each trial correctly (Fig. 3).

2.3 Statistical Methods

(1) First, this study listed the averaged value and standard deviation of each group
to give a clear description;

Fig. 1 Digitized sensitivity to light
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(2) Second, two-tailed paired t-test was used to get the H-value and P-value. T test
is the most frequently used test to determine if two sets of data are significantly
different from each other.

(3) Lastly, linear correlation analysis was used to judge the linear correlation
among factors and get the correlation coefficient (R) and P-value.

3 Results

The 4 � 4 centering matrix (shown in Fig. 1) was chosen to represent each sub-
ject’s sensitivity to light. The reason why these data has been chosen was that the
subjects mostly had the best feeling to light in this area and normal people used this

Fig. 2 The interactive interface that measured the reaction time

Fig. 3 The interface of the
program that tested the vision
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part of their eyes to watch things for most of the time. This area of human’s eyes
has a great influence on human’s life and its value is meaningful in statistics.

The vision of each subject was represented by the lowest level of Landolt ring
size that he was able to recognize. The ability of subjects to recognize the font size
on computer was measured by the reaction time on recognizing 6 font size and 9
font size. In analyzing this outcome, the recognition accuracy was ignored because
the two font sizes were large enough for subjects to do almost every trial correctly.

3.1 Averaged Value and Standard Deviation Analysis

According to the averaged analysis (see Table 1), the sensitivity to light and vision
decreased along with the increase of age especially between the senile group and
the middle aged group. It might be due to the degeneration of subject’s eyes as they
are getting old. Reaction time of 6-point character choosing task also increased
along with the increase of age.

3.2 T-Test Result Analysis

T test result revealed that the sensitivity to light had significant difference between
middle aged and senile group, the same can be said of the difference between
youngest and senile group, especially in the left eyes’ data. The other factors did not
reveal the obvious regulation in the comparison (Table 2).

Table 1 Averaged values and standard deviation of each group

Group Youngest Middle aged Senile

Age 21.67 ± 1.47(yrs) 39.00 ± 4.24(yrs) 60.83 ± 4.07(yrs)

Sensitivity to light
(OS)

31.73 ± 0.72 31.75 ± 1.17 25.13 ± 5.06

Sensitivity to light
(OD)

31.83 ± 1.55 31.92 ± 1.13 25.10 ± 4.67

vision 2.17 ± 2.40 (level) 3.17 ± 2.56 (level) 5.17 ± 2.71 (level)

RT(6) 3127.84 ± 961.97
(ms)

3486.27 ± 570.19
(ms)

3907.95 ± 1232.53
(ms)

RT(9) 2517.25 ± 564.19
(ms)

2477.64 ± 308.21
(ms)

2787.25 ± 532.72
(ms)

(OS means the left eyes, OD means the right eyes)
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3.3 Correlation Analysis of Factors

Age and Sensitivity to Light. The correlation analysis revealed the regulation
between age and averaged sensitivity to light. The P-value is 0.054 and the cor-
relation coefficient (R) that is −0.5395 which prove that the sensitivity to light has
negative correlation with age. This result stated that the age may influences the
human’s sensitivities to light.

Age and Reaction Time. The results did not reveal that age is one of the
influencing factors of the reaction time in recognizing the characters. The corre-
lation P-values were 0.165 (6-point font), 0.283 (9-point font) and the correlation
coefficients (R) were 0.341 (6-point font), 0.267 (9-point font). The explanation of
this phenomenon could be due to the fact that the font size was not small enough.

Vision and Reaction Time. The results did not indicate that vision was the
influencing factor of the reaction time, either. The correlation return P-values were
0.398 (6-point font), 0.201 (9-point font) and the correlation coefficients (R) were
0.212 (6-point font), 0.316 (9-point font). The reason may be that the font sizes
were large enough for the subjects to see them clearly despite the differences in their
vision.

Sensitivities to Light and Vision. The linear correlation was not obvious
between averaged sensitivity to light and vision. P-value was 0.1025 and the cor-
relation coefficient (R) was −0.432. The relation may exist between them but need
further researches to testify.

Sensitivities to Light and Reaction Time. Averaged sensitivity to light had
significant relation to their reaction time for 9-point characters. The correlation
return P-values were 0.545 (6-point font), 0.016 (9-point font) and the correlation
coefficients (R) were −0.153 (6-point font), −0.560 (9-point font). Special attention
should be paid to this relation in future studies.

Table 2 P-values from t-test among groups

Group Youngest and middle
aged

Middle aged and
senile

Youngest and
senile

Sensitivity to light
(OS)

0.323090 0.032024 0.026538

Sensitivity to light
(OD)

0.919726 0.241816 0.189437

vision 0.580456 0.269875 0.095162

RT(6) 0.345665 0.541139 0.160116

RT(9) 0.818502 0.354997 0.568550
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4 Conclusion

The results suggest although senile group seem to have disadvantages in sensitivity
to light, vision and reaction time, t-test and linear correlation prove that age only
has significant negative correlations with sensitivity to light. When designing the
luminance of human-machine interface, the relation between the sensitivity to light
and age should be taken into consideration. However, another relation between the
sensitivity to light and reaction time of the recognizing experiments shows sig-
nificance for the larger characters (9-point font size). The reason of this phe-
nomenon may be that the experiments have controlled the indoors illumination
rated at 300 lx. In this condition, the difference among the individuals’ sensitivities
to light are not revealed by the recognizing experiments. In the further research, the
indoor illumination condition should be changed to find out the relation between
these two factors and number of subjects should be increased.

The vision test reveals that the senile group have a certain gap with the youngest
and the middle aged one. However, the difference is not big enough to justify the
relation between the age and the vision. The relations of vision, sensitivity to light,
and the reaction time are not revealed by the experiment. The probable reasons
could be that the font sizes in the experiment is not small enough to reveal the
difference in the subjects’ vision.

This study discusses the sensitivity to light, reaction time on recognizing
experiments, age and vision, but there exist some limitations:

(1) The quantity of the subjects is too small. In the future research, the quantity of
the samples should be increased;

(2) Except the factors that these experiments included, there are also some other
factors having a great impact on the font recognition which need considering
in the future research;

To conclude, In the future, for the sake of the aged people, it would be of great
importance to work out the critical and optimal font sizes under different light
conditions. To obtain this goal, more experiments should be done and more subjects
should be involved.
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Cognitive Ergonomics Applied
to the eQRH: Developing an Electronic
Quick Reaction Handbook for Use During
Aviation Emergencies
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Abstract Technology has transformed much with regard to in-flight use of elec-
tronic flight bags (EFBs), but little formal literature addresses guidelines for elec-
tronic (non-print) presentations designed to aid in “quick reaction” situations such
as emergencies or abnormal conditions in flight. This paper contributes to the body
of knowledge by describing the development of an electronic “Quick Reaction
Handbook” (eQRH) using content from an aviation platform (the KC-135 aircraft).
We describe design features that consider (1) technology capabilities and limita-
tions, (2) the operational environment, and (3) human capabilities and limitations in
stressful situations. We discuss specifically tailored cognitive engineering/cognitive
ergonomics methods for overcoming challenges during development (such as
translation of content from paper-based media, subject matter expert knowledge
elicitation, and eQRH verification and validation). We describe generalizable
cognitive ergonomics design principles for the eQRH, and formulate a procedural
template (process model) and technical data “content templates” for general eQRH
development.
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1 Introduction

Aviation checklists specify a series of defined procedures, equipment parameters
and operator actions intended to achieve peak performance in both normal and
emergency flight conditions. This information is developed by airplane manufac-
turers, and is provided to aircraft owners as procedural manuals and checklists after
flight testing and approval. Converting aviation checklists to different formats
requires meticulous attention to maintaining accuracy and completeness of the
original content.

In many modern aircraft, checklists are displayed on integrated cockpit displays
to guide pilots through required steps, which may be ordered by priority and/or
color-coded to indicate urgency. As steps are completed, the crew must acknowl-
edge each checklist item, which then disappears from the screen before proceeding
to the next item.

In older aircraft, aviation checklists are contained in paper copies of technical
user manuals. These manuals are commonly organized according to the aircraft’s
various engineering systems, and indexed by a table of contents. The aircrew must
know (and recall) which system is at fault to solve problems in flight. Often, the
procedures themselves are written in paragraphs of prose text, which are overly
verbose and fail to prioritize required in-flight procedures over optional, ancillary or
ground procedures. This does not support quick and easy access to emergency
procedures.

Recent advances in mobile technology have spurred the use of electronic flight
bags (EFBs) in the aircraft. Increasingly, aircrews use mobile tablets to display their
aviation procedural manuals and checklists to declutter the flight deck. Some air-
crews host their full aircraft technical procedural manuals converted into PDFs on
their EFBs, while others have some form of interactive PDF.

Electronic presentations of emergency procedures to aid in quick reaction con-
ditions must consider specific design criteria beyond simple conversion of paper
manuals into digital representations of those same pages. The design must take into
consideration the capabilities and limitations of technology, the environmental
conditions in which emergency response action will occur, and the human capa-
bilities and limitations within such stressful situations. Technology capabilities such
as automation in human-system interactions and intuitive graphical representations
of procedures help to improve effectiveness and efficiency; however, technology
limitations such as battery life, susceptibility to damage (e.g., from impact or spilled
liquid), and effects of screen lighting on human vision in dark conditions are all
important considerations. The environment is often one in which only a short
amount of time is available for correct, rapid execution of a critical sequence, and
the consequences of mistakes and errors are very high. Human cognitive loads are
often quite high, as aircrew members must rapidly integrate information and data
from multiple sources in the flight deck. They must simultaneously process the
perceptual input of the emergency and attempt to reconcile the observed abnormal
situation with the correct emergency procedures (EPs). During execution of the
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EPs, aircrew must also maintain a mental map of the procedural flow, as well as
their (or their team members’) progress through that flow.

Typically, aircrew members memorize a subset of EP steps for the most critical
emergencies (the so-called “bold-face” EPs, due to their emphasis in text presen-
tations as bold-style type) [1]. With training and repetition, the paired cognitive and
motor activities required to perform the checklist eventually transition to procedural
memory, where retrieval is less affected by time pressure [2]. On the other hand,
aircrew perform non-boldface EPs when time is not as critical (relative to
bold-faced emergencies); nevertheless, non-boldface EPs are still time sensitive.
Typically, aircrew practice non-boldface EPs less often, so they would benefit from
using a checklist as a memory aid. When multiple systems fail, aircrew depend on
procedural flowcharts and decision trees to help direct emergency responses.
Reviewing a checklist helps overcome anchoring tendencies (relying too heavily, or
“anchoring,” on just some part of the information when making decisions) and
confirmation bias (interpreting information in a way that confirms one’s precon-
ceptions, leading to errors) [2].

The above sets of considerations form the context and landscape for our current
work. In the remainder of this paper, we discuss how we apply cognitive ergo-
nomics toward developing an Electronic Quick Reaction Handbook (eQRH) for use
in aviation emergencies. We discuss specifically tailored cognitive engineering/
cognitive ergonomics methods for overcoming challenges during development
(such as translation from existing paper-based manuals and checklists, subject
matter expert (SME) knowledge elicitation, and eQRH verification and validation).
We then identify and describe several underlying generalizable design principles for
the eQRH.

2 Development Process

For a stand-alone electronic Quick Reaction Handbook (eQRH) to be effective as an
emergency resource, it must be accurate procedurally, and be relatively easy and
efficient to use on a tablet device under operational conditions. To accomplish this,
eQRH development should focus on two areas: streamlining the emergency pro-
cedure content contained in the official paper flight manual, and creating an
effective visual presentation for an interactive eQRH viewed on a tablet.

The team applied a Human Systems Engineering (HSE) methodology to guide
the analysis and development of the eQRH functional and technical requirements.
As shown in our HSE process model (Fig. 1), the methodology includes a task
analysis, subject matter expert (SME) knowledge elicitation, identification of
applicable design guidance, prototype creation and formative evaluation. In a
typical HSE analysis, the first step is a task analysis of the operator tasks in the
environment of use. This would yield the operators’ information needs, task steps
and potential sources of errors. In the present challenge, an existing flight manual,
“the user manual,” published by the aircraft manufacturer thoroughly documents
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the operators’ procedures for use in emergency situations and is endorsed as the
official document. As such, we performed a detailed task analysis on the emergency
procedures contained in the user manual and then meticulously converted them into
an eQRH format. That is, we transformed both the content and the presentation of
these emergency procedures so that they could be accessed (perceptually), inter-
preted (cognitively), and processed (mentally, physically) rapidly within a stressful
time sensitive context without losing meaning.

The task analysis (TA) is a systematic, documentable method to define the
decisions and physical tasks that a user has to execute for each of the emergency
procedures. To consolidate all of the task analysis information to support the work
of the SMEs during review, we generated a traceability template. The traceability
template contains the original source material and the TA information organized in
a logical order so that it flows from the source material to the detailed task
description to the eQRH procedural representation. The traceability template serves
as the historical record of changes for later review by a standards evaluation
committee and as input to eQRH developers.

The next step in eQRH development was to conduct SME reviews of the
traceability templates for the purpose of content verification. The SME reviews
focused on two areas: verifying the accuracy of the task analysis, and restructuring
the content into an improved organization and streamlined format. In verifying the
task analysis accuracy, SMEs judged the content and sequence accuracy, com-
pleteness, decision branching structure, links to supporting procedures and appro-
priateness of the placement of warnings and cautions. In restructuring the content,
SMEs recommended ways to reorganize, reduce and merge content into integrated
checklists where appropriate to facilitate rapid execution of procedures in an
unfolding emergency.

In a parallel work stream, we produced design guidance for presenting proce-
dural content in an interactive form. The initial design research identified a list of
human factors guidelines and standards from MIL-STD-1472G [3] and the Federal
Aviation Administration’s Human Factors Design Standard (HFDS) [4] that pertain

Fig. 1 Human systems engineering process for eQRH development
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to the design of a tablet-based emergency procedure manual. These guidelines
covered such features as touch zone size and spacing, font size and use of color.
A second literature review identified guidelines specific to the design of stand-alone
electronic checklists for abnormal and emergency situations. These guidelines cover
very general characteristics such as color usage, legibility, layout, auditory alerts,
titles, checklist order, branching, content, tracking and evaluation [1, 5–8].

To assist in selecting a presentation approach for the eQRH, we compared the
design features of two tablet-based electronic approaches to the baseline paper
procedural manual (Table 1). The goal was to select an eQRH information tech-
nology approach that would be easy to use during an emergency. This requires that
the technology support quick performance, reduce cognitive and physical workload
and minimize errors in the aircraft.

A final step in the eQRH development process was to conduct formative eval-
uations to validate the design. Formative evaluation began with soliciting input
about the procedural representation and the visual presentation in early prototypes
of the eQRH. The specific goal was to determine if the tool meets the operational
needs of the user in an emergency in three areas: procedures (are these the right

Table 1 Comparison of design features for different quick reaction handbook formats

Design
feature

Text-based paper user
manual

Text-based
Electronic manual
(Interactive PDF)
Mobile tablet

Electronic quick
reaction handbook
(eQRH)
Mobile tablet

Organization Groups procedures by
systems1, supports
engineering coherence

By systems, or
functional—organized
around decision trees,
supports cognitive
coherence2

Functional—organized
around decision trees,
binary decisions,
supports cognitive
coherence2

Navigation Table of contents Table of contents,
touchable tabs, scroll

Table of contents,
hyperlinks, decision
buttons, scroll, back
button, multi-pathing

Level of
detail

Full disclosure of all
procedures, notes,
warnings, cautions,
background, and
rationale within the
visual field across
physical pages

Full disclosure of all
procedures, notes,
warnings, cautions,
background, rationale
within the visual field
across scrollable
pages

Progressive disclosure
of information
required for specific
conditions

Layout Page, paragraph
layout, inconsistent
location of all
information across
pages

Pages, flowcharts
extending over
multiple screens and
page breaks,
inconsistent location
of content and links

Consistent display of
steps in response to
user selections,
consistent location of
interactions and
procedures

(continued)
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ones for the emergency?); procedural layout and presentation order; and interaction
design paradigm. The early evaluations followed a semi-structured interview format
to elicit responses about specific aspects of the eQRH design. We used formative
evaluation results to make iterative design changes. Once the design develops to a
relatively mature state, we will conduct formative evaluations in a simulator to gain
a deeper view of the usability of the eQRH. After design and development con-
cludes, we will conduct a summative evaluation to assess whether the eQRH meets
performance criteria when executing emergency tasks.

Table 1 (continued)

Design
feature

Text-based paper user
manual

Text-based
Electronic manual
(Interactive PDF)
Mobile tablet

Electronic quick
reaction handbook
(eQRH)
Mobile tablet

Search n/a Keyword Keyword

Touch zones n/a Generally does not
meet MIL-STD-1472
size requirements

Meet MIL-STD-1472
size req’s

Typography Fixed Adjustable size with
zoom

Meets MIL-STD-1472
size req’s, can select a
larger size

Color Yes Yes Yes

Wording Mix of action oriented
and verbose
explanation,
engineering speak

Action oriented,
concise

Action oriented,
concise

Sequencing n/a Higher priority steps
can be presented first
for conditions

Higher priority steps
can be presented first
for conditions

User history,
visual
feedback

n/a n/a Maintain historical list
of user actions, visual
highlight of user path,
mark completed steps
(optional)

Potential
technology
errors

n/a Accidental activation
of navigation controls,
markup tools, and
overlays; accidental
scaling

Accidental button
presses (recoverable)

General
technology
considerations

n/a Battery life, requires
touch-compatible
flight gloves

Battery life, requires
touch-compatible
flight gloves

Maintenance Edit a document file
and print

Edit a document file
and publish, combine
with an interaction
layer

Edit and publish new
interactive content

1Engineering Coherence Match the engineering system; complete and accurate [8]
2Cognitive/Logical Coherence Match user’s need in situ; specific and accurate [8]
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3 Discussion

In this paper, we describe a process model for translating aviation emergency
procedures from paper format to a stand-alone tablet-based eQRH. Here, we list a
number of specific design features that should be considered during the design and
development of an eQRH. During development, we identified eight generalizable
design guidelines and their corresponding underlying cognitive principles that
inform the design for the eQRH (Table 2).

Table 2 Guidelines and cognitive principles for the design of an electronic quick reaction
handbook (eQRH) for use in emergency situations

Guidelines Cognitive ergonomics
principle

eQRH application

1. Make it quick and
easy to find the correct
procedure

High cognitive
workload

Streamline content. Minimize depth of
procedural hierarchy (to 2 levels). Use
meaningful titles and labels. Provide
keyword search and auto-scroll

2. Provide decision
support

Decision making,
working and
prospective memory

Organize content around decision trees.
Display explicit decision alternatives,
such as binary yes-no questions. Visually
highlight user path and decision history

3. Prioritize and
preview steps

Direct priming Show steps to get safe first. Preview
alternative procedures for later execution
that impact early decisions and
preparation

4. Display only
information needed

Focus attention Display only information needed at the
time. Do not show steps that do not apply
at the time. Provide supporting data such
as charts and tables as collapsible panels

5. Keep phrasing direct
and object-oriented

Comprehension,
conceptual priming

Display concise wording with the object
followed by the procedural action. Use a
consistent lexicon

6. Minimize errors and
create error tolerance

Cognitive aiding Back button. Simple yes and no
selections. Show user history. Avoid
controls that induce error. Follow human
factors guidelines for touch target sizes
and legibility

7. Create multiple ways
to get information

Different mental
models

Support multi-pathing, i.e., multiple
ways to find procedures. Provide search,
TOC, links between procedures

8. Maintain design
consistency

Procedural learning
and memory

Consistent placement of content and
common controls. Use standard design
conventions
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3.1 Guideline 1. Make It Quick and Easy to Find
the Correct Procedure

During high cognitive workload, support the aircrew by making it quick and easy to
find the correct procedure(s). Design the user interface to reduce the number of
interactions (keystrokes, button presses, page turns and scrolls) to facilitate locating
the correct procedure more quickly. The design should minimize (within allowable
bounds) distance between touch targets to reduce the time to physically move
between targets [9]. The design should reduce reading time by using the least
amount of text needed to convey meaning. Titles and labels should be sufficiently
descriptive so the aircrew can select between procedures with similar initiating
conditions [10]. Providing a keyword search that accommodates a wide variety of
problem-oriented terms speeds access when users do not see the exact title or label
they are seeking. Never ask the user to take an action that the application can do for
them. A good example is auto-scrolling: when a user presses a button, such as yes
or no in response to a diagnostic question, the display should automatically scroll so
that as much newly-displayed content as possible is displayed.

3.2 Guideline 2. Provide Decision Support

Providing decision support in an emergency essentially means leading the aircrew
through the process of diagnosis and recovery. Aircrews often use decision tree
flowcharts when multiple systems fail. When explicit decisions are required, one
approach is to show only the correct procedural path [1, 7]. To accomplish this in
the eQRH, we display decision content as explicit alternatives (where possible, we
use simple binary yes-no questions). The eQRH binary question presentation allows
users to answer simple questions and displays only the appropriate actions for the
response. Additionally, where appropriate, we provide quick references that allow
users to view cognitive aids such as diagrams and illustrations. These quick ref-
erence aids are implemented with links or collapsible panels that the aircrew can
open and close for fast and easy access.

Another technique to support decisions is by visually distinguishing procedures
that have been visited or performed—indicating progress by differentiating com-
pleted steps and selected choices. This alleviates demands on users’ working
memory to recall where they are in the procedure. Maintaining a user’s history also
eases the burden on prospective memory to remember skipped steps that still
require action. Examples of visual differentiation in an eQRH include showing
different colors (or differently styled text, such as bold) for (non-) visited user
decision/action paths, maintaining a user history that the user can consult, and
allowing users to explicitly mark completed steps.
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3.3 Guideline 3. Prioritize and Preview Steps

When displaying an emergency procedure, it is essential to prioritize the display of
those steps that will remove immediate danger [7, 11, 12]. However, it is also
critical to preview alternative procedures for later execution that impact early
decisions and preparation. For these later procedures, the aircrew may need to
consider alternative procedural paths and their requisite steps, such as landing with
a manual flap extension or crossover. This allows the aircrew to consider the
options more fully and to better prepare. Preview can be accomplished with
hyperlinks or collapsible panels. By viewing the alternative information early, there
is a positive effect similar to direct priming [13] that will make EP execution more
operationally effective overall, with increased speed and efficiency in later steps.

3.4 Guideline 4. Display Only the Information Needed

During an emergency, there are many demands on attention. The eQRH should
focus attention on a small set of information within the visual field of the display
[7]. As a default display, only show steps that apply for the current condition. This
technique will minimize distractions when cognitive load is high. However, do
provide easy access to supporting information in hidden panels. For example, place
supporting charts and tables in collapsible panels and display them only when
needed.

3.5 Guideline 5. Keep Phrasing Direct and Action-Oriented

The wording for emergency procedural steps should be concise, direct and
object-oriented [7]. Display the object first followed by the specific action required
by the aircrew. For example, display “Thrust—INCREASE (until forward separa-
tion)” rather than “Tanker Pilot—Increase thrust as required (full throttle if nec-
essary) to obtain forward separation; ensure that the aircraft does not descend.”
Aircrew are generally very well trained on emergency procedures for the aircraft.
Upon viewing the word “Thrust,” the pilots will quickly bring to mind the pro-
cedures associated with it even before seeing the word INCREASE. This cognitive
prompting is a form of conceptual priming [14]. The word “increase” is associated
with a number of aircraft objects, so displaying it first would have little benefit.

The use of direct, positive phrasing and a standard lexicon [7] will improve
comprehension of procedures. For example, “Is the generator working?” is easier to
understand than a negative phrase “If the generator is not working.” Another
technique to improve understanding is the consistent use of standard word pairings.
For example, the phrase “If the GCB CIRCUIT OPEN light remains out” is easier
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to understand when phrased “Is the GCB CIRCUIT light off?” In this example, a
light is either on or off.

3.6 Guideline 6. Minimize Errors and Create Error
Tolerance

In the eQRH design, avoid error-prone controls and lay out the controls to reduce
errors. Follow human factors guidelines for touch target sizing and spacing [3].
Avoid the use of controls that induce errors particularly on touch screen tablets,
such as slider bars and scaling features. Provide mechanisms for recovering from
errors, such as a “Back” button and a user history.

3.7 Guideline 7. Create Multiple Ways to Get Information

Different users have different cognitive and interaction styles. The eQRH user
interface should be flexible enough to support different mental models [15] for
information access and usage. An effective eQRH design will support shortcuts [7]
and multiple ways to find procedures, i.e., multi-pathing. To implement
multi-pathing, provide a table of contents, search capability using a variety of terms
and links between related procedures.

3.8 Guideline 8. Maintain Design Consistency

Design consistency aids procedural learning and performance and is a “hallmark of
good checklist design” [12]. Design consistency can be achieved by the placement
of content and common controls in the same location on each page. This technique
helps train eye and hand movements through repetition, which positively impacts
procedural memory retrieval [16]. For example, display a procedure title at the top
of the page that does not scroll off the screen, and display the steps in a consistent
area of the screen. Common controls (such as home, back and next buttons) should
always appear in fixed locations. Other common controls such as selection buttons
(yes and no) and jump buttons that link to other procedures may appear in different
rows on the page but should appear in the same column location each time they
appear.
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3.9 Practical Challenges with the Development of an EQRH

We have identified several practical challenges with the development of the eQRH.
First, there will be a need to take a printed copy of the QRH onto the aircraft in
addition to the electronic version (as a backup). Developers will need to consider
how to print interactive content. As listed earlier, a paper format of a user manual
has a certain organization and layout that differs from an interactive app based on
decision tree logic with binary decisions. One approach is to create a simple set of
the eQRH flowcharts that follow the decision tree logic for printing. A second
challenge is the need to periodically update and maintain the electronic content. We
have considered a simple eQRH editor application that would allow for modifying
content as needed. Although this paper has focused on specific design guidelines for
the eQRH development, it highlights the importance of the design guidance for
interactive applications used on electronic flight bags (EFBs).
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The Impact of Chinese Cultural Elements
on the User Experience in Government
Website Design

Tian Lei, Xu Liu, Lei Wu, Ziliang Jin and Yuhui Wang

Abstract E-government has been recognized the most effective way of improving
the government’s public management and service efficiency, but at the present stage
of China’s government web site is a big gap from the expectations of the public.
A number of studies have compared the differences of government website design in
the style of image under the different cultural atmosphere. Culture plays an important
role in interface design, so in the atmosphere of Chinese traditional culture, there are
a lot of cultural identification characteristics affecting the user’s cognition and habits.
This paper will study the mapping relationship between design elements and the
cultural mental image, as well as the relationship between the government websites
design integrated into the cultural elements and the user experience.

Keywords Government website � Cultural mental image � User experience

1 Background

E-government has been recognized around the world as the most effective way to
improve the government’s public management and service efficiency, but China’s
government website still has a long way to reach the expectations of the public at
the present stage. For example: in order to conform with the characteristic of
national, city, regional, many governments embedded different culture elements
into website through a simply copying or grafting manner to build a traditional style
website. Although this method will make user feel the traditional culture, produce a
sense of familiarity,but it will also bring rigid sense to users. This will make
differences with existing cognitive habits. A good user experience needs UI ele-
ments and website style match their user’s cognitive and preference under the
culture background.

T. Lei (&) � X. Liu � L. Wu � Z. Jin � Y. Wang
Department of Industrial Design, Huazhong University of Science and Technology,
Wuhan, China
e-mail: andrew.tianlei@hust.edu.cn

© Springer International Publishing Switzerland 2017
K.S. Hale and K.M. Stanney (eds.), Advances in Neuroergonomics
and Cognitive Engineering, Advances in Intelligent Systems
and Computing 488, DOI 10.1007/978-3-319-41691-5_4

39



2 Literature Review

2.1 Culture

Culture is a very abstract concept that relate to every aspect of society. The research
of culture in academic world has been never stopped. Many research had compare
the difference of government website culture image style which building in different
culture environment, those research proved that culture is playing an important role
in user interface design, culture background will impact user’s cognitive of a website
style [1]. For example, Mushtaha and De Troyer [2] found that the cultural back-
ground would influence users’ feeling, choice and perception of the websites, based
on the data from subjects. Smith et al. [3] used the Taguchi Method to study the
difference between British and Chinese satisfactions and preferences of websites,
based on Hofstede’s study on the generic cultural differences. This study indicated
that the attitude towards e-financial websites was very different. For example,
Chinese users preferred to browse the website in a more general way compared to
British users. These studies showed that the cultural context indeed affected the
users’ cognition and behaviors. This was because Chinese have holistic thinking
style, which was possibly resulted from the deeply rooted Confucian philosophy.

In China, the culture is a kind of reflects on the characteristics of national style, it
is overall characterization of the national history of ideological culture and ideol-
ogy, Chinese traditional culture has various forms, according to the content, they
can be classified as: exponents, piano chess calligraphy and painting, literature,
traditional festivals, Chinese opera, traditional Chinese architecture, Chinese
characters, Chinese, traditional Chinese medicine, philosophy of religion, folk art,
Chinese Kung-fu, and many other types [4]. Traditional culture has a variety of
forms, and have a deep, profound impact on the user, how form cultural into our
interface design from inside to outside, and make it more in line with user’s
cognitive habits and visual style under the influence of Confucian culture, has been
one of hot issues in Chinese interface design field.

There are a lot of traditional culture elements interface design cases, they provide
us with a good idea: designer use cultural elements in a government website
interface design, expresses the unique style of the culture image; Users can convey
the cultural connotation according to the interface designer’s visual elements, so
find the mapping relationship between culture image and cultural elements, can not
only help designers expression the culture image more accurately, but also make
users feel more familiar, and have a more enjoyable visual experience [5].

2.2 Mental Image and Style

Mental image is an important concept in art and design field, but in a long term, we
still cannot use a unified concept to define it, and it means under different cultural
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backgrounds are different, in contemporary industrial design field, mental image has
been used to express the concept of product, it make direct association with product
form via the user’s visual sense. Because those elements have similar characteristics
and rules, and they represent the same mental image, and style is the best word to
describe their properties [6]. As a method of the art research, style was originally
produce in the art field, and it is used to distinguish different art forms, and different
works in same art form, style was affected by the culture and geography.

We can think of style as a kind of benchmark, it can determine the time and
place of the original creative, and also it can used to track inter-linkages between
artistic groups, it can be used to describe the characteristics of cultural or material
goods. Each user has a different style evaluation benchmark, under the same cul-
tural background, there are also differences in cognitive of culture element, what
mapping relationship between different design elements and culture image style? If
we can find the corresponding relationship between the design elements and style
imagery, this relationship must be able to help designer’s expression the style
imagery more accurate on interface, and selected elements to render the interface
style in a faster way.

2.3 User Experience

Norman propose that the user experience is a key indicator to measure the quality of
products, it can be considered that the user experience is based on cognitive and
emotional experiences [7]. Moelinger [8] think that user experiences is composed of
three part: practical experience, sensory experience, emotional experience. Lucas
Daniel [9] said: user experience is user’s practices, ideas and feelings during
interaction, including the functionality experience and emotional experience that
product provided to the user, user experience is highly subjective.

User experience is process that cognition something from outside to the inside, it
is a mixture of behavior and emotions, so it is emotional. For the users that in the
cultural background, if there is accurate mapping relationship between interface
design elements and cultural mental image, whether this visual effect will let users
feel more familiar, pleasure and produce a better user experience feelings, which it
is worth to exploring.

3 Experiment I—Test Between Culture Mental Image
and Design Elements

The first stage is to collect sample and culture image vocabulary, we extensively
collect government websites at domestic and abroad, classify the sample according
to the style, color, layout, characteristics, and the reference expert select typical
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sample in each category for the final sample. Next is to deal with the samples, the
purpose is to set a one-to-one correspondence between web design elements and
sample.

Each factors including different categories and forms, the main performance of
the web elements including page layout, color, page content, etc., in this paper, each
design elements can be divided into three categories, such as A design elements for
the “layout”, About three kinds of features are: A1, frame type, A2. Top and bottom
frame type, A3. Integrated framework, such as these, these are the design elements
of the specific characteristics of the corresponding to each sample. And then the
collection and selection the vocabulary which can reflect culture image.

3.1 Material: Mental Image Vocabulary and Samples

Widely collect vocabulary related to web design and cultural image, and selected 32
groups of vocabulary, then print them into the image form and make a 5 point scale
questionnaire, from 1 to 5 points in turn represent “completely unable to express
web interface style”, “can’t express web interface style”, “general”, “comparison
can express web interface style”, “completely can express web interface style”. The
participants according to image vocabulary evaluate the web interface style with
scale level.

Eight male subjects, twelve female subjects, they are between the ages of 21 and
30, 15 participants from industrial design major, the other five students from
non-industrial design professional, after test statistics, we select the following 12
groups of mental image vocabulary as shown in Table 1.

We collect many website interface at home and abroad, including government
agencies, research institutions, universities and other sites, finally collected 118
screen-shots of the home page. The four kinds of layout of the interface as clas-
sification criteria, 118 websites can be divided into four categories, each category
selected four typical samples, at last we select 16 different style websites, used as a
research sample, as shown in Fig. 1.

Table 1 Groups of mental image vocabular

No. Mental image No. Mental image No. Mental image

1 Elegant–Vulgar 2 Mechanical–Lively 3 Modern–Classic

4 Plain–Gorgeous 5 Popular–Personality 6 Monotonous–Rich

7 Rough–Delicate 8 Conflict–Harmonic 9 Local–International

10 Crowded–Sparse 11 Tolerance–Single 12 Heavy–Light
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3.2 Sample Analysis

The elements of web design has been summarized and classified by a lot of pro-
fessional designers, each factors including different categories, each category has
different forms. The main forms of the web interface elements including page
layout, color, page content, banner, each design element has different characteris-
tics, and these specific category can correspond to any samples (Table 2).

We analyze the design elements of the 16 samples, summing up the categories of
them in each design element, the category with the letters and Numbers, the fol-
lowing is a former seven samples (Table 3).

Fig. 1 Select part of the samples

Table 2 Website design element category

Design
elements

The specific category

A. Layout A1. Left-right
structure

A2. Up-down
structure

A3. Comprehensive
structure

B. Color hue B1. Cold B2. Warm B3. Neutral

C. Page content C1. More C2. Less C3. Moderate

D. Banner D1. Large image D2. Small image D3. No banner
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3.3 Task and Procedure

Screening out of 12 images of vocabulary and 16 representative samples as
experiment material, made 7 levels of semantic differential method questionnaire,
for example, “Classical–Modern”, participants choose to the left of the rating
indicates that the samples are more inclined to “Classical” style, more to the right
rating indicates that the sample more inclined to the style of “Modern”.

3.4 Result

We put the questionnaire data input SPSS statistical software, the following Table 4
is the average scores of each sample about cultural image words (score range: −3 on
behalf of the left image, 3 on behalf of the image on the right side, 0 for moderate),
the following is a former seven samples.

Based on the average score of cultural mental image, establish a corresponding
relationship between design elements and the cultural mental image. The purpose of
analysis is to establish multiple linear regression equation of each mental image.
Equation: represents a certain image prediction score value (that is the mental image
number axis location on [−3, 3]), represents the value of each design element (0 or
1), the coefficient of is looking for. Data analysis method is Quantitative I theory
and multiple regression analysis.

Establish reaction matrix [1 representative belong to this kind of item, 0 rep-
resentative does not belong to this kind of item (Table 5)].

Establish Normal system of equations to a certain mental image, by the least
square theory, available equation:

XTXB ¼ XTY ð1Þ

Table 3 Sample design element analysis

Design element A. Layout B. Color hue C. Page content D. Banner

Sample

1 A2 B1 C1 D2

2 A2 B1 C2 D1

3 A1 B1 C3 D2

4 A3 B2 C3 D1

5 A1 B1 C1 D1

6 A3 B2 C2 D1

7 A3 B1 C2 D1
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X is the above reaction matrix, Y is the sample of this image for experimental
measurement vector, and B is the need of solving the regression equation coefficient
vector.

This system of equations with an infinite set of solutions, it can be find any a set
of feasible solution and do the normalized processing, the result was the only

Table 4 The average score of cultural mental image

Sample 1 2 3 4 5 6 7

Mental image

Elegant–
Vulgar

0.1875 0 −0.937 −1.562 −0.125 −2.562 −0.432

Mechanical–
Lively

−1.25 1.25 0.187 0.687 1.562 1.437 −0.062

Modern–
Classic

0.0625 1.562 0.937 0.687 1.562 2.125 1.125

Plain–
Gorgeous

−1.125 0.812 −0.25 0.687 0.875 −0.18 −0.125

Popular–
Personality

−1.687 0.812 −0.5 0.875 1.25 1 −0.375

Monotonous–
Rich

−0.875 0.812 −0.187 0.625 1.687 −0.875 0.375

Rough–
Delicate

−0.187 1.5 0.625 1.437 1.312 1.437 0.937

Conflict–
Harmonic

0.5 1.375 1 1.562 1.625 1.812 1.437

Local–
International

−1.687 1.812 1.125 1.5 1.75 1.75 1.062

Crowded–
Sparse

0 −0.687 −0.312 −0.437 −0.75 −1.062 −0.562

Tolerance–
Single

1.5 −0.187 1 1.125 0.812 0.812 0.875

Heavy–Light −0.687 0.5 0.687 0.937 1.437 2.062 0.312

Table 5 The reaction matrix

Design
element

A1 A2 A3 B1 B2 B3 C1 C2 C3 D1 D2 D3

No.

1 0 1 0 1 0 0 1 0 0 0 1 0

2 0 1 0 1 0 0 0 1 0 1 0 0

3 1 0 0 1 0 0 0 0 1 0 1 0

4 0 0 1 0 1 0 0 0 1 1 0 0

5 1 0 0 1 0 0 1 0 0 1 0 0

6 0 0 1 0 1 0 0 1 0 1 0 0

7 0 0 1 1 0 0 0 1 0 1 0 0
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answer. Get coefficient vector B, and then we can selected biggest coefficient of all
which in the category of each design element, it is one of the largest coefficient of
design elements impact on the mental image. Experiment found the mapping
relationship between cultural mental image and design elements. Take following
three groups of cultural mental image vocabulary as examples.

“Plain–gorgeous” mental image vocabulary, the regression equation is:

Ŷ ¼ 0:0491þ 0:1840A1 þ 0:5918B3 þ 0:2449C3 þ 0:5606D1 ð2Þ

Meaning neutral or mixed color, big Banner, moderate page content, left-right
structure can lead to more “gorgeous” mental image.

“Popular–Personality” mental image vocabulary, the regression equation is:

Ŷ ¼ 0:0893þ 0:1920A1 þ 0:4997B3 þ 0:0231C2 þ 0:7474D1 ð3Þ

Meaning great Banner, mixed color, left-right structure, less page content will
cause more “personality” mental image.

“Heavy–Light” mental image vocabulary, the regression equation is:

Ŷ ¼ 0:4955þ 0:4044A1 þ 0:3864B3 þ 0:1694C2 þ 0:5934D1 ð4Þ

Meaning big banner, up-down structure, neutral or mixed color, more less page
content will cause “light” mental image.

The data illustrated that: the style image experiment makes subjectivity, ran-
domness and fuzziness of implicit cognition into dominant design direction,
experiment found the mapping relationship between cultural mental image and
design elements, every culture mental image vocabulary has the corresponding
design elements of the form. This can make a design element to match the user’s
cultural cognition, finally meet user’s expectations of the cultural connotation and
style of the website image.

4 Experiment II—User Experience Study

The second stage is user experience experimental study, first we tested in accor-
dance with the scale of semantic differential method, subjects according to the
mapping relationship of design elements and the cultural mental image to evaluate.
Then combined with the results of the mapping of cultural images and design
elements to utilizing the cultural elements into government websites design project
in varying degrees. The independent variable are “No Utilization”, “Natural
Utilization” and “Strong Utilization”, the control variable are “interface layout”,
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“page color”, “page content volume”, the dependent variable are user experience
and feedback time.

We only accept references written using the Latin alphabet. If the title of the
book you are referring to is in Russian or Chinese, then please write (in Russian) or
(in Chinese) at the end of the transcript or translation of the title.

4.1 Material

According to the analysis of the government website features and task flow, we
determine the user’s main operations and functions in government Web site. The
results are as follows: when Users browse government websites, the operation and
functions includes browsing news, viewing policy information, doing business and
participating discussion. This results will serve as material of experimental II.
Participants need to complete 4 tasks on 3 different kinds(which is “No Utilization”,
“Natural Utilization” and “strong Utilization”) of government website interface, and
then fill in usability model test subject for recording data of the user experience
(Fig. 2).

4.2 Result

The way cultural elements utilizing have a significantly affect relationship with
“satisfaction of the way cultural utilizing,” “naturalness of the way culture utiliz-
ing,” “interest of interactive”, and we also found that “comprehensible of the
Feedback” and “memorable” is irrelevant.

Five coefficients perform best in the Natural Utilization condition, perform worst
in the no Utilization condition, (Fig. 3). This shows that despite the integration of
cultural elements leads to clarity of feedback reduced, but enhance the other aspect
experience of participants.

Fig. 2 The experiment task
type
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5 Conclusion

The results showed that the mental image experimental transform ‘subjectivity of
users’, ‘randomness’ and ‘fuzziness tacit knowledge’ into explicit design direction,
so we can get the mapping relationship between design elements and government
culture mental image, this result can be able to help designers selected design
elements more accurately and quickly to maintain the user’s cultural needs. At the
same time, experiments also proved that naturally utilizing cultural elements into
the government website interface design will enhance the user’s awareness of
website properties. And it is possible to make the user feel more pleasant, more
interesting, enhance the user experience of the site. Part of the data also show that,
cultural element utilizing have some negative effects on user experience, such as
adding a certain amount of cognitive load which caused by the unfamiliar.
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Research on the Influence of Abstract
Knowledge to the Individual Cognitive
Behavior and Innovative Design Thinking

Yongjia Zhou, Qing Xue, Jia Hao and Min-xia Liu

Abstract Earlier studies have shown that the degree of abstract knowledge has a
significant impact on the result of innovative design, which plays an important role
in the process of design thinking, thereby affecting the generation of innovative
design. This paper presents a design experiment that was conducted to study the
effects of abstract knowledge to individual’s design thinking and the cognitive
behavior. In the experiment, subjects were given different levels of abstract
knowledge, respectively from three aspects of the product: Function-Behavior-
Structure, and then they were asked to complete a design task. Then analyze the
role of abstract knowledge’s form of cognition, and explore the mechanism of
inspired design thinking further. The paper finally provides a theoretical basis for
the design of innovative knowledge-oriented services.

Keywords Abstract knowledge � Innovative design � Cognitive behavior � Design
cognition � Cognitive experiment

1 Introduction

Innovation is a key factor in the survival and development of enterprises, as well as
the potential power in the future progress. Designer’s innovative thinking depends
on the knowledge and technical support. A lot of studies have shown that abstract
knowledge could help designers generate innovative thinking [1], and the study
scope of the explicit knowledge content is wide. Previous studies have mainly
based on proprietary knowledge assisted innovation system and biological analo-
gies on innovation concept. Innovation design based on patent is the use of large
patent knowledge, combined with the corresponding heuristic rules, and assist
designers making innovative creation [2]. And for biological analogies is mainly
based on the biological structure, associated with functional attributes to our
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real-life problems, analogy biological characteristics, assisted innovation and pro-
duct development [3]. These studies are trying to find an optimal mode of
knowledge inspired thinking, in order to achieve quick access to design innovative
concepts purposes. Both methods need to have the abstract knowledge processing,
abandon the original form of restraint and evolve to the consciousness level, ulti-
mately to think recreation. Studies show that the abstract knowledge has a signif-
icant influence on the novelty of innovative design results [4]. This paper puts
forward the concept of the knowledge abstraction degree, focusing on the process
that how abstract knowledge assisted a re-creation process. Studying the connota-
tion and presence form of abstract knowledge and then decompose it according to
the function-behavior-structure (FBS) method [5]. Using the cognitive experiment
to explore how different abstraction knowledge will impact the design thinking.

2 Research on the Effect of Abstract Knowledge to Design
Thinking

2.1 Design Thinking Model

The individual’s cognitive mechanism is the key to explore the essence of inno-
vation design rules, since human is the main part of the design. Studies have shown
that the process of creative thinking was generated by the brain taking in task
information from the outside, to turn it into working memory, and invoked previous
design experience to inspire a new generation of memory, then after the integrated
processed by the brain output the program information [6]. The role of different
forms of creative thinking strategies in innovative design is shown in Fig. 1:

Logic thinking uses the methods of induction and deduction, through the way of
composition and extraction to make the cognition in perceptual knowledge stage
abstracted into concepts, make judgment using the concept and take reasoning
according to a certain logic, resulting in new thinking activities.

Fig. 1 Creative thinking strategies
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Imaginal thinking is the use of imagination and experience associated with emo-
tions, conduct thinking activity through visual and presentative expression mode.
Both the nature of the abstract, but also to maintain the image of sensible species.

Intuitive thinking uses the unique intuition as an intermediary instead of logic,
and perceive things essential directly from experience. This process requires both
the existing design experience and domain knowledge to be applied flexibly, but
also needs to capture in time and utilize emotional understanding and awareness
generated effectively. Research shows that the most creative and valuable design
ideas often hidden in these vague and non-quantitative emotional understanding and
awareness [7]. Intuitive thinking is the soul of creative thinking and cognitive
activity in the formation of product design and creative solutions

2.2 Definition of Abstract Knowledge

Product design depends on information, particularly the knowledge of the message
contains. Knowledge is the basis of innovation. Whether enterprises have the
abilities of creation, accumulation and sorting absorption or not will directly
determine their competitive capacity [8]. Therefore, knowledge inspired innovative
design has become the focus of academic research. Different knowledge properties
and presentation forms have different effects on an inspired design. In traditional
concept, abstract knowledge refers to the specific things and the relationships
between abstract things reflect to one-sided consciousness [9]. In innovative design,
abstract knowledge mainly performs as vagueness and generality in the program.

Marx believed that “Thinking is expanded according to the form of
concrete-abstract-concrete”, therefore abstraction reduce the number of categories
of data processing by creating an appropriate concept in the cognitive process,
which save the data content, and seize the core information to create the conditions
for the diffusion of knowledge. Rational abstraction beyond direct observation of
the original knowledge background, high or low level of abstraction may lead to the
loss of knowledge [10]. According to the versatility and ambiguity properties, the
abstract knowledge is formed by extracting a series of common knowledge, namely
through the integration to form a new kind of guidance universal knowledge. And
extend the scope of semantic representation, increase one-sided abstract things by
replacing specific concept into a more ambiguous expression.

2.3 Abstract Knowledge Assisted Design Innovation Policy

In product innovation design, knowledge plays a role in the designer’s innovative
by a certain rule. In the present study, the method that abstract knowledge affect
design thinking and innovative problem-solving, mainly based on TRIZ theory [11]
and FBS [12] methods and so on (Fig. 2).
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Theory of inventive problem solving (TRIZ) method started in 1946, led by
G. S. A1tshuller’s team, they analyzed 400,000 patents integrated with multi-
disciplinary knowledge, which was condensed into abstract knowledge, and put
forward a series of innovation principles [13]. TRIZ theory regard design as an
innovative problem-solving process, and designer as a problem solver, achieved
innovative product design by identifying, understanding, exploring, defining and
solving problems [14]. Later, scholars have been digging through proprietary
knowledge to further improve the TRIZ method, build design patent knowledge
management system supporting for product innovation.

Howard believed that the engineering design combined with linear creative
thinking would lead to creative design process [15]. He used Gero’s Function-
Behavior-Structure (FBS) model as the engineering design process model, com-
bined with cognitive psychology analysis, generation, evaluation, linear innovation
process model to describe an innovative thinking and design process which could
help generate different types of design products. Solving process shown in Fig. 3,

Fig. 2 TRIZ theoretical model

Fig. 3 FBS mapping solution process
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which combines functional groups on the standardized function issue, bonded with
the available knowledge resources, makes knowledge retrieval on target of function,
thereby to obtain the corresponding concept by mapping program.

This framework, that involves the relation between function, behavior, and
structure of a design, can be applied to any engineering discipline.

FBS framework has the following elements [16].
Function (F) The set of functions expressing the requirements and objectives that

must be realized by the object.
Structure (S) Describe the components of the object and their relationships.
Behavior (B) The set of expected behaviors to fulfill the function F and the

structure S.
These elements are connected in the framework by processes
The measure of the abstraction knowledge level is not formed a consistent

concept in currently study, and the mechanism that abstract knowledge affects
creative thinking is unclear. In this paper, divide the knowledge into the function,
behavior, structure levels based on the theory, to explore the effects that different
levels of abstract knowledge to innovation design results.

3 Experiments Based on the Levels of Abstract
Knowledge

According to the research status of abstract knowledge, combined with individual
cognitive-behavioral and cognitive rules, this paper explore the effects of different
levels of abstract knowledge on individual cognitive and innovation design
according to the appropriate innovative design experiments. In consideration of the
subjects’ design experience, the tests were divided into ordinary products design
and the professional equipment design.

3.1 Participants

There were 12 participants, all university students formed with 3 females and 9
males, with an age range of 22–24 years old, without any design experience, and
didn’t participate in a similar experiment. According to the abstraction level, the
participants were divided equally into three groups.

3.2 Design

The test was a single factor and three levels experiments. The dependent variable
was the degree of knowledge. The knowledge was classified into non-indication,
high degree of abstraction and low degree of abstraction these three parts according
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to the theory of FBS. The non-indication test proposed product function, indicated
what tools need to be designed directly; high degree of abstraction test described the
product behavior, pointed materials, methods and other characteristics from the
functional perspective; and low degree of abstraction test further described the
details of product structure combined with the current equipment pictures. The
experimental independent variable was the properties of the design product, specific
effectiveness measures were set forth below.

Through the knowledge of the above experimental materials, participants take
the corresponding product innovative design combined with their daily experience.
After the design, the participants need to make a description of the product design
details through a retrospective approach.

3.3 Material

Test 1: Ordinary Products Design.

1. Non-indication test: Functional description

Please design a tool to clean the inner wall of the cup

2. High degree of abstraction test: Behavior Description
Fishbone diagram of cleaning tools design (man. machine, materials, method,
environment) (Fig. 4)

3. Low degree of abstraction: Structural description
Four pictures of glass cleaning tools (Fig. 5)

Fig. 4 Fishbone diagram of cleaning tools
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Test 2: Professional Equipment Design.

1. Non-indication test: Functional description

Please design a an efficient tennis picking device

2. High degree of abstraction test: Behavior Description
Fishbone diagram of equipment to pick up the ball in tennis court (Fig. 6)

3. Low degree of abstraction: Structural description
Two devices now commonly used (Fig. 7)

3.4 Procedure

• The subjects confirmed the nature of the experiment, and the task was to design
a product.

• Subjects read different levels of abstraction knowledge according to the corre-
sponding group, and then made a consideration of the design content.

Fig. 5 Glass cleaning tools

Fig. 6 Fishbone diagram of equipment
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• Subjects began to sketch the products drawing within 15 min, and indicated the
product properties simultaneously.

• After the end of the design, the subjects need to briefly describe their design
process and the characteristics of the product to the tester.

3.5 Results and Discussion

Indicator Selection. Based on the design results, three effective measures are
proposed: quantity, quality, and variety of the ideas generated for innovative
solutions.

Quantity (M1) is the sum number of ideas generated.
Quality (M2) is a measure of the idea feasibility, to create a framework for

analysis.
Different indicators and weights can be assigned according to the importance of

each function to the problem’s solution, making weighting statistics according to
the specific content of the design. For example, indicators of test.1 set as follows
(Table 1).

Divided among three grades in excellent-8, medium-5, inferior-2. The formula:

M2 ¼
Xn

k¼1

skpk ð1Þ

Variety (M3) is used to measure the explored solution space during the idea
generation process. Analyze all the innovative solutions of a single test and add the
score according to the following criteria. The test.1 as an example (Table 2)

Fig. 7 Tennis picking device

Table 1 Computing quality of an idea

Indicator(s) Cleanliness Cleaning speed Operation flexibility Cost

Weight(p) 0.3 0.1 0.1 0.2

Scheme one
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M3 ¼
Xn

i¼1

Xm

k¼1

fikqik ð2Þ

Result Analysis.

Test 1: Ordinary Products Design. Summarize all the experimental results, the
score of quantity, quality, and variety for each participant shown in the
Table (Table 3).

Analyze each indicator separately (Figs. 8, 9, 10).
From a design number, it could be found when there was no indication provided,

the subjects would have more innovative designs. The result may be due to the
provided product information limited the subjects’ thinking to a certain aspect,
thereby reducing the amount of designs. From indicators of quality, the effect of the
product was the best while providing a high degree of abstraction knowledge to

Table 2 Computing variety
of an idea

No. (i) Score (qi) Innovative solutions standard (fi)

1 5 Ideas use the different washing
principle

2 4 Ideas use the different structure

3 3 Ideas use the different material

4 1 Ideas use the different form

Fig. 8 Number of design results at different abstraction degrees

Table 3 Summary statistics

Indicator Non-indication test High degree of
abstraction test

Low degree of abstraction
test

Quantity 5 5 5 5 4 4 4 2 2 4 4 3

Quality 4.9 5 4.9 5.1 7.2 5.2 5 6.8 5 4.9 6.1 4.6

Varity 6 7 8.6 7.6 12 7.8 8.3 16 14.5 8.5 9 12.3
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subjects except the costs indicator. Probably because the fishbone contained
material, structure, and various auxiliary materials etc., a lot of available infor-
mation helped the subjects stimulate the design creativity and consider the content
more complete, so the design products have the highest quality. For the factor of
product cost, it would be highest when did not offer any information to the subjects.
Design verity has a correlation with quality. When providing knowledge to sub-
jects, although the number of results reduced, but increased the product diversity.

Test 2: Professional Equipment Design. Quantity (M1) the sum number of ideas
generated.

Quality (M2) the indicators: picking speed (0.3) operation efficiency (no manual)
(0.3) cost (0.3) feasibility (0.1)

Variety (M3) the innovative solutions standards: different picking principles,
different functions, different structures and different materials.

Summary statistics and indicators statistical are shown as follows (Table 4,
Figs. 11, 12 and 13):

Similar to the results of test.1, when there was no available knowledge provided,
the participants designed most products. For the quality indicators, a high degree of

Fig. 10 Variety statistics at
different levels of abstraction

Fig. 9 Quality statistics at different levels of abstraction
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abstraction knowledge would motivate subjects to design products better. And for
diversity indicator, the design result was better when provided abstract knowledge
than no-indicated knowledge. In contrast to test.1, because the content of test.2 was
to design specialized equipment, so the design products would be more simple
when there was no-indicated knowledge, as well as the product’s cost was lowest.

For the quantity and variety, the results of the gradient effect were more obvious
when the level of abstraction knowledge decreasing, which showed the amount of

Table 4 Summary statistics

Indicator Non-indication test High degree of abstraction
test

Low degree of
abstraction test

Quantity 3 3 3 4 4 2 2 2 2 3 1 2

Quality 6.2 5.4 5.6 5.2 5.8 6.5 7.6 6.5 6.7 6.1 6.2 6.5

Varity 9.7 5.3 11 7.8 10.3 14 10.5 11.5 14 8.7 16 17.5

Fig. 11 Number of design results at different abstraction degrees

Fig. 12 Quality statistics at different levels of abstraction
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designs gradually reduced but the variety enhanced. The reason was that the sub-
jects need to take a reference by the knowledge provided rather than the daily
experience could help them get results.

Discussion. After analyzing the results of these two design experiments, this
paper find when there was no indication information provided to subjects, they
would design largest amount of products for the test. However the design content
presented higher repetition, lower quality and variety. When subjects were given a
certain degree of abstract knowledge, it could help to stimulate innovative design,
improved design quality and product diversity.

In terms of the information content, when participants were provided some
aspects of the design concept directly, they would focus more on those parts of the
design process, and the effects were better than the subjects explored the existing
product design details by themselves. For example, in this study, the fishbone
specified the structure, materials, methods, and other information directly. The
product pictures also contained a series details, but the participants did not get a
high level of attention, so the design quality was inferior to the effect of fishbone
diagram.

As for the design product attributes, subjects took more reference from daily
experiences when they were asked to design the ordinary product and the intuitive
thinking appeared more obvious. On this occasion, different levels of abstraction
knowledge had minimal impact on innovative thinking. While designing special-
ized equipment, the design was more dependent on knowledge and information
provided, and the impact of different abstraction knowledge was more significant.

4 Conclusion

Product innovation design inevitably requires internal or external knowledge, which
determines the important role knowledge plays on the design thinking process,
thereby affecting generate innovative design solutions [17]. Abstract knowledge

Fig. 13 Variety statistics at
different levels of abstraction
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presents supports for individual innovative design. Also different levels of
abstraction information affect the results of the product subject design. The
mechanism of abstract knowledge is associated with individuals’ cognitive
behavior, which is inseparable from the experience and knowledge. Intuitive
thinking comes more from the process of daily experience, while creative inspi-
ration is a combination of knowledge and experience. Overall, the abstract
knowledge will assist designers making interaction between working memory and
new information, and then will contact and generate new innovative solutions.
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How the Color Matching and Arrow
Position Affect the Design of the Bus Stop
Board: An Eye Movement Experimental
Research

Chuanyu Zou, Na Lin and Yunhong Zhang

Abstract An eye movement study was conducted to study the visual factors which
influencing the searching efficiency of bus stop board. 31 ordinary adults were
measured to investigate the effects of the color matching, the positions of the arrow
indicating bus route direction on the searching efficiency of the different sexual
passengers at different age stage by Eye-tracking. The eye movement experiment
took the bus stop names as material, set simulated bus route, and made series of bus
stop boards with different color combinations and graphic designs. The result shows
that the difference in search time and fixation times between the positions of the
direction arrow of the bus name list is significant. When the arrow was below of the
bus stop name list, it costed much less time for distribute alignment bus stop boards
than for top alignment ones in searching destination bus stop; and when the bus
stop name list was whether for the white background black text or green back-
ground white text, those bus stop boards which the direction arrow was below the
bus stop name list had a significant advantage over those that the arrow was above
in searching time and fixation times. As a conclusion, the obtained results could be
a reference for design the bus stop board.

Keywords Bus stop board � Color matching � Arrow position � Searching
efficiency � Fixation time � Eye-tracking
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1 Introduction

Bus station board is an important guiding vehicle on contemporary era. If bus
station board inappropriate, it will cause low searching efficiency for the public, and
will result in traffic jams and influence passengers’ security. How to design bus
station board coincide with passengers’ cognition habits and make their travel more
conveniently, which become the question that ergonomic researchers focus on.

In previous study, data collection of board visual design showed that small font,
a single color [1] and not comprehensive indicate information were inconvenient
for passengers to check [2]. Even there were no driving directions and station name,
which is difficult to known his/her own location [3]. Han Li made a summarize
about the research of Baoding bus station board visual guiding system design. Bus
station board was consist of color, layout graphology, layout figure, material, dis-
play method and definite distance [4]. The standard analysis of bus station board
visual guiding elements could transmit public traffic information quickly and
without error. For color requirements, as we all known, visual is the start of organ to
form information and then know them. Because color has emotion convey magic
and visual impact force, it become the chief visual element considering. GB/T
5845.3 stipulated color standard of bus station board: The number of color should
not beyond 4 kinds, color collection should not influence achromate’s and tri-
tanope’s recognizing and the backboard should be white. For layout words
requirements, in guiding system design, normative words ensured the veracity of
instantaneous guiding information. GB/T 5845.3 [5] stipulated layout graphology
standard of bus station board: Chinese characters, numbers, bopomofo and English
letters should be showed in Fangsong type and bold face letter, typeface should
regular and distinct, well arranged and distributed according to simplified character
by official formal announcement and bopomofo spelling rules. The size of
graphology should not less than 10 mm � 10 mm. National minorities should use
Chinese characters, bopomofo and their own characters [5]. Based on people’s
searching reaction and correction rate, Xie Hui and his partners found that pas-
sengers’ visual searching performance would be improved by increasing prominent
that arrows and colors were better than big font [2]. Chen Zhengzhe, who wrote
improvement design of bus station board indicate information, had a study of
single/double direction route could not be recognized, location hint of return bus
station, sketch map of transfer bus station route and moving towards relative to the
city directions. He put some suggestions about the improvement of the information
on bus station board designing [6]. Based on the psychology and visual perceiving,
Zheng Yi had a research on static station board design, then put forward a schedule
and new conception about design style of font, chart and imaging [7].

Recently, problems of bus station board design was collected by several method,
including questionnaire, behavioral tests and theoretical analysis, they were used in
the research, but not reach the purpose of bus station board information processing.
With the development of eye movement theory and tracking technology, eye
movement is widely used in different field, such as cognition research of web sites,
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ads, graphics. Two basic phenomenon were eyes’ movement (saccade) and fixation
(relative to static). Keep eyes static relatively was called fixation, fixation time was
200–300 ms, and people get reading information in this way. Saccade, also called
eyes jump, eye balls jump from one point to another, movement was controlled by
central nervous system regularly at will, it showed suddenly change of fixation
point or fixation direction. Because of the limitation of anatomical structure of
retina and visual acuity of peripheral scope of central fovea. Saccade was necessary
in reading. When someone was reading, he/she divided a line into three parts:
central fovea region (2° view scope of central vision), parafoveal region (2°–5°
view scope of central vision) and peripheral region (all scopes outside of parafo-
veal). There was a high visual acuity of central fovea, central parafoveal was lower,
peripheral scope was the lowest, therefore, when someone was reading, he/she had
to move eyes for presenting new content into central fovea. Saccade was reflection
of time planning and executing. Saccadic latency, was the target location of coding
visual scope and trigger time of eye movement, the average of data was about 175–
200 ms, and different with task demanded. Saccadic duration was eye movement
time of two fixation points, it was relevant to distance of saccade, the longer
distance, the more time used. Study found that 2° visual angle of saccade in reading
at about 30 ms, 5° visual angle of saccade in scene perception spent 40–50 ms. In
reading eye movement research, according to the demands, researchers confirmed
the target region to analyze, that was the area of interest (AOI). AOI was a single
character or one word, maybe further big region, such as a phrase or a sentence [8].

Wang Keqin pointed there were significantly difference on characters and pat-
terns on fixation time, fixation count, and average fixation duration and pupil area in
the eye movement study about print ads [9]. Bus station board was transmitted
processing by graph and characters, different reading/watching material caused
different cognition process machining, they could reveal interior machining effec-
tively by eye movement. In this paper, we try to use the eye-tracking technology to
study the influence of various highlighted visual interfaces on the bus stop boards’
visual search efficiency and collect experimental data for improving the humanistic
design level of the bus station board.

2 Method

2.1 Experiment Design

Within-subject and between-subject crossed four factors design was conducted to
investigate the effects of the color matching, the positions of the arrow indicating
bus route direction on the searching efficiency of the different sexual passengers at
different age stage. A 2 (the positions of the arrow indicating bus route direction:
above vs. below the bus stop name list) � 2 (the color matchings of the bus stop
name list: the white background black text or green background white text)
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within-subject factorial design with two additional control condition were used in
this experiment. The additional independent variables were: age (young vs. older)
and gender (male and female). In this experiment, the search time and fixation times
were measured by eye-tracking to assess and compare which type of bus stop board
design is better.

2.2 Participants

Thirty-one ordinary adults from 20 to 66 years old (14 male and 17 female, mean
age = 40.42, standard deviation of age = 15.83) were recruited and paid to par-
ticipate in the experiment. All subjects were divided into two groups, one group
was young from 20 to 44 (9 male and 8 female, mean age = 27.18, standard
deviation of age = 5.34); the other group was senior from 45 to 66 (8 males and 6
female, mean age = 56.50, standard deviation of age = 5.96). All had normal or
corrected-to-normal visual acuities and healthy physical conditions, without oph-
thalmic diseases. They did not have any history of neurological and mental dis-
eases. And the participants were divided into two groups, one group were younger
group which included nine male and eight female, and the other group were senior
group which included eight male and six female.

2.3 Stimulus

The eye movement experiment took the bus stop names as material, set simulated
bus route, and made series of bus stop boards with different color combinations and
graphic designs. From Beijing city bus station name library selects the bus station
name and form 11 virtual circuit made of green bottom mispronounced character
matching bus stop pictures, of which each bus stop containing 46 bus station. And
the alignment patterns of the bus station names list is top alignment. One of them
was as the practice trial. Each route has 4 target station to search which represent
four experimental level and the position effect of the target stations were balanced.
40 search trials were randomly divided into 7 groups, each group included of 4–8
trials. The 4 target search trials of the same line were evenly distributed in each
group. The 4 bus stops of the same line were not adjacent for each other. Each
experimental level has designed 10 standard trials to emphatically analyze which
there were 20 stations between the target station and the current station, and the rest
are filled trial. The standard trial of each experiment level was evenly distributed in
each experimental group, and their locations were not in the first or in the last of
each experimental group. The positions of the standard trials in each experimental
group were pseudo randomly arranged.

As generating the virtual circuit bus stop, the station name is selected to avoid
the special place (such as Zhongnanhai, Badaling station) and the very familiar
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place (such as Sanyuan Bridge). And the station names was arranged by pseudo
random and the station names with different words (including 2 words, 3 words, 4
words, 5, 6 words, 7 words) was evenly distributed throughout the virtual circuit.
The station order was arranged by considering the geographical location to avoid a
clear violation of the common sense. The locations of the initial stations were
distributed random. The station name with 2 words was not as the initial station and
terminal station. Target stations were selected by taking into account the word
number, the location and other factors. The terminal station are not the target
station. The image resolution was 1284 � 812 and the image example was as
follow (Fig. 1).

2.4 Apparatus

The eye-tracker was SMI iView X RED made by SMI Corporation and its sampling
rate is 60 Hz. And DELL Latitude D620 was as the experimental host with
2116 Hz core frequency, 2G memory card, independent graphics card. The host
was connected to two monitors, one monitor was 19 in. display which was pre-
sented stimuli for subjects and subjects responded through the mouse and keyboard,
while the eye tracker below the display recorded the subjects’ eye movement data;
the other display device showed the subjects’ eye movement for the objects during
the experimental process. And the resolutions of all the display terminals were
1280 � 1024 and their refresh rates were 60 Hz.

Fig. 1 The stimulus example
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2.5 Procedures

Experiments were conducted in a quiet and bright environment which simulated
outdoors condition. It was installed in the laboratory in the Institute of Human
Factors and Ergonomics in China National Institute of Standardization. The eye
movement experiment on the design of bus stop board was conducted in the
Institute of Human Factors and Ergonomics lab in China National Institute of
Standardization. After arriving at the laboratory, participants signed the informed
consent and completed a general survey about their demographic information. The
participants were asked to sit into the simulator to get ready for the test. After that,
the participants were required to complete the visual search task by simulating
reading the bus stop boards. The experiment are vertically arranged in the height
adjustable special experimental table. Before the experiment, the height of the table
and display position were adjusted to make the participants’ eyes and display center
on a line. The viewing distance is about 60–70 cm, and the head tracking range is
40 * 40 cm. Before viewing the bus stop board, an eye movement calibration was
done to ensure data precisely. Then, participants read experimental instruction and
did some exercises to ensure participants understand the instruction and conduct the
visual search task correctly. If participants don’t know the experimental process,
then let him/her do practice again. After practice, the experimenter would validate
simply the search strategy which the subject used, but do not make any judgments
and tips. Then, they entered the formal experiment. During viewing the bus stop
boards, the participants’ eye movement data were recorded. There was three to five
minutes resting between each group. After viewing all the pictures, the participants
were required to tell which search strategy he/she used. Each participant spent about
one hour finishing the experiment. The searching time and fixation times were
recorded by SMI eye-tracker as efficiency indexes when the participants reading
different designed bus stop boards.

2.6 Data Analysis

According to the experimental design, the data of standard trials were analyzed
through the BeGaze software. The standard trial was divided three regions of
interest which were current station, target station and the middle region between the
two stations. The time that first enter the target station was as the search time, and
the fixation times in the middle regions were as the fixation times. They were as
indexes for further data analysis. According to the behavior data and the search
strategy that subjects used, the first fixation time data were corrected, and the trials
with incorrect behavior data were excluded. The eye movement data of all standard
trials were exported from the SMI BeGaze software and analyzed by IBM SPSS 20
Statistics software (IBM-SPSS Inc. Chicago, IL). The repeated-measure ANOVA
was applied to analysis the data of searching time and fixation times.
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3 Results

3.1 The Means of First Fixation Time to Enter the Target
Station Region and Fixation Times for Each Condition

Eye-tracking test was conducted to compare the effect of the Bus Stop Board’s
Design with different color matching and route direction. The first fixation time to
enter the target station region and fixation times data were analyzed. A 2 � 2 �
2 � 2 mixed-measure ANOVA was conducted to evaluate age group (above
40 years old and below 40 years old), gender group (male and female), color
matching (white background black text or green background white text) and route
direction (above the bus stop names and below the bus stop names). The first
fixation time to enter the target station region and fixation times for each condition
are summarized in Table 1.

3.2 Repeated-Measure ANOVA of First Fixation Time
to Enter the Target Station Region

With regard to the search time that is first fixation time to enter the target station, a
repeated-measure ANOVA was applied to the search time data of the different
conditions, a significant main effect of color matching was found (F(1, 30) = 11.20,
p < 0.01), a significant main effect of route direction was found (F(1, 30) = 41.92,
p < 0.001), a significant main effect of age group was found (F(1, 30) = 6.99,
p < 0.05), and a significant interaction was found, F(1, 15) = 9.29, p < 0.01. The
simple effect analysis showed that when the route direction was above the bus stop
names the search time of the white background black text condition was remarkably

Table 1 The mean search time and mean fixation times of the four conditions. Standard errors are
given in parentheses

Conditions Mean first fixation
time

Mean fixation
times

Color
matching

White background black
text

5.29E3(594.27) 19.17(2.04)

Green background white
text

8.27E3(857.46) 23.25(2.78)

Route
direction

Above the bus stop names 9.37E3(916.83) 26.23(2.96)

Below the bus stop names 4.20E3(433.72) 16.18(2.05)

Gender group Male 6.96E3(796.44) 18.42(2.93)

Female 6.61E3(885.19) 24.00(3.26)

Age group Above 40 years old 8.36E3(885.19) 26.75(3.26)

Below 40 years old 5.21E3(796.44) 15.67(2.93)
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shorter than that of the green background white text condition (p < 0.05), and when
the route direction was below the bus stop names the search time of the white
background black text condition was remarkably shorter than that of the green
background white text condition (p < 0.01); and whether the white background
black text condition or the green background white text condition, the search time
of the condition that the route direction was below the bus stop names was
remarkably shorter than that of the condition that the route direction was above the
bus stop names (p < 0.001). The planned comparisons revealed that the search time
of the condition that the route direction was below the bus stop names was
remarkably shorter than that of the condition that the route direction was above the
bus stop names (p < 0.001), and the search time of the white background black text
condition was less than that of the green background white text condition
(p < 0.01). And the planned comparisons revealed that the search time of younger
condition was remarkably shorter than that of senior condition (p < 0.05), but the
main effect of gender group was not significant (p > 0.05) (see Table 2). It means
that the search time was affected by age, but not by gender.

3.3 Repeated-Measure ANOVA of Fixation Times
in the Middle Station Region

With regard to the fixation times, a repeated-measure ANOVA was applied to the
fixation times data of the different conditions, a significant main effect of route
direction was found (F(1, 30) = 15.07, p < 0.01), a significant main effect of age
group was found (F(1, 30) = 6.38, p < 0.05), and a significant interaction was
found, F(1, 15) = 5.72, p < 0.05; and the main effect of color matching was critical
significant (F(1, 30) = 3.64, p = 0.067). The simple effect analysis showed that
when the route direction was above the bus stop names the fixation times of the
white background black text condition was less than that of the green background
white text condition (p = 0.059); and whether the white background black text
condition or the green background white text condition, the fixation times of the
condition that the route direction was below the bus stop names was remarkably

Table 2 Repeated-measure ANOVA results of first fixation time to enter the target station region

SS df MS F value Sig.
(two-tailed)

Age group 3.01E8 1 3.01E8 6.99 0.013

Gender group 3.76E6 1 3.76E6 0.09 0.770

Color matching 2.69E8 1 2.69E8 11.20 0.002

The positions of route direction 8.13E8 1 8.13E8 41.92 0.000

The positions of route direction � color
matching

8.95E7 1 8.95E7 10.90 0.003
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less than that of the condition that the route direction was above the bus stop names
(p < 0.05). The planned comparisons revealed that the fixation times of the con-
dition that the route direction was below the bus stop names was remarkably shorter
than that of the condition that the route direction was above the bus stop names
(p < 0.01), and the fixation times of the white background black text condition was
less than that of the green background white text condition, but the difference did
not reach the significant level. And the planned comparisons also revealed that the
search time of younger condition was remarkably shorter than that of senior con-
dition (p < 0.05). The results indicated that the main effect of gender group was not
significant (p > 0.05) (see Table 3). It means that the search time was not affected
by gender.

4 Discussion

Eye movement study was used in web-pages, books, city landscape designing in
recent years. There were various design elements on books’ layout, researchers had
found out that different design elements influenced reading speed and reading
efficiency [10]. In the eye movement observation indexes, by the task of searching
performance, one of the main index was the fixation time. Fixation time reflected
the material disposing ability and processing ability of participants [10]. More
fixation time indicated low efficiency of searching, it may be caused by wrong
format [11]. Hendrickso used the fixation times as one of the indexes, and assessed
different type menu projects to choose performance in early 1989 [11]. Another
index was the first fixation time to enter target region. The longer time was used
when entering target region for the first time, the longer time was used to searching
the target, the lower efficiency for searching activities.

In the study, it was highly accordance about the first fixation time to enter the
target region and the result of fixation times, no matter direction arrows located in
upper or below of the station name lists, compared black text on white background
with white text on green background, searching time was shorter and central fix-
ation points was less as using black next on white background, when direction

Table 3 Repeated-measure ANOVA results of fixation times in the middle station region

SS df MS F value Sig.
(two-tailed)

Age group 3719.34 1 3719.34 6.38 0.018

Gender group 942.70 1 942.70 1.62 0.215

Color matching 503.76 1 503.76 3.64 0.067

The positions of route direction 3063.24 1 3063.24 15.07 0.001

The positions of route direction � color
matching

774.83 1 774.83 5.72 0.024
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arrows located under the station name lists, searching efficiency was lower as using
white text on green background. In addition, searching time was shorter and central
fixation points was less when direction arrows located in under the station name
lists. Compared with direction arrows located under station name lists, no matter
black text on white background or white text on green background, they had the
same phenomenon. It means that, by contrast, at the condition of black text on
white background, processing difficulty of material was lower, there were less
interference for users, and attention distribution and cognitive processing were more
efficient, so they could save passengers’ cognitive resources. Direction arrows
located under the station name lists. As a sign of judging driving route direction,
direction arrows were not the final searching purpose, therefore, when direction
arrows under the name lists, it could be a hint when necessary, and it could not
absorb more passengers’ attention to decrease searching efficiency, it helped to save
passengers’ cognitive resources and improve searching efficiency.

In conclusion, adopting the color of black text on white background and com-
posing style of direction arrows under the station name lists, they were good
method to re-duce searching interference and improving searching performance.

5 Conclusion

The research indicated that the difference of the search time to target station
between white background black text and green background white text color
matching conditions was significant, and the difference of the search performance
between different positions of route direction was significant, the location below the
name lists was more efficient. It also revealed that ageing effect was found in the
bus station searching performance. The study results offered data support for bus
stop humanistic design. In follow-up work, researchers will continue researching
bus station board and relevant facilities from cognitive processing angle to improve
the bus station board design. Also, we will research for special group such as ageing
people, and finally keep the design of bus station board better suit people’s needs.
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Measuring the Amplitude of the N100
Component to Predict the Occurrence
of the Inattentional Deafness Phenomenon

Eve Florianne Fabre, Vsevolod Peysakhovich and Mickaël Causse

Abstract In the field of aviation, a significant amount of accidents are attributable
to a phenomenon called inattentional deafness, defined as “the propensity to remain
unaware of unexpected, though fully perceptible auditory stimuli such as alarms”.
The present study aimed at testing the impact of cognitive load on the perception of
auditory information unrelated to the piloting task at stake in an ecological flight
context. Pilots had to perform simultaneously a piloting task (i.e., approach and
landing) in a A320 flight simulator and a passive auditory oddball task, with
standard (80 %) and deviant (20 %) tones played. Lower N100 amplitudes were
found in response to deviant tones when the piloting task was associated with a high
cognitive load than a low cognitive load, demonstrating that cognitive load disrupts
the perceptual processing of auditory stimuli, which is likely to trigger inattentional
deafness in pilots.

Keywords Human factors � Aeronautics � Inattentional deafness � N100 � Passive
oddball task

1 Introduction

In the field of aviation, a significant amount of accidents are due to a phenomenon
called inattentional deafness (i.e., the propensity to remain unaware of unexpected,
though fully perceptible auditory stimuli such as alarms). For instance, in the
famous crash of Eastern Air Lines Flight 401 in the Everglades, the pilots were
obsessed by a burnt-out landing gear indicator light and did not perceive the
auditory alarm indicating the disengagement of the autopilot [1]. This crash among
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others (e.g., First Air flight 6560), suggests that an unexpected event associated
with a high cognitive load is likely to increase the occurrence of inattentional
deafness.

Various experiments investigated the inattentional deafness phenomenon in the
laboratory [2–4]. To study the inattentional deafness phenomenon in the context of
aeronautics, Giraudet and colleagues [4] used an aviation-like task in which the
level of cognitive load varied. This aviation-like task was coupled with an alarm
detection task (i.e., active oddball task, for a review see [5]). The results showed
that an increase in cognitive load leads to a decrease in alarm detection performance
and is associated with a decrease in P3b amplitude. However, the amplitude of the
N100 component was not affected. Taken together these results demonstrate that
tasks associated with high level of cognitive load may enable the perceptual pro-
cessing of the alarms (i.e., no modulation of the N100 amplitude) but may disrupt
cognitive processes, which is likely to trigger inattentional deafness. In this study,
the piloting task was very simplified and not totally ecological. Moreover, pilots
were explicitly informed that they had to attend auditory information in order to
complete the alarm detection task, which may have artificially enhanced the sen-
sitivity to the auditory alarms.

The present study aimed at testing the impact of cognitive load on the perception
of auditory information unrelated to the piloting task in an ecological flight context.
Fifteen pilots performed two approaches/landings in the A320 flight simulator of
ISAE-Supaéro. In the first flight scenario, the approach/landing procedure was
associated with a low cognitive load (i.e., Ceiling And Visibility OK, normal
functioning of the flight instruments), while the second flight scenario was more
complex with a covered weather and a malfunction of flight instruments to manage
(i.e., high cognitive load). In addition to the piloting task, pilots had to perform a
passive auditory oddball task (i.e., participants had not to react to the tones), with
standard (80 %) and deviant (20 %) tones played in the flight simulator. Brain
electrophysiological measurements (i.e., ERPs) in response to deviant sounds were
measured in both scenarios. An important amount of studies demonstrated that both
the N100 component and the P3b component indexed the processing of auditory
stimuli. The N100 component is a negative-going ERP, peaking in adults between
80 and 120 ms after the onset of a stimulus, and distributed mostly over the
frontal-central region of the scalp [6]. It indexes the perceptual processing of the
stimulus and was also found to be larger in response to non-targets and infrequent
stimuli [7]. The P3b is a positive-going ERP, observed in a time window between
300 and 600 ms at the central-parietal region of the scalp and known to reflect the
occurrence of cognitive and attentional processes (for a recent overview, see [8]). If
cognitive load disrupts the perceptual processing of infrequent/deviant auditory
information at an early stage, we predicted to observe lower N100 amplitudes in
response to deviant tones in the high-load scenario compared to the low-load
scenario. While in the case it disrupts later attentional and cognitive processes, we
may observe lower P3b amplitude in the high load scenario than in the low load
scenario.
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2 Materials and Methods

2.1 Participants

Sixteen healthy participants (MAge = 32 years old, SD ± 10), all native French
speakers, participated in this study. They were recruited on the ISAE-supaéro
campus. All were right-handed (as assessed by the Edinburgh Handedness
Inventory, [9]) private pilots with a valid Private Pilot License. They had normal
auditory acuity and normal or corrected-to-normal vision. None of the participants
reported a history of prior neurological disorder. All participants were informed of
their rights and gave written informed consent for participation in the study,
according to the Declaration of Helsinki. The research was carried out fulfilling
ethical requirements in accordance with the standard procedures of the University
of Toulouse.

2.2 Material

Oddball Sounds. One of two 50 dB (SPL) tone types lasting 100 ms was randomly
played. The tone was either standard (frequency = 1900 Hz, p = 0.9) or deviant
(frequency = 1950 Hz, p = 0.1).

The Flight Simulator. The experiment took place in the PEGASE simulator
(i.e., an A320 simulator; see Fig. 1) at the ISAE-Supaéro. PEGASE simulator lies
on pneumatic jacks that enable to recreate realistic accelerations. It comprises: a
cabin equipped with various types of display existing in aircraft cockpits, a 3-axis
platform for movement restitution, 3D display of the outside world, the whole
set-up (i.e., management, simulation and graphics) is managed by 18 PC type
microcomputers.

Fig. 1 Illustration of a
participant in the flight
simulator
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2.3 Procedure

First, participants were sat on a chair while the EEG cap and the electrodes were
placed on their hands. Participants were then invited to take the commandant’s
place in the simulator. They performed a flying training session of 15 min in the
simulator. They were then given the flight instructions. They were asked to perform
two flights from Bordeaux (France) to Toulouse (France) of 20 min each and were
informed of the runway they would have to land on. During the flight, they were
continuously given ATC instructions they had to follow. They were informed that
they could not reply to these instructions or communicate with the air controllers. In
the low load flight, the cognitive load associated with the flight was low with
Ceiling And Visibility OK (CAVOK, no clouds below 5000 ft above aerodrome
level visibility is at least 10 km no current or forecast significant weather such as
precipitation, thunderstorms, shallow fog or low drifting snow) and normal func-
tioning of the flight instruments. In the high load flight, the visibility was very low
making visual flight impossible, and the flight instruments provided fluctuating
information (i.e., a fluctuant d was added to the correct flight parameters making the
piloting task more complex). Half of the participants started with the low load flight
scenario, while the rest of them started with the high load flight scenario.
Participants were told that two types of tones would be played along the flights but
they would not have to do anything special in response to these sounds.

2.4 Electroencephalography

EEG was amplified and recorded with an ActiveTwo BioSemi system (BioSemi,
Amsterdam, The Netherlands) from 32 Ag/AgCl active electrodes mounted on a
cap and placed on the scalp according to the International 10–20 System (FP1, FP2,
AF3, AF4, F7, F3, Fz, F4, F8, FC5, FC1, FC2, FC6, CP5, CP1, Cz, CP2, CP6, P7,
P3, Pz, P4, P8, T7, T8, PO3, PO4, O1, Oz, O2) plus two sites below the eyes for
eye movements monitoring. Two additional electrodes placed close to Cz, the
Common Mode Sense (CMS) active electrode and the Driven Right Leg
(DRL) passive electrode, were used to form the feedback loop that drives the
average potential of the participant as close as possible to the AD-box reference
potential. Electrode impedance was kept below 5 kX for scalp electrodes, and
below 10 kX for the four eye channels. Skin-electrode contact, obtained using
electro-conductive gel, was monitored, keeping voltage offset from the CMS below
25 mV for each measurement site. All the signals were (DC) amplified and digi-
talized continuously with a sampling rate of 512 Hz with an anti-aliasing filter with
3 dB point at 104 Hz (fifth-order since filter); no high-pass filtering was applied
online. The triggering signals to each word onset were recorded on additional
digital channels. EEG data were off-line re-referenced to the average activity of the
two mastoids and band-pass filtered (0.1–40 Hz, 12 dB/octave), given that for some
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subjects the low-pass filter was not effective in completely removing the 75 Hz
artifact. Epochs were time locked to the onset of the tones and extracted in the
interval from −200 to 800 ms. Segments with excessive blinks and/or artefacts
(such as excessive muscle activity) were eliminated off-line before data averaging.
The lost data (due to artefacts) were equal to 45 %. A 200 ms pre-stimulus baseline
was used in all analyses.

3 Results

A 2 � 3 [Scenario (Low Load, High Load) � Electrode (Fz, Cz, Pz)] repeated
measures ANOVA was conducted to assess mean amplitudes in the 100–180 ms
time window. The analysis revealed a main effect of Electrode [F(2, 15) = 7.79,
p < 0.01, ηp2 = 0.34], with greater negativities at Fz (M = −1.47 µV, SD = 1.43)
than at Cz (M = −1.01 µV, SD = 1.29) and Pz (M = −0.82 µV, SD = 1.35), but
significant differences between Cz and Pz (p < 0.50). The analysis also revealed a
main effect of scenario [F(1, 15) = 4.72, p < 0.05, ηp2 = 0.24], with greater neg-
ativities observed in response to infrequent tones in the low load scenario
(M = −1.55 µV, SD = 0.99) compared to the high load scenario (M = −0.65 µV,
SD = 1.43). However, the Scenario x Electrode interaction was not significantly
different [F(2, 30) = 0.56, p = 0.58, ηp2 = 0.04]. See Fig. 2 for grand average ERP
waveforms.

4 Discussion

The present experiment aimed at testing the “permeability” of the pilots to unrelated
auditory stimuli depending on the cognitive load of the piloting task at stake.
Subjective measurements revealed that participants were more cognitively charged
in the high load flight scenario than in the low load flight scenario, confirming that
high load scenario generated greater cognitive load in participants than the low load
scenario. Moreover, lower N100 amplitudes were found in response to infrequent
tones in the high load scenario than in the low load scenario. The N100 component
was found to index the perceptual processing of auditory stimuli but also the early
allocation of attentional resources to these stimuli [6]. The electrophysiological
results of the present study demonstrate that the perceptual processing of auditory
stimuli (i.e., such as alarms) may be disrupted in pilots performing high cognitive
load piloting tasks. We conclude that pilots are less likely to process auditory
information unrelated to the task at stake in a complex situation (i.e., malfunction of
flight instruments), which may lead them to become “deaf” to auditory alarms.

These results are in line with the results of a recent study [10] that showed that
when the cognitive workload was high, visually impaired pilots showed lower
N100 responses to infrequent auditory stimuli compared to when the cognitive
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Fig. 2 Grand average ERP
waveforms at Fz, Cz and Pz
electrodes for infrequent tones
in the low load condition
(black line) and in the high
load condition (red line)

82 E.F. Fabre et al.



workload is low. In the contrary, using an active oddball task, Giraudet and col-
leagues [4] found no modulation of the N100 amplitude, but a decrease in P300
amplitude in response to infrequent tones when the cognitive load associated with
the task increased. This difference in results is likely to be due to the nature of the
oddball task that was active in the study of Giraudet and colleagues [4] and passive
in the present study. Using an active oddball task is interesting in that it enables to
measure behaviorally the inattentional deafness phenomenon, by counting the
amount of missed hits. However, as mentioned in the introduction section, it may
also modify the attentional focus of the pilots, because it increases artificially the
attention toward auditory information (i.e., the pilots are expecting the occurrence
of the auditory stimuli) which may modify the way auditory stimuli are processed.
While Giraudet and colleagues [4] concluded that an increase in cognitive load may
lead to disrupting the processing of auditory alarms at a late stage (i.e., cognitive
process), we argue that when pilots do not attend to the auditory stimuli, an increase
in cognitive load may disrupt the processing of these auditory stimuli at an early
stage (i.e., perceptual). Future studies should confirm this hypothesis.

Various solutions can be used to prevent the occurrence of the inattentional
deafness in the cockpit. First, a recent study has demonstrated using a simulated
piloting task that spoken distractors (i.e., words) are more likely to be intensively
processed than simple tones [11]. We argue that critical information such as the
disengagement of the auto pilot should be indicated using a spoken alarm like
“autopilot disengaged” and not simple tones as has been the case up to now.
Second, now two main ERP components associated with the occurrence of the
inattentional deafness phenomenon (i.e., the N100 and the P3b components) have
been identified, we argue that more work should be done to implement Brain
Computer Interfaces enabling the detection of decreased N100 and P3b responses to
auditory alarms to inform the pilots they may suffer from inattentional deafness.
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Application of a Simulation-Based
Software Tool for the Prospective Design
of IT Work Places
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Abstract The following article presents an approach on the extension of
WorkDesigner—a simulation-based software tool for the strain-based staffing in
industrial manufacturing—for the prospective design of IT work places. After a
short introduction of WorkDesigner, the common economical and technical need
for the individual design of IT work places is described in the following chapters.
Here the current mega trend Digital Transformation takes center stage. Chapter 4
presents additional parameters for the adaption of WorkDesigner to the drafted
“digital” needs. Finally, the results and the future developments are discussed.
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1 Introduction

Digital Transformation, Internet of Things or Industry 4.0 are all representative
terms for a new reality: the global crosslinking between humans, products and
services as well as resources. This crosslinking has the potential to release enor-
mous power of innovation. Here the information technology takes center stage and
will be the enterprises’ key to success and competitiveness. A high level of flexi-
bility and speed of the IT is demanded for the long-term assurance of profitability
and competitiveness. Common IT approaches can not sufficiently guide the pro-
cesses of the digital transformation. A change of the IT paradigm is needed to
enable application- and user-specific work modes (cf. [1]).

In 1995 Landauer [2] already argued that efficient and ergonomic software
design can increase the productivity of IT-based work by about 700 %.

In this context a field study by System Concepts LTD. System Concepts LTD [3]
identified three primary reasons for the respectively low performance of IT software
solutions: confusing dialog elements (12 %), inconsistent design of graphic user
interfaces (25 %), work processes mismatched to dialog sequences (60 %) and
others (3 %) (see also [4, p. 1077]).

To assess and improve innovative IT software solutions and IT work places with
regard to productivity and workload, WorkDesigner, a simulation-based software
tool for the strain-based staffing and design of work processes, is proposed to adapt
to the current “digital” need for action.

WorkDesigner is based on the approach established by Feller and Müller [5]
using an age- and stress-based simulation model for the development and assess-
ment of work systems for employees in industrial manufacturing; Fig. 1 shows
some impressions of WorkDesigner.

It is important to note that in this approach employees and work places are the
main parameters. Based on the specific age, sex and an absolute term for the
individual’s ability the employee’s physical ability level and the corresponding
work ability level is determined for every discrete simulation step. Every work
place is defined by five parameters (stress factors rated from excellent to deficient):
lighting, climate, noise, work posture and work intensity. Considering age-related
changes in the employees’ abilities, all stress factors are individually weighted for
every interaction between an employee and a work place. Based on the formulas
provided by Feller and Müller [5] the overall stress is calculated for every work
process, which leads at the end to the determination of the employee’s utilization of
his or her work abilit. (cf. [6]).

In the following chapters the common economical and technical need for action
is described as well as an approach on the extension of WorkDesigner for the
prospective design of IT work places is drafted.
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2 The Role of IT in the Context of Digital Transformation

The Digital Transformation has become the ultimate challenge for almost all
industries. It’s leading to significant changes within the company with impact on
the operational structure, strategic positioning and the organization. The use of
technology to radically improve performance, enhance the customer engagement
and create new digital business models is the overall task and a substantial chal-
lenge for the IT organization.

In the past the IT departments focused mainly on supporting the business by
offering the needed technical capabilities for highly optimized processes. Running a
stable and reliable infrastructure and offering adequate services were the primary
focus. A sufficient business and IT alignment was the goal.

This has changed radically through the Digital Transformation. Suddenly the
digital services are a substantial part of the offering. The requests towards the IT are
no longer coming from the internal organization, but from the external market and

Fig. 1 Impressions of WorkDesigner (cf. [5])
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the customer itself. Not stability but agility and speed are the critical capabilities of
today. To perform this tremendous mind shift is the major challenge of today’s IT
departments.

To be directly involved in the product design, the development process and the
digital service offering is a new situation for the IT department and causes sus-
tainable discomfort.

Through the enormous pressure the most IT departments do not see the great
chances they have been given by moving into the strategic center of the core
business. The shift from product orientated business models towards service
focused business models will make the IT a substantial part of the value chain itself.

The integration of digital services will not only have a tremendous impact on the
IT department but on almost all areas of a company. The number and the com-
plexity of IT workplaces will grow dramatically in the next years, and at the same
time the flexibility of the workplace infrastructure will change as well. Flexible and
mobile workplace concepts within the company and outside must be supported. The
integration of smartphones and tablets will take place and will have a tremendous
impact.

A seamless IT infrastructure, optimized towards the needs of the operational
procedures will be substantial for the overall success of a company. New ways how
to increase the efficiency of IT workplaces is a task most industries haven’t tackled
yet. Through the Digital Transformation and the new role the IT will take in the
near future, the ergonomic aspects of IT workplaces will become a critical success
factor for companies.

3 Common Approaches for the Design of IT Work Places

Many different influences impair the achievement of great software. Some programs
are more compelling to increase or decrease the user efficiency than others. The
quality of software should not only be selected by the visual appeal of the graphical
user interface but more influenced by the quality of the programming of the core
object model.

As shown in Fig. 2 visual design affects the user experience by about 10 %
which is by way of comparison, three times less than the interaction of techniques
and design. The most important influence is the object model with about 60 %,
which contains the task model and the consideration of significant user groups.

There are principles of software development placed in norms like ISO 9241
which the subject matter is the Ergonomics of human-system interaction, including
dialog principles (cf. [8]), guidance on software individualization (cf. [9]), princi-
ples for the presentation of information (cf. [10]) and many more. There is also a
standard about the forms (cf. [11]) as well as the norm for the software ergonomic
design principles and framework for multimedia user interfaces (cf. [12]).

The general purpose is to recommend how the software structure be realized. It
can be comprehended that parts of the ISO 9241 as well as elaborations (cf. [13]),
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which are mostly based on the ISO 9241, are aiming to accomplish the following
characteristics: adequacy of tasks, self-description capability, expectation compli-
ance, learnability, controllability, fault tolerance, and customizability.

According to the ISO 9241, the software should maintain the specifications of
each part to reach this characteristic. There are some known basic approaches such
as grouping similar information to receive clarity (cf. [10], Chap. 6.3.4). But it is
quite surprising these standards should be considered as the publication date is more
than ten years since its original publication. This is an inherent problem of the ISO
9241. Most parts are just too old for the extremely fast rising and especially
changing information technology sector.

The flow of the user dialog today is an example, which is not comparable to the
entire principles of 2006 (cf. [8]). There is no sense to use outdated specifications
that do not fit with the features of today’s information technology. Especially when
considering the entire domain of connected devices.

Furthermore, there is a considerable number of specifications that in some cases
concern an overstated level of detail, as well as most specifications, are still not
entirely regulated. Fortunately, there are no regulations that dictate how to design a
Button (cf. [11], Chap. 5.4.8).

A significant problem is the neglecting of user groups. Different knowledge of
users can affect the software-usability and acceptability in a strong way. A well
developed user-adaptable software program can generate a high efficiency because
it is providing the user new skills and knowledge in an optimal way. Only fun-
damental characteristics can be inferred from the literature.

Fig. 2 Hidden influences of usage quality (cf. [7])
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Today, great software design means not only to accommodate user skills; it also
means the adjustment to lifestyle. This implies self-adaption to the software via
exterior influences. A nice example of the difference between the dialog principles
is Google Glass. Depending on the location and view, Google Glass displays
necessary information through an augmented reality interface.

To achieve optimal usage, the software would be required to adapt to any
hardware device. There is not one correct way and always best software design; the
designer needs to differentiate the product to reach the optimum level of charac-
teristics and general acceptance in any and all situations.

4 Extension of the Simulation-Based Software Tool
WorkDesigner for the Design of IT Work Places

As it has been shown in the previous chapters, the impact of IT is increasing. More
and more workplaces are turning into mobile offices, which enables employees to
work from anywhere. As result of this, their ergonomic requirements are changing
as well. Accordingly, the simulation-based software tool WorkDesigner is proposed
to be adapted. Based on the considerations of the previous chapters, the following
part gives an approach on how the software should be expanded.

To evaluate software regarding its impact on the users’ stress level, there are a
huge number of different parameters. Most of the common simulation systems are
lost in the detail. For companies which want a quick result this is not practical. So
additional parameters therefore have to be evaluated quickly, either in a subjective
or an objective way.

4.1 User Index

As discussed in Chap. 3, a big mistake in the DIN norm is disregarding the user,
because how effective software is depends heavily on him. So as Florin [14] said,
the user has to be recorded accurately. The software WorkDesigner already records
the user in a sufficient but limited (physical) way. To get more details the user
description has to be expanded. An example how this could look like is given in
Fig. 3.

The parameters for age and gender are already used in WorkDesigner and now
added to this are nationality, area of expertise and a few questions about the
personal behavior with software. While the questions about behavior works as an
indicator for the experience and attainments with software, the “area of expertise”
gives an idea of the affinity to technology. One point often neglected in DIN is
“nationality”. So the fact that different cultures have different ways of reading and
writing are included in this point. With an appropriate rating the user description
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generates a “user index” with which the learning curve and stress level of the user
can be derived.

4.2 Software

Just as important as the user is the software itself. A highly qualified user can not
gain his full potential without having the right software available to him. So it is
important to find parameters which allow a professional and also personal way of
evaluation. Figure 4 shows some parameters which meet these requirements.

All of these could be evaluated quickly on a scale of one to six. According to
Florin [14], who explained that usability and design have to be clearly divided, the
four parameters are split into these two categories.

Setup The first impression of software. This contains the optic and presentation for
the user. Are objects arranged in a proper way? Do I have all important tools on the
first page? These are just a few questions which give a personal impression of the
Software and represent a subjective way to evaluate this point. To evaluate the
software more objectively, the DIN EN ISO 9241-12 should be used. The DIN
gives a huge number of criteria as to how objects have to be arranged and how
much information should be given. In addition to that, the knowledge about human
nature, as for example Florin [14] explained it, can be important.

Fig. 3 User description
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API (Application programming interface) Apart from the Setup one important
aspect of Software is the possibility of sharing data with other programs. This
connection is the API. Most workplaces are working with more than one type of
Software, so it is important to have good a connection between all programs. How
well this works and if all programs are involved is a good way to evaluate this
point. Also the possibility to share between different operating systems, like iOS
and Windows, has to be in focus. In contrast to Setup it is difficult to evaluate the

Fig. 4 Software parameters
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API in an objective way. How many and which Software should be supported is
very personal and can’t be a fixed number.

Adaptability The first parameter which deals with usability. In 1995 Landauer [2]
already described that with the right software, you could raise your productivity to
nearly 700 percent. In addition to Landauer [2] the System Concepts LTD.
Reference [3] figured out that the important part of software working well is the
matching between software dialog and work processes. It is therefore important that
you can fit the software to your personal requirements. How many different changes
can you do? Can you change the design and can you create own software add-ons?
These questions could help to evaluate the software more objectively.

Handling As Reiterer and Geyer [15] describe, usability transforms more and
more into the user experience so it is important to take a look at this. So the last
suggested parameter is handling which describes the user experience and feelings
while working with software. Experiences like: How fast can I work with the
software? How much help did I get and also how consistent are the different parts of
the software? All of this creates the impression of the work and has an influence on
the level of stress. The DIN EN ISO 9241-10 gives a few more additional points.

In combination with the user index, the software parameters give a good
interpretation for the level of stress. It is a quick way to evaluate software but
includes all important aspects of the software ergonomic.

5 Discussion

In the context of Digital Transformation flexible and mobile work place concepts
are highly demanded likewise by employees (user experience—the employee as
IT’s customer) and enterprises (to raise productivity and maintain competitiveness).
Here the IT takes center stage and will be the key to economical success.

As described the common approaches for the design of IT work places are not
sufficiently adjusted to the individual user’s needs, the requirements of the Digital
Transformation and the current mobile technologies. So the application of a
simulation-based software tool for the assessment and prospective development of
IT work systems is proposed. For this purpose, an approach on the extension of the
software solution WorkDesigner with additional user/employee parameters as well
as software parameters respectively complimentary work place parameters is
introduced in Chap. 4.

It has to be mentioned that the presented work is still in progress. The next
development steps are the sufficient and quantitative definition of the introduced
parameters, the software integration and the validation in a field study.
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Evaluation of User’s Affective Engagement
While Interacting with Educational
Technologies: A Pilot Study

Marvin Andujar, Patricia Morreale, Yerika Jimenez, Luis Jimenez
and Juan E. Gilbert

Abstract There are several educational technologies developed to enforce learning
in computing. These tools success have generally been studied through subjective
measurement. However, subjective data may be inaccurate due to users not pro-
viding exact information. Therefore, validity may be of concern. Human-Computer
Interaction (HCI) researchers have recently implementing neurophysiological tools
towards their user studies for subjective data support. This paper presents an
exploratory user study to implement neurophysiological tools to gather objective
data to evaluate the usefulness of educational technologies. A between-subject
study was conducted comparing Alice and App Inventor user’s affective engage-
ment levels. The results showed no statistical significant. Lastly, this paper can
serve as a short guideline on how to adapt neurophysiological tools towards their
user studies.

Keywords Brain-Computer interfaces � Educational technologies � Affective
engagement � Affective brain-computer interfaces � Human-computer interaction
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1 Introduction

There has been a promising interest and need of Brain-Computer Interfaces (BCI) in
the Human-Computer Interaction (HCI) and User Experience (UX) community.
This recent interest is serving as a path towards the rise of new neurophysiological
applications for healthy users. Therefore, since 2001, there has been a significant
increase in BCI publications based on non-medical applications [1]. These publi-
cations range from studying the affective and cognitive state of users while per-
forming different tasks to utilizing BCI devices as an input to control machines or
virtual characters. Another area that BCI may be helpful and has attracted interest is
in education. BCI can be used to gather affective engagement from students while
they interact with educational technologies. The adaptation of BCIs may contribute
towards understanding the design flaws of the educational tools.

This paper presents an exploratory user study of the measurement of affective
engagement through a wearable BCI device with high school students while they
perform a task in an educational technology tool (Fig. 1). The purpose of the study
is to identify the most engaging educational tool for high school students and
explore how BCIs can be adapted towards such study. Lastly, this paper may be
used as a guideline on how BCI may be adapted for educational studies.

Fig. 1 User completing a programming task while wearing the BCI
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2 Background

There is research work on implementing BCI to Human-Computer Interaction
studies. Solovey et al. [2] used Functional-Near Infrared Spectroscopy (fNIRS)
methodologies to implement them to HCI studies. Their studies show appropriate
user posture while adapting physiological devices to a HCI/UX research study.
Affective Engagement evaluations in HCI/UX user studies have been adapted as
well. Andujar and Gilbert presented a new method to measure engagement through
EEG and enhance it with media. If the engagement of the user is low while the user
is reading a piece of information, then the application recommends a video related
to the reading to increase engagement [3]. Furthermore, in another study Andujar
et al. compared two learning techniques (video games and reading a book) by
measuring engagement physiologically. The purpose was to observe any correlation
between physiological engagement and information retention (measured by test
scores after learning) [4]. Another study involving engagement is by Szafir and
Mutlu. They quantified engagement by measuring the spectral bands (alpha, theta,
and beta) using the non-invasive BCI EEG Neurosky device while the users were
interacting with an adaptive agent [5].

Previous work has documented of ways of implementing a BCI technology to
HCI/UX research. However, there is no or little work done concentrated on the
impact of educational technologies by measuring the user’s affective state.
Therefore, this paper presents a preliminary study on how a non-invasive BCI can
be implemented to measure engagement of users while interacting with educational
technologies.

3 Methodology

There were a total of 13 participants (6 Alice group and 7 App Inventor group) in
this preliminary study. These participants were high school students participating in
an enrichment program for college preparation. This was a between-subject study,
the participants were randomly selected to one of the two groups: Alice or App
Inventor. The participants were given a task to complete in 10 min. The tasks
involved a simple programming task in which the students could accomplish in a
small amount of time. While the participants were completing the given task, the
Emotiv was gathering engagement levels in real time. The purpose of the study was
not just to compare the engagement of two interfaces and determine which one was
more engaging, but to explore how BCI can be implemented to evaluate engage-
ment while users interact with these interfaces. The participants were broken into
two groups due to the limitation of time they had to conduct the study.

Evaluation of User’s Affective Engagement … 99



The procedure of the study consisted of the following phases:

• Mounting Phase: Before the user started performing the task, the apparatus was
mounted on the user’s head. This usually takes around 5–15 min depending on
the amount of hair on the user’s scalp and the head shape.

• Affective Calibration Phase: Affective data was recorded for a period of at least
of 10 min to obtain accurate data. Therefore, in this phase, the user closed
his/her eyes and relaxed (trying not to think about anything) until 10 min have
passed (this phase can be manipulated at the experimenter choice and study
conditions).

• User Task/Engagement Measurement Phase: The user started performing the
given task for a period of 10 min, while s/he was performing the task, Emotiv
recorded the affective engagement.

3.1 Affective Engagement

Engagement was recorded physiologically with a non-invasive BCI device. The
engagement values ranges from 0 (not engaged at all) to 1 (extremely engaged).
Figure 2 shows an example of how on engagement changes through time while a
user is interacting with the programming environments. For that particular user
his/her engagement ranged from 0.55 (lowest engagement) to 0.95 (highest
engagement). There is a lot of data collected in a period of 10 min as electroen-
cephalographic (EEG) data is recorded in milliseconds, therefore every two minutes
the engagement was averaged to establish the changes in engagement several
periods of time.

Fig. 2 Example of engagement change through time (unprocessed) (x-axis: time | y-axis:
engagement)
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3.2 Emotiv Apparatus

The Emotiv apparatus (Fig. 3) is a non-invasive EEG wireless device. It processes
raw EEG data to determine the user’s affective and cognitive and can be imple-
mented as an input to control machines such as: computers, electric wheel chairs,
cars, mobile phones, robots, etc. The data measurements and the input control
interaction between the device and the user is achieved by the 14 channels (AF3,
F7, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, and AF4) of the device. These
devices are based on the international 10–20 systems [6]. These channels are used
to read the electrical signal of the human brain, which allow researchers to
understand more the state of the user while performing a specific task. This device
has been widely used by several researchers for various research studies. A good
example is the work of Campbell et al. [7] created an application where the users
can make phone calls by selecting the contact using the electrical signals of their
brain, where the device translated those signals to commands. These different
implementations stated in related work and the work by Campbell et al. represent
the popularity and the accuracy of the device while using it as a measurement or as
an input, which is the reason this device was used for this particular project.

3.3 Educational Technologies

The programming drag-n-drop environments used in the study were the Android
App Inventor and the 3D programming environment Alice. These tools are pro-
gramming environments dedicated to teach programming using a drag-n-drop
interface to students without programming background. Both programming envi-
ronments use a block interface to put together the code parts as a puzzle. App
Inventor is an environment developed (Fig. 4) by Google for non-developers to
build their own mobile applications without the need of programming.

Alice is a programming environment (Fig. 5) developed by Carnegie Mellon
University to increment the number of enrollment in Computer Science and to

Fig. 3 Emotiv EPOC device
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improve retention within the major [8]. Alice allows the users to create interactive
stories by dragging and dropping 2D objects and programming their function by
dragging and dropping code, hence no syntax memorization.

Fig. 4 Android App inventor user interface

Fig. 5 Alice user interface
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4 Preliminary Results and Discussion

The results presented in this paper are the affective engagement values obtained
from the Emotiv apparatus. A two sampled t-test was performed to determine if
there is a statistical significant on engagement levels between the two interfaces.
Based on the result, there is no statistical significance (P > 0.05). As shown in
Fig. 1, there is a lot of data collected even in a small amount of time. Therefore, for
this particular study engagement was average every two minutes to see the dif-
ference in engagement through time.

The Alice group (Fig. 6) had a very similar distribution of engagement for
the Alice group (Mean = 0.0608717 | STD = 0.089198 | Min = 0.491171 |
Max = 0.716489). It was observed that engagement was quite different across the
six participants, except for two. Also, their engagement did not change a lot through
time. Although, one of the participant’s engagement dropped at the end of the task.

The App Inventor group (Fig. 7) had similar engagement values except for
two participants (Mean = 0.0635827 | STD = 0.080102 | Min = 0.549641 |
Max = 0.723772). It can be observed the results for this group was different from
the Alice group. The engagements for most of the participants were close to 0.7

Fig. 6 Alice group: engagement results every two minutes

Fig. 7 App inventor group: engagement results every two minutes
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except for two participants. The other two participants had identical engagement,
which is interesting to observe.

5 Current BCI Challenges

Current wearable BCI devices offer low-cost expenditure, flexibility, and a wider
variety of applications for different purposes. However, the channels’ qualities of
the wearable BCIs are not as good as the traditional BCIs. It requires the user to
stand still, restrict muscle movement as much as they can, have shorter or no hair,
and be at a room at a decent cold temperature to avoid sweat. These requirements
do not allow the user to perform a real-world task in a natural manner and may
affect how they feel about BCIs negatively. An ergonomic issue is that these BCIs
are not adjustable for all the different types of head shapes and sizes. Each device
has their own limitation on how and who can wear them.

The current states do not allow researchers to completely substitute the sub-
jective measurements with BCIs, but the gathered data is still accurate enough for
supporting the subjective information obtained from the users. Also, through dif-
ferent research studies, recommendations on how to advance this technology for
universal adaptation of users performing real world tasks or laboratory experiments
may be beneficial towards its advancement.

6 Summary

This paper describes a study measuring affective engagement physiologically while
users interact with educational technologies. This paper also gives a brief intro-
duction on how BCI may be implemented in educational studies. The results
demonstrate the differences of engagement in each group, in which there is not a big
difference when interacting with theses interfaces. This may also help educators see
how BCI may be used to determine which of their students were not actively
engaged through the exercise while using an educational tool.

Further studies are needed to develop a standardize methodology to implement
neurophysiological engagement methods in research studies to determine the
involvement of the users while interacting with educational tools. This may help
those who develop the tools to improve them to provide a high level of engagement
through the user interaction.
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On the Modelling an Artificial Cognitive
System Based on the Human-Brain
Architecture

Olga Chernavskaya, Dmitry Chernavskii and Yaroslav Rozhylo

Abstract The approach to modeling a cognitive system based on the human-brain
architecture, called the Natural-Constructive Approach is presented. The key point
of this approach is the following: an artificial cognitive system, being a complex
multi-level combination of various-type neural processors, should be divided into
two subsystems, by analogy with two cerebral hemispheres in a human brain. It is
shown that one of them should necessarily contain a random element (noise) for
generation of information (creativity); it is responsible for learning. The other one,
being free of noise, is responsible for memorization and processing the well-known
information. Emotions could be interpreted as the noise-amplitude variation and
incorporated into the system by coupling the noise amplitude with the additional
variable representing the aggregated value of neurotransmitter composition, which
reflects the influence of subcortical brain structures. It is shown that the activity of
both subsystems should be controlled by the noise-amplitude derivative.

Keywords Generation of information � Neuroprocessor � Emotions � Learning �
Noise amplitude � Hemisphere � Stimulant � Inhibitor

1 Introduction

The scientific area of Artificial Intelligence (AI) covers various approaches to
modeling the cognitive process: the Robotics [1, 2], Active Agent systems [3, 4],
neuromorphic (neuron-based) models [5, 6], Brain Re-Engineering (BRE) [7, 8],
etc. Let us stress that any neuromorphic model (though this approach seems to be
the closest to the goal) inevitably meets with the “explanatory gap” between the
brain and the mind [9]. This implies that we do have a lot of information on the
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single neuron structure and functioning [10, 11], as well as on manifestation of
psychological reactions [12–14], but there is lack of idea on how the first could
provide the second.

Another problem is connected with the Nature challenges: any human-like
cognitive model should be able to answer the questions: why there are just two
cerebral hemispheres? Why any human person is individual? Why there are men
and women? Up to our knowledge, these problems are not in the focus of modern
researches, but this is strange. Perhaps, this could be explained by the complexity of
the problems of such sort. Indeed, it is very difficult to imagine and create an
artificial system which being manufactured according to standard procedure, would
be strictly individual.

In the papers [15–17], there was proposed and elaborated so called
“Natural-Constructive Approach” (NCA) to modeling the cognitive system. This
approach is based on neurophysiology data on the human-brain structure [10, 11],
the Dynamical Theory of Information [18–20], and neural computing [21] (com-
bined with the nonlinear differential equation technique). It was shown that the
cognitive architecture designed under NCA makes it possible to answer the
majority of the Nature challenges. Several aspects of applying this approach to AI
systems were discussed recently [22, 23]. In this paper, the main points of the
NCA-architecture are discussed and compared with the neurophysiology data on
the human brain structure.

2 Theoretical Foundation of NCA

2.1 Human Brain Architecture

According to the neurophysiology data (e.g., [10]), the human brain consists of the
cerebral cortex and the sub-cortical structures, as it is presented in Fig. 1.

The neocortex is responsible for the high-order cognitive processes, while the
sub-cortical structures (thalamus, amygdala, bazal ganglies, etc.) produce, in par-
ticular, the emotional bursts and participate in the memory formation.

Neocortex The neocortex itself could be (conventionally) divided into zones
(“lobes”) which are responsible for the vision (occipital lobe), motor activity
(parietal lobe), and auditory activity (temporal lobe), etc. Temporal zone embraces
Wernicke’s and Broca’s areas that are responsible, respectively, for language
hearing (word perception) and reproducing (word production), but not for the
speech itself. The speech function, i.e., coherent and sensible transmission of
information, relates to the frontal lobe that is associated with abstract thinking. An
appropriate model of cognitive process should reproduce and explain the distri-
bution of these functions.
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Sub-cortical Structures The role of sub-cortical structures was considered in [7,
8] and very interesting and completed models connecting the cognitive and emo-
tional aspects of the learning and thinking processes were elaborated. In particular
in [7], specific role of amygdala, basal ganglia, and thalamus in the learning process
was demonstrated. However, there still remain unclear issues, in particular, the
arrangement of the functional cortical zones. As it will be shown further, that
arrangement meets quite natural explanation within the NCA architecture.

Elements of Experience Another aspect of experimental data concerns specific
modification of those cortical neurons that are involved in the training process,
which results in acquisition of a certain “skill” [11]. This effect is not reproduced
under BRE approach [7, 8], but could be reproduced under NCA model.

Hemisphere Specialization This refers rather to neural psychology. There is a
wide-spread opinion that the right hemisphere (RH) is responsible for intuition and
the parallel processing of the information, while the left one (LH) provides logical
thinking and sequential information processing [13, 14]. Another hypothesis that
does not contradict but complements this one was proposed in [12]: RH is asso-
ciated with learning new information, while LH does process the well-known one.
Both these inferences (with minor revision) will be shown to be inherent for NCA
architecture.

2.2 Elements of Dynamical Theory of Information

Definition of Information According to Quastler [24], information is the memo-
rized choice of one version among a set of possible and similar ones. This definition
gives an idea of how the information might emerge. The choice could be made as a

Fig. 1 Schematic representation of the human-brain structures: a whole view of the brain;
b functional zones of the cerebral cortex (extracted from [24])
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result of two different processes, namely—reception (superimposed choice) and
generation (free choice) of information. The process of generation of information
could proceed only in the presence of chaotic (random) element, commonly called
the noise.

Objective Versus Conventional Information Depending on who makes the
choice, there appear: objective information (the choice made by Nature, i.e.,
physical principles) and conventional information, i.e., the choice made by certain
collective. This choice should not be the best, but individual for a given group. In
certain sense, the information that could arise in an ensemble of neurons represents
the choice of this ensemble, that is, the very conventional information.

Definition of the Cognitive Process The self-organizing process of recording
(perception), storing (memorization), encoding, processing, generating, and prop-
agation of the “self” conventional information.

Main Inference from DTI Since the generation and reception of information
represent dual (complementary) processes requiring different conditions, they
should proceed in two different subsystems. The generating subsystem should
contain the random element (noise), the subsystem for reception should be noise
free.

2.3 Neural Computing

Neural Processors: The Concept of Dynamical Formal Neuron The neural
processor is treated as a plate populated by the dynamical formal neurons (n being
the total number) described by the nonlinear differential equations (see [15, 17]),
which represent a particular case of the FitzHugh-Nagumo model [25].

“Image” Information Information about ever met objects of any kind should be
recorded and stored within the Hopfield-type [26] processor (distributed memory).
It could be described by the following equations:

dHðtÞ
dt

¼ 1
sH

H � b � ðH2 � 1Þ � H3� � � 1
sH

=HðH; bÞ; ð1Þ

where Hi(t) represents the dynamical variable for Hopfield-type i-th neuron with
stationary states being H = +1 (active) and H = −1 (passive); bi is the parameter
that control the activation threshold; s is characteristic time of activation, i = 1…
n. The image information is stored in the connections X(t), which are to be trained
depending on the processor purpose.

Recording the information (learning) requires Hebbian training mechanism:
initially weak connection become stronger (“blacker”) in course of the learning
process [27]:
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dXHebb
ij ðtÞ
dt

/ X0

4sX
� HiðtÞþ 1½ � � HjðtÞþ 1

� �
; ð2Þ

with X0 and sX are the training-process parameters.
Storage and processing the well-known information (recognition, prognosis,

etc.) require the training rule proposed by Hopfield himself [29]. This implies that
all connections are initially equal and strong; during the training process the “ir-
relevant” ones are gradually frozen out according to the rule:

dXHopf
ij ðtÞ
dt

/ � X0

2sX
� 1� HiðtÞ � HjðtÞ
� �

; ð3Þ

what represents the principle of “redundant cut-off”.

Encoding The conversion of an “image” (a set of M connected neurons) into a
symbol (single neuron at the higher level of hierarchy) occurs Grossberg-type [28]
processor with nonlinear competitive interactions that could be described by
equations:

dGkðtÞ
dt

¼ 1
sGk

� f½�ðak � 1Þ � Gi þ ak � G2
k � G3

k �

�
Xn

l 6¼k

CklðtÞ � Gk � Glgþ ZðtÞnkðtÞ;
ð4Þ

where Gk are variables for Grossberg-type dynamical formal neurons; k – 1…n; Z
(t) being the noise amplitude, 0 < nk(t) < 1 is random function (obtained, e.g., by
the Monte-Carlo method). Note that these equations are written to provide sta-
tionary states of neurons G = +1 (active) and G = 0 (passive). The parameters are:
sG—characteristic activation time, ak is the activation threshold (it controls the
competitive ability of the k-th neuron). Competitive connections are trained
according to:

dCklðtÞ
dt

¼ �C0

sC
fGk � GlðGk � GlÞg; ð5Þ

where sГ being the characteristic time of the winner choosing, C0 the model
parameter. Analysis of this model has shown (see [15]) that in the symmetrical case,
ak(t = 0) = a and Гlk = Гkl = Г(t = 0) = Г0, the process of choosing the symbol
appears to be unstable. This implies that the slight (casual!) advantage of one active
neuron does provoke its expansion and suppression of the others (as a result of
nonlinear interaction). Thereby, the paradigm of Kohonen [29] is realized: “Winner
Take All”. It should be stressed that it is impossible to predict in advance, what
exactly neuron would be a winner for a given image; this choice should be made by
the plate itself in the process of symbol formation. This very fact secures the
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individuality of an artificial system. Note that the process of symbol formation
represents a typical example of appearance of the conventional information within a
given system (collective of neurons).

Formation of Generalized Images After the given G-type neuron became the
symbol, it should be eliminated from the competitive struggle and acquires the
possibility to cooperate with other neuron-symbols to form the generalized image
(“image-of-symbols”) by means of the cooperative connections training in analogy
to Eq. (2). This effect could be provided by parametric modification of the
neuron-symbol. Actually, at the time scale t � sГ, the neuron-symbols should
behave as the H-type neurons, while “free” G-neurons could compete only.

Semantic Connections Very important role belongs to the inter-plate connections
between the symbol and its image (including the generalized one). In the process of
symbol formation, these connections are to be trained according to Hebbian prin-
ciple, i.e., by analogy with Eq. (2):

dW0
ikðtÞ
dt

/ W0

2sW
� G1

k � HiðtÞþ 1½ �; dWr�1
kl ðtÞ
dt

/ W0

sW
� Gr

k � Gr�1
l ; ð6Þ

where only active neurons participate in the training process; r = 2…N represents
the number of the plate (“hierarchy level”), N is total number of levels; W0 and sW

are training parameters.

3 Cognitive Architecture Under NCA

3.1 Scheme of the Cognitive System

The scheme of the architecture designed under NCA in [15–17] is presented in
Fig. 2. The whole system is divided into two (similar) “hemi-systems”: RH (Right
Hemi-system) containing the noise, and LH (Left Hemi-system) that is free of
noise. The terms are chosen to correlate these “hemi”-systems with cerebral
hemispheres, with the cross-hemi-system connections K being related with corpus
callosum that is aimed to ebsure the dialog between subsystems. The noise in RH
provides generation process, i.e. production of new information and learning; LH is
responsible for reception and processing the already known (learned) information.
This specialization, being the theoretical result of DTI principles only, surprisingly
coincides with inference of practicing psychologist Godberg [12]. This fact rep-
resents a pleasant surprise and indirect confirmation of NCA relevance.

The whole system represents complex multi-level block-hierarchical combina-
tion of different-type processors. The lowest level is presented by Hopfield-type
processors H0 and Htyp, the other levels embrace the Grossberg-type processors,
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which, however, could produce the “generalized images” (“image-of-symbols”) by
the same mechanism of the cooperative-connection training. The number of G-type
plates is neither limited, nor fixed: they appear “as required” in course of the system
evolution.

This structure evolves by itself due to the self-organizing principle of “con-
nection blackening” (see below). This implies that all the connections in RH are
training according to the Hebb’s principle of “connection amplification”, as in
Eq. (2). In LH, on the contrary, all connections are training according to original
version proposed in [26], i.e. the principle of “redundant cut-off”, as in Eq. (3).
Thus, RH provides the choice, while LH performs the selection, with RH being the
Supervisor for LH.

3.2 Equations for Neuron Ensemble Interaction

The equations describing interactions between neurons of various-type processors
could be written in the form (see [15–17]):

dGR;r
k

dt
¼ 1

sG
½=GðGR;r

k ; ark ðfWR;ðr�1Þ
ki g;GR;ðrþ mÞ

fkg ÞÞ

þ ŶfGR;r
k ;GR;ðrþ mÞ

l ;XR;r
kl ;WR;ðr�1Þ

ki ;WR;ðrþ 1Þ
ki g�

þ ZðtÞ � nðtÞ � KðtÞ � GL;r
k ;

ð7Þ

Fig. 2 The scheme of cognitive architecture
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dGL;r
k

dt
¼ 1

sG
½=GðGL;r

k ; ark ðfWL;ðr�1Þ
ki g;GL;ðrþ mÞ

fkg ÞÞ

þ ŶfGL;r
k ;GL;ðrþ mÞ

l ;XL;r
kl ;W

L;ðr�1Þ
ki ;WL;ðrþ 1Þ

ki g�
þKðtÞ � GR;r

k

ð8Þ

whereGR;r
k ;GL;r

k are dynamical variables referring to the RH and LH, respectively; r
is the number of symbol’s hierarchy level (for the sake of brevity, the image plateH is
treated as zero-level plateG0). The functional ℑ(G, a) describes the internal dynamics
of a single neuron, the functional ℑ{ak, Gk

r, Gk
r+m, Xr, Wr} describes the intra- and

inter-plate interactions between neurons (for details, see [16]); ak and sG are model
parameters. Here, as in Eq. (4), the term Z(t)n(t) in (7) corresponds to the random
component (“noise”), with Z(t) being the noise amplitude. It is presented in RH only.

It is important to stress that the parametric modification of those neurons that
participated in forming any “information item” (image, symbol, generalized image,

etc) ark ! ark ðfWR;ðr�1Þ
ki g;GR;ðrþ mÞ

fkg Þ does explain the experimental effect [11] on

morphological changes of the neurons which have acquired certain “skill”.
The last term in Eqs. (7), (8) refers to the cross-subsystem connections K(t)

which control the activity of each subsystem thus providing their “dialog”. Here
and below, it is accepted: K = +K0 = KR!L, and vice-versa, K = −K0 = KL!R.
These connections are not trained, but should switch depending on the stage of the
problem solving. The mechanism of their switching should be specified (see
below).

3.3 Elementary Learning Act: The Principle of Connection
Blackening

The elementary act of the new symbol formation is presented in Fig. 3.
This process corresponds to the self-organizing principle of “connection

blackening” and proceeds in two steps. At the first step (Fig. 3a), an image formed
by the previous-level (r − 1) symbols in RH, after its cooperative connections XR

become strong (“black”) enough, is delivered by the direct inter-plate connections w
to the symbolic plate Gr. Simultaneously, by the inter-subsystem connections
KR!L, it is transferred to the “image” plate Gr − 1 in LH. At the second step (see
Fig. 3b), new symbol is formed due to the winner-choosing process described
above by Eqs. (4), (5). Semantic inter-plate connections WR are trained according to
Eq. (6) up to sufficiently strong (“black”) state which is defined by the condition:

1
Mr

k
�
XMr

k

i

WRr
ik �Wthr � 0;$ i 2 fMr

k g; ð9Þ
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where WRr
ik are semantic connections between k-th symbol at r-th level and its

“image” neurons at the level r − 1, Mr
k is the number of connections,Wthr being the

connection’s threshold value (considered as the model parameter); summation
proceeds over each i-th neuron that belong to the given image. After the condition
(7) is fulfilled, the process of symbol formation is completed. Then the
inter-subsystem connections KRL should switch on to transfer it to the LH, where
semantic connections WLr

ik are trained by the Hopfield-type rule, as in Eq. (3). Thus,
the elementary learning act (or the “cog” according to terminology of Anokhin [5])
is accomplished.

This elementary act is reproduced (“replicated”) at every level of the architec-
ture, being a “cell” of the whole architecture presented in Fig. 2. In physics, this
type of organization is called scaling, and the whole structure is described by the
term fractal.

3.4 Functions of Processors at Different Levels of Hierarchy

The hierarchy levels of the architecture presented in Fig. 2 perform different
functions.

Image (“Visual”) Information The lowest level r = 0 is represented by the
Hopfield-type plates containing the image information. The plate H0 in RH should
carry the whole image information received by the “receptors” of a given system.
This plate is responsible for recording new images (learning). The plate Htyp in LH

Fig. 3 Elementary learning
act: a the “image” is created
in RH at the level r and
transferred to LH; b its
“symbol” is formed in RH
(with its semantic inter-plate
connections WR) and
transferred to LH
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contains images selected for storage (memorization); they are called typical images
and play main role in recognition of already known objects.

Symbolic (Semantic) Information The next level r = 1 is occupied by the
symbols of typical images, which are formed in RH and transferred to LH. Each
symbol does carry a semantic content which consists in the decomposition into its
image. At the same level, the symbols could cooperate and create the generalized
images (“image-of-symbols”) in RH, which acquire their own symbols at the next
level r + 1. After formation of “black” semantic connections this symbol are to be
transferred to LH.

Standard Symbol (Words) At the middle levels r > 1, internal symbols (image’s
“name”) in RH are to correlate with external standard conventional names (words)
SW, which are obtained as external symbolic information (see Fig. 2) directly by
LH. After establishing the correspondence between internal and external meaning
of the words, the system could express, as well as understand the external symbolic
information. Thus, this very part of the scheme should embrace the Broca’s area
(expressing words) and Wernicke’s area (understanding words).

Abstract Information At the higher levels r � 1, the abstract information
emerges. This means the infrastructure of symbols and their connections, which are
not mediated by real images, i.e., the neuron-progenitors of Hopfield-type plates.
Here, the generalized images are converted into the symbol-concepts SC that could
not be related to any concrete object (e.g., conscience, infinity, beauty, number,
etc.). This information appears in the already trained system as a result of inter-
actions of all the plates and present not the “perceptible”, but “deduced”
knowledge.

Thus, the system as a whole does grow up from the lower image information
levels, over semantic information (understandable for a given individual system
only), to higher levels of abstract information which could be verbalized and
propagated within given society. Note that the same evolution process is typical for
human beings in course of its ontogenesis.

It is important to stress that at each stage of new level formation, some infor-
mation is not delivered to LH, but remains in RH as the latent (hidden) individual
information for a given system. This very information could be interpreted as an
intuition (see [15, 17]).

Note that the plates (processors) in Fig. 2 could be arranged not in parallel, but
sequentially along some surface. Then the “functional zones” of NCA-architecture
represents the “mirror reflection” of that presented in Fig. 1b.
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4 Representation of Emotions

4.1 The Problem of Formalization of Emotions in AI

Incorporating the emotions into artificial cognitive system represents really the
challenge (see [30] and refs. therein), since there is the same “explanatory gap”.
From the mind viewpoint (psychology), they represent subjective self-appraisal of
the current/future state. From the “brain viewpoint”, emotions are associated with
objective and experimentally measured composition of neural transmitters, which is
controlled by the sub-cortical structures (thalamus, basal ganglia, amygdala, etc.,
see Fig. 1) [7, 8]. All the variety of neurotransmitters can be sorted into two groups:
the stimulants (like adrenalin, caffeine, etc.) and the inhibitors (opiates, endorphins,
etc.). Under NCA, this factor could be accounted for by incorporating additional
aggregated variable l(t) to be the effective difference between the stimulants and
inhibitors.

In psychology, the self-appraisal (emotion) is ordinarily associated with
achieving a certain goal. Commonly, they are classified as positive and negative
ones, with increasing probability of the goal attainment leads to positive emotions,
and vice versa. Furthermore, any new (unexpected) thing/situation calls up negative
emotions [12], since it requires additional efforts to hit the new goal.

According to DTI, emotions could be classified as impulsive (useful for gener-
ating information) and fixing (effective for reception). Since the process of gener-
ation requires the noise, it seems natural to associate impulsive emotions (anxiety,
nervousness) with the growth of noise amplitude. Vise versa, fixing emotions could
be associated with decreasing noise amplitude (relief, delight). Defining the
living-organism goal as a homeostasis (calm, undisturbed, stable state), one may
infer that, speaking roughly, this classification could correlate with negative and
positive emotions, respectively.

4.2 Main Hypothesis on Emotion Representation in AI

Based on these reasons, one could propose the following set of hypothesis:

Proposition 1 The influence of neurotransmitters could be accounted for by the
system of equations that link the noise amplitude Z(t) with the aggregated variable
l(t) that represents virtual composition of neurotransmitters (stimulants minus
inhibitors).

Proposition 2 The emotional reaction of human beings could be interpreted in AI
systems as the time derivative of the noise amplitude, i.e., dZ(t)/dt. The absolute
value of derivative dZ/dt corresponds to the degree of emotional manifestation:
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drastic change (jump) in Z(t) imitates either panic (dZ/dt > 0), or euphoria
(dZ/dt < 0), and so on. Note that this value could be either positive, or negative
that could be (very roughly) related to negative and positive emotions, respectively.

Proposition 3 The same derivative should control the “dialog” between
hemi-systems: increasing Z(t) (negative emotions) corresponds to activation of RH,
while decreasing Z(t) (positive emotions) switches on LH activity.

4.3 Equations for Coupling the Activity of Cortex
and Subcortical Structures

The equations representing these propositions could be written in the form:

dZðtÞ
dt

¼ 1
sZ

� faZl � lþ aZZ � ðZ� Z0ÞþFZðl; ZÞ
� X̂fl;GR;r

k ;Wgþ ½vðlÞ � D� gðlÞ � dðt � tD¼0Þ�g;
ð10Þ

dl
dt

¼ 1
sl

� fall � lþ alZ � ðZ � Z0ÞþFlðl; ZÞg; ð11Þ

KðtÞ ¼ �K0 � thðc � dZdt Þ; ð12Þ

where u, a, v, η, s are model parameters, the functional X{l, Gk
R,r, W} refers to the

process of new symbol formation presented in Fig. 3 (which should decrease Z
(t) value). Linear in Z and l part in Eqs. (10), (11) provides the system’s home-
ostasis: stationary stable state corresponds to {Z = Z0, l = 0}. The functions FZ(l,
Z) in (10) and Fl(l, Z) in (11) are written to account for possible nonlinear effects
(see [16, 22]).

The last term in (8) refers to processing the incoming information. Here, D stays
for the discrepancy between the incoming and internal (learned and stored)
information, which provokes Z increasing. This very situation refers to the “effect
of unexpectedness”, that should give rise to human’s negative emotions and,
according to Eq. (12), leads to activation of RH: K(t) = −K0 � KL!R. Vice versa,
finding the solution to the problem (D = 0) causes rapid decline of Z, which cor-
responds to positive emotional splash and LH activation (K(t) = +K0 � KR!L);
then RH gets the possibility to be “at rest”. Thus, the model (10)–(12) seems quite
reasonable and self-consistent.
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5 Conclusion

Thus, it is shown that the cognitive architecture designed in analogy to the
human-brain structure really provides the possibility to interpret and reproduce the
peculiarities of human cognitive process under NCA. The key point of NCA is the
following: an artificial cognitive system, being a complex multi-level combination
of various-type neural processors, should be divided into two subsystems, like
human brain does (two cerebral hemispheres). It is shown that one of them should
necessary contain a random element (noise) for generation of information (cre-
ativity); it is responsible for learning (an analogy to the right hemisphere). Another
one should be responsible for memorization and processing the well-known infor-
mation (after learning), by analogy with the left hemisphere; this subsystem should
be free of noise. It is shown that the noise-reach subsystem could provide an
intuition, while the noise-free one is associated with logical thinking. Both sub-
systems should be linked by the cross-subsystem connections (by analogy with
corpus callosum). Those connections should switch on depending on the stage of
solving a problem.

It is shown that the human emotions, being a subjective appraisal of the
current/future state, and, simultaneously, the product of the neural transmitters, are
inherently embedded into the NCA-architecture. Emotions are interpreted as dy-
namical variations of the noise amplitude, and these very variations should control
the activity of two sibsystems. Accounting for the neurophysiology, this interpre-
tation requires including an additional variable which corresponds to the “effective”
composition of neural transmitters. The system of coupled equations on the noise
amplitude and the neural-transmitter variable is proposed, which provides reason-
able correlation between switching the subsystem activity and the necessity of
additional stimulant (or inhibitor) production.

Under NCA, the emotions are classified as impellent (stimulating the generation
of information) and fixing (stimulating the memorization process) ones. Very
roughly, this classification corresponds to common negative and positive emotions,
respectively. Since the generation of information requires rather high level of noise,
thus the increase of the noise amplitude does simulate impellent (“negative”)
emotions. Vice versa, a termination of the learning act, i.e., ertain “skill” acquiring,
causes the decrease of noise that corresponds to the fixing (“positive”) emotions.
Thus, this idea seems reasonable and deserves further elaboration.

It is shown that the experimentally observed modifications on the
gene-expression level of those neurons that are involved into skill-acquiring process
[11] could be reproduced under NCA by parametric modification of the “trained”
neurons. The latter is possible only within the concept of dynamical formal neuron.

Let us point out that NCA actually provides the “bridge” over the gap between
physiological (“brain”) and psychological (“mind”) approaches to cognitive pro-
cess. The concept of conventional information, being based on the material con-
nections between neurons, represents the free choice of the neuron ensemble as a
whole.
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Identity Verification Using a Kinematic
Memory Detection Technique

Merylin Monaro, Luciano Gamberini and Giuseppe Sartori

Abstract We present a new method that allows the identification of false
self-declared identity, based on indirect measures of the memories relating the
affirmed personal details. This method exploits kinematic analysis of mouse as
implicit measure of deception, while the user is answering to personal information.
Results show that using mouse movement analysis, it is possible to reach a high rate
of accuracy in detecting the veracity of self-declared identities. In fact, we obtained
an average accuracy of 88 % in the classification of single answers as truthful or
untruthful, that corresponds overall to 9.7/10 participants correctly classified as true
tellers or liars. The advantage of this method is that it does not requires any
knowledge about the real identity of the declarant.

Keywords Identity verification � Lie detection � Memory detection

1 Introduction

Nowadays the security concerning the identity has become a very sensitive issue. In
particular, the increase of terrorist attacks in the last decades imposes the need to
recognize declarants of false identity. Usually migrants from Middle East entering
Europe or USA do not have any documents and personal details are frequently
self-declared. Among them, a high number of terrorists giving false identities are
believed to be hidden. Because terrorists move across countries using fake identi-
ties, the identity detection is now a major target in anti-terrorism [1].
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Deception is cognitively more complex than truth telling and this higher com-
plexity reflects itself in a lengthening of the reaction times (RT) during a response
[2]. According to literature, two memory detection techniques based on RT have
been proposed to identify liars. These are the autobiographical Implicit Association
Test (aIAT) [3] and the RT-based Concealed Information Test (RT-CIT) [4]. These
techniques may be used also as tools for identity verification [5].

RT based techniques have a number of advantages compared to the traditional
psychophysiological techniques to detect deception, as the polygraph [6]. First, RT
are not subjected to strong individual and environmental changes, such as in the
case of physiological parameters. Secondly, these techniques are inexpensive and
suitable to be used on large scale. However, these techniques are not without
limitations. Even though RTs are implicit measures, during the aIAT or CIT
examination the lie detection purpose is explicit (overt detection of deception).
Furthermore, RT based techniques only studied the latency in the response, so the
liar has to check only this unique parameter to falsify the evidence. Finally, the use
of these methods requires a prior knowledge about the information that has to be
checked as true or false. In fact, both aIAT and CIT require that the true identity (or
the true memory) is available, while in most real applications the true identity, as
the migrant’s case, is unknown to the examiner. This feature limits the practical
application of RT based verifications, even if their efficiency is proved.

The analysis of movements during the response has already been shown to
present a series of advantages, since it allows to capture the cognitive complexity in
stimulus processing by the registration of a variety of indicators including not only
the reaction time. Recently, researchers have shown that kinematic analysis can be
used as implicit measure of the cognitive processes underlying a task [7]. Several
authors, as [8–10], measured hand movements during choice tasks on a screen to
understand the dynamics of a wide range of psychological processes. They
described as a simple hand motion can reflects in real-time the progress of the
underlying cognitive processing. Therefore, hand-motor tracking can provide a
good trace of mind processes.

Because cognition is largely involved in the process of lie [11], it is reasonable to
think that the analysis of hand movements can be a good implicit measure to study
the cognitive mechanisms involved in lying. A first and precursive study about the
kinematic as signatures of deception was presented in [12]. The authors compared
motor trajectories while subjects were engaged in an instructed lie task. Participants
were required to respond truthfully or lying to the presented sentences by a visual
cue. Authors used the Nintendo Wii Remote to record subjects’ responses. Results
reported that deceptive responses could be distinguished from truthful ones on the
basis of several parameters, including the motor onset time, the overall time required
for responding, the trajectory of the movement and kinematic parameters such as
velocity and acceleration. In Ref. [13], the authors studied mouse movements in an
insurance fraud online context. Their results suggest that liars had an increasing in
the distance of movements, a decreasing in the speed of movements, an increasing in
the response time, and a more number of left clicks. In [14] authors proposed a pilot
study to identify guilty individuals involved in specific insider threat activities. They

124 M. Monaro et al.



analysed mouse movements while participants compiled an online survey similar to
the Concealed Information Test (CIT). Their preliminary observations showed that
guilty insiders had a different motion pattern when answering the key-item as
compared to the answering of non-key-items, which was indicative of an increased
cognitive activity while deceiving.

Concerning the identity verification, there are also several studies in literature
that applied mouse movements analysis to biometric user authentication or iden-
tification in informatics fields [15]. However, these methods require necessarily a
certain level of knowledge about the alleged user and a user-specific training, in
order to be able to recognize him/her or the liar.

The goal of this work is to present a new identity check technique based on
mouse movements recording, to identify false self-declared identities without
knowing anything about the real identity of the declarant. This method consists in a
memory detection technique, which investigates the truthful or untruthful nature of
the memory for the personal information declared, using implicit measures from
mouse movements. In other words, we employed kinematic analysis of the mouse
movements to identify implicit signatures of deception.

2 Method

2.1 Participants

40 participants were recruited at the Department of General Psychology in Padova
University. The sample consisted of 17 males and 23 females. Their average age
was M = 25 (SD = 4.6), and their average education level was M = 17 (SD = 1.8).
Because they use the mouse differently, left-handed subjects were excluded. All
subjects agreed on the informed consent before the experiment.

2.2 Experimental Procedure

The experiment was implemented using MouseTracker software [16].
During the experimental procedure, participants were asked to answer 3 yes or

no questions about their personal information, clicking with the mouse on the
correct alternative response on the computer screen (Fig. 1 shows an example).
20 participants answered truthfully, while the others were instructed to lie about
their identity according to a false autobiographical profile.

The 20 liars were instructed to learn a false identity from an Italian standard
Identity Card, where a photo of the subject were attached, and which contained
false personal data (an example of ID Card is reported in Appendix). After the

Identity Verification Using a Kinematic Memory … 125



learning phase, participants recalled the information in the ID card for two times.
Between the two recalls, they held a mathematical distracting task. On the other
hand, the truth tellers performed a mathematical task and revised their real auto-
biographical data only once before starting the experiment.

During the experimental task, three different kinds of questions were presented
to participants, in random order. Expected questions: 6 questions about information
explicitly trained from liars during the learning and recall phases (e.g. date of birth).
Unexpected questions: 6 questions related to the identity but not explicitly
rehearsed before the experiment (e.g. age). Liars can get this information by
applying a reasoning to the learned data. For example, if I know that I was born in
April 1989, I can conclude that I am 26 years old. Control questions: 4 questions
about personal characteristics that could not be denied. These are information
regarding evident physical traits that cannot be hidden to the examiner, as the
gender.

Each of these 16 questions was presented two times, one time the subject had to
answer yes and in the other one the participant had to give a no response, for a total
of 32 questions. In this way, truth tellers answered sincerely at all questions,
whereas liars answered lying on expected and unexpected questions that required a
yes response. Liar’s answers to control questions and to expected and unexpected
questions, which required a no response, were truthful. An example of questions is
reported in Appendix.

To view each question, participants had to click on the Start button in the lower
part of the screen. Then they chose the answer clicking on the response boxes
positioned in the two top corners of the screen.

2.3 Data Analysis

For each answer, the motor response was recorded using MouseTracker software.
Because each recorded trajectory have a different length, in order to permit aver-
aging and comparison across multiple trials, each motor response was
time-normalized. By default, MouseTracker performs a time normalization in 101

Fig. 1 Example of the task
presented to the subjects

126 M. Monaro et al.



time steps using linear interpolation. Thus, each trajectory had 101 time-steps and
each time-step had a corresponding x and y coordinate.

We analysed signatures of deception in terms of the shape of each movement
trajectory and the location of the trajectory over time. We also quantified the
trajectory properties on dimensions of velocity, stability, and direction. In partic-
ular, we collected the following features:

• Number of errors: number of incorrect answers.
• Initiation time: time between the appearance of the question and the beginning

of the mouse movement.
• Reaction time: time from the appearance of the question to the click on the

answer box.
• Maximum deviation: the largest perpendicular deviation between the actual

trajectory and its idealized trajectory.
• Area under the curve: the geometric area between the actual trajectory and the

idealized trajectory.
• Maximum deviation time: time to reach the point of maximum deviation.
• x-flip: number reversals of direction along the x-axis.
• y-flip: number reversals of direction along the y-axis.
• X, Y coordinates over the time: position of the mouse along the axis over the

time. Specifically we choose to use for the analysis only Y coordinate data, for
time-steps 18, 29, 30. This is because already from a preliminary visual analysis
the two experimental groups clearly differed only in position of the mouse along
the y-axis over the time.

• Acceleration over the time: acceleration of the mouse along the axis over the
time. We calculated acceleration along y-axis for time intervals 18–29 and 29–
30.

These features were used to train different machine learning classifiers on all
subject responses.

3 Results

A preliminary visual analysis showed a significant difference in kinematic responses
between liars and truth tellers. The average maximum deviation (MD) for liars is
0.33 (SD = 0.42), while for truth tellers is 0.15 (SD = 0.28). The area under the
curve is wider in liars (AUC = 0.6, SD = 1.1), than truth tellers (AUC = 0.22,
SD = 0.5). Figure 2 shows the average trajectory for liars and truth tellers.
Furthermore, it represents the position of the mouse along x and y-axis during the
response time for liars and truth tellers. In addition, liars made a greater number of
errors than truth tellers (error frequency for liars = 84, error frequency for truth
tellers = 7).
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In a first step, a 10-fold cross-validation Random Forest classifier was run on all
dataset (1280 stimuli). We obtained an accuracy around 90 % in the classification
of the single answer as truth or lie.

Secondly, the efficiency of the classification was evaluated on 10 test sets of 10
subjects each one. The 10 test sets were extracted from the original dataset of 40
subjects using the following rules: each test set contained 5 liars and 5 truth tellers;
each subject appeared in the 10 test sets a minimum of 2 and a maximum of 3 times.
In this way, each test set included 320 stimuli gathered from 10 subjects. Data from
the remaining 30 subjects (960 stimuli) were employed to build the model. Results
for the classification of each training-test couple is reported in Table 1. Using a

Fig. 2 Left average trajectory for liars (in red) and truth tellers (in green). Right Position of the
mouse along x and y axis during the response time for liars (in red) and truth tellers (in green)

Table 1 Simple logistic classifier accuracy for 10 training set and 10 test set including all stimuli

Training-test
set couples

Accuracy for cross-validation
on training set (%)

Accuracy in
test set (%)

Number of subjects
correctly classified

1 84.37 65.62 7/10

2 77.81 75.31 9/10

3 82.08 72.5 7/10

4 77.7 77.81 9/10

5 81.35 74.68 8/10

6 77.81 75.31 8/10

7 77.06 76.56 7/10

8 80 80.31 8/10

9 8.16 63.75 7/10

10 76.85 73.75 8/10

Mean 79.91 73.56 7.8/10
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Simple Logistic classifier, we obtained an overall accuracy of 73.56 % in classi-
fying a single stimulus as truthful or untruthful. From the classification of single
answer as true or false, according to a majority vote system, we traced the classi-
fication of the single subject as liar or truth teller. On the single participant, we
reached an average accuracy of 7.8/10 participants correctly classified as true tellers
or liars, with a minimum accuracy of 7/10 and a maximum of 9/10.

We repeated this procedure for training and testing the classifier on the answers
in which only truth tellers responded sincerely and liars cheating (expected and
unexpected questions that required a yes response). 10 training sets and 10 test sets
were created as above. This time, each test set included 120 stimuli gathered from
10 participants and each training set included 360 stimuli obtained from 30 par-
ticipants. Classification results are shown in Table 2. Training a Simple Logistic
classifier, we obtained an accuracy around 78 % in the classification of the stimuli
as sincere or deceitful, which means that 8.8/10 participants were correctly clas-
sified as true tellers or liars, with an accuracy ranging from 8/10 to 10/10.

Finally, we built a model including in the training set also the answers of all 40
participants, in which both liars and truth tellers answered truthfully (control
questions and expected and unexpected questions that required a no response). Each
test set included the answers of 10 participants in expected and unexpected ques-
tions that required a yes response. Therefore, each one of the 10 training sets
included 1160 stimuli, and each test set included 120 stimuli. Using a Random
Forest classifier, we reached an average accuracy of 88.08 % in the classification of
single answers as truthful or untruthful, that corresponds overall to 9.7/10 partici-
pants correctly classified as true tellers or liars, with a minimum accuracy of 8/10
and a maximum of 10/10. These data are reported in Table 3.

Table 2 Simple logistic classifier accuracy for 10 training set and 10 test set including as stimuli
only expected and unexpected questions that required a yes response

Training-test
set couples

Accuracy for cross-validation
on training set (%)

Accuracy in
test set

Number of subjects
correctly classified

1 83.88 74.16 8/10

2 80.55 72.5 9/10

3 79.44 82.5 9/10

4 82.5 80.83 9/10

5 85.55 70.83 8/10

6 80.27 84.16 10/10

7 80 83.33 9/10

8 80.27 80 9/10

9 83.05 73.33 8/10

10 79.44 78.33 9/10

Mean 81.49 77.99 8.8/10
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4 Conclusions

This work shows that using mouse movement analysis, it is possible to reach a high
rate of accuracy in detecting the veracity of self-declared identities. The accuracy of
the classification is very high not only for the single subject, but also for the single
answer.

As already shown in literature [17], the presence of unexpected questions induce
in liars an increase in cognitive load. This increase reflected itself in a different
pattern of the kinematic response that became distinguishable from the truth teller
pattern.

We believe that this approach can have several advantages compared to the RT
based techniques mentioned above. First, kinematic indices can be recorded in a
hidden way while the user interacts with the device and not being aware of what we
are observing. Secondly, the detection of these indices is inexpensive, easily
obtainable and does not require any equipment in addition to what the subject is
already using during the interaction with the computer. This method is potentially
very well adapted to the detection of deception also in the context of web, because it
do not require the presence of an examiner and can be run automatically, quickly
and anywhere. Furthermore, the use of mouse kinematic instead of the simple RT
pushing a key on keyboard in order to record responses has a number of advan-
tages. While button press may only permit to record RT, to use a mouse allows to
capture the cognitive processes and their complexity by the registration of a large
set of indicators, which include not only the reaction time. For this reason, the
technique is promising also concerning resistance to countermeasures. The large
number of characteristics of movement seem, in principle, difficult to control
entirely via efficient countermeasures to lie detection.

Table 3 Random forest classifier accuracy for 10 training set and 10 test set including control
questions, expected and unexpected questions of all 40 participants in the training set

Training-test
set couples

Accuracy for cross-validation
on training set (%)

Accuracy in
test set (%)

Number of subjects
correctly classified

1 91.37 87.5 10/10

2 92.58 76.66 8/10

3 90.86 90 10/10

4 91.63 86.66 10/10

5 90.77 90.83 10/10

6 91.63 89.16 10/10

7 91.12 87.5 10/10

8 90.77 95.83 10/10

9 92.15 90.83 10/10

10 92.4 85.83 9/10

Mean 91.52 88.08 9.7
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Appendix

Fake ID Document for Facilitating Rehearsal of Faked Identity by Liars. The
document reproduced an Italian standard Identity Card. It contains the following
information: last name, first name, date of birth, city of birth, citizenship, city of
residence, residence address, marital status, occupation, height, hair color, eye color.

List of Questions Presented to Subjects

Topic Example for yes answer Example for no answer

Control questions

Gender Are you female? Are you male?

Skin color Is your skin white? Is your skin brown?

Hair color Do you have blond hair? Do you have black hair?

Citizenship Are you an Italian citizen? Are you a French citizen?

Expected questions

First name Is Alice your name? Is Maria your name?

Last name Is Rossi your last name? Is Bianchi your last name?

Year of birth Were you born in 1989? Were you born in 1986?

Month of birth Were you born in April? Were you born in August?

City of residence Do you live in Limena? Do you live in Caserta?

Residence address Do you live at Vespucci street? Do you live at Marconi street?

Unexpected questions

Age Are you 26 years old? Are you 23 years old?

Zodiac sign Is Aries your zodiac sign? Is Leo your zodiac sign?

Region of birth Were you born in Veneto? Were you born in Campania?

Province of birth Were you born in Padova
province?

Were you born in Caserta
province?

Region of residence Do you live in Veneto? Do you live in Campania?

Chief town of
residence region

Is Venezia the chief town of your
residence region?

Is Napoli the chief town of your
residence region?
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Emotiv-Based Low-Cost Brain Computer
Interfaces: A Survey

Naveen Masood and Humera Farooq

Abstract Within the field of Brain Computer Interfacing (BCI),
Electroencephalography (EEG) is the most widely applied modality. But most of
the EEG based BCI applications use expensive sensors for capturing brain data. In
order to make these systems accessible to end-user, it is quite necessary to have
low-cost alternatives. The Emotiv EPOC is one of the inexpensive EEG devices
that has been increasingly employed. Although the headset has limitations related to
signal quality but it is gaining popularity in BCI researches. In this paper, a detailed
review of Emotiv based BCI systems is presented along with its comparison with
medical grade EEG devices. Classification algorithms and preprocessing techniques
used with these systems are also discussed. Its performance is evaluated based on
different factors including subjects, stimuli and specific nature of the application.
The paper is concluded with the discussion of present challenges and future
research possibilities for Emotiv based BCI applications.

Keywords Emotiv � Brain computer interfaces � Electroencephalography � Signal
processing � Classification

1 Introduction

A brain-computer interface (BCI) is defined as a communication system for
translating the signals from brain of a person into commands interpretable by a
machine or a computer [1]. Within the field of BCI, electroencephalography
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(EEG) is the most widely applied modality. But most of the applications are
designed using expensive EEG sensors. In order to make these BCI systems
accessible to end-user for home use or outside the lab applications, it is quite
necessary to have low-cost alternatives with increased portability. The
Emotiv EPOC headset is one of the inexpensive EEG devices that has been
increasingly employed in BCI applications based on consumer-grade sensors.
Although the Emotiv headset does have limitations related to the signal quality and
number of electrodes but it is gaining popularity in BCI researches that are focused
towards low-cost and outside the lab applications (Fig. 1).

The paper summarizes the results of a survey of different BCI systems using
Emotiv as main device for EEG signal acquisition. A detailed review of Emotiv
based BCI systems is presented along with its comparison with medical grade EEG
devices. The classification algorithms and preprocessing techniques used with these
systems are also discussed. Its performance is evaluated based on different factors
including subjects, stimuli and specific nature of the application.

2 Non-medical Applications

Because of its accessibility and portability to consumers and researchers,
Emotiv EPOC has been employed in a variety of BCI applications. But due to its
limited signal quality, the applications usually cover non-medical domain although
few studies have been conducted for medical purposes as well. Following five
categories of non-medical applications have been identified where Emotiv is used
for capturing brain signals.

2.1 Device Control

One of the major reasons for conducting researches in BCI domain is desperate
need to give patients or users who lack full control of their limbs access to control

Fig. 1 Emotiv EPOC
headset [2]
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different devices and communication systems. Keeping these scenarios in consid-
eration, such users may be facilitated from a device even it bears limited accuracy,
efficiency or speed. Emotiv has been used in designing of such applications. Using
emotive various device control applications have been designed including control
of wheelchair for disabled persons [3, 4], any input device of computers [5], to
control in-vehicle systems or drive a car [6, 7].

2.2 Gaming

Emotiv EPOC headset has been increasingly employed for gaming purpose as well.
In such applications signals from user’s brain are used to play the game and operate
the controls. Sourina and Liu designed a gaming application based on Emotiv
employing Steady State Visual Evoked Potential (SSVEP) as electrophysiological
signal. Along with this, the performance of Emotiv is compared with the research
grade EEG sensor and the study suggests that the satisfactory results are obtained
from Emotiv [11].

Bernays and Mone have worked on an adaptable 3D video game named as Lost
in the Dark: Emotion Adaption. It makes use of player’s emotions as input to alter
and adjust the gaming controls and environment. Emotiv headset is used here not
only to record brain signals but facial expressions and head movement also [13].
Few gaming applications using Emotiv are mentioned in Table 1.

Table 1 List of Emotiv based studies categorized on the basis of type of application

Device control Gaming Emotion
detection

User brain state
detection

Robots

i. Controlling a
Wheelchair
Fattouh et al.
[3], Li et al. [4]
Chowdhury and
Shakim [8]
Bahri et al. [9]
Abiyev et al.
[10]
ii. Controlling a
computer input
device
Lievesley et al.
[5]
iii. Controlling
an in-vehicle
system
Nisar et al. [6],
Cernea et al. [7]

Sourina and
Liu [11],
Thomas
et al. [12],
Bernays
et al.
(2012) [13],
Qiang,
Sourina
et al. [14]

Jatupaiboon
et al. [15], Liu
et al. [16], Pham
and Tran [17],
Aspinallet al.
[18], Wang
[19], Fattouh
et al. [3]

Wang et al.
[20],
Purawijaya and
Fitri [21], Ben
Dkhil et al.
[22],
Ekanayake
et al. [23]

Szafir and
Signorile [24],
Vourvopoulos
and Liarokapis
[25],
Vourvopoulos
and Liarokapis
[26], Grude et al.
[27], Guneysu
and Akin [28]
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2.3 Emotion Detection

Human emotion refers to a complex psychological state comprised of three com-
ponents i.e. user experience, his physiological response along with behavioral or
expressive reaction [29]. Different categories of emotions are disgust, pride, satis-
faction, anger etc. [30]. Various studies have been conducted to find how the EEG
signals correlate to human emotions. Emotiv has also been used for this purpose.
Pham, Duy et al. have used Emotiv to capture EEG data while users are watching
movies to induce emotions. Oscillatory brain rhythms with different frequency
bands filtered from the recorded brain signals are used as input to different machine
learning classifiers [17].

2.4 User Brain State Detection

While performing any task, state of brain of user can be analyzed using BCI
devices. Emotiv is used for this purpose also. Wang et al. developed a virtual
driving mechanism to perform driving experiments for the collection of subjects’
brain data for mental fatigue. Technique of Wavelet-packets transform (WPT) was
applied for continuous feature extraction [20]. McMahan and Parberry compared
three different engagement indices during various video game modalities using the
Emotiv device. From the results, it is concluded that Emotiv can be used to measure
a player’s varying levels of engagement as they play a video game [31].

Drowsiness is one of the major reasons behind road accidents especially while
driving on motorways and highways. Ben Dkhil, Neji et al. worked on a drowsiness
detection system based not only eye blinking but physiological signals also.
A smart video camera is used to capture face images and eye blinks and to record
the brain signals Emotiv has been used [22].

2.5 Robots

One of the major application of BCI systems is to control robots by means of EEG
brain signals. For this area also, Emotiv has successfully been employed.
Vourvopoulos and Liarokapis worked on a project for controlling a robot in both
the real and virtual world. The whole set up is performed with two prototypes based
on the headset type used. One is the Neurosky headset that has been tested with 54
users. Other one is performed with Emotiv EPOC headset. Results indicate that
using commercial grade headsets, robot can be navigated effectively [25].

Table 1 lists the studies and researches categorized on the basis of type of
applications mentioned above.
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3 Signal-Processing Methods Used in Emotiv-Based BCIs

Signal processing algorithms are applied on EEG signals to remove artefacts.
Emotiv based BCI systems have employed different approaches for pre-processing.
In Table 2, we have categorized the research papers according to the signal pro-
cessing techniques and algorithms used.

4 Feature Classification Algorithms Used in Emotiv-Based
BCIs

In order to identify different brain activity patterns produced by a user during any
BCI experiment, machine learning algorithms for classification are mostly applied.
To achieve maximum performance, suitable algorithm must be selected so that it
could aim at correct estimation of the class of data represented by the feature vector.
Table 3 lists the classification algorithms used in design and development of
Emotiv based BCI systems.

Table 2 Signal processing algorithms considered in Emotiv based BCI applications

Signal processing algorithms Research studies

PCA (principal component analysis) Elsawy et al. [32], Turnip et al. [33]

ICA (independent component analysis) Turnip et al. [33]

CSP (common spatial pattern) Bialas and Milanowski [34]

Wavelet transform Abdalsalam [35]

Table 3 Classification algorithms considered in Emotiv based BCI applications

Classification algorithms Research studies

SVM (support vector
machine)

Zhang et al. [36], Vamvakousis and Ramirez [37], Wang [19],
Pham and Tran [17]

LDA (linear discriminant
analysis)

Wang et al. [38], Duvinage et al. [39], Vamvakousis and
Ramirez [37]

Decision tree None (to the best of our knowledge)

KNN Pham and Tran [17], Mampusti et al. [40]

Naïve bayes Pham and Tran [17]

Ada boost Pham and Tran [17]

Multi layer perceptron Abdalsalam et al. [35]
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5 Discussion

Emotiv offers a cost-effective solution for design and development of BCI appli-
cations. It is quite necessary while having the advantage of low cost, Emotiv based
applications could not be compromised on performance and quality. To address this
issue, researchers have conducted studies by comparing Emotiv with other medical
or research grade devices. Badcock, Mousikou et al. tested if auditory Event
Related Potentials (ERPs) measured using Emotiv are comparable to those by a
medical grade widely-used EEG system from Neuroscan. The study suggests that
the consumer grade EEG system may prove a valid alternative for medical grade
Neuroscan system for recording late auditory ERPs over the frontal cortices [41].
Liu conducted a research based on SSVEP physiological signal using Emotiv
headset. Based on video stimuli, SSVEP are recorded from Emotiv. In this study,
canonical correlation analysis (CCA) is used for feature extraction. Furthermore, the
performance of g.tec EEG equipment and Emotiv EPOC is also compared. The
classification accuracy and Information transfer rate (ITR) of g.tec are
94.79 ± 1.94 % and 35.66 ± 5.71 bits/min while for Emotiv, accuracy is
82.99 ± 4.98 % and the ITR is 28.06 ± 6.45 bits/min [42]. Table 4 lists some of
the studies with classification accuracies obtained with Emotiv based sensor. Some
studies are conducted specifically for comparison of Emotiv with other devices.
From the table, it is evident that the low cost Emotiv give satisfactory results as the
classification accuracy is not significantly degraded using this equipment. Other
than classification percentage, other performance parameters are also used for
making such comparisons like reaction time, information transfer rate, p-value etc.
Due to limitation of length, these parameters are not covered in this paper.

5.1 Limitations for Emotiv Based BCI Applications

BCI applications have general limitations like subject dependency, experiment
scenario, research paradigm etc. for each type of EEG equipment whether consumer

Table 4 Classification accuracies obtained using Emotiv

Application Classification accuracy with

Emotiv
(%)

Other medical grade device (%)

Visual stimulator [42] 82.99 94.79 (gtec)

Controlling video game [43] 82–84 87–89 (IMEC)

P300 speller [32] 86.29 –

Diagnosis of major depressive disorder [38] 89.66 –

Emotion detection [15] 75 –

SSVEP visual stimulator [44] 76.6 –
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or research grade. Therefore in case of Emotiv based BCIs, these limitations also
exist. As in the study of Van Vilet in which it is observed that the tendency to
control a game mainly depends on the subject rather than the device. During out of
the lab public event, using EPOC headset, 36 % users achieved good accuracy for
game control while 52 % found it difficult and challenging whereas 12 % users
could not achieve any control [43]. Similarly, Lin et al. have worked on SSVEP
based visual stimulator system such that subjects walking on the treadmill are
provided with Emotiv EPOC headest to record their brain activity with different
speeds of treadmill. Highest accuracy 76.7 % is achieved with standing position
while accuracy decreases with increasing speed. This is the general limitation for
BCI applications as the best results are produced when the subjects are in still
position [44]. Jatupaiboon et al. found that using emotiv, pair of channels at tem-
poral region produces better result than the other regions for the happiness detection
system [15].

Liu et al. have implemented SSVEP based application using Emotiv EPOC. As
per the research, to connect Matlab with Emotiv using existing software is difficult
and to some extent little inconvenient. In future, extensive work could be performed
to provide a better solution for a stable connection between Matlab and EPOC [42].

Hariston et al. worked on performance comparison of three wireless EEG sen-
sors including B-Alert X10, EPOC and Quasar’s dry sensor with conventional
wired BioSemi’s ActiveTwo EEG sensor. The study elicited that some subjects
found lack of comfort with EPOC since the weight of electrodes is focused on
certain locations of the scalp instead of being distributed all over the scalp surface.
So, the problem for uneven weight distribution is observed in EPOC [45].

In order to compare Emotiv with other devices, one of the major issues arises
due to inconsistency and difference of electrode placement using different sensors.
In order to conduct true comparison, except the EEG sensor, all other parameters
should ideally be uniform especially the electrode placement [45].

6 Conclusion

Major objective of this paper is to bring together pieces of information from
research studies to summarize the situation and give beginners and researchers in
this field a preliminary but clear and concise overview of where we are standing for
Emotiv based BCI systems. In the paper, a detailed review of Emotiv based BCI
systems is presented along with its comparison with medical grade EEG devices.
The classification algorithms and preprocessing techniques used with these systems
are also discussed. Its performance is compared based on classification accuracy.
Five non-medical applications have been identified where Emotiv is being
employed successfully. In a BCI context, the results they obtained, have been
analysed and compared with other medical grade devices. Although limited number
of studies are conducted so far to make this comparative analysis. One major
difficulty that generally encountered in such comparative studies concerns the lack
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of published comparisons between algorithms, classifiers, devices etc. Ideally, to
compare EEG sensors, the BCI experiments should be performed within the same
context, that is with the same subjects, using the same feature detection technique
and the same protocol for pre-processing.

The signal processing and classification techniques that are not applied so far in
Emotiv based systems could be explored. Currently, this is one of the crucial
problems for for BCI research and not specifically for Emotiv based systems. Based
on the studies covered in this paper, it is concluded that although Emotiv does not
perform as effectively as research grade equipment but it still offers the option to
provide a user’s brain wave signature.
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Part III
Physiological Monitoring and Interaction



Test-Retest Stability of EEG and Eye
Tracking Metrics as Indicators
of Variations in User State—An Analysis
at a Group and an Individual Level

Jessica Schwarz and Sven Fuchs

Abstract EEG- and eye tracking metrics have been investigated for their potential
as indicators of user state in a variety of studies. However, their stability over time
has rarely been assessed and findings are reported predominantly on a group level.
In this paper, we report a test-retest analysis that aimed to investigate—at group and
individual levels—the temporal stability of fixation duration, pupil dilation, and two
built-in metrics from the Emotiv EPOC EEG sensor, namely Engagement and
Frustration. The retest confirmed the temporal stability of most physiological
metrics at the group level. But analysis at an individual level revealed that outcomes
differ strongly between and also within individuals from test to retest. The divergent
results between individual and group level illustrate that group level findings are of
limited value for applications such as adaptive systems requiring individual user
state diagnosis.

Keywords Adaptive systems � User state assessment � Temporal stability �
Test-retest analysis � Physiological measures � EEG � Eye tracking

1 Introduction

Research has demonstrated that physiological measures can serve as sensitive
indicators of various cognitive and affective states of the user (c.f. [1–3]).
Physiological user state assessment appears to be particularly valuable in adaptive
systems design. Adaptive technical systems dynamically adapt their behavior to the
current state of the human operator in order to mitigate critical user states and
performance decrements. This requires user state to be measured continuously and
in real-time which is supported by most physiological measures (e.g. heart rate,

J. Schwarz (&) � S. Fuchs
Fraunhofer FKIE, Fraunhoferstr. 20, 53343 Wachtberg, Germany
e-mail: Jessica.Schwarz@fkie.fraunhofer.de

S. Fuchs
e-mail: Sven.Fuchs@fkie.fraunhofer.de

© Springer International Publishing Switzerland 2017
K.S. Hale and K.M. Stanney (eds.), Advances in Neuroergonomics
and Cognitive Engineering, Advances in Intelligent Systems
and Computing 488, DOI 10.1007/978-3-319-41691-5_13

145



electrodermal responses, brain activity, facial skin temperature, respiration, pupil-
lary response, and eye movements). Furthermore, with technology pushing forward,
increasingly unobtrusive physiological sensors are emerging (e.g. remote eye
trackers and low-cost EEG) that often ship with built-in metrics and classifiers for
various user states (e.g. attention, workload and emotional states). Hence, physio-
logical measures may also prove useful when user state must be assessed in a
multidimensional manner, i.e. considering various user states and the interactions
between them to achieve more holistic diagnostics for adaptive systems design (cf.
[4]).

Experimental studies that evaluated physiological measures as candidates for
user state assessment have mainly focused on the validity and sensitivity of such
metrics. However, their stability1 and reliability has rarely been assessed. Faulstich
et al. [5] analyzed the temporal stability of several physiological measures in
relation to physical and mental stressors. The retest was conducted two weeks after
the first assessment. They found that most physiological measures provided mod-
erate to high test-retest correlations (mostly ranging between r = 0.4 and r = 0.8)
when absolute baseline and test values were considered. However, difference scores
between baseline and test conditions were not found to have adequate reliability.

Tomarken [6] states in a review of psychophysiological research that available
findings on the temporal stability of psychophysiological measures indicate sub-
stantial variability across measures. He remarks that some measures demonstrated
high levels of stability while others yielded disappointing results. This variability
can also be observed in the study of Faulstich et al. [5].

It has to be considered, however, that outcomes concerning the validity and
stability/reliability of assessment methods are usually reported at a group level. As
adaptive systems need to diagnose critical user states of every user individually,
group level findings may be of limited value. From this perspective, it is critical that
an assessment method can provide a valid and stable user state diagnosis at an
individual level.

In an experimental study (N = 12) we evaluated the efficacy of two classifiers
from the consumer-oriented Emotiv EPOC EEG sensor and two metrics derived
from a Tobii X120 remote eyetracker for multidimensional user state assessment
[7]. Group-level results showed the Engagement metric of the Emotiv EEG to be
sensitive to variations in workload while the validity of Emotiv’s Frustration metric
to diagnose the emotional state of frustration could not be confirmed in our
experimental paradigm. Results for the eye tracking metrics supported the sensi-
tivity of pupil dilation and fixation duration to workload variations. At an individual
level, however, we found outcomes of all four metrics to be highly user-specific,
indicating that certain metrics were strong predictors of performance for some
subjects but not for others.

1In accordance with Tomarken [6], we refer to the term stability for test-retest analyses across
sessions and reliability for test-retest-analyses within sessions.
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To investigate whether these results could be replicated, a retest was conducted
one year later involving ten participants that had also participated in the first test.
The following sections describe method and results of this test-retest analysis and
draw implications for future research.

2 Method

2.1 Participants and Experimental Task

10 participants (8 m/2f) aged 19–39 (M = 31.4; SD = 6.8) performed a simplified
simulated flight control task. Participants were not familiar with air traffic control or
air space monitoring. The primary task was to command air tracks to ensure they
abide to air safety rules (i.e., stay within their assigned air spaces and keep sufficient
distance from each other and external non-controllable traffic passing the air space).
Imminent rule violations were indicated by alarms and visual warning icons.
A secondary task was used to simulate the mental demands of listening to radio
communications and calculation of headings. It consisted of basic arithmetic
problems (e.g. 260 + 70–8) that were presented in English via headphones every
45 s. Users entered their responses into a text field. A scoring system was imple-
mented that rewarded error-free operation and correct answers to math problems by
adding points to the score. Point deductions occurred for rule violations (air track
passing the boundary or near collision of two tracks) and for wrong or no answers
to math problems. The current score as well as point increases and deductions were
visible during the test in order to raise the motivation of participants Fig. 1.

2.2 Experimental Design

The experimental tests were conducted in a within-subjects design that modulated
user state by systematically manipulating two environmental conditions known to
affect or impair workload and frustration of users: To modulate workload, the
number of air spaces to be monitored were varied between two (low task load) and
five (high task load; cf. [8]) between conditions. All air spaces were the same size
and contained two controllable air tracks. Concerning the modulation of frustration,
literature suggests that frustration can be induced by ignoring operator commands
(e.g. [9, 10]). Thus, the second factor addressed the cooperation of controllable air
tracks. In the high cooperation condition, air tracks always followed instructions.
For low cooperation, 30 % of operator commands were ignored. A third factor
(presence versus absence of loud noise) was omitted in the retest, as it was not
related to significant changes in user state in the first test. This factor was originally
varied between two separate sessions (one with and one without noise). To ensure
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comparability only those sessions that were identical with the retest were consid-
ered in the test-retest analysis.

A systematic combination of both experimental factors results in four experi-
mental conditions illustrated in Fig. 2. Latin Square rotation was used to counter-
balance learning or order effects within each test. In the retest, participants
completed the experimental conditions in the same order as they did in the first test.

Fig. 1 User interface of the experimental task

Fig. 2 Experimental design
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2.3 Assessment Methods

For physiological assessments the Emotiv EPOC headset and the Tobii X120
remote eye tracker were employed in both tests. The Emotiv EPOC device is a
low-cost wireless neuroheadset that comprises 14 felt-based sensors plus 2 refer-
ences that are located on the scalp according to the international 10–20 system.
Emotiv’s proprietary analysis software provides four distinct affective state clas-
sifiers—Engagement, Excitement (short-term and long-term), Frustration and
Meditation—that can be obtained in real-time through the Software Development
Kit (SDK). In our study, we focused on the Engagement and Frustration metrics.
According to the manufacturer’s descriptions, Engagement may prove useful for the
assessment of workload and attention. And as its name suggests the metric of
Frustration is supposed to reflect the emotional state of frustration. In the following,
these metrics are referred to as Emotiv Engagement and Emotiv Frustration.

Concerning the metrics derived from the Tobii X120, we chose to focus on
fixation duration and pupil dilation. Literature indicates that fixation duration is
sensitive to variations in task load. However, the direction of this relationship seems
to be highly task dependent. Some researchers (e.g. [11–13]) found fixation dura-
tion to increase with higher (mostly cognitive) task load while others (e.g. [14, 15])
observed a negative relationship between fixation duration and visual task com-
plexity. In congruence with the latter, fixation duration in our first experiment was
significantly lower in the conditions of high (mostly visual) task load.

Regarding pupil dilation, literature indicates an increase in pupil dilation as a
function of cognitive load (e.g. [16–19]). A review by Kramer [20] found pupillary
changes to be sensitive to perceptual, cognitive, and response-related processing
demands in a variety of tasks. In our experiment we also observed a significant
increase in pupil dilation in conditions of high task load.

Albeit not reported in this paper, user state was also assessed by self-rating
methods in order to validate the physiological assessments. NASA-TLX [21] was
used for subjective workload assessment with the subscale of frustration for frus-
tration evaluation, and the Self-Assessment Manikin (SAM; [22]) for a rating of the
emotional state. Additionally the total score achieved in each condition was used as
a measure of performance.

2.4 Set-up and Procedure

Figure 3 shows the experimental set-up comprised of a 24-in. monitor to display the
user interface, keyboard, and mouse as input devices, and a Tobii X120 eye tracker
placed under the monitor. Participants wore the Emotiv EPOC headset and in-ear
earphones. Physiological sensors were fitted and calibrated first, followed by an
individual characteristics questionnaire, a baseline recording of EEG metrics, and a
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training scenario. Subsequently, four 10-min task runs were performed (one for
each experimental condition), followed by NASA-TLX and SAM questionnaires.

2.5 Data Preparation

Data preparation included aggregation and normalization of values of the Emotiv
and Tobii logfiles. As findings of Faulstich et al. [5] indicate, difference scores (task
score minus baseline score) are not a good option to correct for individual differ-
ences in response magnitude. Hence, based on recommendations of Tomarken [6]
we used z-standardization as an alternative way to normalize measures.

Test-retest correlations were calculated by using the z-standardized mean values
of Emotiv Engagement, Emotiv Frustration, fixation duration, and pupil dilation
which were obtained from every participant for each of the four experimental
conditions. Due to poor signal quality of the Emotiv metrics in some test runs, four
participants were excluded from the test-retest analysis. Hence, results on Emotiv
metrics are based on a sample of N = 6. Concerning the eye tracking metrics, only
one participant had to be excluded due to poor tracking quality, leading to a sample
of N = 9.

Fig. 3 Experimental set-up
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3 Results

Test-retest correlations of the four physiological measures (Emotiv Engagement,
Emotiv Frustration, fixation frequency and pupil dilation) were analyzed at group
and individual levels. Additionally, we compared correlations between the physi-
ological measures and performance in both tests to investigate whether the efficacy
of physiological metrics to indicate changes in performance remains stable
over time.

3.1 Test-Retest Stability at the Group Level

Table 1 shows the test-retest correlations calculated across all experimental con-
ditions and for each experimental condition separately. For pupil dilation, fixation
duration, and Emotiv Frustration, the test-retest correlations are above r = 0.6 when
all conditions are included.

These outcomes are in a similar range as the test-retest correlations that Faulstich
et al. [5] obtained in their study. Emotiv Engagement, however, did not sufficiently
correlate with the original results; but when considering the test-retest correlations
for each experimental condition, the Emotiv Engagement metric reaches adequate
stability in at least three of four experimental conditions (r > 0.5). The other metrics
show similar outcomes. Overall, results indicate that test-retest correlations differ
quite strongly between experimental conditions (e.g. correlations for Emotiv
Frustration are ranging from r = 0 to 0.9).

Table 1 Test-retest correlations of EEG- and eye tracking metrics at a group level

Emotiv
engagement

Emotiv
frustration

Fixation
duration

Pupil
dilation

All conditions 0.36 0.63** 0.63** 0.64**

2 Areas and high
cooperation

0.59 0.93** 0.67 0.16

2 Areas and low
cooperation

−0.30 −0.03 0.75* 0.67

5 Areas and high
cooperation

0.84* 0.44 0.59 0.57

5 Areas and low
cooperation

0.86* 0.71 0.12 0.86**

*significant (p < 0.05)
**highly significant (p < 0.01)
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3.2 Test-Retest Stability at the Individual Level

Test-retest correlations at an individual level were based on each participant’s mean
values obtained from the four experimental conditions in test and retest. Figure 4 is
composed of four bar charts illustrating the individual test-retest correlations for
each physiological measure.

As Fig. 4 shows, most correlations are positive and at a moderate to high level.
However, results also indicate that the stability varies between individuals.
Interestingly, individual stability is not consistent across measures: participants that
show a high test-retest correlation on one measure do not necessarily show high
correlations on the other measures. As an example, VP09 shows the highest test-retest
correlation for fixation duration but a negative test-retest correlation for pupil dilation.

Fig. 4 Test-retest correlations of each participant for emotiv engagement, emotiv frustration,
fixation duration, and pupil dilation. Order of participants is based on individual correlation value
(from high to low)
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3.3 Correlation with Performance in Test and Retest

Table 2 provides correlations between each of the four physiological measures and
performance at the group level. Although correlations are rather low correlations
obtained for Emotiv Frustration, fixation duration and pupil dilation are similar in
range between test and retest, hence supporting the temporal stability of the mea-
sures’ diagnostic value. Emotiv Engagement, however, significantly correlated with
performance in the first experiment but shows only poor correlation with perfor-
mance in the retest.

The direction of all correlations (with the exception of the correlation obtained
for Emotiv Engagement in the retest) is in congruence with our assumptions:
Emotiv Engagement (first experiment), Emotiv Frustration, and pupil dilation
correlate negatively with performance, indicating that performance (expectedly)
decreases with higher levels of workload and frustration. For fixation duration, a
slightly positive correlation with performance was found. This positive relationship
was also expected as our first experiment revealed that fixation duration was lower
in conditions of high task load and high task load conditions were in turn associated
with lower performance.

Correlations between physiological measures and performance were also cal-
culated for each participant. These individual correlations are depicted as bar charts
in Fig. 5. To allow for easy comparison, test and retest correlations are plotted
side-by-side for each participant.

Outcomes indicate that individual correlations with performance not only differ
between individuals but they also differ within individuals from test to retest:
Metrics that were highly correlated with performance in the first test (e.g. fixation
duration for VP02) showed rather weak correlations in the retest. Only for Emotiv
Frustration some individual correlations seem to be rather stable between test and
retest (VP01, VP04, VP08 and VP07—even though the correlations of VP07 are
not in the expected direction).

Table 2 Correlations of EEG- and eye tracking metrics with the performance score in test and
retest (group level)

Emotiv
engagement

Emotiv
frustration

Fixation
duration

Pupil
dilation

First
experiment

−0.49* −0.27 0.17 −0.28

Retest 0.18 −0.35 0.23 −0.35*

*significant (p < 0.05)
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4 Discussion

Our analysis of the test-retest stability of Emotiv Engagement, Emotiv Frustration,
fixation duration, and pupil dilation revealed moderate stability at a group level, in
line with findings of Faulstich et al. [5]. At an individual level, many test-retest
correlations were also moderate to high but differed substantially between indi-
viduals ranging from high positive correlations (r > 0.8) to even negative
correlations.

Tomarken [6] also points out a substantial variability of test-retest stability;
however, not between individuals but across physiological measures. He argues that
physiological outcomes are often influenced by a large number of confounding
“nuisance variables” that can vary across sessions (e.g. attention level of partici-
pants, inconsistency in placements of electrodes). These factors may also differ
across participants, leading to variations in test-retest stability at an individual level.

Fig. 5 Individual correlations of EEG and eye tracking metrics with performance in test and
retest. Order of participants is based on individual correlation value from the first experiment:
From high to low or reverse (not expected direction)
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Another potential source of variability in the individual test-retest correlations is
our applied experimental task paradigm in which participants are free to control air
tracks as deemed appropriate. Accordingly, the same scenario (with the same
experimental conditions) may unfold and be handled very differently from one test
to another. Thus, identical experimental conditions may involve different amounts
of demanding or critical situations.

Finally, analysis of correlations between the physiological measures and per-
formance indicates that outcomes differ between test and retest not only between
but also within individuals. This implies that the diagnostic value of these physi-
ological measures to indicate user state and performance decrements is not only
user-specific but also time-specific (which may in part be attributed to confounding
variables that are hardly controllable in applied contexts).

5 Implications for Future Research

Our findings demonstrate that group level findings, while commonly reported in the
context of user state assessment, are not indicative of a metric’s utility for real-time
user state diagnosis, as this metric may only work for some users in a given context.
Additional analyses at an individual level provide valuable insights and have
important implications for applications that require user-specific state diagnosis,
such as adaptive systems design.

In this article, we showed that the efficacy of physiological measures to diagnose
user state and performance decrements can strongly vary between individuals.
Furthermore, test-retest results at the individual level show a temporal instability of
metrics, indicating that, even for individually customized user state indicators, the
diagnostic value may vary from one session to the next. Hence, it may be necessary
to periodically readjust diagnostic components (e.g. in adaptive human-machine
systems based on physiological user state diagnoses) to maintain sensitive and valid
diagnoses.

For future research in this area, we feel a need to point out the importance of the
temporal stability of physiological measures. This aspect is hardly considered in
evaluations but is critical for deciding whether or not to include a metric in a
diagnosis framework. We would therefore like to encourage researchers to include
and publish temporal stability analyses in their physiological research.
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Transcranial Direct Current Stimulation
(tDCS) Versus Caffeine to Sustain
Wakefulness at Night When Dosing
at Start-of-Shift

Lindsey McIntire, R. Andy McKinley, Justin Nelson
and Chuck Goodyear

Abstract Shift work is necessary in many industries such as healthcare, trucking,
defense, and aviation. It is well documented that during the night shift, workers
experience the lowest levels of performance and alertness (Czeisler et al. in Science
210:1264–1267, 1980; Akerstedt and Gillberg in Sleep 4:159–169, 1981 [1, 2]).
Research has shown caffeine can enhance alertness and performance during over-
night work (Muehlbach and Walsh in Sleep 18(1):22–29, 1995 [4]). However,
benefits of caffeine decline over time (Miller et al. in Fatigue and its Effect on
Performance in Military Environments (Report No. 0704–0188), 2007 [5]).
McIntire et al. (Brain Stimul. 7(4):499–507, 2014 [6]) found a promising alternative
for use during sleep deprivation called transcranial direct current stimulation
(tDCS). tDCS sustained performance throughout the sleep deprivation vigil and for
a longer amount of time when compared to caffeine. Three groups of participants
received either active tDCS and placebo gum at the start of their shift (1800),
caffeine gum with sham tDCS, or sham tDCS with placebo gum. Participants
completed 13 sessions of tasks and questionnaires while remaining awake for 36 h.
Our results show tDCS could be a possible fatigue countermeasure.
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1 Introduction

Shift work is prevalent and necessary in many industries such as healthcare,
trucking, manufacturing, defense, and aviation. It is well documented that during
the night shift, workers experience the lowest levels of performance and alertness
[1, 2]. This is not only due to circadian factors but also because most night shift
workers spend a longer time awake before their shift ends (20–22 h) compared to
other shifts [3]. A common countermeasure used to enhance performance and
alertness is caffeine. Research has shown that caffeine can enhance alertness and
performance during overnight work compared to no intervention [4] as well as
provide performance benefits through times of circadian variation [7, 8]. However,
the benefits of caffeine decline over time and from chronic use [5]. Also, while
caffeine may increase the ability to stay awake, it does not always aid in making
good decisions [9]. Therefore, it is necessary to investigate other forms of fatigue
countermeasures for shift workers.

A form of non-invasive brain stimulation called transcranial direct current
stimulation (tDCS) might be a viable fatigue countermeasure. Although it was
originally used to treat clinical disorders such as stroke, major depressive disorder,
Parkinson’s disease, etc., rapid expansion of research over the past decade has been
showing that tDCS can also be effective in enhancing healthy human cognitive
performance (see [10, 11] for reviews). In fact, our own research has indicated that
tDCS could be a promising alternative to caffeine for use during sleep deprivation
because it was found to mitigate the deleterious performance effects of sustained
wakefulness for up to 6 h post-stimulation whereas caffeine only provided 2 h of
benefit. Participants who received tDCS also reported feeling more energetic, less
fatigued, and had a more overall positive mood rating than people who received
caffeine. Consequently, we believe tDCS could be beneficial to the performance
and mood of night shift workers.

2 Methods

2.1 Equipment

tDCS Stimulator. The MagStim DC stimulator (Magstim Company Limited;
Whitland, UK) was used to provide the tDCS stimulation. This battery-powered
device was controlled with a microprocessor to ensure constant current at up to
5000 µA. The device automatically shuts off if the impedance becomes greater than
50 kΩ to prevent electric shocks or burns.

tDCS Electrodes. The electrodes included an array of 5 electroencephalographic
(EEG) electrodes arranged in a circular pattern. Each electrode had an inner
diameter of 1.6 cm yielding a contact area of 2.01 cm2 for each electrode. At 2 mA
of supplied current, there was an average current density of 0:199mA

cm2.
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StayAlert® Gum (MarketRight, Inc., Plano, IL). Gum was the delivery
mechanism used to administer 200 mg of caffeine to participants in the caffeine
group. The placebo gum was also StayAlert® gum which looked and tasted the
same as the caffeinated gum.

2.2 Subjects

Thirty active-duty military participants from Wright-Patterson Air Force Base
completed this study. There were 22 male and 8 female participants with an average
age of 26.6 ± 5. Participants were compensated for their time but where disqual-
ified if they met any of the exclusion criteria described in McKinley et al. [12].
Thirty-two participants enrolled in the study but two were dismissed because they
met one or more of the study exclusion criteria. The 30 remaining participants were
randomly assigned into one of three groups with 10 individuals in each.

2.3 Performance Tasks

Mackworth Clock Test (Vigilance Task). The vigilance task was developed
according to the description of the task used by Kilpelӓinen et al. [13]. The task was
an adopted version of the Mackworth clock test with parameters adopted from
Teikari [14] and run on a standard desktop computer. The participant was presented
a visual display with 16 hole-like black circles arranged in a clock-like figure
against a black background. Each circle changed from black to red for 0.525 s in
turn, with each cycle lasting 3 s. The red light moved in a clockwise pattern by one
step, which was considered the normal stimulus appearance. The light moving
twice the usual distance (i.e., skipping a circle) was considered a critical signal and
the participant was required to respond to this signal by pressing the spacebar as fast
as possible on the keyboard with his preferred index finger. The response was
defined as a correct hit when it occured less than 8 s after the target signal and a
false alarm if the reaction occurred outside this time range (+0.1–8.0 s). Undetected
targets were defined as misses.

Psychomotor Vigilance Task (PVT). The PVT -192 (Ambulatory Monitoring,
Inc.; Ardsley, NY) was a 8″ � 4/5″ � 2/4″ handheld, battery-operated computer-
ized test presentation that recorded visual reaction times. The visual stimulus was
presented on a small LCD that presented a number counted up by milliseconds. The
stimulus was presented for up to 1 min, allowing the participant to respond by using
a button press with the thumb. The interstimulus interval varied randomly from 2 to
12 s.
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2.4 Subjective Questionnaire

Profile of Mood States (POMS). The Profile of Mood States (POMS) was a
65-item questionnaire that measures mood using 6 categories: tension-anxiety,
depression-dejection, anger-hostility, vigor-activity, fatigue-inertia, and
confusion-bewilderment. Participants rated their feelings about each item (example
items: Tense, Vigor, Fatigue) on a scale of 0–4, with 0 being “not at all” and 4
being “extremely.” The overall scores for each of the six categories were totaled,
resulting in six factor scores. Each of the factor scores, except for the vigor-activity
score, was added together; next the vigor-activity score was subtracted from this
total to produce a composite mood disturbance score. We also analyzed each factor
score independently.

2.5 Procedures

Participants experienced 36 h of continuous wakefulness for this experiment.
Participants were randomly assigned to one of three experimental groups (n = 10
for each group). Group 1 received anodal tDCS at 2 mA for 30 min at 1800 with
placebo gum at 1700, group 2 received sham tDCS at 1800 with 200 mg of caf-
feinated gum at 1700, group 3 received placebo gum at 1700 and sham brain
stimulation at 1800. After consenting to participate in the study, participants filled
out the medical screening questionnaire. Two days prior to their scheduled
experimental trial, participants were given an activity wrist monitor and instructed
that their daily schedules should include a minimum of 7 h of sleep per night
between the hours of 2300 and 0600. Also during this time participants received
training on all performance tasks utilized in the study.

On the day of their experimental trial, participants were required to awaken at
0600 and perform their daily activities as normal. They were instructed to not
consume any caffeine or central nervous system (CNS)-altering
medications/substances on the experimental test day. Each participant arrived at the
test facility at 1630 h. Upon arrival, they had their WAM activity data analyzed to
ensure that proper sleep cycles were maintained. Starting at 1700 h, participants
were given either active or placebo chewing gum depending on the condition they
were in. At 1800, depending on the condition the participant was in, the brain
stimulation began and the participants completed one session of the sustained
attention task (30 min), one session of the PVT task (10 min), and filled out the
POMS questionnaire. Participants were then provided a short break of approxi-
mately 45 min where they could talk, watch TV, walk, read, or play video games.
The second session began at 2000 h and was exactly the same as the first session.
These procedures were repeated every two hours. The final testing session took
place at 1800 h on the second day (36 h continuous wakefulness).
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2.6 Analysis

For each subject, the change from session 1 (1800) was determined for all
dependent variables. Pairwise comparisons of the 3 groups at each session were
made using 2-tailed 2-sample t-tests and effect size from Cohen’s d. No error
adjustment was made for the number of tests. At each session, the minimum p-value
for the 3 paired comparisons was used in plots and identified as either 0 < p
0.01 or 0.01 < p � 0.05. For each analysis, group (Early tDCS, Early Caffeine,
Control) was a between factor and session a within factor for sessions 2–13. Proc
mixed in SAS 9.2 was used to perform the analyses.

3 Results

An analysis of variance (ANOVA) revealed a significant main effect of “session”
for the Mackworth Clock test metric of accuracy (F(11, 297) = 23.9, P < 0.001)
(see Fig. 1 and Table 1). The post hoc t-tests showed that the tDCS group per-
formed significantly better than the sham group at 2200 and again at 1400 the next
day, which was Session 11. There was no statistical difference found between the
caffeine and control groups as well as the caffeine and tDCS groups. However, at
2200 the caffeine and control groups were close to statistical significance with a
Cohen’s d of 0.90. A value above 0.8 indicates a possible large effect that might be
detected with a larger n-size. At 2400, the tDCS group was not significantly better
than the control group but it was also close with a Cohen’s d of 0.95, we believe
that an effect might have been detected with a larger n-size.

An ANOVA also uncovered a main effect of “session” for mean of log reaction
times (F(11, 291) = 18.23, P < 0.001) on the Mackworth task (Fig. 1 and Table 1).
At 2200, the post hoc t-tests showed that tDCS and caffeine groups performed
significantly better than the control group. The session at 2000 was not significantly
different between the tDCS and control group but the comparison revealed a
Cohen’s d of 0.92 which indicates it may have reached significance with a larger n-

P
er

ce
nt

 H
its

C
h

a
n

g
e

 f
ro

m
 1

8
0

0

Early tDCS Early Caffeine Control

-50

-40

-30

-20

-10

0

1800 2000 2200 2400 0200 0400 0600 0800 1000 1200 1400 1600 1800
* ** ** *

M
ea

n 
of

 L
og

 R
T

 (
m

s)
C

ha
ng

e 
fr

om
 1

80
0

Early tDCS Early Caffeine Control

0

1800 2000 2200 2400 0200 0400 0600 0800 1000 1200 1400 1600 1800
** ** ** * * * **** ** ** * * * **** ** ** * * * **

Fig. 1 Mackworth clock test percent hits as a change from 1800 (left) and mean of the logged
reaction time as a change from 1800 (right)

Transcranial Direct Current Stimulation (tDCS) … 161



T
ab

le
1

t-
te
st
s
of

si
gn

ifi
ca
nt

m
ai
n
ef
fe
ct
s
fo
r
th
e
M
ac
kw

or
th

an
d
PV

T
pe
rf
or
m
an
ce

ta
sk
s

T
as
k

D
ep
en
de
nt

va
ri
ab
le

Se
ss
io
n

T
im

e
G
ro
up

1
G
ro
up

2
M
ea
n
1

SE
M

1
M
ea
n
2

SE
M

2
D
F

t
P

M
ac
kw

or
th

Pe
rc
en
t
hi
ts

3
22

00
C
on

tr
ol

C
af
fe
in
e

−
18

.9
39

6.
55

9
−
3.
16

7
4.
98

4
18

−
1.
91

0.
07

16

M
ac
kw

or
th

Pe
rc
en
t
H
its

3
22

00
C
on

tr
ol

tD
C
S

−
18

.9
39

6.
55

9
2.
72

7
5.
01

1
18

−
2.
62

0.
01

72

M
ac
kw

or
th

Pe
rc
en
t
H
its

4
24

11
00

C
on

tr
ol

tD
C
S

−
18

.9
39

8.
19

4
1.
06

1
5.
51

8
18

−
2.
02

0.
05

8

M
ac
kw

or
th

Pe
rc
en
t
H
its

11
14

00
C
on

tr
ol

tD
C
S

−
50

.6
06

5.
86

8
−
25

.6
06

8.
77

3
18

−
2.
37

0.
02

92

M
ac
kw

or
th

M
ea
n
L
og

R
T

2
20

00
C
on

tr
ol

tD
C
S

0.
13

6
0.
04

1
0.
01

8
0.
04

6
18

1.
94

0.
06

79

M
ac
kw

or
th

M
ea
n
L
og

R
T

3
22

00
C
on

tr
ol

C
af
fe
in
e

0.
16

8
0.
02

9
0.
02

8
0.
01

6
18

4.
25

0.
00

05

M
ac
kw

or
th

M
ea
n
L
og

R
T

3
22

00
C
on

tr
ol

tD
C
S

0.
16

8
0.
02

9
0.
01

6
0.
03

8
18

3.
17

0.
00

53

M
ac
kw

or
th

M
ea
n
L
og

R
T

4
24

00
C
on

tr
ol

C
af
fe
in
e

0.
28

1
0.
04

2
0.
08

5
0.
05

2
18

2.
92

0.
00

91

M
ac
kw

or
th

M
ea
n
L
og

R
T

4
24

00
C
on

tr
ol

tD
C
S

0.
28

1
0.
04

2
−
0.
01

0.
05

6
18

4.
15

0.
00

06

M
ac
kw

or
th

M
ea
n
L
og

R
T

7
60

0
C
on

tr
ol

C
af
fe
in
e

0.
62

1
0.
06

9
0.
42

6
0.
06

18
2.
15

0.
04

55

M
ac
kw

or
th

M
ea
n
L
og

R
T

7
60

0
C
on

tr
ol

tD
C
S

0.
62

1
0.
06

9
0.
25

3
0.
09

2
17

3.
24

0.
00

48

M
ac
kw

or
th

M
ea
n
L
og

R
T

8
80

0
C
on

tr
ol

tD
C
S

0.
57

0.
09

2
0.
27

5
0.
08

1
18

2.
42

0.
02

63

M
ac
kw

or
th

M
ea
n
L
og

R
T

10
12

00
C
on

tr
ol

tD
C
S

0.
43

1
0.
06

3
0.
21

7
0.
07

4
18

2.
19

0.
04

19

M
ac
kw

or
th

M
ea
n
L
og

R
T

12
16

00
C
on

tr
ol

tD
C
S

0.
52

3
0.
09

6
0.
25

2
0.
06

4
17

2.
29

0.
03

48

M
ac
kw

or
th

M
ea
n
L
og

R
T

13
18

00
C
on

tr
ol

tD
C
S

0.
58

2
0.
09

6
0.
16

7
0.
06

3
17

3.
55

0.
00

25

M
ac
kw

or
th

M
ea
n
L
og

R
T

13
18

00
C
af
fe
in
e

tD
C
S

0.
39

0.
09

7
0.
16

7
0.
06

3
17

1.
9

0.
07

51

PV
T

N
um

be
r
of

L
ap
se
s

6
40

0
C
on

tr
ol

tD
C
S

14
.1

3.
50

1
5

1.
44

5
12

2.
4

0.
03

34

PV
T

N
um

be
r
of

L
ap
se
s

7
60

0
C
on

tr
ol

tD
C
S

23
.6

4.
24

1
10

.8
3.
28

9
18

2.
39

0.
02

83

PV
T

N
um

be
r
of

L
ap
se
s

7
60

0
C
af
fe
in
e

tD
C
S

27
.7

6.
39

1
10

.8
3.
28

9
18

2.
35

0.
03

03

PV
T

N
um

be
r
of

L
ap
se
s

10
12

00
C
on

tr
ol

tD
C
S

24
.7

4.
38

2
12

.1
3.
32

8
18

2.
29

0.
03

43

PV
T

N
um

be
r
of

L
ap
se
s

10
12

00
C
af
fe
in
e

tD
C
S

31
.4

5.
20

7
12

.1
3.
32

8
18

3.
12

0.
00

59

PV
T

N
um

be
r
of

L
ap
se
s

11
14

00
C
af
fe
in
e

tD
C
S

29
6.
48

2
12

.1
2.
71

8
12

.1
2.
4

0.
03

32

PV
T

N
um

be
r
of

L
ap
se
s

13
18

00
C
on

tr
ol

tD
C
S

11
.5

1.
99

6.
5

1.
17

6
18

2.
16

0.
04

43
(c
on

tin
ue
d)

162 L. McIntire et al.



T
ab

le
1

(c
on

tin
ue
d)

T
as
k

D
ep
en
de
nt

va
ri
ab
le

Se
ss
io
n

T
im

e
G
ro
up

1
G
ro
up

2
M
ea
n
1

SE
M

1
M
ea
n
2

SE
M

2
D
F

t
P

PV
T

M
ea
n
R
ec
ip
ro
ca
l
R
T

7
60

0
C
on

tr
ol

tD
C
S

−
0.
00

14
5

0.
00

01
94

−
0.
00

10
2

0.
00

01
09

18
−
1.
95

0.
06

74

PV
T

M
ea
n
R
ec
ip
ro
ca
l
R
T

7
60

0
C
af
fe
in
e

tD
C
S

−
0.
00

16
4

0.
00

02
17

−
0.
00

10
2

0.
00

01
09

18
−
2.
54

0.
02

05

PV
T

M
ea
n
R
ec
ip
ro
ca
l
R
T

8
80

0
C
af
fe
in
e

tD
C
S

−
0.
00

14
7

0.
00

01
49

−
0.
00

10
6

0.
00

00
95

18
−
2.
35

0.
03

02

PV
T

M
ea
n
R
ec
ip
ro
ca
l
R
T

10
12

00
C
af
fe
in
e

tD
C
S

−
0.
00

16
8

0.
00

01
86

−
0.
00

10
2

0.
00

01
27

18
−
2.
96

0.
00

83

PV
T

M
ea
n
R
ec
ip
ro
ca
l
R
T

11
14

00
C
af
fe
in
e

tD
C
S

−
0.
00

16
4

0.
00

01
66

−
0.
00

10
7

0.
00

01
18

−
2.
97

0.
00

82

PV
T

M
ea
n
R
ec
ip
ro
ca
l
R
T

12
16

00
C
af
fe
in
e

tD
C
S

−
0.
00

14
6

0.
00

01
97

−
0.
00

10
2

0.
00

00
9

12
.6

−
2.
04

0.
06

32

Transcranial Direct Current Stimulation (tDCS) … 163



size. There was a significant effect at 2400 (or Session 4). Both the tDCS and
caffeine groups had lower mean reaction times compared to the control
group. Again at 0600 or session 7 the tDCS and caffeine groups had faster (better)
reaction times than the control group. Although, at the next session (Session 8,
0800) reaction time in the tDCS group was found to be significantly faster than
control, there was no statistical difference between the caffeine and control group or
caffeine and tDCS. At 1200 and 1600, the tDCS group performed statistically
different from the control group. The means revealed the tDCS group had faster
(better) reaction times at both of these sessions. There was no difference between
the other groups at these two time points. During the last session at 1800 the tDCS
group performed statistically better than the control group. While there was no
significant difference between the tDCS group and caffeine group, the Cohen’s
d was 0.92 indicating a possible effect if there had been a larger n-size. Taken
together, the evidence suggests that the effects of tDCS delivered at 1800 the
previous day may last 24 h post-stimulation, whereas, caffeine’s effects disappear
after 12 h. In fact, the tDCS group had 10–44 % better reaction times than the
control group.

A separate ANOVA revealed a significant main effect of “group” for the metric
of lapses in the PVT task (F(2, 27) = 4.02, P = 0.030). The post hoc t-tests
revealed that tDCS had fewer lapses than the control group at sessions 6, 7, 10, and
13. The tDCS group also had fewer lapses than the caffeine group at sessions 7, 10,
and 11. There were no statistical differences found between the caffeine and control
group for any sessions. In fact, the tDCS group performed between 10 and 22 %
better than the other groups between 0400 and 1800 because they were making
fewer lapses (Fig. 2 and Table 1).

The ANOVA also showed a significant main effect of “session” for the metric of
mean reciprocal reaction time in the PVT task (F(11, 297) = 61.86, P < 0.001).
Post hoc t-tests showed that the tDCS group had faster (better) reaction times than
the caffeine group at sessions 7, 8, 10, and 11. There was no difference between the
control and caffeine group at any time point. At session 7 (0600), the test between
the tDCS group and control group was approaching significance with a Cohen’s
d of 0.92. It is likely this would have achieved significance with a larger n-size.
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Also at session 12 (1600) the Cohen’s d was 0.96 in the test between the tDCS and
caffeine group so again a larger n-size may have revealed a significant difference
here (Fig. 2 and Table 1).

Using an ANOVA, we found a significant main effect of “session” on the
Vigor/Activity factor score in the POMS questionnaire (F(11, 297) = 36.14,
P < 0.001). Post hoc t-tests revealed that the tDCS group reported feeling more
vigorous than the control group at sessions 4, 6, 8, 10, and 11. The caffeine group
reported significantly more vigor than the control group only at session 8. There
was no difference found between the tDCS and caffeine groups (Fig. 3 and
Table 2). We also found a significant main effect for the “group and session” (F(22,
297) = 1.76, P = 0.02) interaction on the POMS questionnaire for the
Fatigue/Inertia factor score. The post hoc t-tests indicated that the tDCS group
reported less fatigue than the control group at sessions 7, 10, 11, and 12. While
session 6 and 8 did not reveal a significant effect, the Cohen’s d was 0.89 and 0.86
respectively. Therefore, a larger n-size might show a significant difference. The
caffeine group reported significantly less fatigue than the control group at sessions
6, 7, 8, 9, and 10. There was no statistical difference between the caffeine and tDCS
group (Fig. 3 and Table 2). Finally, on the POMS questionnaire we found a sig-
nificant main effect of “session” on the calculated total mood disturbance (F(11,
297) = 18.75, P < 0.001). The post hoc t-tests showed that tDCS had less of a
disturbance to overall mood than the control group at sessions 4–12, which was up
to 22 h post-stimulation. Caffeine only showed a benefit over control at session 8.
There was no statistical difference between the caffeine and tDCS groups (Fig. 3
and Table 2). On average, the tDCS group felt 19 % better than the control group.
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4 Discussion

This effort investigated the effects of anodal tDCS applied to the dorsolateral pre-
frontal cortex on attention, reaction time, and mood during an extended-duty night
shift that equated to 36 h of total sleep loss. These effects were compared to the
most widely available and commonly used intervention to combat fatigue: caffeine.
The results suggest that tDCS had a beneficial and long-lasting effect on vigilance,
reaction time, and many aspects of mood that are negatively influenced by fatigue
stress.

One of the notable effects was a significant improvement in target detection
accuracy in the Mackworth Vigilance Test. Vigilance refers to the ability to detect
randomly, and infrequently occurring targets among non-target cutter for sustained
periods of time [15–17]. Over the period of watch, the ability to detect targets
declines in a linear fashion. This phenomenon is known as the “vigilance decre-
ment” [18] and two competing theories have dominated the literature to describe the
underlying cause. “Arousal theory” contends that the decline in vigilance is caused
by a decline in cortical arousal or energy over time [19, 20]. Colloquially, the
operator loses interest in the task or becomes bored and attention suffers. Over the
years, arousal theory has been unable to consistently establish a causal link between
arousal and the vigilance decrement [20]. Further, we have found that arousal
theory was not able to fully explain the vigilance decrement in our own studies [6,
21, 22]. Given that the PVT is a simple reaction time task that serves as a test of
overall arousal levels coupled with the fact that tDCS led significantly faster
reaction times, it is tempting to conclude that the effects on vigilance accuracy (i.e.
preservation of the vigilance decrement) were due to increased arousal. However,
caffeine has been shown to be a robust modulator of arousal (e.g. 23), but there was
no statistical difference between the caffeine and control groups in the current
experiment. Hence caffeine did not have a meaningful effect on the vigilance
decrement, leaving doubt as to the effect of arousal on the vigilance decrement.
Increased arousal is commonly accompanied by increased operator response bias
[23]. However, we did not find a significant difference in false alarms among the
groups (i.e. no change in response bias), indicating that arousal changes alone are
not sufficient to describe the changes in the vigilance decrement found in the tDCS
group. In fact, several studies have dismissed the argument that tDCS effects area
caused by modulating arousal alone [24–27].

An alternative concept to explain the vigilance decrement is known as “resource
theory.” Resource theory posits that cognitive performance depends on utilization
of some “cognitive resources” that are limited in supply. Once they have been
exhausted, cognitive processing and function begin to suffer [28–30]. While the
experiment described herein did not examine cognitive resources (such as
metabolite resources) directly, tDCS has been shown to increase oxygen saturation
and blood flow in the stimulated regions [21, 31]. Coupled with the lack any
difference in false alarms (i.e. no change in operator response bias), we argue that
the effects of tDCS on the vigilance decrement are caused in part by changes in
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available metabolic resources. However, more research is needed to confirm this
hypothesis. It should be noted that these results are supported by Falcone et al. [32]
who showed that tDCS only modulates perceptual sensitivity and not operator
response bias. This was confirmed with our past findings showing an improvement
in detection rate without a corresponding increase in errors [6, 21]. In our previous
study, the effect of tDCS was found to last 6 h post-stimulation, although this 6-h
segment occurred at the end of the data collection period [6]. Hence, it was not
possible to determine if this effect remained past the 6-h point. This issue has now
been addressed with the new data from the current experiment. The data confirmed
that was no change in target detection accuracy for the tDCS group for 6 h
post-tDCS and the effects dissipated thereafter.

While changes in arousal may not be sufficient to explain the effects of tDCS on
the vigilance decrement, there is plenty of evidence that suggests that our tDCS
paradigm also modulates arousal. Because the PVT is a sensitive test of arousal and
arousal is highly influenced by fatigue, the PVT is common tool to assess the
impairment induced by sleep deprivation [33, 34]. Examining the results from the
PVT, the data revealed that the tDCS group had significantly faster response times
and fewer lapses when compared to the control or caffeine groups. In fact, these
effects lasted approximately 24 h post tDCS (i.e. for the duration of the data col-
lection period). Lapses are defined as a failure to respond to a stimulus or a reaction
time exceeding 500 ms. In fact, the tDCS group averaged 15 % fewer lapses than
the other two groups throughout the entire 13 sessions. It is theorized that lapses on
the PVT is a result of perceptual, processing, or executive failures in the central
nervous system and sleep deprivation increases the tendency for these systems to
fail [35]. The data supports this theory as caffeine had no effect on lapses and many
studies have shown that tDCS over the LDLPFC influences various executive
functions such as: multi-tasking [36], working memory [37], implicit learning [38],
and vigilance [6, 21] in both healthy and clinical populations. It is possible that
tDCS sustained processing power in executive functioning during this extended
wakefulness period causing fewer lapses. In addition, the tDCS and caffeine groups
demonstrated significantly faster response times in the Mackworth Clock test when
compared to the control group. However, the duration of effect was at least twice as
long for the tDCS group (24 h). It is possible that effects on vigilance target
detection are caused by changes in available cognitive resources, while the effects
on reaction time are related to changes in arousal. In either case, the evidence
suggests that exogenous stimulation modulates both.

The performance results were coupled with differences in the subjective ques-
tionnaire scores. Fatigue stress has a profound effect on mood and a meta-analysis
revealed that mood was more affected by sleep deprivation than cognitive and
motor performance [39]. Further, caffeine can lead to increases in depression and
confusion [40] and any positive effect that it has on mood during sleep deprivation
is short-lived [5, 6]. The analyses of the POMS questionnaire revealed that the
tDCS group had a higher significantly higher score on the Vigor/Activity factor
than the control group and this effect lasted up to 20 h post-stimulation. For the
Fatigue/Inertia factor score both tDCS and caffeine groups indicated that they felt
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significantly less fatigued than the control group. However, this effect only lasted
for 6 h longer for the tDCS group. Finally, decline in the Total Mood Disturbance
score was significantly attenuated in the tDCS group when compared to the control
group. This effect also remained for 22 h post-stimulation. Taken together, the
evidence suggests that tDCS has a positive effect on mood that lasted longer than
the caffeinated intervention. Specifically, the tDCS group reported feeling more
vigorous, less fatigued, and their composite mood scores were superior throughout
the entire sleep deprivation period. Therefore, tDCS not only led to superior per-
formance in vigilance and reaction time tests, but participants also felt better than
their counterparts in the other treatment groups.

These results reported herein suggest that tDCS may be an effective intervention
to reduce the deleterious effects of cognitive fatigue. Applications are wide and
varied from military and civilian applications such as air traffic control, image
analysis, and nuclear reactor monitoring, to clinical/therapeutic applications to
possible reduce chronic fatigue in patients suffering from a number of neurological
ailments. However, more research is needed to confirm these findings outside our
own laboratory.
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The Effects of Transcranial Direct Current
Stimulation (tDCS) on Training During
a Complex Procedural Task

R. Andy McKinley, Lindsey McIntire, Jeremy Nelson, Justin Nelson
and Charles Goodyear

Abstract There is a growing body of literature suggesting transcranial direct current
stimulation (tDCS) is effective in accelerating certain types of memory including
working memory, language learning, and object recognition. Recent studies have
provided new evidence that non-declarative memories such as motor skill acquisi-
tion may be enhanced through direct stimulation of motor cortex. Additionally,
Galea and Celnik (J Neurophysiol 102:294–301, [10]) showed that inhibition of the
prefrontal cortex following motor training led to enhanced procedural memory
consolidation. This effort examined the effects of excitatory transcranial direct
current stimulation (tDCS) over the primary motor cortex on memory acquisition
and inhibitory tDCS over dorsolateral prefrontal cortex in memory consolidation.
Thirty-six Air Force members volunteered to participate. They were divided into
four groups: anodal tDCS over motor cortex, cathodal stimulation over dorsolateral
prefrontal cortex (DLPFC), both anodal tDCS over motor cortex and cathodal tDCS
over DLPFC, or sham tDCS over motor cortex and DLFPC. All participants received
their stimulation condition while training on a procedural task that required them to
identify incoming aircraft as friend or foe. Twenty-four hours after the training
session, participants returned to the lab for retention testing. When comparing the
day 1 (training) scores to the day 2 (test) score, the results showed the cathodal tDCS
group performed 2� better than sham and all real tDCS groups exhibited scores
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significantly higher than sham. The evidence suggests that inhibition of the pre-
frontal cortex leads to the greatest improvement in performance. We hypothesize
that this is a result of a shift in dominance of the declarative memory system to the
non-declarative procedural system, which improves consolidation of the procedural
memories gained during training.

Keywords Noninvasive brain stimulation � Learning � Transcranial direct current
stimulation � Non-declarative � Procedural

1 Introduction

In the past few years many studies have shown that tDCS can enhance performance
on a variety of tasks. Transcranial DC stimulation studies have shown enhancements
in language learning [1] and language performance [2], working memory [3, 4],
declarative memory [5], and spatial tactile acuity [6]. Other studies have also shown
that tDCS can increase task performance in many clinical populations (e.g., [7, 8]).

Typically, the formation of memory is described as having three stages:
acquisition, consolidation, and recall. Further, multiple memory systems have been
proposed, each dealing with particular aspects of memory (for a review, see [9]).
For purposes of the proposed study, we are using the declarative/non-declarative
dichotomy. Declarative memory refers to remembering history, personal events,
and other facts of personal experience such as whether the door was re-locked after
leaving for work. Non-declarative memory encompasses memories that are much
less accessible by conscious recollection and are difficult to verbalize. Learned
habits and skills, classical conditioning, and priming (memory driven by external
stimuli not a decision) are all examples of non-declarative memory. The neu-
roanatomical bases for the various long-term memory systems differ, and even
within non-declarative memory, there are several sub-types. Procedural (skills and
habits) are thought to derive mainly from the striatum, whereas priming and per-
ceptual learning or knowledge about facts and events (declarative memory) are
thought to derive from the neocortex and medial temporal lobe, respectively.

Recent work has suggested that tDCS may be well-suited for the enhancement of
motor skill acquisition [10, 11]. These results are seen when stimulation increasing
the plasticity in the primary motor cortex is used. Plasticity refers to the brains
ability to change over time by developing new neural connections (synapses) and
reorganizing brain networks during learning. Further, research suggests that due to
the competitive nature of the brain’s multiple memory systems, disruption of one
system may lead to an enhancement in the consolidation of another. This has been
repeatedly established in animal studies (e.g., [12]) and was recently suggested as
possible noninvasively in humans [10]. In their study, Galea and colleagues
demonstrated that disruption of the dorsolateral prefrontal cortex using inhibitory
transcranial magnetic stimulation (TMS) directly after motor skill acquisition led to
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enhanced procedural memory consolidation and subsequent recall (there was no
motor cortex stimulation in this study).

Previous research investigating the efficacy of tDCS to improve skill learning has
only been performed with basic motor functions (i.e., patterns of finger tapping). As
a result, it is not known whether similar stimulation procedures will result in
accelerated retention/consolidation when applied to a more complex task. In addi-
tion, it is not known whether depression of competing cortical circuits with cathodal
tDCS will result in enhanced procedural memory in humans. The present study was
aimed at establishing the efficacy of brain stimulation for acquisition of procedural
skills. The results will also inform future work aimed at determining optimal training
schedules (using brain stimulation) for maintaining high-performance skills.

2 Methods

2.1 Design

This study utilized a 1 � 4 between-subjects experimental design with the factor
being “stimulation type.” The five levels include: (1) Active (anodal) tDCS over left
hemisphere primary motor cortex (hand region) during skill acquisition; (2) Active
(cathodal) tDCS over right hemisphere dorsolateral prefrontal cortex skill consol-
idation; (3) Active (anodal) tDCS over left hemisphere primary motor cortex during
skill acquisition AND active (cathodal) tDCS over right dorsolateral prefrontal
cortex during skill consolidation; and (4) Sham tDCS during skill acquisition and
skill consolidation (mimicking condition 3 but with no actual stimulation). The
active tDCS electrode array was placed on the subjects’ scalp while the inactive
array was placed on their contralateral upper arm.

2.2 Subjects

A total of 32 active duty, right-handed Air Force military members Wright
Patterson Air Force Base (26 male, 6 female) volunteered to participate in the study.
Participants were dismissed if they had evidence of any of the following: a neu-
rological diagnosis, a psychological diagnosis, psychological hospitalization, hos-
pitalization for surgery/illness within 6 months of participation, taking of
psychotropic medications, a shot in the left arm within one week of participation
(i.e. flu, allergy, pain), non-removable metal or tattoos around the head, uncor-
rectable vision impairments, pregnant or could become pregnant, smoking, treat-
ment for drug/alcohol within 6 months of participation, head injury within 30 days
of participation, or history of any of the following: learning difficulty, frequent
headaches, attention deficit, severe head injury, seizures, fainting, migraine
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headaches, high blood pressure, diabetes, or heart disease. Participants were ran-
domly assigned to one of 4 groups (n = 8 each). Group 1 received anodal tDCS
over their left motor cortex (M1) during training, group 2 received cathodal stim-
ulation over the dorsolateral prefrontal cortex (DLPFC) during immediately fol-
lowing training, group 3 received both anodal tDCS over M1 during training and
cathodal tDCS over DLPFC immediately following training, and group 4 received
sham tDCS at both sites. All participants received a souvenir coin for their par-
ticipation. Those that participated in an off-duty status also received $20/h as
compensation for their time.

2.3 Apparatus

Transcranial Direct Current Stimulation. Transcranial direct current stimulation
was delivered with a MagStim (Whiteland, Wales, UK) DC stimulator. In place of
the standard wet sponge electrodes that are delivered with the unit, custom
silver-silver chloride electroencephalography (EEG) electrodes were utilized (see
Fig. 1). Both the anode and cathode each consisted of five of these EEG electrodes
arranged in a circular pattern, as described in [13]. Electrodes were secured using
medical bandages, and connectivity was ensured using highly conductive gel
(SignaGel, Parker Laboratories, Fairfield, NJ, USA).

Warship Commander Task. Participants were required to perform the
“Warship Commander” cognitive task during testing in their assigned treatment
condition. Only the “Airspace Monitoring” portion of the task was utilized under
setting “T—High Yellow—12 aircraft per wave.” This task was selected due to the
fact that it includes a set of very specific procedures the subjects must learn and
follow. By learning the procedures, their scores should improve and the number of
mistakes (incorrect button presses) should decline. Prior to their training session,
subjects were briefed on the task instructions, proper procedures, and associated
controls. They were permitted to ask questions for clarification after the briefing and

Fig. 1 EEG-based tDCS electrodes
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during their training. The Airspace monitoring portion of the Warship Commander
task includes a plan view (top-down) image of a sea environment. A two-
dimensional display of an aquatic surface, as viewed from directly above was
presented to the subjects on a standard 17 in. computer monitor with a viewing
distance of 32 in. Near the bottom edge of the screen is a grey naval vessel that
represents the subject’s “ownship.” Figure 2 provides a screenshot of the task.

Upon task execution, waves of white aircraft begin entering the scene. By using
the point-and-click method with the supplied mouse, targets can be selected and
then subsequently identified using the “Identification, Friend or Foe” (IFF) virtual
button located at the bottom of the display. Once the IFF button is depressed, the
selected aircraft changes from white to one of three colors: red, yellow, or blue. Red
denotes an enemy aircraft, yellow indicates the aircraft type is unknown, and blue
designates friendly aircraft. Yellow (unknown) aircraft required further analysis to
determine the aircraft type. The participant was required to select the aircraft of
interest with the mouse and then depress the highlighted number to the left of the
communications window that indicates the aircraft’s ID. Two seconds after
selecting the aircraft, a statement appeared in the communications window that
indicated whether the aircraft was assumed to be hostile or friendly. Hostile, yellow
aircraft require a warning before they can be engaged. This is completed by
selecting the aircraft to be warned and then depressing the “Warn” button located to
the right of the IFF button within the interface. The aircraft are given 3 s to turn
away from the participant’s “ownship” at the bottom of the screen. If still advancing
toward the bottom of the screen after the 3 s have elapsed, the participant was

Fig. 2 Warship commander airspace monitoring task
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required to fire upon the target by depressing the “Fire” button. Likewise, any red
(enemy) aircraft were to be fired upon immediately. Blue or yellow friendly aircraft
are to be ignored. A score is presented to the left of the IFF button near the bottom
of the screen. Points were awarded automatically for target identifications, proper
warnings, and destruction of enemy/hostile targets. Incorrect button presses, scores,
and event times were recorded by the data logger within the software package.

2.4 Procedures

All experimental procedures used in the protocol were reviewed by the
Wright-Patterson Air Force Base Institutional Review Board (IRB). Subjects first
provided written informed consent to participate before being registered into the
study or filling out Initial Screening Questionnaires. These questionnaires gathered
information regarding their fitness for participation and background. If the partic-
ipant failed to meet the inclusion criteria, they were excluded from participation and
no identifiable data was retained. Those that did meet the inclusion criteria com-
pleted a neuropsychological test including a shortened Wechsler Abbreviated Scale
of Intelligence and a NEO-Five Factor Inventory (NEO-FFI) personality test
administered by a trained research associate. The behavioral battery consists of
measures of individual differences comprising intellectual, personality, working
memory, speed of processing and problem solving ability. This testing lasted
approximately one hour. We then applied the tDCS electrodes to the scalp and
upper arm according to their stimulation condition. Afterwards, subjects were given
a short break followed by a short movie clip describing the Warship Commander
task instructions and tDCS procedures. Next, subjects were permitted to ask
questions for clarification of the task rules and procedures.

Afterwards, they received stimulation according to their group assignment as
they perform the Warship Commander task for 20 min. Immediately after the
20 min session, those assigned in groups that receive stimulation during skill
consolidation received either active or sham prefrontal stimulation for 10 min. Each
subject then returned to the lab twenty-four hours after the beginning of the initial
practice trial and was tested again on the Warship Commander task. In this session,
they performed the task without the tDCS treatment.

3 Results

The primary variable of interest was the score achieved in each session. Due to
individual differences in skill, initial scores on the task varied greatly. In an effort to
normalize the data to examine the relative improvement in performance rather than
the raw scores, we calculated performance as a percentage change from baseline.
Here, we determined the mean score in the first session of the training day and set
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this as the “baseline” for each individual participant. The means reported within this
document are the means of the percent changes in performance from this baseline.

A one-way analysis of variance (ANOVA) showed a significant effect of stim-
ulation type (F(3, 36) = 6.34, P = 0.0015) on score. Post hoc two-tailed
two-sample t-tests revealed that the score for the DLPFC tDCS group was signif-
icantly greater than the score for the sham tDCS group (p = 0.0002) and the
combined M1 and DLPFC tDCS group (p = 0.0053). The comparison between the
sham tDCS and M1 tDCS group was approaching significance (p = 0.0524). The
test had a Cohen’s d of 1.02 indicating a large effects size. Hence, this test may have
achieved significance with a slightly larger sample size. None of the other pairwise
comparisons reached statistical significance.

The ANOVA failed to find a main effect of group on the number of correct
button presses (F(3, 36) = 2.30, P = 0.0935) or the number of incorrect button
presses (F(3, 36) = 0.53, P = 0.6622). Additionally, there were no significant
group*session interactions for any of the dependent variables examined. Figure 3
shows the means from each group across the three dependent variables.

4 Discussion

This experiment evaluated the efficacy of two different tDCS paradigms in isolation
and in combination to influence non-declarative memory processes. To assess the
change in performance, the total score, number of correct and number of incorrect
responses were compared across the treatment groups. Examining the data from the
test day (i.e. day 2), the analyses did not reveal any significant differences among the
4 sessions. As a result, they were collapsed into one average score/number. The
change in performance from the first training session to the average performance
during the test on the second day was then examined. The results showed there was a

Fig. 3 Warship commander test score (left panel), number of correct button presses (center
panel), and number of incorrect button presses (right panel) as a change from day 1 session 1 to
the mean across sessions on day 2
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significant effect of group on score, but not accuracy (i.e. number of correct and
number of incorrect responses). Pair-wise comparisons of the means were conducted
using paired t-tests. Only the group receiving cathodal tDCS over dorsolateral
prefrontal cortex (DLPFC) during the memory consolidation period had a signifi-
cantly higher score than sham. Examining the group means, the participants
receiving tDCS over DLPFC improved their score by more than 60 % over those
that received sham. Hence, the data suggest that inhibition of the DLPFC using
cathodal tDCS led to a large increase in procedural learning. While it did not achieve
statistical significance, the analysis suggested that anodal tDCS over primary motor
cortex applied during training trended toward significant improvements in score as
well. However, the effect size was smaller according to the Cohen’s d’s for these
comparisons (i.e. 2.26 for sham vs. DLPFC and 1.02 for sham vs. M1). It is likely
that this comparison would have achieved significance with a larger sample size.

Following the work of Galea and Celnik [10], it was hypothesized that dis-
ruption or inhibition of brain areas or networks involved in cognitive processes that
compete with procedural memory would paradoxically facilitate procedural mem-
ory encoding and consolidation. Specifically, they found disruption of DLPFC to be
effective in improving procedural memory when applied immediately following
training (i.e. during the memory consolidation period). To test this idea using tDCS,
the traditional model of cathodal tDCS generating cortical inhibition effects and
anodal tDCS producing cortical excitation effects was leveraged using previous
findings in the literature [14–16]. Assuming inhibition effects of cathodal tDCS in
the motor cortex previously reported [14] extend to the prefrontal cortex, the evi-
dence reported herein supports original evidence from Galea and Celnik [10]. It is
hypothesized that inhibiting prefrontal cortex results in a shift in dominance of the
declarative memory system to the non-declarative procedural system. This theo-
retically frees up cognitive resources for the non-declarative memory processes
such as acquisition and consolidation of the procedural memories gained during
training. However, it should be noted that when applied to prefrontal cortex,
cathodal tDCS does not always produce the opposite cognitive effects of anodal
tDCS. A meta-analysis conducted by Jacobson et al. [17] showed that when applied
over non-motor areas, cathodal tDCS rarely results in inhibition effects as measured
by cognitive task performance. The authors concluded that because higher order
cognitive functions use highly complex brain networks, other brain regions may
help compensate for the reduction in activity in the area affected by tDCS thus
reducing any negative consequence of the cathodal tDCS. Coupling the behavioral
results with neurophysiology would help elucidate such effects and should be
considered for future studies.

It also appears that there may be a weaker effect of anodal tDCS on procedural
learning when applied during training over the motor cortex. The literature suggests
that anodal tDCS over primary motor cortex modulates cortical excitability in a way
that facilitates acquisition and consolidation of motor memory (e.g. [18–20]). While
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the effect of anodal tDCS during training did not lead to a statistically significant
improvement in score when compared to sham, the Cohen’s d revealed a large
effect size and the t-test was approaching significance. The effect may have been
weakened by the fact that the cognitive test was not purely motor learning. Instead,
the procedural task selected (Warship Commander) was complex and involved both
a motor memory component in the form of the sequence of button presses and an
executive decision making component (i.e. is the aircraft a friend or foe?). The
effect was further weakened by a relatively small sample size. Nevertheless, a larger
study should be conducted to confirm whether such an effect exists. It has long been
theorized that tDCS modulates plasticity, mimicking the natural memory formation
processes such as long-term potentiation (LTP). Recent evidence confirms that
30 min of tDCS yields strong and repeatable LTP effects in the hippocampus [21].
In our study, it is possible that tDCS induced LTP effects that aided in the memory
formation process (i.e. acquisition) and the consolidation process immediately
post-tDCS.

Many experiments have tested the effects of tDCS on learning and cognitive
behavior using simplistic, psychological, laboratory-based tests. One goal of this
study was to determine if effects found in these simplistic tasks (e.g. finger tapping
exercises) extend to more complex tasks that are more relevant to real-world
activities. The behavioral results support that tDCS influences procedural learning
in a more complex task environment with an increased number of rules and situ-
ations. Recently, the efficacy of tDCS to enhance procedural learning in a complex
simulated aircraft landing task was investigated [22]. While the authors did not find
any significant effects of tDCS on landing performance metrics, there was an effect
of tDCS in reduction of variance that was coupled with changes in midline frontal
theta-band power. They concluded that tDCS improved learned skill consistency
and this may have applications to accelerating training to acquire complex skills.
Taken together, these results are an important initial step towards advancing our
understanding of the practicality of tDCS. However, additional research needs to be
conducted to examine the effects in tasks of increasing real-world fidelity.

5 Conclusion

Similar to the effects discovered by Galea and Celnik [10], the data suggests that
cathodal (inhibitory) tDCS applied over DLPFC immediately following training has
beneficial effects on procedural learning. It is theorized the declarative and
no-declarative memory processes compete for cognitive resources within the brain.
We conclude that cathodal tDCS likely inhibited activity in DLPFC which shifted
cognitive resources from declarative memory processes to non-declarative memory
processes, thereby facilitating procedural memory consolidation. Additional
research that combines neurophysiology with the behavioral outcomes should be
conducted to confirm that DLPFC is inhibited with this tDCS paradigm.
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Eliciting Sustained Mental Effort Using
the Toulouse N-Back Task: Prefrontal
Cortex and Pupillary Responses

Mickaël Causse, Vsevolod Peysakhovich and Kevin Mandrick

Abstract In safety-critical environments such as piloting or air-traffic control, the
study of mental overload is crucial to further reduce accident rates. However,
researchers face the complexity of inducing an important amount of mental effort in
laboratory conditions. Therefore, we designed a novel paradigm, named “Toulouse
N-back Task” (TNT), combining the classical n-back task with a mathematical
processing to replicate the multidimensional sustained high mental workload
(MW) existing in many complex occupations. Instead of memorizing and comparing
unique items, as in classical n-back task, participants have to memorize and to
compare the results of mathematics operations. Twenty participants were tested with
the TNT under three load factors (n = 0, 1, or 2) with functional Near-InfraRed
Spectroscopy (fNIRS) and pupillary measurements. The results revealed that higher
difficulty degraded the cognitive performance together with increased prefrontal
oxygenation and an increase in pupil diameter. Hence, hemodynamic responses and
pupil diameter were sensitive to different levels of TNT’s difficulty. This paradigm
could serve as a viable alternative to the classical n-back task and enable the pro-
gressive increase of the difficulty, for example, to test “high performer” individuals.

Keywords Neuroergonomics � Mental workload � Toulouse N-back task �
Prefrontal cortex � Near-infrared spectroscopy � Pupillometry

1 Introduction

In the neuroscientific literature, one of the most used experimental tasks for the
study of working memory (WM) is the n-back task [see 1]. It involves monitoring,
updating, and manipulation of information and is assumed to heavily tax several
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key processes within WM. The parametric modulation of task difficulty via the load
factor n 2 {0, 1, 2, 3,…} without modifying the visual input or motor responses
made it widely used as a tool to manipulate mental workload in applied studies
[e.g., 2–6]. Moreover, cognitive performance during this task is sensitive to several
conditions such as stress [7, 8] or fatigue [9]. Implicitly, one considers the WM load
during n-back paradigm as a key component and a reasonable approximation of
mental workload, which is likely true to some extent. However, when a study
requires increasing the information processing demand, which is high in many
safety-critical occupations (e.g., aircraft piloting), the n value can be too high
(e.g., 3-back) and participants often disengage from the task. Therefore, we
designed a novel paradigm, called “Toulouse N-back Task” (TNT), combining the
classical n-back task with a mathematical processing to replicate the multidimen-
sional sustained high mental WL existing in many safety-critical occupations (e.g.,
pilots). The task enables the progressive increase of the difficulty to reach a high
mental load, for example, to test “high performer” individuals. Instead of memo-
rizing and comparing unique items, as in classical task, the participants have to
memorize and to compare the results of mathematics operations, computed
beforehand. Mathematical problems are either subtractions or additions of 2-digits
numbers, multiples of 5 for ease (e.g., 15 + 40; 90 − 35, etc.). The task also allows
studying both tonic (during a block) and phasic (during mathematical processing)
components of mental activity. This advantage of different time scale studies makes
the task suitable for both low latency (such as phasic pupil response) and high
latency signals (such as brain oxygenation or tonic pupil response). In this study, 20
participants were submitted to the TNT. Half of them were tested with pupillometry
measurements and the other half were equipped with functional Near-InfraRed
Spectroscopy (fNIRS). We measured the pupil diameter changes and concentration
changes in oxygenated (oxy-Hb) and deoxygenated hemoglobin (deoxy-Hb) over
the prefrontal cortex (PFC). They performed several blocks at three load factors
(n = 0, 1, or 2) by indicating the presence/absence of a target by a button press. In
the 0-back condition, an arbitrary value of “50” was defined as the target. During
the 1-back (2-back) condition, the target was a result that matched the result pre-
sented one trial (two trials, respectively) before.

2 Materials and Methods

2.1 Participants

Twenty healthy volunteers participated in the experiment. Pupillometric recordings
were performed on 10 participants in study 1 (2 women, age 26.2 ± 4.2 years) and
fNIRS recordings were performed on 10 other participants in Study 2 (2 women,
age 25 ± 5.1 years). Participants were split into two separate studies as simulta-
neous near-infrared spectroscopy and pupillometry measurement is complex due to
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wavelength overlap in the infrared band of both techniques. All were students at
Ecole Nationale de l’Aviation Civile (ENAC) and Institut Supérieur de
l’Aéronautique et de l’Espace (ISAE) in Toulouse, France. None reported neither
affective or anxiety disorder, nor any neurological or cardiovascular disease. None
was under medication that might affect the brain or autonomic functions. All vol-
unteers reported normal auditory acuity and normal or corrected-to-normal vision.
All participants gave written informed consent in accordance with local ethical
board committee.

2.2 Toulouse N-Back Task

The novel mental arithmetic N-back task called Toulouse N-back Task
(TNT) developed for this study combines a classical n-back task with mental
arithmetic operations (Fig. 1). WM load varied between conditions with the n level.
In each trial, volunteers were required to compute the result and compare it with
either a fixed number (0-back), or the result obtained 1 (1-back) or 2 (2-back) trials
before. Mathematical operations were either additions or subtractions of numbers
always multiple of 5 (e.g., 15 + 40, 90 − 35). In addition to the three difficulty
levels, rest period screens with “00 + 00” operations were presented. Volunteers
did not give any response during this condition.

Operations were displayed in the center of a gray background. Participants were
given a 2-button Cedrus response pad (RB-740, Cedrus Corporation, San Pedro,
CA) and were asked to press either a green button if the result matched the target
number or a red button if not. Participants had to give their responses as quickly as
possible. The task was implemented in Matlab (MathWorks) using the
Psychophysics Toolbox (Psychtoolbox 3, [10]).

Fig. 1 Toulouse N-back task. An example of trials for the TNT, in which subjects computed
mental calculations combined with a N-back task. The 0-, 1-, and 2-back task blocks lasted 36 s,
interleaved with 18 s rest periods. Subjects responded to targets and non-targets by pressing one of
two different buttons. During the 0-back (left part of the figure), a simple comparison of the current
result with “50” was required. During the 1-back (middle part of the figure) and the 2-back (right
part) tasks, the current result had to be compared with the one presented 1 or 2 trials before,
respectively. Black arrows indicate target trials
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The experiment included a total of 30 blocks, with 10 blocks for each of the
three difficulty levels, presented in a pseudo-randomized order. A block lasted 36 s,
and they were interleaved with 18 s rest periods. Stimuli were presented for 2 s
with an inter-stimulus interval of 1 s. Each block contained 12 stimuli, with 4
targets in random positions. Following the training period with the TNT, partici-
pants rated the perceived difficulty using a DP15 scale [11]. The DP15 scale
consists in a 15-point category scale, with 7 labels, from 2 (extremely easy) to 14
(extremely difficult), symmetrically placed around a central label 8—somewhat
difficult).

2.3 Behavioral Measurements

Performance in the TNT was measured for each participant. TNT accuracy was
calculated using the d-prime measure, computed as follows: Z (% hit rate)−Z
(% false alarm rate). Additionally, response times were computed.

2.4 Study 1: Pupillometry Measurements

Participants were seated at approximately 70 cm from a 22″ computer screen
(1680 � 1250). Ambient luminance was of 10 lx. During the whole experiment,
participants’ gaze position and pupil diameter were tracked using a remote SMI
RED500 eye-tracker (SensoMotoric Instruments GmbH, Germany) at a sampling
rate of 120 Hz. This device allows tracking the pupil despite small head move-
ments. Before each run, participants performed a 5-point calibration procedure
validated with 4 additional fixation points. The data acquisition routine used
iViewX SDK to communicate with Matlab software. Identified blinks and short
periods of signal loss were linearly interpolated. Then the signal was filtered with a
two-pass 9-point filter (low-pass with a cutoff frequency of 5.9 Hz). Pupil diameter
analyses were performed upon the median pupil diameter value for each block.

2.5 Study 2: Functional Near Infrared Spectrometry
(fNIRS) Measurements

To illuminate the forehead, a CW fNIRS 16-channel headband model 100 fNIRS
system (fNIRS Devices LLC, Photomac MD; http://www.fnirdevices.com) was
used to obtain raw light intensity by specific dual wavelengths of 730 and 850 nm.
Data were acquired at a sampling frequency of 2 Hz.
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At the beginning of the experiment, participants were fitted with the fNIRS
headband. The baseline was taken while they relaxed with eyes closed. fNIRS-PFC
activity was recorded through the entire experiment. COBI Studio software (Drexel
University) was used for data acquisition and visualization. The version 4.0 of
fnirSoft software package was used for filtering, converting and analyzing data
[12]. First, the raw optical density signals were converted to concentration changes
of oxy-Hb and deoxy-Hb using the modified Beer-lambert law. At this point, few
channels with no signal were rejected automatically and individually (for one
subject channel 5 and 11; for one subject channel 11; for one subject channels 5 and
15). fNIRS data were then bandpass filtered using a FIR filter of order 20 and cutoff
frequencies of 0.01 and 0.1 Hz. No detrending was applied.

To dissociate effects of N-back task difficulty (0-back vs. 1-back vs. 2-back) in
each region of interests (ROI), we extracted the fNIRS response from each block for
the left, the center, and the right PFC. Signals were normalized towards zero by
subtracting the current signal with the first data point. Then, signals were averaged
on all trials for each condition. For fNIRS data analysis, we compared concentration
changes in oxy-Hb signals calculating the slope index as suggested by Mandrick
et al. [13] during the 36 s of each block. This index reflects the magnitude of the
PFC oxygenation response for each ROI and task difficulty.

2.6 Data Analysis

Results were analyzed using Statistica software (StatSoft). Group data were
reported as means ± SD in the text and means + one SD in the figures. Normality
and homoscedasticity of data were assessed using Kolmogorov-Smirnov. Data were
analyzed using repeated-measures analyses of variance (ANOVA) for normally
distributed variables (i.e., pupillary and fNIRS measurements, d’, response times).
In the case of significant main effect or interaction, significant differences between
conditions were identified using Tukey’s HSD post hoc tests. A significance level
of p < 0.05 was used for all comparisons. Effect sizes are reported using partial
eta-squared (ηp

2).

3 Results

3.1 Behavioral Data

Participants demonstrated lower d′ scores with increasing task difficulty
(F(2, 38) = 72.95, p < 0.001). Post hoc comparison revealed significant differences
between 0-back and 1-back and between 1-back and 2-back (p < 0.001 in both
comparisons). Similar results were observed for the response times, which
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increased with mental workload (F(2, 38) = 38.94, p < 0.001), see Fig. 2. Post hoc
comparison also revealed significant differences between 0-back and 1-back and
between 1-back and 2-back (p < 0.001 in both comparisons).

3.2 Pupillometric Results

Participants demonstrated larger pupillary responses across level of task difficulty
(F(1, 9) = 14.70, p < 0.001). Post hoc comparison revealed significant differences
between 0-back and 2-back and between 1-back and 2-back (p < 0.001 and
p < 0.05 respectively), see Fig. 3.

3.3 fNIRS Results

We found a significant interaction between brain region and level of difficulty on
slope index for changes in oxy-Hb concentration (F(4, 36) = 6.71, p < 0.001). Post
hoc comparison revealed that difficulty did not significantly impact the center
region of the PFC whereas significant differences were found on the right PFC with

Fig. 2 Behavioral performance. N-back task scores for each level of difficulty (0-, 1-, and
2-back). Error bars indicate SD. Left d prime calculated as z (hit rate) − z (false alarm rate). Right
reaction times. n = 20

Fig. 3 Mean pupil diameter
according to the TNT levels
of difficulty (0-, 1-, and
2-back). Error bars indicate
SD. n = 10
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a significant difference between 0-back and 2-back (p < 0.001). Moreover, oxy-Hb
concentration changes, in the 2-back condition, localized in right and left PFC were
higher than in the center PFC (p < 0.001 in both comparisons) see Fig. 4.

4 Discussion

In safety-critical environments such as piloting or air-traffic control, the study of
mental overload is crucial to further reduce accident rates. However, researchers
face the complexity of inducing an important amount of mental effort in the lab-
oratory conditions. In this paper, we present a novel paradigm called Toulouse

Fig. 4 Up grand average of all 10 subjects in the three load of the TNT for the three ROIs. Red
and blue lines indicate the changes of oxy-Hb and deoxy-Hb respectively. The square with the
number represent the 16 channels and the color of the square indicates the AOI in which
the channel was included. Emitters are marked as E, while D indicates detectors. Areas underlying
the channel are approximately over Brodmann’s areas 10 and 46
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N-back Task (TNT) that combines the classical n-back task with a mathematical
processing to replicate the multidimensional sustained high mental workload
(MW) existing in many safety-critical occupations.

Twenty participants were tested with the TNT under three load factors
(n = 0, 1, or 2) with fNIRS and pupillometric measurements to validate the effec-
tiveness of the protocol. The results revealed that higher difficulty degraded the cog-
nitive performance together with an increased bilateral PFC oxygenation
(demonstrated by larger changes in oxy-Hb concentration) and an increase in pupil
diameter. The variations in TNT difficulty successfully impacted behavioral without
the need to reach high n-level (e.g., 3-back), that can provoke a disengaging of the task.
Consequently, the TNT enables the progressive increase of the difficulty to generate a
high and sustained mental load, for example, to test “high performer” individuals
(airline pilots, air traffic controllers). The task also allows studying both tonic (during a
block) and phasic (during mathematical processing) components of mental activity.
This advantage of different time scale studies makes the task suitable for both tonic
(such as brain oxygenation or tonic pupil diameter presented in this work) and phasic
signal analysis (such as task-evoked pupillary response). Finally, the study confirmed
that prefrontal oxygenation and pupil response are sensitive to variations in mental
effort. For example,measurements ofmental effort with fNIRS can help developing an
effective design for future cockpit concepts.
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An Eye Movement Research on 2D
Interactive Game Design

Na Lin, Lei Feng, Tian Kang, Shiyu Fan and Yunhong Zhang

Abstract In order to provide suggestions for further game design, an eye move-
ment experiment was carried out to investigate how the player’s visual focus was
distributed in shooter game. In the experiment, the 2D video games were taken as
material. The participant were required using visual fixation to finish the shooter
game by eye controlling, which the fixation times and fixation time were recorded
by eye-tracker. The results showed that the central region was the best location for
shooting or the main elements of paying attention. The result was consistent with
the general visual habits. On the contrary, the elements located in top left and top
right regions were hardly captured by players’ attention. According to classic
composition prototypes, we could consider putting the important elements of 2D
interactive video games in the central region, and distributing consist with human
visual processing habits which was along with the directions of diffusing or con-
centrating of tension in triangle, square or circle prototypes.

Keywords Eye movement � 2D interactive video games � Visual focus
distribution

1 Introduction

With the development of technology and the diversification needs of entertainment,
more and more teams are committed to providing more sophisticated videos and
games to their consumers. In the development process of videos or games, in order
to reduce the risk of development and enhance the overall quality of videos and
games effectively, developers and investors has attached importance to the user
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experience research. With the development of eye movement theory and tracer
technique, the eye tracking data can reflect the visual processing characteristic data,
which has significant value to explain the psychological mechanism of cognitive
processing. The relative theory and technique are now widely used in advertise-
ment, website and video game design.

The study has proved that more than 80 % information is acquired by the visual
system, and the vision range of human beings was limited. Objects can be clearly
seen only in the central fossa, which was about in 2° visual angle, however, objects
can be identified in the range of 30° field near the center of vision, where the optic
nerve accept stimulation [1]. Therefore, the human visual system was needed to be
able to quickly and accurately focus on important and crucial visual objects in the
visual field, it was particularly important when looking at the image or video with
complicated information elements, this process was known as visual attention [2].

Wilhelm Wundt pointed out that visual attention has its limitations, accordingly,
selective attention theory was put forward. Selective attention helped individuals
from information overload in cognitive processing. When it comes to which
specific theory the selective attention based on, several theories have research
support. Some scholars believe that different type of tasks, requirements and uses’
behavioral objectives lead to different attention selection [1]. Ulric Neisser, the
father of cognitive psychology, considered that “what the audiences see depends on
how their attention distributed”. In other words, depends on their expectation and
perceptual detection [1]. Therefore, there were researches put forward the top-down
and bottom-up models of visual attention. The top-down model proposes to set up
visual expectations in advance, and completes the selection of interested regions in
images or videos under these expectations, then continues the subsequent pro-
cessing. The bottom-up model advocates that selective attention was based on data
driven. Visual processing system extract some low-level features such as color,
brightness and direction before deep processing, and create saliency map for each
kind of features [3]. In visual processing, the top-down and bottom-up attention
models usually work together.

In terms of the specific viewing mode, audiences have the expectation about the
location and orientation of the visual elements when they watch visual composi-
tions, therefore,audiences can view the materials in a relatively fixed pattern when
there are certain fundamental mode of composition. The study revealed audiences
follow a certain scanning sequence order when they view static images. The top
three are: (1) The center of the picture; (2) Element takes the largest area;
(3) Element have the maximum contrast with the background, on brightness, color
[4], size, direction etc. [1].

Based on these theories, this study used a 2D interactive video game as research
material, studied the composition of key elements in the video to verify previous
research results, and extract the pattern of distribution in accordance with the
pattern of human being`s cognitive processing, in order to provide suggestions for
further design.

196 N. Lin et al.



2 Method

2.1 Experimental Material

The 2D interactive games based on the background of “Journey to the west” were
as experimental material, which included 6 interactive game units. 6 interactive
game units were taken from the classic chapters of Journey to the west, which the
images in the game were well known to the target population. The effective window
size of each game unit video was 1440 � 1060 pixels and it lasted about 35 s.

2.2 Subjects

Eighteen volunteers from 6 to 45 years old (9 males and 9 females, mean age =
22.22, standard deviation of age = 10.74) were recruited and paid to participate in
the experiment. According to the age, they were divided into 3 groups, including
groups of children group (5 volunteers from 6 to 12 years old, 2 boys and 3 girls,
M = 9.8 SD = 1.79), adolescent group (4 volunteers from 13 to 18 years old,
M = 16.75, SD = 2.50, 2 boys and 2 girls), adult group (9 volunteers from 18 to
45 years old, 5 males and 4 females, M = 31.56, SD = 5.61). All of them had more
than 1.0 normal or corrected-to-normal visual acuities and healthy physical con-
ditions, without ophthalmic diseases. They did not have any history of neurological
and mental diseases.

2.3 Apparatus

The eye tracker that recorded the eye movement data was Tobii X2-60 by Tobbi
Corporation and its sampling rate was 60 Hz. The experimental apparatus was
composed of an eye tracker, a 2D display and a host that was installed the Tobii
Studio. Experimental host is Dell workstation with Xeon X5690 INTEL, basic
frequency 3460 MHz, 24G memory and Quadro NVIDIA 6000 professional
graphics hardware. The host were connected to a 19 in. 2D display (AOC IPS
display) with a maximum resolution of 1920 � 1080 and 60 Hz refresh rate. And
participants continued the experiment by mouse and keyboard, and the eye tracker
was placed below the display to collect the eye movement data.
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2.4 Experiment Procedure

Experiment was carried out in a quiet and bright environment. After arriving at the
laboratory, participants signed the informed consent and completed a general sur-
vey about their demographic information. Then, experimenter introduced the pro-
cess and requirements to participants and adjusted his/her gesture to find the
appropriate distance and height to collect data by eye tracker. The viewing distance
between participant and the screen was about 60–70 cm. After calibration, 2D
interactive game units were presented to participants and their eye movement data
was recorded. Participant was required using visual fixation to finish the shooter
game by eye controlling and try his/her best to watch the position that he/she want
shooting. Participant was informed about the possibility of error. Experimenter
observed and recorded participant` behavioral and language feedback during the
whole process. Few of participants detected that sometimes appeared inaccurate
shooting, but none of them doubted about reality of eye control operation.

2.5 Data Analysis

The eye movement and behavior data were recorded when the player watching the
video. Each segment was regarded as a fragment. Researcher created the scene for
each fragment and used static picture instead of dynamic video by data processing
program in Tobii Studio, investigated visual focus distribution of each fragment by
superimposed fixation times on these pictures. We delineated the available region of
attention or shooting according to the fixation results. By the initial observation, we
delineated the valid attention/shooting region that concluded 90 % fixation counts,
which included 1255 � 855 pixel range. In the valid attention/shooting regions, we
divided the region into 9 AOI: 3 parts (up/centerline/down) in vertical direction �3
parts (left/midcourt/right) in horizontal direction. The fixation times and fixation
time data of 9 AOI were analyzed by IBM SPSS 20 Statistics software (IBM-SPSS
Inc. Chicago, IL). The repeated-measures analysis of variance (rANOVA) was
applied to analysis the eye movement data. Greenhouse–Geisser correction was
applied to p values associated with multiple df repeated measures comparisons
where appropriate.
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3 Results

3.1 The Means of Fixation Time and Fixation Times
in Game Unit 1

A repeated-measure ANOVA was applied to fixation time data of the different
conditions, a significant main effect of vertical direction (up/centerline/down) and
horizontal (left/midcourt/right) (ps < 0.001), and there was a significant interaction
(p < 0.001). The simple effect analysis showed that the fixation time of top central
axial region was obviously longer than top left region and top right region
(p < 0.05); that of central region was longer than left region and right region
(p < 0.05); that of left bottom region was obviously longer than central bottom
region (p < 0.05). And, the fixation time of left central region and left bottom
region were longer than top left region (p < 0.05); that of central region was longer
than central bottom region and top central region (p < 0.05); on right region, right
central region and right bottom region were longer than top right region (ps < 0.05)
(Table 1).

A repeated-measure ANOVA was applied to fixation times data of the different
conditions, a significant main effect of vertical direction (up/centerline/down) and
horizontal (left/midcourt/right) (ps < 0.001), and there was a significant interaction
(p < 0.001). The results of simple effect analysis showed that the fixation times
distribution of central region was obviously more than top left region and top right
region (p < 0.05); that of center region was more than left region and right region
(p < 0.05); that of central bottom region was more obviously than left bottom
region and right bottom region (p < 0.05). And, the fixation times distribution of
central region and left bottom region were obviously more than that of top left
region (ps < 0.05); on central region, that of central region was the most, distri-
bution of top central region was secondary and central bottom region was the least
(p < 0.05); on right region, fixation times of distribution of central region and right
bottom region were much more than top right region (ps < 0.05), the fixation times
distribution difference between central region and right bottom region was not
significant (Table 2).

Table 1 Results of fixation time by repeated measure variance analysis

SS df MS F value Sig. (two-tailed)

Up/centerline/down 138.89 2 69.44 12.20 0.000

Left/midcourt/right 76.28 2 38.14 10.55 0.000

Up/centerline/down � left/midcourt/right 139.18 2.05 67.95 11.43 0.000
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3.2 The Means of Fixation Time and Fixation Times
in Game Unit 2

A repeated-measure ANOVA was applied to fixation time data of the different
conditions, a significant main effect of vertical direction (up/centerline/down) and
horizontal (left/midcourt/right) (ps < 0.001), and there was a significant interaction
(p < 0.001). The simple effect analysis showed that up/centerline/down directions:
on top region, fixation time of top central axial region was obviously longer than
that of top left region and top right region; on central region, fixation time of central
axial region was longer than left central region and right central region; on bottom
region, fixation time of central bottom region was obviously longer than left bottom
region and right bottom region (ps < 0.05). And on left region, fixation time of left
central region was longer than top left region and left bottom region; on central
region, fixation time of central axial region was longer than top central region and
central bottom region; on right region, right center region was longer than top right
region and right bottom region (ps < 0.05) (Table 3).

A repeated-measure ANOVA was applied to fixation times data of the different
conditions, a significant main effect of vertical direction (up/centerline/down) and
horizontal (left/midcourt/right) (ps < 0.001), and there was a significant interaction
(p < 0.001). The results of simple effect analysis showed that up/centerline/down
directions: on top region, fixation times distribution of center region was the most,
top left region was secondary, top right region was the least; on center region,
fixation times distribution of center region was more than left region and right
region; on bottom region, fixation times distribution of center bottom region was
more obviously than left bottom region and right bottom region (ps < 0.05).
Left/midcourt/right directions: on left region, fixation times distribution of center
region was the most, distribution of top left region was secondary and left bottom
region was the least; on center region, fixation times distribution of center region

Table 2 Results of fixation times by repeated measure variance analysis

SS df MS F
value

Sig.
(two-tailed)

Up/centerline/down 1893.70 2 946.85 16.98 0.000

Left/midcourt/right 958.16 2 479.08 11.93 0.000

Up/centerline/down � left/midcourt/right 1833.02 1.91 960.65 12.56 0.000

Table 3 Results of fixation time by repeated measure variance analysis

SS df MS F
value

Sig.
(two-tailed)

Up/centerline/down 434.38 1.38 313.79 45.51 0.000

Left/midcourt/right 251.73 1.09 230.21 46.10 0.000

Up/centerline/down � left/midcourt/right 274.24 1.35 203.04 30.30 0.000
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was more than distribution of top center region and center bottom region; on right
region, fixation times of distribution of center region was much more than right
bottom region and top right region (ps < 0.05) (Table 4).

3.3 The Means of Fixation Time and Fixation Times
in Game Unit 3

A repeated-measure ANOVA was applied to fixation time data of the different
conditions, a significant main effect of vertical direction (up/centerline/down) and
horizontal (left/midcourt/right) (ps < 0.001), and there was a significant interaction
(p < 0.001). The simple effect analysis showed that fixation time of top left region
was obviously longer than top right region; that of center region was longer than
left center region and right center region; that of left center region was longer than
left bottom region and top left region; that of center region was longer than center
bottom region and top center region; that of right center region was longer than
right bottom region and top right region (ps < 0.05) (Table 5).

A repeated-measure ANOVA was applied to fixation times data of the different
conditions, a significant main effect of vertical direction (up/centerline/down) and
horizontal (left/midcourt/right) (ps < 0.001), and there was a significant interaction
(p < 0.001). The results of simple effect analysis showed that up/centerline/down
directions: on center region, fixation times distribution of center region was more
than left center region and right center region. Left/midcourt/right directions: on left
region, fixation times distribution of center region was more than distribution of top
left region and left bottom region; on center region, fixation times distribution of
center region was more than distribution of top center region and center bottom
region; on right region, fixation times of distribution of center region was much
more than right bottom region and top right region (ps < 0.05) (Table 6).

Table 4 Results of fixation times by repeated measure variance analysis

SS df MS F
value

Sig.
(two-tailed)

Up/centerline/down 7816.80 2 3908.40 47.80 0.000

Left/midcourt/right 4728.97 1.25 3797.56 69.54 0.000

Up/centerline/down � left/midcourt/right 4121.82 1.71 2404.93 35.16 0.000

Table 5 Results of fixation time by repeated measure variance analysis

SS df MS F value Sig. (two-tailed)

Up/centerline/down 581.18 1.23 471.87 35.33 0.000

Left/midcourt/right 209.89 1.22 171.97 30.17 0.000
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3.4 The Means of Fixation Time and Fixation Times
in Game Unit 4

A repeated-measure ANOVA was applied to fixation time data of the different
conditions, a significant main effect of vertical direction (up/centerline/down) and
horizontal (left/midcourt/right) (ps < 0.001), and there was a significant interaction
(p < 0.001). The simple effect analysis showed that up/centerline/down directions:
on top region, fixation time of top central axial region was obviously longer than
top left region and top right region; on central region, fixation time of central axial
region was obviously longer than left central region and right central region; on
bottom region, fixation time of central bottom region was obviously longer than left
bottom region and right bottom region. Left/midcourt/right directions: on left
region, fixation time of left central region was longer than top left region and left
bottom region; on central region, fixation time of central axial region was longer
than top central region and central bottom region; on right region, right center
region was longer than top right region and right bottom region (ps < 0.05)
(Table 7).

A repeated-measure ANOVA was applied to fixation times data of the different
conditions, a significant main effect of vertical direction (up/centerline/down) and
horizontal (left/midcourt/right) (ps < 0.001), and there was a significant interaction
(p < 0.001). The results of simple effect analysis showed that up/centerline/down
directions: on top region, central region was obviously more than top left region and
top right region; on central region, fixation times distribution of center region was
obviously more than left center region and right center region; on bottom region,
fixation times distribution of central bottom region was more obviously than left
bottom region and right bottom region. Left/midcourt/right directions: on left
region, fixation times distribution of central region was obviously more than

Table 6 Results of fixation times by repeated measure variance analysis

SS df MS F
value

Sig.
(two-tailed)

Up/centerline/down 8318.74 1.34 6225.23 36.83 0.000

Left/midcourt/right 1794.52 2 897.26 27.91 0.000

Up/centerline/down � left/midcourt/right 2782.65 4 695.66 28.52 0.000

Table 7 Results of fixation time by repeated measure variance analysis

SS df MS F
value

Sig.
(two-tailed)

Up/centerline/down 309.73 2 154.86 26.29 0.000

Left/midcourt/right 345.68 1.25 275.74 47.67 0.000

Up/centerline/down � left/midcourt/right 190.91 2.00 95.35 15.08 0.000
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distribution of top left region and left bottom region; on central region, fixation
times distribution of central region was more than distribution of top central region
and central bottom region; on right region, fixation times of distribution of central
region was much more than and right bottom region and top right region (Table 8).

3.5 The Means of Fixation Time and Fixation Times
in Game Unit 5

A repeated-measure ANOVA was applied to fixation time data of the different
conditions, a significant main effect of vertical direction (up/centerline/down) and
horizontal (left/midcourt/right) (ps < 0.001), and there was a significant interaction
(p < 0.001). The simple effect analysis showed that up/centerline/down directions:
on top region, fixation time of top central axial region was the longest, up right
region was the secondary and top left region was the shortest; on central region,
fixation time of central axial region was the longest, left central region was the
secondary and right central region was the shortest; on bottom region, fixation time
of central bottom region was obviously longer than left bottom region and right
bottom region. Left/midcourt/right directions: on left region, fixation time of left
central region was the longest, top left region was the secondary and left bottom
region was the shortest; on central region, fixation time of central axial region was
the longest, top central region was the secondary and central bottom region was the
shortest; on right region, right center region was longer than top right region and
right bottom region (ps < 0.05) (Table 9).

A repeated-measure ANOVA was applied to fixation times data of the different
conditions, a significant main effect of vertical direction (up/centerline/down) and
horizontal (left/midcourt/right) (ps < 0.001), and there was a significant interaction
(p < 0.001). The results of simple effect analysis showed that, on top region,

Table 8 Results of fixation times by repeated measure variance analysis

SS df MS F
value

Sig.
(two-tailed)

Up/centerline/down 5130.79 2 2565.39 30.26 0.000

Left/midcourt/right 5175.32 1.33 3887.62 47.16 0.000

Up/centerline/down � left/midcourt/right 2451.28 2.19 1117.03 15.02 0.000

Table 9 Results of fixation time by repeated measure variance analysis

SS df MS F
value

Sig.
(two-tailed)

Up/centerline/down 331.96 1.21 274.75 36.23 0.000

Left/midcourt/right 455.37 1.05 432.02 75.19 0.000

Up/centerline/down � left/midcourt/right 386.53 1.28 301.05 27.70 0.000
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fixation times distribution of central region was the most, top left region was the
secondary and top right region was the least; on center region, fixation times
distribution of center region was the most, left center region was the secondary and
right region was the least; on bottom region, fixation times distribution of central
bottom region was more obviously than left bottom region and right bottom region.
And, on left region, fixation times distribution of central region was the most,
distribution of top left region was the secondary and left bottom region was the
least; on central region, fixation times distribution of central region was the most,
distribution of top central region was secondary and central bottom region is the
least; on right region, fixation times of distribution of central region was much more
than distribution of top right region and right bottom region (ps < 0.05) (Table 10).

3.6 The Means of Fixation Time and Fixation Times
in Game Unit 6

A repeated-measure ANOVA was applied to fixation time data of the different
conditions, a significant main effect of vertical direction (up/centerline/down) and
horizontal (left/midcourt/right) (ps < 0.001), and there was a significant interaction
(p < 0.001). The simple effect analysis showed that up/centerline/down directions:
on central region, fixation time of central axial region was the longest, left central
region was the secondary and right central region was the shortest; on bottom
region, fixation time of central bottom region was obviously longer than left bottom
region. And, on left region, fixation time of left central region was the longest, left
bottom region was the secondary and top left region was the shortest; on central
region, fixation time of central axial region was the longest, central bottom region
was the secondary and top central region was the shortest; on right region, right
center region was the longest, right bottom region was the secondary and top right
region was the least (ps < 0.05) (Table 11).

Table 10 Results of fixation times by repeated measure variance analysis

SS df MS F
value

Sig.
(two-tailed)

Up/centerline/down 5382.36 2 3458.32 50.98 0.000

Left/midcourt/right 7561.25 1.12 6774.42 80.37 0.000

Up/centerline/down � left/midcourt/right 5541.81 1.85 2995.86 42.94 0.000

Table 11 Results of fixation time by repeated measure variance analysis

SS df MS F value Sig. (two-tailed)

Up/centerline/down 173.24 2 86.62 30.62 0.000

Left/midcourt/right 35.32 2 17.66 11.39 0.000

Up/centerline/down � left/midcourt/right 46.83 1.63 28.75 11.95 0.001
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A repeated-measure ANOVA was applied to fixation times data of the different
conditions, a significant main effect of vertical direction (up/centerline/down) and
horizontal (left/midcourt/right) (ps < 0.001), and there was a significant interaction
(p < 0.001). The results of simple effect analysis showed that, on top region, fix-
ation times distribution of central region was more than top left region and top right
region; on center region, fixation times distribution of center region was the most,
left center region was the secondary and right region was the least; on bottom
region, fixation times distribution of central bottom region was more obviously than
left bottom region and right bottom region. And, on left region, fixation times
distribution of central region was more than distribution of top left region and left
bottom region; on central region, fixation times distribution of central region was
the most, distribution of central bottom region was secondary and top central region
is the least; on right region, fixation times of distribution of central region was the
most, distribution of right bottom region was secondary and top right region was the
least (Table 12).

4 Discussion

There was a study proved that participants’ consciousness can cause by the com-
position design principles of balance, unity, dynamic and comparison, the purpose
of design principles was to build visual aesthetic feeling and variation, so that they
could absorb the audiences’ attention. Balance principle involved in visual weight
of every region. The purpose of uniformity principles was to let participants
organizing different visual elements in visual layout that unified main expression
which could make a higher information expression efficiency to reach the purpose
of visual guidance. Dynamic, which was using lines and shapes in layout to guide
routine of participants’ sight moving, thus to produce effects of dynamic and
changes. Visual element designs could for the principles of guiding eyesight
moving directions and expressing information in order. Comparison was to
strengthen opposite relation of special visual elements to highlight the dynamic
effect and let it to be visual emphasis that was the final purpose. Three basic original
shapes in the comparison was circle, square and triangle, which included visual
tension that inter-traction of internal and external tension to balance the strengthen.
Figure 1 as follows: Due to the strengthen of inward or outward tension, partici-
pants felt visual distance and formed a kind of harmonious movements. In the view

Table 12 Results of fixation times by repeated measure variance analysis

SS df MS F
value

Sig.
(two-tailed)

Up/centerline/down 3363.54 2 1681.77 29.66 0.000

Left/midcourt/right 705.98 2 352.99 14.74 0.000

Up/centerline/down � left/midcourt/right 685.96 1.96 349.91 13.22 0.000
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of Fig. 1, no matter tension of inward or outward, the tension was concentrated to
the center or diverged to outside, these two kinds of tension located in the center of
modelling [1].

Summarizing the statistics result (Fig. 2), following is the tendency:

• Game unit 1: fixation times and fixation time concentrated, present “凸” type
distribution (not including center axial region). Players generally thought it was
difficult for target tracking, and fixation times and fixation time distribution was
scattered. This may due to the main target movement speed for the sight of
players’ tracking smoothly, study revealed that, in most cases, rising head was
necessary when watching angle beyond 12°, Catching targets with saccade at
the speed of targets’ moving rate beyond 30°/s [5]. In addition, the secondary
targets were not inconformity for design purpose. Location of elements dis-
tributed was too low.

• Game unit 2: Fixation times and fixation time distribution presented by cross
shape, but the fixation times of top left region was obviously more than the top
right regions, it showed the fixation times distribution tended to left slightly. In
this unit, there are important targets in the top left region. According to distri-
bution difference of fixation times and fixation time, it was unsuccessful to set
important note or attack on the top left region, these elements can hardly capture

Fig. 1 Visual tension for basic prototypes

Fig. 2 Distribution diagram of fixation time and fixation times about rules explanation and
interaction games. Top right to left bottom diagonals stand for vertical comparison results, top left
to right bottom diagonals stand for horizontal comparison results. Deep density slash (darker)
show longer fixation time or more fixation times
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players’ attention, then effective attack is unable formed, even though a small
number of players can find targets.

• Game unit 3: Fixation times and fixation time focused on center region, dis-
tribution as—type. Players didn’t have deep imagination, it may because the
layout of the interactive game was too simple and easy.

• Game unit 4: Fixation times and fixation time distribution presented by cross
shape. Studies suggested that purpose of visual scanned was searching under-
standing by “proper order” to link up images, so establish visual orderliness of
participants to reach more efficiently and understanding the meaning quickly [1].
This unit accorded with the design elements and had a good feedback from
players.

• Game unit 5: Fixation times and fixation time arranged in cross shape. In terms
of fixation time, on top left region and left bottom region were much more than
the top right region and right bottom region. Fixation times distribution on the
top left region distribution much more than top region, distribution on left region
was presented heavy. According to the balance principle, there were some
optimization space for the attention/attacked elements.

• Game unit 6: Fixation time distribution mainly concentrated in the central
region, fixation time on the central bottom region and left region spent more
time than right region. Distribution of fixation times presented by cross shape,
distribution of right bottom region was much more than left bottom region.
Fixation times and fixation time distribution was inconsistent. In the unit,
players’ feedback that the discrimination of target and false one was difficult and
could cause the mistake easily. Inconsistent tendency of fixation times and
fixation time distribution might reflect the difficulties, more fixation times dis-
tribution reflected players’ attention distribution, and more fixation time
reflected player’s shooting purpose.

5 Conclusion

In conclusion, central was the best area for position/attack elements. This result was
in accordance with the general visual habits and previous conclusion obtained from
researches using print ads as experimental materials. According to classic compo-
sition prototypes, they were triangle, square or circle prototypes (see Fig. 1). The
“+” type distribution of the fixation times and fixation time in this study were
similar to square prototype; “丅” or “⊥” type distribution of the fixation times and
fixation time were similar to triangle prototype; “凸” type distribution could be
optimized to square or circle prototype. Therefore, we could consider centering the
elements on the central region in 2D interactive video games, distributing along
with the directions of diffusing or concentrating of tension in triangle, square or
circle prototypes.
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Part IV
Theoretical Advances in Cognitive
Engineering and Neuroergonomics



Cognitive and Emotional-Motivational
Implications in the Job Design of Digitized
Production Drilling in Deep Mines

Mohammed-Aminu Sanda

Abstract The aim of this paper was to understand the influence of cognitive and
emotional-motivational aspects of task complexity on workers performances in
high-technology driven drilling activity in a deep mine. Data was collected by
observing and video recording miners’ engaged in two separate production drilling
activities, using two Boomers simultaneously. Based on the analysis, it is found that
the workers encounter cognitive challenges in their ability to process information
marked on rock surfaces for the positioning of the boomers, resulting in added
complexity to their drilling tasks. The workers’ were also found to have issues with
the quality of their designed job environment, and which emotional-motivational
challenge also added to their tasks complexity. It is concluded that by under-
standing the emerging cognitive and emotional-motivational aspects of task com-
plexities, future design processes of a friendly and performance enhancing work
environments and technologies could evolve for efficient and effective human work.

Keywords Cognitive complexity � Emotional-motivational complexity � Job
design � Production drilling � Deep mine

1 Introduction

In the contemporary world of job design, the automation of the work system is
viewed as a key enabler for increasing productivity per worker. The expectation
here is to make the future work environments of deep mines become a substantially
different place than what prevails today. In this vein, much progress has been made
in modeling intelligent production systems of the future mine for them to become
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enablers for learning and collaboration across organizational borders. With such
intelligent system and work organization in place, the mining industry is to be seen
as a place where cooperation, skills development and gender equality are key
components [1]. By this perspective of the prevalence of an enabling environment,
both the youth and women might view mining activity as an attractive job and the
work environment as safe, and this could go a long way in breaking the unequal
gender balance that exists in most mines today [1]. Even if the idea of a holistic
perspective on production systems is commonplace in most research areas of today,
there is a true challenge in multidisciplinary research that reconnect the research
fields and their theories, methods, ideas and results [1]. This observation reinforces
the prevailing problem of developing a holistic work organization model with the
human at the centre to guide the future integration of the technical, organizational
and human systems of work design. It also reinforces the challenge of developing
deep-specialized knowledge in areas associated with each of these systems (i.e.
technical, organizational and human) that could contribute towards the efficiencies
and effectiveness of employees in future deep mines.

Starting from the mid 1980s, a series of technological advances have been made
in the world of mining, and whose applications have contributed greatly in
changing the working conditions and requirements of workers in deep mine. But
using the argument of [2] as a point of departure, it could be argued that though the
technological advances in the mining industry may have positively affected
workers’ tasks and the efficiency of their work performances, such advances may
not have reduced the cumulative effect of complexity inherent in the workers job
design. In job designs, task complexity is a major factor that is known to create a
challenge for operator performance. In this respect therefore, identification of the
different complexities that are associated with workers job design in technologically
advanced deep mines must be seen as a pre-requisite for enabling an enhance
employees performance. By implication, a digitized production drilling job design
in deep mines that highly integrates the work organization and human organiza-
tional activity components that supports high productivity as well as good working
and social conditions could be designed by understanding the relationship between
the behavioral and physical domains of the workers during the task performance.
Based on the realistic notion that one cannot perform a complex motor task without
significant mental effort and concentration, and that the relationship between these
different components of task (i.e. motor and cognitive) is critical in evaluating the
complexity associated, not only with the cognitive and motor aspects of
high-technology driven drilling, but also with its emotional-motivational compo-
nents, it becomes imperative that the complexity challenges in the job design of a
digitized production drilling activity are understood. In a study on drilling activity
in deep mining, [3] found that the subject-oriented activity of the drilling task
entailed social collaboration between the operators’ physical activity (i.e. produc-
tion drilling operations) and mental activity (i.e. the simultaneous observation of the
production drilling work and listening to communication models). According to [3],
the operators (miners) were apparently happy with the communication models they
were using in their work environment. The purpose of this study therefore, is to
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identify and understand the cognitive and emotional-motivational aspects of task
complexity in the conduct of a high-technology driven drilling activity, and the
relevance of such learning towards mediating task complexity in the future design
of an efficient drilling job in deep mines, and by implication, make the
human-aspect of the drilling job design very efficient.

2 Literature Review

The complexity of task has generally been looked at from the perspectives of the
design process [4], technical systems [5], and behavioral standpoint [6]. The aspect
of task complexity that contemporarily requires attention is that which describes the
relationship between the behavioral and physical domains workers during task
performance [7]. Viewing complexity as the converse of simplicity, it can be argued
that lower complexity will result in greater simplicity. Based on this logic, the
concept of task complexity is seen to be of critical importance for usability eval-
uation [7]. Different aspects of task complexity have been outlined by different
authors. According to [8], task complexity in a multiple-choice task must be
measured by the number of alternatives available for performing the task. In a
sense, the number of production rules or condition-action pairs in a task that the
task-undertaker has to learn must serve as the major criterion of task complexity [9].
It is suggested by [10] that for an inspection task, the number of different fault types
must be used as a measure of task complexity. Thus, from the perspective of [7],
task complexity may depend on the quantity of task elements and the specification
of the interactions of different task elements. By implication, task complexity can be
defined in terms of the number of static and dynamic components of the task and
interaction among these components [7]. In this regard, the degree to which a task is
viewed as unpredictable, and also the uncertainty associated with that unpre-
dictability are important factors that influence task complexity. It is explained by [7]
that uncertainty in a task depends on both objective and subjective characteristics of
the task. According to [7], while the number of possible alternatives available in
any task is an example of an objective characteristic of uncertainty, an objective
analysis of the number of alternative presented in any given situation will not
always coincide with the individual’s subjective perceptions. This is because, an
individual’s lack of knowledge about the external world may result in his/her being
unable to accurately predict environmental events or the outcomes of his decisions
[7]. Thus, the specificity of an operator’s memory workload, as [7] noted, is one
important source of task complexity. This perspective is supported by the argument
of [11] that a situation where an operator has to deal with more than three inter-
mediate data on dynamic objects in memory should be subjectively evaluated as a
very difficult situation which produces errors, while the duration for which infor-
mation is kept in memory should also be considered a critical factor.

According to [7], the specificity of the extraction of information from long-term
memory also influences any evaluation of task complexity, and the degree of
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familiarity of retrieving such information is an important factor. It is explained by
[7] that if the information that is retrieved in the performance of task by an operator
has similarities with information considered task-irrelevant, then the complexity of
the task is increased. The sensory-perceptual characteristics of signals also influence
the complexity of task performance [7]. The complexity increases if the operator’s
perceived signals are in the threshold area, with the threshold data representing the
extreme performance which the individual is capable of, meaning that he/she must
exert the maximum effort in order to perform successfully [7]. Therefore, the
complexity of a task will increase when an operator is required to alter the
stereotypical actions of the designed task. It is noted by [7] that while the
decision-making process is more complicated when it is determined by information
extracted from memory, it becomes easier to perform when it is predominantly
determined by external stimuli or by information provided from external source.

According to [7], the level of concentration of attention is also a critically
important characteristic of task complexity, in the sense that the more an operator
concentrates on a task, the more complex will be the task. Underlined by this logic,
task complexity is the basic characteristic determining demands on the cognitive
components of activity during task performance [7]. Therefore, the concept of
complexity can be applied to the motor aspect of task, or more specially, to the
mental regulation of movements [7]. In the real world of work, as [7] explain, a
complex motor task cannot be performed by an operator without significant cog-
nitive (mental) effort and concentration. As such, the relationship existing between
these different components of a task is critical when evaluating the complexity
associated not only with the cognitive and motor aspects of the activity, but also
with the emotional-motivational components [7]. This is because, emotional tension
and motivational force increase as task complexity increases. Therefore, it is
important to distinguish between those cognitive aspects of complexity that depend
on the specificity of information processing and those emotional-motivational
aspects of complexity that reflect the energetic aspects of activity. These two
aspects of complexity are interdependent and influence each other [7].

3 Methodological Issues

As it has been outlined by [7], various practitioners have attempted to develop
suitable methods for task complexity evaluation, including the use of various units
of measure, such as the number of controls and indicators, or the number of actions
[12–13]. It is argued by [7] that task complexity cannot be successfully evaluated
by such methods, principally because they employ incommensurable units of
measure. According to [7], the quantitative method of task complexity evaluation
suggests a requirement for units of measurement and measurement procedures that
permit the comparison of different elements of activity. However, this important
issue has not yet been resolved [7]. Thus, task complexity can be evaluated both
experimentally and theoretically [7]. The experimental evaluation is based on
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criteria, such as the evaluation of probability of errors, the measurement of time
performance, the evaluation of duration of skill acquisition, and the measurement of
mental fatigue [7]. Expert judgments, such as the use of a five-point scale for
complexity evaluation, and the subjective opinion of the task performer can also be
taken into consideration [7]. But as [7] pointed out, the motivational aspects of an
activity are usually ignored in the design process. These functional blocks of
self-regulation which are connected with the evaluation of task difficulty and sig-
nificance, play a central role in integrating the cognitive and motivational aspects of
activity [7]. Thus arguing from the perspectives of [7], it is deduced that the
fundamental notions of task complexity, difficulty and significance in the
technology-driven drilling activity in deep mines, and the concentration of attention
on the conduct of the drilling activity will permit the job designer to take into
consideration, not only the cognitive and behavioral aspects of the activity, but also
its motivational aspects. In this regard, the subjective opinions of the task per-
formers were taken into consideration.

3.1 Data Collection Procedure

Data was collected in an underground mine by observing, video recording and
interviewing miners’ engaged in two separate production bolting activities using
two Boomers simultaneously. A Boomer is a highly automated and computer-based
programmable robotic arm attached to the front of highly reinforced tractors that is
computer guided by an operator to carry out rock drilling operations in a mining
activity.

3.2 Data Analysis Procedure

Using the systemic analytical approach, the cognitive aspect of complexity that
depended on the specificity of information processing in the bolting activity, and
those emotional-motivational aspects of complexity that reflected the energetic
aspects of the bolting activity were evaluated.

4 Results Analyses

4.1 Cognitive Aspect of Complexity in the Drilling Activity

Analysis of the cognitive aspect of complexity that depended on the specificity of
information processing in the bolting activity showed that the operators are
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challenged in their ability to focus on the two boomers that function simultane-
ously, as highlighted in the following comment by a miner.

The technology with 2 boomers is excessive for one operator to handle. This is
because of the difficulty in focusing in the ability to observe the simultaneous
functioning of all the 4 boomers.

The operators were also found to experience challenges in their ability to clearly
process information marked on the rock surfaces (drilling spots) due to parts of their
operational views being blocked by metal guards provided as reinforcement in the
tractor cabin design, and which spots they were expected to use as guide for the
start of the drilling operation using the robotic drilling tool (boomers). A bid to
process such information correctly requires that an operator engages in the act of
avoiding the metal guards’ blockage by stretching the neck numerously in order to
get clear view of the drilling spots on the walls, but which action results in oper-
ators’ developing neck pains, as highlighted in the following comment by a miner.

The provision of the metal guards as a protective measure is good. Yet, due to
operator’s view-blockage by the metal guards of the Technology’s glass screen, the
operator is forced to engage in the stretching of the neck in order to get a clearer
view of the marked drilling spots on walls. This has resulted in operators suffering
pains in their necks.

Additionally, an operator had to continuously shift the upper body while in a
sitting posture in order to help widen his/her operational view, resulting in the
development of musculoskeletal pains in the back. The consequence of these
challenges appeared to have influenced the operators’ notion that the programmed
boomers do not always responds rightly to the programmed commands, and as such
requires an operator to rely on his experience in guiding the boomers to operate
optimally, as highlighted in the following comment by a miner.

The act of shifting our upper bodies to widen our view of operation, while in
sitting posture has been giving us musculoskeletal pains in the back. We always
have to engage in such act of shifting the body, because the technology does not
always get it right, and as such the operator, from his acquired experience, mostly
have to find ways to guide the technology for optimum performance.

The operators also wished for improvement in the work station design in the
tractor cabins. They viewed as comforting the listening of music despite the
challenge of having to concentrate on their objective tasks and also trying to listen
to information transmission from their communication gadgets. In this regard, there
was a sense of these operators socializing with the technologies objects with which
they work. An example in this case is the use of pen drives loaded with music and
connected to the music player fitted in the cabins of the tractors. Operators listened
to the music in their tractor cabins while they work.

There are consequences when you work down here, and you need not think
about it so much. So I listen to music inside the cabin all the time. I always carry
along with me a pen drive loaded with music which I play when working. It is nice
to work and listen to your favourite songs.
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Though such brain-activity was perceived by the interviewees as overloaded
cognitive activity, they were able to accommodate it. In this regard, they socialize
with a technology-oriented object.

It was observed from the activity of the technology operators that, despite the
incorporation of human factor elements in the design of the technology in its
design, the operators were confronted with elements of cognitive complexities in
their task undertaking through the interface of the technology and the task design.
These was largely accredited by the operators to the reality that the designers of the
machines used in the drilling task were not interested in seeking the opinions of the
operators (who practically use the machines) on, not only the functionalities of the
machines, but also their human-related friendliness, in terms of reducing the level of
cognitive complexity expectation of operators’ in the drilling task undertaking.
These observations are highlighted in the following comment by a miner.

Those who design the machines normally come to our workplace when the firm
wants to buy a new machine. They normally do not ask us about the machines,
because we all do things in different ways, and there is no way to satisfy every-
body…It will be nice if manufacturers of the machines bring their young designers
to join us at work, so that they observe how we interact with the machines and also
talk to us. This will enable them come out with the best designs.

The above observation therefore, brings to the fore, the issue of human factors in
both the drilling work design and the design of the technology to be used in the
conduct of the work.

4.2 Emotional-Motivational Aspect of Complexity
in the Drilling Activity

Analysis of the emotional-motivational aspect of complexity that reflected the
energetic aspects of the bolting activity showed that the operators were not satisfied
with the quality of work life component of the bolting job design. There was the
feeling among the operators that though the provision of new technology has made
it easier for them to work longer hours without the machines needing repairs, it also
minimized the level of social interaction that the frequent breakdown of machines
used to enhance among team of operators.

Though it was difficult in the olden days, one can always turn around and see a
friend by nearby. This because when you are repairing your broken-down machine,
your friends will be there to provide you support. In the course of the repair, you
can turn round and discuss ice hockey or share a joke with your friends. Today, the
work design has changed due to the influence of the new machines we use. Because
these machines do no easily breakdown, an operator is always down here working
alone. It always makes us feel like the new work design due to the technological
change has taken something away from us.
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Even though the operators tend to make themselves happy in the work envi-
ronment by taking away the loneliness of working alone one kilometre below the
earth through socialization with the technology they use in their task undertakings,
coming to work in darkness during the winter season and going home in darkness,
without seeing light for many months was viewed as quite depressing by the
operators. A sense of this observation is reflected in the flowing exchanges between
the researcher and an operator engaged in the drilling task.
Researcher How do you see the worklife? In the winter, you come here in

darkness, go underground to work, and finally go home in darkness?
Operator It is depressing. You get more depressed when you start
Researcher Do you think there is a way to reduce the depression?
Operator Yeah! Management should provide us with a sauna

The effect of the emotional-motivational issue raised by the operator in the
observation above is compounded by the added observation that the operators were
faced with the issue of non-water placement compartment in their high technology
machine and also quality water provision. As such, they are not able to shower
when they finish work due to the poor quality of water in the underground work-
place. A sense of this observation is reflected in the flowing exchanges between the
researcher and an operator engaged in the drilling task.
Researcher I have looked carefully inside the machines, especially the new ones

and I realized that there is no compartment for you to put your bottle
of water. So everything is for the machine!

Operator Yeah, you have a point. There is no place for water in the machine.
You get thirsty all the time

Researcher I think it will be nice to provide you with bottled water
Operator Yes. You see, a test of the water quality both here and up have shown

that the water is not fit for humans. That is why we have the water box
in the cafeteria now. So if I want to drink water, I stop work and take a
car to the cafeteria and then come back. Quite a task!

Researcher So like this types of machines you are using, they can provide a small
place where you can bring good water and put there!

Operator Yeah, yeah! And we have itching in the hair all the time because the
water is not so good

Based on the conversation above, it is obvious that the operators are of the view
that their quality of work life will be enhanced by improving the work station
design in the machine cabins. They viewed that the provision of a compartment in
the tractor cabins for the storage of drinking water will be welcomed idea, since this
will alleviate the thirst situation that the operators most often encounter due to the
heat condition underground.
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5 Discussion

The results analyses have shown that in the production drilling activity, the prin-
cipal actor is the individual (operator) employee who is simultaneously is con-
fronted with the challenges of handling the consequences of both the cognitive and
motivational-emotional aspects of the drilling task’s complexity. For the production
drilling activity, one activity type is the operator’s engagement with the physical
task through the manipulation of digitized computer technology to programme
robotic work tasks. The other activity type, which occurs simultaneously with the
physical task, is the operators’ engagement with cognitive (mental) task through
interaction with digitized communication models, such as listening to background
music, information transmission from the mines control centers, and information
transmission from/to colleagues approaching or leaving the individual’s activity
location inside the deep mine. Since this routinized activity entails various char-
acteristics of decision-making process at the verbal-thinking level, it signifies an
important factor that influences the complexity of a task. Therefore, the increase in
the cognitive aspect of complexity in the operators’ could be related to the need for
them to alter the stereotypical actions of the designed tasks in the drilling activity.
This is realization that while the decision-making process is more complicated
when it is determined by information extracted from memory, it becomes easier to
perform when it is predominantly determined by external stimuli or by information
provided from external source [7]. The implication from the results analyses is that
the operators’ objective and subjective activities are interdependent and shaped
based on the mechanisms of self-regulation. The cognitive aspects of complexity in
their task were found to depend on the number of task elements and the specifi-
cation of interactions of the different task elements. Similarly, the mental or cog-
nitive efforts expended by the operators could be said to have been influenced by
the goals that their object-oriented activity aimed to achieve. Thus, the complexity
in the drilling task undertaking by the operators was defined by the number of static
and dynamic components of the task and interaction among these components [7].
In this regard, by using the argumentation of [7], the degree to which the drilling
task could be viewed as unpredictable, and the uncertainty that could be associated
with such unpredictability must be seen as important influencing factors entailed in
drilling task complexity. Thus arguing from the perspectives of [9] the number of
production rules in the drilling activity task that the operators have to learn must
serve as the major criterion of determining the level of the cognitive and
motivational-emotional aspects of the drilling task’s complexity. This understand-
ing will help the designers of both the “task” and the “technology for carrying out
the task” to optimize operators’ physical activity by successfully integrating both
the cognitive and motivational-emotional aspects complexity in the drilling activity.

As it was highlighted by the result, the operators make use of generic skills, such as
flexibility, technical intelligence, perceptive ability, technical sensibility, a sense of
responsibility, trustworthiness, and independence [14] to enhance the cognitive
aspect of the complexity associated with the interaction between object-oriented and
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subject-oriented activities. Going by the arguments of [7], the uncertainty in the
operators’ drilling activities is dependent on both the objective and subjective
characteristics of the tasks. Thus, the specificity of the operator’s memory workload
[7], from the perspectives of the cognitive aspects of complexity entailed in the
drilling activity, is an important source of task complexity that needs to be understood
and factored in the drilling task design. This postulation is supported by [11] argu-
ment that a situation where an operator has to deal with more than three intermediate
data on dynamic objects in memory should be subjectively evaluated as a very
difficult situation which produces errors, while the duration for which information is
kept in memory should also be considered a critical factor. The results analyses have
shown the production drilling activity entailed several operator-oriented motives
(both conscious and unconscious) with varying priorities assigned to each influencing
factor. Arguing along the line of [7], the totality of these motives could be viewed as
influencing the operators’ emotions and motivations in their conduct of the produc-
tion drilling activities. Thus designers of the task environment for the drilling activity
and the technologies used by the operators in the task undertakings need to under-
stand the emerging newmental images of the operators in order to be able to come out
with human-oriented designs that can lend to the creation of a friendly, efficient and
effective automated and digitized work environment for the production drilling
activity. The work environment must also have good work and social conditions that
enhance the workers ‘emotional-motivational orientation. This model of uncovering

Trained Worker to Perform
Job Designed by Internal

firm managers

Provided with pre-determined 
specialized skills to interface 
and operate technological tool

designed to cater for all 
embedded complexity issues

in task performance

Technological Tool for
Worker’s Job Designed 

External Firms

Designed and engineered 
with predetermined cognitive 
features to ensure the trained 
operator’s (worker) comfort 
and safety for efficient and 
effective task performance

Real-Time Space for 
Understanding

Worker-Technological Tool 
Interaction Challenge in

Job Design

Emergence of worker’s 
unforcasted cognitive and 
emotional-motivational

Complexity in task undertakings

Space for understand the emerging 
new mental images of a worker in 
order to be able to come out with 
human-oriented designs that can 
lend to the creation of a friendly, 
efficient and effective automated 
and digitized work environment 

Fig. 1 Model for understanding a worker’s emerging cognitive and emotional-motivational
aspect of task complexity
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and subsequent understanding of a worker’s margining cognitive and
emotional-motivational aspect of task complexity that could be used to enhance
worker-technology-work environment design in production drilling activity in deep
mines is visualized in Fig. 1.

6 Conclusion

The study as shown that, the concept of complexity can be applied to the motor
aspect of task, or more specially, to the mental regulation of operators movements
in the performance of production drilling activity in deep mines. The findings have
also shown that a complex motor task in the drilling activity cannot be performed
by an operator without significant cognitive (mental) effort and concentration. It is
also established in the study that the relationship that exists between the different
components of the drilling activity performed by the operators is critical when the
complexity associated with both the cognitive aspect and the
emotional-motivational aspects of the production drilling activity is being evalu-
ated. This is because, as these complexities increase, the emotional tension and
motivational force associated with the operators’ work also increase. It is therefore,
concluded that in the work environment and technology design processes of the
production drilling activity, it is important to identify and distinguish the cognitive
aspects of complexity that depend on the specificity of information processing, and
the emotional-motivational aspects of complexity that reflect the energetic aspects
of the production drilling activity. This will enable the designers understand the
performance enhancing strategies used by workers to mediate the cognitive diffi-
culties and the emotional-motivational challenges associated with in the production
drilling activity, and which understanding can be used to reduce the task complexity
by integrating them in the design of a friendly and efficient work system for the
drilling job in deep mines.
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Measuring Operator Emotion Objectively
at a Complex Final Assembly Station

Sandra Mattsson, Dan Li, Åsa Fast-Berglund and Liang Gong

Abstract To meet future challenges of production systems, especially in
high-wage countries with high technological complexity in factories, it is important
to focus on human operators. The perceived operator view is an important aspect,
but takes time. This paper will discuss the physiological measurements used in four
commercial and semi-commercial devices in terms of usability in industry, meaning
of measurement data and relation to intuition and flow. Results indicate that three
physiological measurements can be used in combination to measure well-being to
some extent, but that subjective data needs to be incorporated to support the
individual perspective (due to that the meaning of data is subjective). By using
these devices, physiological data can be measured and evaluated in real-time, which
increases the possibility of studying operator emotion (or memory constructs).
More studies are needed to evaluate how cognitive processes and measurement data
are connected.
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1 Introduction

The customization of mass production demands flexible production systems to
accommodate for the increased number of product variants in final assembly [1, 2].
This increase of product variants in final assembly increases the perceived work
complexity by assembly operators [3, 4]. In such complex final assembly work-
places it has become increasingly important to study the interaction between
humans and automation [5] and how the human work can be supported [6]. When
working in final assembly, operators should therefore mainly use cognitive pro-
cesses connected to intuition [7], skill-based and rule-based behavior [8] and flow
[9]. Recent technological advancement driven by Industry 4.0 has enabled objective
measurement tools to emerge [10] and therefore four commercial and
semi-commercial devices studying operator emotion in real-time was tested (mea-
suring physiological data) [11].

From a social sustainability perspective, the cognitive demands and work life
satisfaction affect performance and quality of work [12, 13]. By studying emotions
related to a task it is possible to study stress, frustration and boredom with the goal
to reduce the number of human errors in production [14]. If relevant measurements
for the well-being of operators in assembly are known, it might be easier to identify
the suitability of specific changes in a production system from a social sustainability
perspective.

The aim of this paper is to discuss how operator emotion can be measured in
complex assembly using objective physiological measurement devices.
Physiological measurements are discussed in terms in terms of: usability in
industry, meaning of measurement data, relation to intuition and flow and mea-
suring well-being.

2 Life Quality and Well-Being

Life quality assessments have been seen as combination of cognitive evaluation and
affect, i.e. positive and negative feelings [15, 16] and/or other representation of a
person’s mood and emotions [17]. Cognitive evaluation is the person’s intellectual
view of their well-being and it is usually represented in terms of satisfaction
measures. Schwarz et al. saw that when making judgments of how happy and
satisfied people are with their lives in general they rely on their affective states
(momentary). However, if they were unhappy they try to explain their state more
(affective state), than those that are in pleasant affective states [16].

A recent study has shown that three psychological needs affect intrinsic moti-
vation, self-regulation and well-being: competence, autonomy and relatedness [18].
When these three are satisfied, they increase self-motivation and mental health but
when not satisfied, they instead diminish both motivation and well-being. The study
also highlight other aspects connected to needs within motivation and well-being
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e.g. education, psychotherapy and health care. Increased well-being have recently
also been connected to cognitive awareness i.e. measuring the quality of con-
sciousness might be important [19]. Increased awareness of emotions has also been
seen as important when learning [20].

Subjective well-being depend on a number of factors, e.g. health outcome,
cognitive functioning and cognitive characteristics [21]. When measuring subjec-
tive well-being it is important to report emotions close in time and directly con-
nected to actual experience, i.e. not in terms of a remembered utility (“what did you
feel about what just happened?”) [21]. This is due to that past experiences are often
connected to systematic biases (although in general close to the described experi-
ence, but not as detailed or correct), e.g. they are not a good sum of the complete
experience. Capturing real-time data is one way to minimize memory biases, i.e.
people don’t remember details of their experiences [17, 21].

2.1 Intuition and Flow in Complex Final Assembly

From a cognitive perspective the tasks carried out in final assembly could be
described as fast and automatic, i.e. intuitive behavior [22]. Intuition is defined as
recognising patterns already stored in the memory [23] or association [24].
Cognitive processes that are included in this behavior are gathering information,
forming characteristics, recognizing elements in a situation, comprehending the
situation and assessing the importance of objects in order to reach a goal [25, 26].

A concept that is interesting in this context is flow where the operator performs at
an optimum [27]. Studies point towards that work-related flow (work motivation,
enjoyment and absorption) increase personal and organizational resources [28], a
positive mood [29, 30] and that flow is connected to situational characteristics [29].

Flow has also been related to life quality. In order for the quality of life to
increase through job, that two strategies are needed [27]:

• Jobs should be redesigned so that they resemble flow activities, e.g. rules, clear
goals, feedback and control.

• The person needs training to recognize the opportunities to perfect their skill and
to set goals that they can reach.

3 Physiological Measurements in Devices

Four devices were chosen to measure operator emotion. The selection of devices
was based on their possible application in industry applications (complex produc-
tion). The aim was also to choose devices that measure different types of physio-
logical data. The four devices are seen in Fig. 1.

Measuring Operator Emotion Objectively … 225



The devices are described in terms of their physiological measurements in
Table 1.

Changes in emotion, motivation, habits and attitude have been successfully
investigated by studying the changes in the sympathetic branch of the Autonomic
Nervous System (ANS) [31, 32]. ANS signals could be due to reactions to the
situation (noise in background, people walking by) and not to the task itself

Fig. 1 The four devices #1–4 (top to bottom) and visualizations of their outputs

Table 1 Four devices and their physiological measurements

Device Physiological measurements

#1. Arousal bracelet (Empatica) BVP = blood volume pulse
HRV = heart rate variability
GSR = galvanic skin response (arousal)
TMP = skin temperature

#2. Breathing activity (Spire) Measures breathing activity in the body by abdominals and
lungs movement

#3. Activity bracelet (Sony
Smartband 2)

HRV = heart rate variability

#4. Brain activity (EPOC+) EEG = electroencephalogram
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(so there is also a difference between participants being passive and active during a
measurement) [31, 32].

Physiological characteristics have been measured by studying skin conductance,
blood volume pulse [33], electroencephalogram, electromyography, respiratory
activity and pupil dilation [34]. Measuring ANS has been done by looking at Skin
Conductance (SC) which is a measure of the Electro Dermal Activity (EDA) or
Galvanic Skin Response (GSR) to measure human arousal, attention and cognitive
effort [31]. As the sensors are both cheap and can be measured reliably [31], the
method can easily be conducted. EDA does not however measure one exact
emotion but instead serves as a general indicator for arousal, attention, habituation,
preferences and cognitive effort [31, 32]. Another way of measuring ANS is to
measure heart rate variability (HRV) [35, 36]. HRV is linked to high fitness levels
and good health while a decreased HRV connects to stress, burnouts and fatigue. It
has been suggested as a tool to monitor overtraining [37]. HRV has become a
popular indication of e.g. stress since it is easy to measure. HRV can indicate this
while other factors e.g. blood pressure stays within normal values [38]. HRV have
been connected to anger, anxiety, disgust, embarrassment as well as some positive
emotions, e.g. contentment, happiness and joy [39]. HRV is often captured today
using photoplethysmography (used in device #1 and #3) by illumination of the skin,
measuring changes of light absorption [40]. Another way to study ANS signals is to
measure respiratory factors, i.e. breathing activities [39]. In terms of digital inter-
action, measures of EEG have become interesting in order to study facial expres-
sions and vocal intonations [41]. EEG measures have also been used as a tool to
differentiate positive and negative emotions [42] and to differentiate between task
difficulty (attentional demands WJ Ray [43] and IQJaušovec [44]). Eye-tracking is
another measure that has been used to measure differences in experience levels (in
chess players [45]).

4 Evaluation of Physiological Measurements in Devices

The evaluation of physiological measurements was performed according to us-
ability in industry, meaning of measurement data and relation to intuition and flow
(Table 2).

HRV, BVP and GSR are easy to read and measure and are therefore usable in an
industrial application. Some of the metrics are however difficult to interpret: EEG,
GSR and BVP. From a cognitive process perspective, i.e. related to intuition and
flow, HRV and GSR are useful in combination with the EEG metrics (studying
valence).
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5 Discussion

The aim of this paper was to discuss how operator emotion could be measured in a
complex assembly using objective physiological measurements.

Life quality has been measured by using cognitive evaluations, i.e. intellectual
view of well-being and affect [15]. From a complex final assembly perspective life
quality can be increased by making jobs more similar to a flow state, e.g. by stating
rules, clear goals, providing feedback and control and receiving personal training
[27]. In theory, life quality could be measured by combining HRV and GSR data
with EEG. Although device #4 measures EEG it is not suitable for industrial
implementation and it can also be difficult to read which therefore it is recom-
mended that EEG can be tested at training stations or that another type of mea-
surement is needed.

Well-being can in a simplified way be seen as satisfaction ratings [17] and is
connected to for instance health outcome, cognitive functioning, cognitive char-
acteristics [21], competence, autonomy, relatedness [18] and cognitive awareness.
In theory, some of these aspects could be measured in real-time by using HRV and
GSR signals. However, previous studies with the GSR have shown that the
amplitude of the signal depends on the individual [46, 47]. Therefore, additional
subjective interpretations are needed. Also, the data is too complex to interpret since
the physiological measures are connected to several activities (both cognitive and
physical) [31, 32].

Table 2 Evaluation of physiological measurements in the four devices

Physiological
measurement

Usability in
industry

Meaning of measurement
data

Relation to
intuition
and flow

HRV, heart rate variability
(device #1 and #3)

Easy to measure
and read

Easy to categorize in
device, but could be
stronger combined with
other data

Stress and
fatigue

BVP, blood volume pulse
(device #1)

Easy to measure
and read

Requires further studies Stress,
arousal

GSR, galvanic scin
response/electrodermal
activity/scin conductance
(device #1)

Easy to measure
and read
(requires
real-time data)

Are individual, requires to
some extent subjective
interpretation

Arousal,
attention
and
cognitive
effort

EEG (device #4) Difficult to use
(requires
real-time data)

Difficult to interpret,
many EEG curves that
relate to one another

Valence,
cognitive
effort,
arousal etc.

Respiratory changes
(device #2)

Difficult to
interpret and
measure

When combined with
other data might be very
useful

Stress,
tenseness,
calmness
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5.1 Reflections and Future Work

It is important to justify and further investigate what physiological measurements
should be measured in final assembly. It is suggested that GSR and HRV can be
measured to capture life quality to some extent. The measurements should be
combined with subjective ratings or interviews to make sure that reliable inter-
pretations are done. Except for the already suggested measurements, other inter-
esting physiological measurements that could be added in an evaluation are
respiratory activities (measured using another device or technique), eye-monitoring
and/or pupil dilation.

When presenting physiological data to the operator there are however many
other issues that needs to be considered. For instance, previous research has shown
that the design of affective data should include familiarity, leave space for users’ to
interpret data and help users to make sense of the representations [48]. As an
example, design was used to manage stress better by introducing adaptive music,
empathetic GPS, calming temperature, corrective headlights and using a reflective
dashboard [49]. There is also an issue of personal integrity that is important to
consider. Future work therefore include finding devices for respiratory activities,
eye-monitoring and pupil dilation as well as studying how physiological mea-
surements should be presented in real-time to an operator working in complex final
assembly.

Due to that well-being depend on a lot of factors it is not believed that objective
data would replace subjective ratings entirely, but evaluations could be simplified
by the introduction of objective measurements. An important aspect of supporting
the operators’ well-being is also to increase the operators’ awareness of their
well-being [19], which it is believed that the introduction of objective measure-
ments can accomplish.

6 Conclusions

Factories in the future need to consider being attractive workplaces to develop
social sustainable work environment and attract workers. If preemptive actions can
be taken to help relieve operators before it is too late, sick leaves may reduce at
factories. Measuring objective emotion data can be useful for promoting operators’
well-being proactively in the future. Operators can be made aware of their situation
and get support according to their needs and well-being.

This study indicates that although well-being include many factors, there is a
strength in using objective physiological data. Due to that subjective ratings often
cannot occur close in time to when the studied activity is present, objective data
offers one way to accomplish that. More research is needed to interpret and find
threshold values for individual data in order to state what is good or bad in the
complex assembly situation.
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A Comparative Study on 3D/2D Visual
Search Performance on Different Visual
Display Terminal

Yunhong Zhang, Ruifeng Yu, Lei Feng and Xin Wu

Abstract Visual search tasks are mainly test methods of user performances for
electronic visual displays, which was usually used to assess the subjective quality of
the visual display terminal. This study investigated the effect of different 3D styles
on static 3D/2D visual search performance. A 2 (search environment: 3D versus
2D) � 2 (display styles: 3D polarization versus 3D switch) within-subject factorial
design was used in this experiment. The visual search contents included static
3D/2D visual search performance, which the search target was hexagonal pyramid
and the background was pentagonal pyramid. The experiment task was to find out
one hexagonal pyramid from many five pyramid in a trial. The experiment was
carried out in two 47-inch screen televisions and their matching 3D glasses. As the
47-inch screen televisions, one was a typical 3D polarization television, which used
LG display panel; the other was a typical 3D switch television, which used the
Samsung’s display panel. Sixteen subjects participated in this experiment. The
search time and accuracy of each participant were recorded. The difference in
search performance between 3D polarization television condition and 3D switch
television condition was not significant whereas that between static 3D visual
search and 2D visual search condition was significant. Post hoc comparisons found
that the search time under the 2D environment was significantly longer than the
search time under the 3D environment. Those results revealed that search perfor-
mance was sensitive to search environment and the performance was not sensitive
to 3D display styles. The obtained results could be a reference for deciding the
visual search efficiency on different 3D display styles.
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1 Introduction

Visual search is very common in everyday life [1]. In visual search tasks such as
Medical operation, security checking, military detection, 3D game are required to
find certain subjects among background objects. In the past, the targets and back-
ground objects or the display were usually 2D, searches had to find targets in 2D
searching area. With the development of display manufacturing technology, 3D
display production technology is increasingly mature and cheaper, and they could be
applied to various fields, which included medical operation, military detection and
3D game etc. But is the visual search performance in 3D display environment better
than that of 2D display environment? There is no relevant literature description.

In addition, the mainstream 3D manufacturing technology mainly included
switched mode and polarized mode, produced by Samsung Company and LG
Company respectively. Moreover, which is better or worse about the two kinds of
manufacturing technology for the user’s visual search performance? The problem is
a hot issue about which the manufacturers and consumers concerned. Researcher
had did a comparison experiment on different 3D television displays produced by
different 3D manufacturing technology in the dynamic visual search performance
on 2D environment, but there was no significant difference of visual search per-
formance and visual fatigue degree [2]. However, is there significant difference of
visual search performance and visual fatigue between two kinds of 3D display
manufacturing technology in static visual search task? The problem is also the
questions concerned and focused on by the researcher.

This study intends to investigate the effect of watching visual displays produced
by different 3D manufacturing technology though 2D and 3D visual search task
paradigm and subjective survey. The study was expected to provide evidence to
evaluate the efficiency of different types of 3D displays and different 2D or 3D visual
environment. According to ISO international standard [3] about the user performance
test methods for electronic visual displays, we adopted a visual search task paradigm
[4] to evaluate the fatigue degree of different displays. We had tested the static visual
search task performance, user experience and the visual fatigue degree of two kinds
of displays, which provide the reference for the consumers, fans and gamers buying
3D displays. The specific evaluation indicators include the effectiveness, efficiency,
comfortable and satisfaction etc. The visual fatigue perception scale developed by
James et al. [5] was used to evaluate the eye and mental fatigue degree.

2 Method

The experiment was designed referencing to [6, 7]. The experiment task was to find
out one hexagonal pyramid from many five pyramid in a trial. A within-subject
factorial design was conducted to investigate the different performance of visual
search on the different visual display terminals. A 2 (image types: two dimensional
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image vs. three dimensional image) � 2 (visual display format: 3D switch TV or
3D polarization TV). In this experiment, the visual search time and search accuracy
were measured to assess and compare which condition is better.

2.1 Participants

Sixteen ordinary adults from 18 to 30 years old (8 male and 8 female, mean
age = 26.56, standard deviation of age = 4.43) were recruited and paid to participate
in the experiment. All of them had more than 1.5 normal or corrected-to-normal
visual acuities and healthy physical conditions, without ophthalmic diseases. They
did not have any history of neurological and mental diseases.

2.2 Stimulus and Apparatus

The experiment task was to find the hexagonal pyramid among the pentagonal
pyramids. There was only one target in each trial and the gap may be at left upper,
right upper, left under or right under. The size of the background pyramid and target
pyramid were same. Targets and background objects was green(R 255, G 0, B 5),
blue (R 0, G 12, B 255) and red(R 30, G 255, B 95) that were balanced in all
experiment conditions. Moreover, the background was black(R 255, G 255, B 255).
The resolutions of all the display stimulus pictures were 1280 � 768, which the
size of the space on the screen occupied by the shape in each picture is same. The
order of pictures presentations was completely random. Considering that the
experiment time should not too long, the search number of 2D image condition was
reduced. In order to make the targets appear evenly in the different area of the
screen, the screen was divided for four regions. According to mathematical plane
right angle coordinate system rules, the upper right section of the screen was
defined as region 1, the upper left section of the screen was defined as region 2, the
lower left section of the screen was defined as region 3, and the lower right section
of the screen was defined as regional 4. If the targets were showing near the fixation
point or the boundary position, the subjects will be easy to find out the target. In
order to avoid the impact on the experimental results, we will set the location of the
target in the middle position of each region. And the searching area can be divided
into 64 � 40 boxes with the size of 20 � 20 pixels (see Fig. 2). The background
objects and targets were arranged as shown in Fig. 1. And the beginning of the task,
the target didn’t appear in 1st–7th rows, 34th–40th rows, 1st–12th columns and
53rd–64th columns in order to avoid extremely long search time. In addition, to
avoid too short search time, the target didn’t appear in 15th–25th rows and the
intersection area of the 11th–29th rows and the 20th–44th columns. The area that
the target did not appear was shown in Fig. 2(the dark area).
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By the E-prime software, the stimulus pictures were presented and the time of
visual search time and the accuracy data of the every trial was recorded in the
software. The experiment task was carried out in two kinds of 47-inch LED screen
televisions and their matching 3D glasses, which one is 3D polarization TV and the
other is 3D switch TV. The resolutions of all the display terminals were
1280 � 768 and their refresh rates were 60 Hz. The image mode of all the LED
televisions sets exactly the same standard mode. Moreover, the Dell workstation
host computer was connected with the LED by a data line. Participants were asked

Fig. 1 Experiment pictures. The above picture is the green 3D picture, and the under picture is the
blue 2D picture
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to seat on an adjustable chair before the screen at a distance of 2500 mm. The
height of the chair was adjusted so that the participants’ eyes were at the same
height as the center of the screen.

2.3 Procedures

Experiments were conducted in a quiet laboratory environment that simulated home
condition. It was installed in Human Factors and Ergonomics lab in China National
Institute of Standardization. The visual search tasks were displayed on the LED TVs.
After arriving at the laboratory, participants signed the informed consent and
completed a general survey about their demographic information about name, sex,
age, education, eye health condition, etc. Participants were asked to sit into the
simulator to get ready for the test. First, the experimenter explained the procedure of
the experiment and showed how to do the experiment task. Then participants began
practice trials under the instructions of the experimenter to ensure participants
understand the instruction and conduct the visual search task correctly. The practice
trials were the same as the actual experiment trials except that there was no time
pressure. If participants do not know the experimental process, then let him/her do
practice again until him/her do practice proficiency. Then, they entered the formal
experiment. Before each task, there was a red dot on the center of the screen.
Participants were required to gaze at the dot and then clicked any key after which the
task interface appeared. Once the target was found, the participants were required to
click any key. Then a dialog appeared to let the participants choose the direction of

Fig. 2 The area that the target did not appear in each task
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the target’s location (i.e. upper left, upper right, lower left or right under) by click the
direction key. There were 6 groups of experiment trials in one single display to
complete, and there was a five minutes break between each group. After completing
the visual searching task, the participants were required to fill out the visual fatigue
questionnaire. The same procedures have done on each displays. In order to avoid
the impact of visual fatigue on the experimental results, the participant were asked to
complete the experiment for two times, that is, one time was for completing one
display test, the other time was to complete another display test, and the test order
was balanced. Moreover, in each display testing, participants need to complete
different color 2D and 3D image searching task and the presentation order of dif-
ferent color 2D and 3D image were balanced in different displays.

2.4 Data Analysis

The changes value of visual search and visual fatigue data was analyzed by
IBM SPSS 20 Statistics software (IBM-SPSS Inc. Chicago, IL). The method of
repeated-measure ANOVA analysis and t test were applied to the experiment data.
The experiment was comparing the differences of 3 factors from 3 quantitative
indicators, namely: search time, response accuracy and subjective report data. In the
subsequent sections, P was test significance. When the significance standard was
0.05, P was less than 0.05, the results are obvious, and otherwise, they are not.

3 Results and Analysis

3.1 Visual Research Time

With regard to the search time, a repeated-measure ANOVA was applied to the
search time data of the different conditions, a significant main effect of 2D/3D
factors was found (F(1,15) = 213.43, P < 0.001), the main effect of displays was
not significant (F(1,15) = 0.73, P = 0.405), and there was no significant interaction,
F(1,15) = 1.45, p = 0.248. It indicated that under the 2D/3D search environment,
search time was obviously difference, but it was no variation on various TV dis-
plays. The T test analysis showed that the average search time under 2D envi-
ronment (41898 ms) was remarkably longer than the search time under 3D
environment (6674 ms), t(15) = 14.609, P < 0.001 (see Fig. 2). The average search
time of switch display under 3D environment was 6483 ms, and that of the
polarization displays was 6866 ms, the result of T test analysis was t(15) = 0.744,
P = 0.468; and under 2D environment, the former was 43384 ms,and the latter was
40314 ms, the result of T test analysis was(t(15) = 1.035, P = 0.317). So it further
showed that there was no significant difference whatever under 2D or 3D visual
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search environment. The results indicate that there was no difference for various
displays under the different search environment of 2D and 3D. Comparison of
average search time under different conditions was as follows (see Table 1):

3.2 Accuracy

A repeated-measure ANOVA was applied to the search accuracy data of different
conditions, a significant main effect of 2D/3D factors was found (F(1, 15) = 5.76,
P < 0.05), and the main effect of displays was not significant (F(1, 15) = 0.628,
P = 0.441), and there was no significant interaction, F(1, 15) = 0.73, p = 0.407.
The results indicate that there was significant difference in search accuracy data
under the 2D/3D search environment, and there was no significant difference of the
search accuracy on different 3D displays. Further T test analysis showed that the
average search accuracy under 2D environment (0.93) was remarkable lower than
that of the 3D environment (0.96), t (15) = 2.40, P = 0.030 (see Table 2). Under
3D environment, there was no significant different between the average search
accuracy of switch display(0.96) and that of the polarization display (0.96), t
(15) = 0.094, P = 0.923; and there was also no environment under 2D environment
between the Switch display (0.94) and the polarization display(0.92), t(15) = 1.195,
P = 0.238. It indicates that no matter under the 2D or 3D visual searching cir-
cumstance, there is no significant difference. The results show that there was dif-
ferent about the search accuracy indicator between 2D and 3D search environment,
but there was no difference about the search accuracy indicator between the two
kinds of displays.

Table 2 Comparison of
averages and standard
deviation about response
accuracy among different
conditions

Types Search
time

Standard
deviation

Switch display 3D 0.961 0.007

2D 0.936 0.021

Polarization
display

3D 0.960 0.013

2D 0.917 0.022

Table 1 Comparison of
averages and standard
deviation about search time
among different conditions

Types Search
time

Standard
deviation

Switch display 3D 6483.38 449.86

2D 43483.56 3117.32

Polarization
display

3D 6866.19 524.90

2D 40314.27 2819.68
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3.3 Subjective Report

There were two sections of subject report data. The first part was visual fatigue,
which including 9 aspects, namely eye burning, ache, strain, irritation, tearing, blur,
double vision, dryness and headache, and the other part was comfort data, it con-
tained evaluation of 4 aspects, namely task comfort, glasses comfort, difficulty of
visual searching task and total satisfaction about the displays.

Visual Fatigue. The visual fatigue data was get by averaging the nine aspects of
visual fatigue. A repeated-measure ANOVA was applied to the visual fatigue data
of different conditions, a significant main effect of 2D/3D factors was found (F(1,
2) = 17.997, P < 0.001), and the main effect of displays was significant (F(1,
2) = 5.066, P = 0.040), and there was no significant interaction, F(1, 2) = 0.128,
P = 0.726. The results showed that the degree of visual fatigue feeling under two
visual search environment 2D and 3D was remarkable significant, and there was
significant different subjective visual fatigue feelings on different displays. The
planned comparisons revealed that the subjective visual fatigue of 2D visual search
environment (34.5) was remarkable higher than that of 3D visual search environ-
ment (21.5), so it mean that the subjective visual fatigue feeling of 2D environment
was far higher than the 3D visual fatigue. Furthermore, the visual search time of 2D
environment was longer than that of 3D environment. When subjects finished visual
search tasks on switch display, their subjective visual fatigue feeling value was 31;
but when they finished the tasks on polarization display, they reported that the
subjective visual fatigue feeling value was 25. Therefore, it indicated that a greater
degree of visual fatigue feeling was caused by switch display. The subjective visual
fatigue feeling values of different conditions were shown in the follow table:
(Table 3).

Comfort. The comfort data was get by averaging the comfort values of task
comfort, glasses comfort, visual comfort, visual searching task difficulty and total
satisfaction about the displays (values of visual search task difficulty was reversed).
A repeated-measure ANOVA was applied to the comfort data of different condi-
tions, a significant main effect of 2D/3D factors was found (F(1, 2) = 35.487,
P < 0.001), and the main effect of displays was significant (F(1, 2) = 15.604,
P < 0.001), and there was no significant interaction, F(1, 2) = 0.665, P = 0.428.
The results showed that under 2D and 3D visual search environments, subjects’
subjective comfort feelings were different, and their subjective comfort feelings
about various displays were different too. The planned comparisons revealed that
the subjective comfort feeling value of 3D visual search environment (40.5) was

Table 3 Comparison of
averages and standard
deviation about the subjective
visual fatigue feeling values
among different conditions

Types Visual
fatigue

Standard
deviation

Switch display 3D 25 13.40

2D 37 17.54

Polarization
display

3D 18 12.57

2D 32 17.40
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significantly higher than that of 2D visual search environment (24.5). Therefore, it
showed that the visual search task under 3D visual environment was more comfort
than that of 2D visual environment, and visual search time of 2D visual search
environment was longer than that of 3D visual search environment. On switch
display, the subjective comfort feeling of visual search task was 27, and that of the
visual search task on polarized display was 38. Therefore, it mean that subjects’
subjective comfort feeling of polarized TV display was higher than that of the
switch display. The contrast about subjective comfort feeling of different displays
and 2D/3D was as shown in Table 4:

4 Conclusion

The research mainly tested subjects’ visual search performance and subjective
feeling of two indicators from two aspects about display types and 2D/3D visual
environment. The statistical analysis results showed that there were significant
differences of visual search task performance (search time and accuracy) between
2D and 3D visual environment, which the visual search performance of 3D visual
environment was significantly higher than those of 2D visual environment.
Therefore, it mean that the visual search tasks of 3D environment were finished
quickly and accurately than those of 2D environment, and the different 3D displays
did not affect the same visual search task performance. From the subjective feeling
results, there were significant differences about subjective feeling (such as visual
fatigue, comfort and satisfaction) of 2D and 3D visual search task. The planned
comparisons showed that the subjective feeling of 3D environment was much better
than that of 2D environment, and the subjective visual fatigue feeling degree of 3D
environment was lighter and the evaluation of 3D environment was comforter than
2D environment. The subjective feeling of polarized 3D TV display was better than
that of the switched 3D TV display. What’s more, the degree of subjective visual
fatigue and comfort feeling of polarized displays was better than switched 3D
displays. The study provided the evidence that 3D visual search performance was
better than 2D visual search performance, and meanwhile, it proved that different
3D display manufacturing technologies from different manufacturers did not affect
the visual search performance, but it might affect the user’s subjective visual fatigue
and comfort feeling.

Table 4 Comparison of
averages and standard
deviation about the subjective
comfort feeling among
different conditions

Types Comfort Standard deviation

Switch display 3D 36 9.89

2D 18 14.10

Polarization
display

3D 45 12.92

2D 31 16.83
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Aging Effects on Brain Efficiency
in General Aviation Pilots

Zarrin Chua and Mickaël Causse

Abstract Understanding the effect of aging on brain efficiency and executive
functions is important for high risk activities such as general aviation. In this study,
ten private pilots in the age group 19–25 and ten in the 52–72 range completed the
spatial working memory (SWM) and spatial planning and reasoning (One Touch
Stockings, OTS) from the Cambridge Neuropsychological Test Automated Battery.
The change in deoxygenated and oxygenated hemoglobin (HbO2) was measured.
Younger pilots were found to be more efficient in the SWM task than the older
group, with a smaller change in HbO2 and greater performance gain. However,
aging has no significant effect on the OTS task efficiency, with both groups per-
forming equally well. Analysis also suggests that there may be an effect on change
in HbO2 due to flight hours.

Keywords Neuroergonomics � Working memory � Prefrontal cortex �
Near-Infrared spectroscopy � Spatial reasoning

1 Introduction

The characterization of the effect of aging on brain efficiency and performance has
been a constant subject of interest. Understanding this characterization is particularly
important in potentially high risk environments such as general aviation [1–4].
Piloting relies on many of the executive functions, activities such as engaging
working memory, route planning, and spatial reasoning are all known to be impacted
by age [5, 6]. While research has suggested that there is a link between age and the
likelihood of piloting error [7, 8], some studies tend to indicate that cognitive aging
is more predictive of piloting performance than chronological age per se [3, 4]. Thus,
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measuring cognitive performance in pilots at the time of their recurrent medical
screening may be an excellent method to further increase flight safety. The prefrontal
cortex is one of the brain structures that is more impacted by aging [9–11]. Because
they are largely implemented in this brain region, executive functions are very
sensitive to aging effect. Tools such as the Cambridge Neuropsychological Test
Automated Battery (CANTAB) software have been developed to measure task
performance when engaging executive functions. Previous research has shown
activation in certain parts of the brain in conjunction with specific tasks. For
example, the dorsolateral prefrontal cortex (PFC) is generally engaged during
working memory [12, 13] and spatial planning and reasoning tasks [14, 15].
Development of instruments such as functional Near Infrared Spectroscopy (fNIRS)
has also provided a mean to measure the brain activation in terms of changes in oxy-
and deoxygenated hemoglobin. This non-invasive measurement has been gaining in
popularity. However, little research has been completed on the characterization of
the brain activation in the prefrontal cortex during the CANTAB tasks, and less so
for pilots themselves.,

This paper presents a study that was designed to evaluate the effect of aging on
the task performance and brain activation of private pilots during engagement of
two executive functions in laboratory tasks. We begin by presenting the laboratory
tasks and the experiment design and the statistical analyses conducted on the col-
lected data. The second half of the paper discusses the impact of aging and recent
flight experience on the performance and brain activation and concludes with a
discussion of the significance of the results.

2 Experiment Design

The main control variables were the age group (young, older adults), difficulty level
(4 or 6 depending on the test), and the optode location (16; Fig. 2). Changes in
oxygenated (HbO2) and deoxygenated hemoglobin (HHb) and task performance
were measured. Participants were seated in front of a tactile interface that displayed
the CANTAB software suite and trained on the rules of the Spatial Working
Memory (SWM) task prior to fNIRS installation and calibration. A ten second
baseline reading was measured prior to starting the actual test itself. There were
eight trials of the SWM task, with one trial each of n = 6, 8 boxes, and three trials
each of n = 10, 12 boxes. Once the last run was completed, the software finished
recorded task measures and the fNIRS data recording was stopped. This process
was repeated for OTS, with the fNIRS headband retained between tasks. The OTS
task had 24 trials with four trials each of m = 1, 2, 3, 4, 5, 6 maneuvers, in assorted
order. It took approximately 45–60 min to complete the calibration and the two
tasks. Participants performed the tasks in the exact order. The trial order for the two
tasks could not be randomly varied between participants.

244 Z. Chua and M. Causse



2.1 Tasks

The CANTAB software manual discusses the tasks in greater detail [16], but for
brevity, the SWM task is an object retrieval game where the objective is to find n
number of tokens without returning to a previously identified search space. As seen
in Fig. 1, n number of boxes are randomly distributed on the screen, with one token
hidden at a time. Users are taught that once a token has been found inside a box,
that box will never hold another token for the rest of the trial. Task performance can
be measured by the mean number of errors (number of times the user checks a box
that has already held a token) and the strategy (number of times the user begins the
search for the next token with a different box). A perfect performance would be 0
errors and a strategy of 0 (i.e. the user correctly chose the box that held each token
every time).

The OTS task is a modified version of the classic Tower of Hanoi problem that
solicits spatial reasoning and planning over the course of m maneuvers. Users must
determine the minimum number of maneuvers necessary to replicate the top
arrangement of balls with the bottom arrangement (Fig. 1). Users cannot advance to
the next trial without having solved the current trial. The software provides instant
feedback as to whether the user’s response is correct or not. Task performance can
be measured by the number of problems solved on the first attempt, the mean
number of attempts until the correct answer is achieved, the mean latency to the first
attempt, and the mean latency until the correct answer. A perfect (and unachievable
within human performance bounds) performance would be 24/24 problems solved
on the first attempt, an average of one attempt, and mean latencies of 0s.

(a) (b) 

Fig. 1 CANTAB tasks. Figure 1a shows the SWM task at n = 8 boxes. The user has just found
the fifth of eight tokens. Figure 1b shows the OTS task at m = 1 maneuver. The user has answered
1 for this trial. The option of 7 maneuvers is always available even though a 7-maneuver trial does
not exist as to avoid users unfairly advancing to the next problem by selecting the highest number
of maneuvers. Modified images from [16]. a Spatial Working Memory. b One Touch Stockings
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2.2 FNIRS Equipment

The Biopac® fNIR100 system was used to measure the hemodynamics of the
prefrontal cortex. This headband is equipped with 16 optodes (2.5 cm
source-detector separation, Fig. 2) and records data at a frequency of 2 Hz. The
data acquisition and analysis software from Biopac® was also employed: COBI
Studio software (version 1.2.0.111) and fnirSoft (version 1.3.2.3). Changes in
HbO2 and HHb (both in µmol/L) were measured using the modified Beer-Lambert
Law with two peak wavelengths (730 nm and 850 m). Concentration measure-
ments were band-pass filtered (pass band: 0.02–0.40 Hz) with a finite impulse
response, linear phase filter with an order of 20 to further remove any slowly
drifting signal components and other noise with other frequencies than the target
signal [17]. Saturated channels (if any) were excluded. Several sources [18, 19]
have stated that changes in HbO2 are more reliable and sensitive to changes in
cerebral blood flow, thus the statistical analysis was conducted on only HbO2.
Changes in HHb are shown but not statistically analyzed. All measures are changes
in HbO2 concentration from a ten-second rest period baseline (measured prior to
the start of each task) and are averaged over each difficulty level.

2.3 Participants

Twenty healthy adults were recruited for this experiment, all amateur pilots, with
ten participants between the ages of 19–22 years (2 women, µ = 20.4, r = 1.17)
and ten between 53–72 years (0 women, µ = 61.4, r = 5.83). Participants were
recruited through flying clubs local to the Toulouse, France region. The average
flight experience of the group was 2185.3 h (r = 5456.15) and the average flight
hours recently obtained in the two years prior to the experiment was 61.9 h
(r = 112.4).

Fig. 2 FNIRS headband optode and source location
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3 Results

The HbO2 data were analyzed using a three way mixed ANCOVA with group,
difficulty, and optode location as main effects and recent flight hours as the covariate.
A significant positive correlation exists between age and total flight experience
(r = 0.449, p < 0.05) but no significant correlations exist between age and flight
hours obtained in the prior two years. The CANTAB data were analyzed as either a
two way mixed ANCOVA (group, difficulty, flight hours) or as a one way
ANCOVA (group, flight hours). Significance for all tests was set at 0.05. All figures
show vertical bars denoting the 95 % confidence interval. Figure 3 shows the dis-
tribution of average change in HbO2 between the two age groups and the two tasks.

3.1 SWM Brain Activation and Task Performance

Analysis of the changes in HbO2 during the SWM task showed that two main
effects were significant: group (F(1, 17) = 55.91, p < 0.000, ηp

2 = 0.767, µyoung =
0.172, µold = 1.901) and difficulty (F(3, 51) = 27.70, p > 0.000, ηp

2 = 0.620,
µ1 = 0.379, µ2 = 0.491, µ3 = 1.352, µ4 = 1.925). Optode location was not signif-
icant (F(15, 255) = 0.50, p < 0.939, ηp

2 = 0.029). Only the interaction between
group � difficulty was significant (F(3, 51) = 3.96, p < 0.013, ηp

2 = 0.189; Figs. 4
and 5). The covariate flight hours was not (F(1, 17) = 0.04, p < 0.844,
ηp
2 = 0.002). As seen in Fig. 6, HbO2 increases as difficulty increases. The older

adults also experience greater change in HbO2 compared to young adults, with the
greatest difference occurring at 8 boxes. At this difficulty level, young adults
actually experience a decreased activation of HbO2 from the previous level.
However, Tukey’s HSD shows that within groups, the difference in HbO2 between
each increase in difficulty level is not significantly different from the preceding

Fig. 3 Overall change in HbO2 in the PFC for both tasks and both groups
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level. The difference on HbO2 between groups within each difficulty level is sig-
nificantly different (p < 0.013).

A MANOVA of the SWM task performance measures (mean between errors,
strategy) showed that all main effects and their interaction were significant: group
(Wilks’ K = 0.232, F(2, 16) = 26.461, p < 0.000, ηp

2 = 0.768), difficulty (Wilks’
K = 0.150, F(6, 12) = 11.347, p < 0.002, ηp

2 = 0.850), group � difficulty (Wilks’
K = 0.279, F(6, 12) = 5.180, p < 0.008, ηp

2 = 0.721). The covariate flight hours was
not significant (Wilks’ K = 0.922, F(2, 16) = 0.6774, p < 0.522, ηp

2 = 0.078).
Follow-up univariate ANOVAs showed that these results stood for mean between
errors, but for strategy, the interaction group � difficulty was not significant. Older
adults saw a decrease in performance compared to younger adults as difficulty

Fig. 4 Changes in brain activation with respect to the optode location and the age group for the
SWM task

Fig. 5 Changes in brain activation with respect to difficulty and group in the SWM task
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increased, with honestly significant differences occurring in mean between errors
between the two groups in n = 10, 12 difficulty levels (p < 0.0001, Fig. 6). The first
three difficulty levels (n = 6, 8, 10) were not significant different for the younger
adults. The changes in strategy comparing between difficulty levels were also all
significant and linear.

3.2 OTS Brain Activation and Task Performance

Analysis of the change in HbO2 during the OTS task showed that only difficulty was
significant (F(5, 85) = 13.139, padj < 0.000, eGG = 0.398, ηp

2 = 0.436). The other
main effects and covariate were not significant: group (F(1, 17) = 0.093, p < 0.877,
ηp
2 = 0.001), optode (F(15, 255) = 1.355, p < 0.170, ηp

2 = 0.074), flight hours
(F(1, 17) = 0.093, p < 0.765, ηp

2 = 0.005). The only significant interaction was
optode � group (F(15, 255) = 2.638, padj < 0.001, eGG = 0.265, ηp

2 = 0.134;

Fig. 7 Changes in brain activation with respect to optode location and group in the OTS task

Fig. 6 Changes in task performance with respect to difficulty and group in the SWM task
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Figs. 7 and 8). Tukey’s HSD showed that the change in HbO2 at the first five levels
was not significantly different from the preceding level. At the highest difficulty level
(m = 6), the change in HbO2 is significantly different from the other levels. As seen
in Fig. 7, older and younger adults experienced activation in different locations of
the PFC, with more activation in optodes 15 and 16 for the older adults and optodes 8
and 10 in the younger adults.

A MANOVA of three of the OTS task performance measures (mean number
of attempts, mean latency to first attempt, mean latency to correct response)
showed that only the group main effects was significant (Wilks’ K = 0.486,
F(3, 15) = 5.279, p < 0.011, ηp

2 = 0.514). Difficulty was not significant (Wilks’
K = 0.221, F(3, 15) = 0.221, p < 0.981, ηp

2 = 0.525) nor was the covariate flight
hours (Wilks’ K = 0.808, F(3, 15) = 1.186, p < 0.348, ηp

2 = 0.192). Follow-up
univariate ANOVAs showed that group was significant for the latency measures
(F(1, 17) = 15.725 and 12.735, for first attempt and correct responses respectively;
both p < 0.002 and with ηp

2 * 0.4), but not for the mean number of attempts.
Difficulty was significant for all three of these measures. Flight hours was signif-
icant for the latency to first attempt (F(1, 17) = 4.832, p < 0.042, ηp

2 = 0.221). In
general, as difficulty increased all participants needed more attempts before arriving
at the correct answer, with the first three difficulty levels not being significantly
different from each other. The mean number of attempts made by younger adults
was comparable to older adults. Additionally, younger adults performed the task
much faster than older adults. Pilots with more recent flight hours also appear to
make the first attempt faster, but the effect is minor. Difficulty levels m = 5, 6
showed the greatest divergence in latency to both the first choice and the correct
choice (Fig. 9). However, the overall performance between the two groups was
equivalent. An ANCOVA on the number of problems solved did not show group to
be significant (F(1, 17) = 1.137, p < 0.301, ηp

2 = 0.062) nor flight hours
(F(1, 17) = 0.044, p < 0.837, ηp

2 = 0.003).

Fig. 8 Changes in brain activation with respect to difficulty and group in the OTS task
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3.3 Brain Efficiency and Consideration of Actual Age

Brain efficiency could be considered as a ratio between performance and resource
utilization. In this case, resource utilization is analogous for the change in HbO2.
The total SWM strategy and OTS mean number of attempts to correct answer scores
were converted to Z-scores divided by the respective average change in HbO2.
Group was a significant effect on the efficiency measure for SWM (F(1, 17) = 9.312,
p < 0.007, ηp

2 < 0.354) but not significant for OTS (F(1, 17) = 1.360, p < 0.260,
ηp
2 < 0.074). Younger adults were more efficient than older adults in completing the

SWM task but there was no significant difference in efficiency between the two
groups for the OTS task.

A multivariate linear regression was also conducted, but replacing group with
age as a continuous predictor and dummy coding difficulty and optode (Eq. 1 for
the regression model). In this analysis, the main effect of recent flight hours and the
interaction with age were significant for the changes in HbO2 in the SWM and OTS
tasks. Table 1 summarizes these findings. It should be noted that the reported F-
and adjusted R2 values are for the model described in Eq 1, but for simplicity, the
coefficients for only age and age � flight predictors are listed). For both tasks, the
factor flight hours is suggested to have a minor positive contribution to HbO2 (each
hour of recent flight experience contributes less than 0.01 µmol/L of HbO2 in
brain). Nevertheless, caution must be taken with these results, as the R-squared
values for both regression models is quite moderate.

Fig. 9 Changes in task performance with respect to difficulty and group in the OTS task
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HbO2 ¼ fðage; recent flight hours; difficulty; optode; age� difficulty;

age� optode; age� flight; difficulty� optode; age� difficulty� optodeÞ ð1Þ

4 Discussion

This study characterized the effect of aging on the task efficiency of two executive
functions, spatial working memory and spatial planning and reasoning, in two
laboratory tasks. The change in HbO2 was measured as a neurological marker for
brain activation while amateur pilots evaluated the SWM and OTS tasks from the
CANTAB software suite. Three main results were found in this study. Globally,
younger adults (less than 25 years of age) were more effective at spatial working
memory than older adults. However, age does not play a significant impact on
performance or brain activation with respect to spatial planning and reasoning.
Lastly, recent flight experience (within two years of the task) does not have a
significant impact on either performance in laboratory tasks or on brain activation.

Young adults were able to complete the SWM task better and with less brain
activation than older adults. They were able to remember the position of previously
found tokens and even at the highest difficulty level (n = 12), the number of errors
made was comparable to the older adult performance at the second highest difficulty
level (n = 8). The last two difficulty levels were the most challenging for the older
adults, with nearly three times as many errors made compared to the first two levels.
Interestingly, young adults saw a decrease in HbO2 in the first two difficulty levels.
It is possible that the young adults were experiencing greater anticipation at the
beginning of the task, particularly since the baseline was measured at the beginning
of the SWM and not at the beginning of each trial. There was no significant change
of HbO2 occurring at a particular optode across both groups. However, older adults
did experience greater brain activation in the right and left dorsolateral PFC.

Table 1 Regression coefficients for changes in HbO2 (SWM and OTS)

Predictor Coefficient Std. Error t-value p-value

SWM: F(129, 1150) = 8.538, adj. R2 = 0.4319

age 0.0477 0.0132 3.6210 0.0003

flight 0.0070 0.0024 2.8810 0.0040

age � flight -0.0001 0.0000 -3.0760 0.0021

OTS: F(193, 1726) = 2.462, adj. R2 = 0.1282

age 0.0122 0.0119 1.0280 0.3043

flight 0.0134 0.0018 7.4290 0.0000

age � flight -0.0002 0.0000 -7.5640 0.0000
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The aging effects are less evident in OTS task with the performance and brain
activation of young adults statistically comparable to older adults. While younger
adults had less changes in HbO2 and needed less attempts to reach the correct
answer, these differences were not statistically significant. Both groups of adults
saw an increase in HbO2 as difficulty increased. However, the location of this
increase in HbO2 differed between groups. Younger adults saw greater activation in
the medial PFC, whereas older adults experienced activation primarily in the right
dorsolateral PFC. Additionally, young adults completed the OTS task significantly
faster than older adults, with older adults taking nearly twice as much time to
complete the task at the highest difficulty level as compared to young adults.
However, rapidity in response did not translate to correct answers, as young adults
answered less questions on the first try compared to adults.

In general, flight hours recently obtained played no effect on brain activation or
performance for either the SWM or OTS task. However, when considered in tan-
dem with age rather than group, this variable has a minor, but statistically signif-
icant effect on the change in HbO2. It is difficult to draw conclusions from this
analysis given the small variety of ages and flight hours of the participants. Future
studies should consider recruiting a greater range of both to further characterize this
potential relationship.

Lastly, the neuroimaging results found with the fNIRS technique corresponds to
studies conducted with similar paradigms but using other techniques. The dorso-
lateral PFC activation measured in OTS was also observed with functional mag-
netic [15], positron emission tomography [20], and transcranial magnetic
stimulation [14]. Similar working memory task also showed increased dorsolateral
PFC activation with fNIRS [12].

5 Conclusion

Understanding the brain activation and performance is critical for ensuring the
safety of amateur pilots in a task that can have potentially dangerous consequences
for errors. While this study has primarily focused on the changes on oxyhemoglobin
concentration in the prefrontal cortex due to aging, such studies are useful for
developing robust cockpit avionics or reducing task complexity. The results of this
study have shown that greater brain activation and decreased performance in spatial
working memory occurs in older pilots (57 years and up) but no significant changes
occur in spatial planning and reasoning. However, aging does shift the localization
of the brain activation from the medial to the right dorsolateral prefrontal cortex
during spatial planning and reasoning. Recent flight experience may have a minor,
but significant effect on brain activation when considered in conjunction with
pilots’ actual ages, but more data is needed to confirm this result.
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Simulating Team Cognition in Complex
Systems: Practical Considerations
for Researchers

Michael McNeese, Nathan J. McNeese, Tristan Endsley, James Reep
and Peter Forster

Abstract In contemporary society, teamwork is prominent as a critical component
in many complex environments. Much of the success of teamwork is coupled with
both team cognition and the contextual surround that a team is required to perform
in. Over the last thirty years there have been various formulations of team simu-
lations that represent team cognition and the context in various ways—some more
beneficial than others. This paper examines numerous practical considerations,
lessons learned, and insights developed over specific team simulations that our
research group has engaged with over the years.

Keywords Team cognition � Simulation and modeling � Cognitive science

1 Introduction

Teams and teamwork have long been prevalent in many complex environments
(aviation, command and control, healthcare, transportation, cyber) resulting in both
successes and failures. In response to the importance of teamwork, team perfor-
mance has been studied through a variety of methods and numerous technologies
have been developed for augmenting collaborative activities. While teamwork has
legitimately been inspired from cognitive perspectives [1, 2], teamwork is highly
coupled to built and social environments (i.e. contextually-bound) [3, 4]. Yet, it has
been the case that frameworks and simulations significantly under-represent real
world practice, culture, and socio-political variables in the study of teams.
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1.1 Historical Background

This paper begins with the goal of retrospectively examining multiple simulations the
first author has utilized for research, helped to develop, and/or validated over a
thirty-year period. In this section, we will overview the team simulations we have
developed and/or used, and what they have afforded researchers in terms of theory,
models, and connected technologies. As one examines this historical strand of sim-
ulations it is insightful to note that the evolutionary pattern extends from primarily
cognitively-bound tasks to becoming increasingly more contextually-bound [5]. This
was not random, but resulted from interviews, concept mapping, and qualitative
studies of real world operators and teams within given fields of practice (e.g.,
emergencies, crisis management, AWACS command and control airborne opera-
tions, intelligent analyst workers, cyber security) [6]. Hence development of team
simulations has increasingly favored inclusion of context, perception and pickup of
information directly, and even cultural specifications. Likewise, the evolutionary and
in many cases extraordinary development of technology has also extended cognition
from inside-the-head to be more distributed across time and context (see distributed
cognition [3]; macrocognition, [7]. Indeed, current studies from our laboratory are
heavily grounded in these research areas [8]. The objective of this paper is to take a
broad look at these simulations and determine (1) What has been gained through
research (i.e., what areas of cognitive science have been the focus for team simula-
tions)?; (2) What are some of the salient considerations that have emerged?; and
(3) What lessons learned and insights are valuable for other researchers?.

2 Emergent Complexity in Teamwork
Simulation/Modeling

Practical teamwork is often tied to macrocognitive challenges [7] and often involves
learning across time, getting to know teammates and how to compensate for
individual differences, understanding team-to-team interdependencies, facilitating
information sharing through limited visualization and communication, integrating
cultural differences, and overcoming human-system integration limitations, to name
a few. Indeed, the goal of understanding cognition within this broader team milieu
has been paramount to enable designs that improve usefulness, adaptability, and
resilience as the context unfolds.

Much of our work is historically related to the Dynamic Decision Model [9] in
which individual decision-making is expanded into teamwork considerations. This
resulted in a dynamic, intellective team decision-making simulation named TRAP
[10], standing for Team Resource Allocation Problem. Within this simulation,
time-contingent team interdependencies determine outcomes dependent on the joint
success of human information processing strategies of each team member. TRAP
was used to study cognitive variables (workload, biases, and information sharing)
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and technological impacts on team performance variables (e.g., use of large group
displays). TRAP was typical of experimental psychology tasks but was
computer-based and produced interactive opportunistic problem solving at the team
level. In this sense, TRAP really focused on each team member being aware of
analytical values underlying specific targets and fusing/sharing that information
within the team milieu. TRAP integrated abstract thinking with emerging and
uncertain information associated with “tasks”, given specified team resource
interdependencies. Its built-in complicatedness creates cognitive complexity.
However, the simulation lacked a rich, applied, real world context and that limited
its effectiveness. Also, TRAP studies were “one and done” and looked only “within
a team” not “across teams”. While this remains very typical of many team cognition
experiments today, the approach unfortunately limits understanding of learning and
dynamics within and across teams given multiple exposures to tasks and context.

The simulation CITIES [11] was developed in part to address TRAP weaknesses
and afford a realistic setting for teamwork, information sharing, and team situation
awareness by simulating teamwork between police and fire teams in crisis response.
While different in context, it still maintained the strong underlying experimental
psychology nature of TRAP. Of note is that CITIES was designed to look at team
situational awareness (SA), specifically when distributed teamwork required tech-
nological means to coordinate/communicate (video teleconferencing, telephones,
email, avatars were compared for performance gains). Recent work has expanded
this into the NeoCITIES crisis management simulation [12], incorporating a wide
array of cognitive, technological, communication, and information elements within
studies, and also affording team-to-team interaction and longitudinal work with
teams. Today, NeoCITIES exists as a sophisticated client-server information
architecture utilizing an adaptive group interface for information display.
NeoCITIES represents the logical congruence of TRAP and CITIES and is a
prototypical team simulation environment. Other recent similar simulations, such as
those involving UAVs, have detailed interactive team cognition in complex and
dynamic domains with promising results [5, 13].

While NeoCITIES has been a very flexible simulation and has elements of cog-
nition and context structured into task resource allocation problems, it still presents a
relatively well-defined event structure that is dependent on emergent situations that
are provided to participants. From that perspective—(like its predecessors) it
emphasizes emergent team decision making with fairly well defined roles. Many
theories and variables have been studied within this framework with much exactitude
and thoroughness (see next section). However, it does not particularly capture the
more ill defined situations that require a team to find, define, explore, and solve
emergent problems. The Jasper task (developed as part of a broad series at Vanderbilt
University) has been utilized to (1) emphasize problem solving tasks in teamwork
(both distributed and collocated), (2) continue to place emphasis on collaborative
technologies that facilitate learning, information sharing, and awareness, and
(3) greatly increase the focus on contextualist, perceptual-based learning through the
use of video-based macrocontexts [15]. Macrocontexts effectively blend cognitive
and contextual elements, but provide opportunities for direct pickup of information,
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affording advances in problem ideation and solution (affordances, scaffolds) giving a
unique excursion into very real world situations as demonstrated through Jasper’s
video-based story problems. Jasper was also predicated on foundational D = RxT
physics problems as an underlying mathematical pretext. Therein, it was unique and
enabled different kinds of collaborative interactions to test computer-supported
cooperative work systems albeit in an innovative way. Jasper is by far the most
contextualist-bound simulation we use. We have evolved NeoCITIES and Jasper in
many ways over the last 15 years, and they have been our bread and butter go-to
simulations to test theories and hypotheses in socio-cognitive science.

Understanding the challenges that the cybersecurity domain presents is a com-
plicated endeavor. To that end, NeoCITIES has gone through several modifications,
each with a specific research agenda. The first of these, CyberCITIES [14], was
created to afford the capability to examine the effect that SA has on a Network
Administrator’s ability to respond to cyberattacks on a computer network. As with
NeoCITIES, CyberCITIES continues to use the artificial concept of regret as
opposed to modeling actual damage caused during an event. This concept, included
in the original design of CITIES [11], is defined as “a measure of a player’s
opportunity lost in an event through inaction and slow or incorrect response” [15].
The use of regret as a measure allows the various frameworks to have a consistent
measure across different scenarios irrespective to their contexts.

A second foray into the cybersecurity domain was with idsNETS, which focused
on intrusion detection tasks of a single intrusion detection analyst. The interface of
idsNETS differed significantly from previous versions of the NeoCITIES frame-
work in that participants were responsible for not only identification of an effected
network device and associated problem, but also for acknowledging the category
and priority of the problem. The interface, while simplistic, provided a platform
which could be extended to include more realistic tools, complex visualizations,
and other such additions for further research.

Finally, teamNETS [16] served as a return to team research for our group. Using
teamNETS, teams of three participants were each assigned to one specialty,
intrusion detection, malicious software, or policy management. Participants,
through monitoring events, take action by either filing a report to mitigate the
problem or transfer the event to another player. This research was conducted to
assess the impact that team knowledge structures have on team performance and
collaboration using the same scoring model as the other NeoCITIES iterations [16].

While NeoCITIES and Jasper have endured, we have co-developed other simu-
lations that vary teamwork, cognitive analytics, and contextual variation in unique
ways. Briefly, two simulations have been developed to test intelligent
agents-systems architectures within a complex team environment. R-CAST [17]
provides intelligent analyst workers with team assistants in an emerging
macrocognitive world. This world was very concrete and practical—IRAQI com-
mand and control tasks that required timely context switching and attention man-
agement. Hence, R-CAST equilibrated information fusion through a visual team
interface that afforded cognitive augmentation to team workers. This augmentation
was based on the principles of recognition-primed decision-making [18]. This was
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one of the first examples of testing a human-centered design of intelligent agents
assisting teams in multiple tasks that required active switching of attention. This
setting was cognitively complex but also grounded in the perturbations of contextual
changes within a short timeframe. ABAIS [19] was another type of agent archi-
tecture that was specifically designed to assess beliefs and affect and then adapt a
graphic user interface within an AWACS team environment. Both of these simu-
lations were designed to test the intersections among interfaces, agents, and team-
work for outcomes that initiated resilience and flexible collaborative interactions.
Both also represented human-centered approaches to complex systems where agent
architectures were evaluated in highly real-world contexts. While these systems were
important for innovation and forward thinking, the simulations behind them were not
—for a variety of reasons. In addition to these two simulation systems, we have also
worked in other areas of simulation including unique areas such as design team
negotiation—TRACE—[20], reducing cognitive conflict among a team of expert
systems [21], fuzzy cognitive modeling in emergent AWACS battle management
[22]. It is interesting to note that the simulation basis for the AWACS crew utilized
an extension to team-based distributed dynamic decision—DDD—simulation that
was a descendent of the original dynamic decision model [9] that we began with.

As one examines these multiple simulations, the complex systems they model,
and the scaled worlds that allow users to examine issues, problems, and context—
grounded within a controlled lab setting—it is important to point out what is studied
through the application of a given simulation.

3 Research Foundations in Cognitive Science

Much of the research utilizing the previously outlined simulation capabilities rep-
resents cross-sections of cognitive science, human-computer interaction, collabo-
rative technology, and teamwork. This has been a very distinct niche for our research
group, going all the way back to the period 1984–1988 when much of this began at
the Air Force Aerospace Medical Research Laboratory, where colleagues were all
working within the realm of the C3 Operator Performance Engineering program
(COPE) [23]. While this represents the embryonic beginnings, the continuance,
expansion, and change through many research angles (theoretical orientation,
application direction, measurement specification) and researchers have been rather
vast. Yet, the cognitivist-contextualist, positivist-interpretivist, and human-centered/
computation-centered tensions have remained constant, providing the requisite
variety that has propelled cognitive science research into new realms.

One way to think about the research areas that have emerged is to cast them into
distinct interrelated research contexts: cognitive functions, socio-cognitive interac-
tion, socio-technical systems and contextual surround. Most of the experiments
undertaken within a given study represent some kind of clustering of specific
independent-control-dependent variables within each continua. Table 1 provides
examples (representative but not exhaustive) of the type of theories, variables, or focus
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points that we have examined across many studies. While variables represent par-
ticular hypotheses, it has been useful to see how a particular simulation with unique
simulation parameters and scenario-task structure answers a research question.

3.1 Team Cognition Measurement

While Table 1 examines some of the prominent areas we have explored, it is
primarily geared towards research questions with independent variables. One of the
most important and often daunting elements of team simulation is collecting and
analyzing veridical measures that represent continua processes under investigation.
This can often times be highly correlated with the phenomena occurring in the study
(e.g., transactive memory evokes certain undeniable measures), but it is also bound
to the scaled world simulation itself. Many of the simulations mentioned have been

Table 1 Continua of cognitive science research areas studied

Cognitive functions

• Time pressure and temporality • Hidden knowledge profiles

• Cognition, affect, and mood • Decision making biases/heuristics

• Mental models/schema development • Information access/retrieval

• Data analytics/integration • Situation/contextual awareness

• Analogical problem solving • Storytelling/narratives

• Information fusion • Naturalistic decision making

• Perceptual anchoring • Information weighting/value

Social-cognitive interaction

• Team/shared situation awareness • Team mental models

• Distributed cognition • Information sharing

• Common operational picture • Communication patterns

• Team-of-teams operations • Cultural identity

Socio-technical systems

• Electronic-mediated communications • Intelligent agents

• Geo-spatial visualization technologies • Large group displays

• Social networks/social media • Decision aids

• Computer supported cooperative work

• Adaptive computing/adaptive interfaces

• Human computer interfaces • Fuzzy cognitive maps

Contextual surround

• Emerging complex situations • Event uncertainty

• Information availability/timeframe • Distributed work

• Levels of teaming • Collocated work

• Scenario event interdependencies • Perceptual pickup

• Constrained role-action structure • Information overload
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built to automatically collect measurements or easily derive distinct scores from
functional components of the embedded task performance. This helps to provide
multifold dimensions of dependent variables that can shed light on specific aspects
of individual and team processes.

Within each of the above research areas, specific operationalization has occurred
according to the parameters and demands within a given simulation. As one can see,
many directions and research questions may be formulated within the combined
continua. Hence research has emerged in unexpected directions at various times. As
studies have been completed, much has been considered—much learned. Some of the
best learning has transpired through problems that cause failure. Indeed, there are
many lessons learned in different areas to contemplate and reflect on. The next section
provides a breakdown of some of the major lessons learned that has been discovered
while designing, building, and using the simulations discussed in the paper.

4 Salient Considerations, Lessons Learned, and Insights

This paper examines many of the considerations, complexities and lessons learned in
team simulations that the authors have been involved in. This derives from concepts,
and full-scale development of many experiments that (1) make use of information that
is distributed across individuals, time, place, (2) generate scenarios that involve the
use of collaborative technologies, (3) rely on designs of flexible client-server archi-
tectures and team interfaces, (4) are relevant to novice/expert and interdependent/
heterogonous teams, and (5) develop unique team performance measures.

4.1 Lessons Learned and Practical Experience

Experimental Issues and Recommendations. Below, we outline some of the most
prevalent challenges to experimentally studying team cognition within the
laboratory.

First, requiring multiple people (often 3 or more) to show up to the lab at the
same time is a challenge in of itself. Unfortunately, and often, one or more of the
scheduled participants fails to show up. If this happens, then the experiment cannot
be conducted. Over the years, we have developed mechanisms to anticipate these
issues and ensure that the experiment can still be run. Often, we have an on-call
participant list, meaning that if someone fails to show up we have a list of willing
participants who we can call and ask them to show up in the lab immediately.
Clearly this is not optimal, as the other participants have to wait for the new
participant to show up, but it does overcome everyone wasting their time to begin
with. Another mechanism that we have used in the past is to actually schedule an
extra participant for the experiment. By doing this it increases the likelihood that we
will have the correct number of team members available to run the experiment.
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A topic that is often expounded on within the teamwork literature as a potential
concern is the effect that individual differences within the team have on the gen-
eralizability of teamwork results. Teams that are typically used in the laboratory are
often inexperienced (college students) and diverse in their gender, culture, etc.
Because of this, many researchers have pointed out issues relating to statistical
analyses being undermined due to the potential influence of inadequately weighted
teams. For instance, gender is often a characteristic that is opined as being some-
thing that should be accounted for within initial team composition. Some
researchers feel that teams should be equally mixed in terms of gender, not having
teams that are mainly male or female. Now, the obvious and clear method for
overcoming this is to counter-balance the teams before experimentation starts. The
problem with counter-balancing is that this requires even more potential partici-
pants. Teamwork experiments already require an incredible amount of participants
but if one were to counter-balance, even more participants are needed. Another
issue related directly to the vast amount of subjects needed for completing team-
work research is that of statistical power. In many research circles, it is believed that
the power must reach a certain threshold for the work to be statically relevant and
valid. Yet, the problem relating to power and teamwork experiments is that in order
to meet a high power, the researchers would then need to run hundreds upon
hundreds of subjects through the lab.

In regards to the issues of counter-balancing and power for experimental
teamwork studies, we take a logistical standpoint on them. Specifically, although
we have counter-balanced in the past, we typically do not. First, as noted before, it
is simply often not realistic to counter-balance teamwork characteristics or com-
position. Also, and more importantly, we feel that counter-balancing for specific
characteristics is actually counter-intuitive to real world teamwork. Real teams are
often not equally weighted for any specific characteristic, so why should we be
promoting inaccurate and unrealistic teamwork in the lab setting? We feel that you
should not, and we attempt to create an atmosphere of real world teamwork in our
experiments. There are still more than enough statistical variables that can be pulled
out and analyzed without the need for counter-balancing. As for power, we believe
that power is important to consider but we do not hold firm the belief that it has to
be astronomically high for the findings to be valid. We run enough experimental
teams to result in what we feel is a respectable power, but we do not feel that power
should be the end all be all.

Socio- Technical and Socio Political Considerations. The integration of the
human-in-the-loop within the context of simulation environments is necessary and
important for understanding the cognitive aspects of teamwork of sociotechnical
systems. The affordances of simulation environments in complex sociotechnical
environments (such as nuclear power stations, disaster response, crisis manage-
ment, aviation) allows for the needs of the team to be understood and better
designed for in the context. In the case of crisis management, the ingrained com-
plexity of the environment puts significant challenges on responders cognitively
and emotionally. Through the use of simulations, security and controllability of the
contextual environment can be ensured.
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When integrating the human into the team cognitive process, it is important to
recognize the inherent biases that accompany them. Political, religious, and social
belief systems develop different perspectives and motivations [25]. Differences such
as cultural realities can significantly impact how participants react to a situation and
share information. The case of the Asiana Flight 214 provides a poignant crisis
example as it is presumed that the co-pilot refused to countermand the senior pilot
in spite of the latter’s obvious errors during approach.

Particularly in team settings, it is important to account for the influence of
cultural biases into experimental design, as the inherent cultural perspectives that
team members carry with them can dramatically influence interactions and out-
comes of team performances. Unfortunately, oftentimes the cultural aspects of
cognition are overlooked due to the complexity they add to experimental design.
Endsley et al. [26] discuss many of the elements required to generate cultural
relevance in the experimental design so that it is relevant to the participants (in this
case, university students in the Unites States and in the United Kingdom), and
yet also maintains fidelity to both the experiment through cross site parallelism and
to the cultural context in which the simulation is being used. In the case of Endsley
et al. [24], cultural relevance was obtained by adjusting the events within the
scenario so that they were in British English as opposed to American English and
that details were rendered salient to British participants, such as the renaming of a
role “Hazardous Materials” to “Environmental Services/Army” which was cultur-
ally relevant to US participants, but not to British ones.

Performance Measure Considerations.
Quantitative. The determination of how well a team can perform is usually based

on multiple dimensions in addressing differing components of what that team is
trying to accomplish. Therein for many of the simulations addressed in this paper,
quantitative performance generally consists of speed versus accuracy tradeoffs—as
influenced by: (a) available time allotments to complete a task, (b) level of work-
load a task may demand, the degree of uncertainty-certainty associated with dif-
ferent tasks when they appear. There can be built-in variances associated with each
of these elements which makes a team’s performance easier or much more difficult,
and the simulation usually has an architecture designed to flexibly manipulate these
parameters according to objectives present in the study’s hypotheses. To complicate
matters, teamwork consists of individual work along with teamwork wherein
individual work leverages different aspects of the above parameters. Yet, this must
be successfully orchestrated in the midst of what other team members are doing
simultaneously as well as with changes in contextual surround. Lessons learned
suggest that dependent measures should be multi-composite wherein these different
parameters can be utilized in a given formula (e.g., additive composites represen-
tative of a specific layer) that calculates an overall team performance score based on
specified variables. The NeoCITIES task is an example of this, as the original
composite score came from [11] and utilized a calculation that determined how well
resources were applied to a given situation and whether they were able to extinguish
the crisis at hand and then subjected this to a summary function. It has been our
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history to collect multiple dependent variables in addition to a summary team
performance score to have a variety of lens to view what is going on.

Qualitative. Team based simulations provide many important things to practi-
tioners in a variety of environments, providing significant insight into human
behavior and cognition. Not least of these is that they provide a distinct set of
shared experiences through which team processes can be explored in rich detail.
The integration of qualitative measures into simulations such as these can provide a
greater level of detail and insight into team cognitive behaviors and processes (and
thus a fuller picture) beyond the quantitative measures alone, and should not be
overlooked. Qualitative performances triangulated with other performance mea-
sures allow for “a deeper understanding of phenomena within its context, which
may be used to inform other contexts” [25]. For example, team communication
delivers and effective way to examine team cognition processes in context [26].
Through deliberative assessment and evaluation of content and flow of team
communication data, an understanding of team processes and behaviors, successes
and failures can emerge. Additionally, aspects of the environment, such as cultural,
emotional, social and organizational perspectives can be revealed through quali-
tative assessment such that a richer integration of factors on teams can occur.

Scenario Development Considerations. When designing for team based sim-
ulations, it may be asked: what are the elements that make up a scenario and lend to
its utility for both studying aspects of team cognition, and socio technical systems,
and for training of users in an environment unencumbered by dangers and risks
inherent in the real world? Effective scenario development requires identifying the
problem, defining the scope of the scenario in terms of time frame and activities,
recognizing the major stakeholders for which the problem is relevant, and mapping
the contextual trends and drivers that establish the decisional environment. The
creation of scenarios for a particular context involves the engagement of multiple
research methods such as knowledge elicitation and interviews with subject matter
experts, content analysis of policies, processes and past events (such as the terrorist
events of the Boston bombing, natural disasters such as Hurricane Sandy, and
routine emergency response events such as fires or chemical spills) which ground
the events of the simulation in real world. Using ground truth as an initial context
for scenario development improves relevancy and can add to the fidelity. However,
the level of fidelity in a scenario depends upon the resources and technological
applications that are available. The NeoCITIES simulation presents a sound med-
ium fidelity in that it provides a level of realism such as exhaustion of resources but
does not effectively account for human fatigue, which might be considered a
characteristic to be included in a high fidelity operation.

Technical Considerations of Scenario Development. Once all of the elements
for the scenarios have been defined, the technical modifications to the NeoCITIES
framework can begin. This process, typically undertaken by someone that has a
familiarity with technical programming, involves modifying the underlying source
code for the application. Each of the elements of the scenario events (e.g. event title,
event description, correct resource response, dispatch time, etc.) must be entered
into the software. Additionally, if the research being performed requires a survey or
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technical briefing to measure hidden knowledge profiles, these elements must also
be included. Upon completion of entering all of the required scenario elements, the
software must be compiled and if necessary moved to the appropriate server
location.

While the above details the process for scenario creation, there are also other
considerations that must be acknowledged. First, depending on the context and
measures being assessed, the interface itself may need to be modified. For example,
when NeoCITIES was modified for the cybersecurity domain, the interface
underwent significant changes related to this new context. Consequently, this
process is potentially much more technically involved requiring someone with
significant programming experience. Thankfully, the Adobe Flex environment
provides a relatively easy mechanism for making interface modifications using
drag-and-drop functionality if desired. As with any changes to the NeoCITIES
framework, upon completion the software must be recompiled and deployed as
necessary.

Cognitive Augmentation. Over the years, we have developed multiple decision
aid tools and systems to help enhance both teamwork and more specifically develop
team cognition. In sum, creating these cognitively augmented systems is incredibly
difficult due to the issues inherently associated with teamwork. Take for instance,
the development of a cognitive aid for an individual and consider how challenging
the system development for that one product is. The aid must consider the indi-
vidual’s needs, motivations, relevant knowledge and information, trust levels, and
awareness levels. This is a lot to account for. Now consider that same individual
cognitive aid being then developed at a team level. This new “team level” cognitive
aid must account for all of the previously outlined individual attributes, but now
also must account for team level needs, motivations, trust levels, awareness levels,
and communication and coordination mechanisms.

Developing team based cognitive aids must allow for adequate levels of both
individual and team based work. Just because the focus is now on the team level,
does not mean that individual work stops. Individual level work continues within
the great collective teamwork. If the cognitive aid is focused on aiding the indi-
vidual or the team too much, it can negatively affect awareness levels of both the
individual and team. Too much focus on the team, such as having the aid constantly
inform individual team members of team related information and knowledge can
distract from individual work and awareness, which is necessary for adequate team
level awareness. Likewise, too much focus on the individual’s work and awareness
will distract from that individual team member’s team level awareness. The cog-
nitive aid must understand the correct amount of both individual and team level
knowledge and awareness it seeks to create. In order to create this correct balance,
we recommend utilizing a human factors approach to first understanding the con-
text, the team’s goals, and the team itself. By doing this, a cognitive aid can then be
developed that will hopefully assist the team to adequately complete their task.
Understanding the context, the team, and the task, are all of paramount importance
when developing team level cognitive augmentation.
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5 Concluding Remarks

In this paper, we have presented a holistic representation on lessons learned over
many years of studying team cognition in simulation. As we continue to use
simulation to study team cognition, we must to continue to increase real world
fidelity that is representative of real world tasks and situations.
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Fatigue and Theories of Resources: The
Energetic Metaphor of the Mind
Functioning Might Be Reconsidered

José J. Cañas

Abstract Industrial accidents are explained often by saying that people are fati-
gued. Traditionally, Theories of resources have been used to explain this relation
between fatigue and accidents. Those theories predict that when there is a lack on
mental resources people are more prone to err. They also predict that mental fatigue
depends on how long a person has been performing a task. Therefore, they predict
that more time performing a task would let to more accidents. However, data from
industry contradicts this hypothesis. When people are supposed to be more fatigued
(i.e. at the end of the week) they have fewer accidents. This paper present some data
from one ongoing research project aim to explain these results about industry
accidents. Our results suggest that we should review the traditional theories of
resources and propose new one that include some compensatory mechanism that
supply extra resources when is needed (Hockey in Biol Psychol 45(1), 73–93, [1]).

Keywords Fatigue � Theories of resources energetic metaphor

1 Introduction

In psychology and other sciences, it is assumed that human behaviour and mental
activity need “energy”. Just as a car needs to consume the energy that comes from
the combustion of certain gases to move, a human being needs the energy obtained
from food to carry out their motor and mental activities. In a sense, we can say that
in the life sciences, such as psychology, researchers have followed a “mechanistic”
paradigm in which the functioning of the human machinery depends on the energy
that is supplied to it. Traditionally, the energy that humans consume has been called
“resources”. Thus, we speak of “demanded resources”, “resources available” or
“resources provided by the person” to perform the task, which is often referred to as
“effort” [1, 2].
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An important feature of this mechanistic paradigm is that it assumes that the
resources are limited and that they are depleted when they are used. As a conse-
quence of that, a phenomenon known as fatigue appears [2, 3]. Fatigue reduces
mental alertness [4], after a prolonged “periods of demanding cognitive activity,
requiring sustained mental efficiency” [5]. Therefore, it is assumed that fatigue
affects performance on tasks: the fewer resources available to the task the worse
performance will be. For that reason, fatigue has been considered responsible for
many industrial accidents [6].

An intuitive application of the theory of resources would tell us that the main
factor influencing fatigue has to be the time that the person has been performing the
task. It is intuitive to think that the resources are depleted over time performing a
task. The longer time performing a task, the fewer resources remain available and,
therefore, the greater is the fatigue. For this reason, one of the variables that have
been studied for some time as determinants of fatigue has been the “Time on Task”
[7]. Thus, for example, it is intuitive to think that at the end of the working day it is
more likely to have accidents due to fatigue caused by the exhaustion of resources.

However, there are some data on the time when accidents in the industry happen
that do not show the effect of TOT. For example, data about accidents in Spain
published by the Spanish “National Institute for Occupational Safety and Health”
[8] show that there are more accidents early in the morning, on Monday, and in the
first hours of the working shift (see Fig. 1). What these data from the field show is
that accidents occur more frequently when resources are supposed to be intact. It
seems as if performance is better and accidents less frequent when the person is
supposed to be fatigued.

Fig. 1 Data from accidents in Spain published by the Spanish INSHT [8]
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Along with these data, many researchers have also found that in situations where
you should observe a decrease in performance because there are reasons to believe
that the person has spent many resources after a long time performing a task, the
observed results are different than expected: people are able to maintain a good
level of performance, even if they declare they are fatigued (for a review see [9]).
Therefore, it looks as if we need to reconsider the traditional resources theories
explanation of fatigue as cause of accidents.

In this paper we describe some results of a research project that is being
developed at the University of Granada which aims to prove that the concept of
fatigue must be redefined from new theories of resources if we want to continue
using it as a “cause of accident”. The first step in this research project has been to
define fatigue from the theories of resources by showing that the variable TOT
(Time on task) has a real effect on any of the variables that have been proposed to
measure fatigue.

The effects of TOT can be predicted from the classical theories of resources that
implicitly include the decrement of resources with time in the definition of fatigue
somehow. In all traditional resources theories it assumes that the decrease in per-
formance due to time running a task is parallel to a depletion of physiological
resources. This decrement on resources is reflected in physiological variables
related to activation.

Resources theories have a strong support on what we know about the physiology
of activation. For example, researchers have shown that there is a high correlation
between changes in the amplitude of pupil diameter and the amount of resources
used to perform a task [10–15]. In a recent review, [16] suggest that pupil dilation
depends on the activity of one noradrenergetic system known as Locus coeruleus
(LC) that acts as an inhibitory mechanism in the oculomotor parasympathetic
system. The LC acts in one of two modes, in a tonic mode or in a phasic mode [17].
In the phasic mode of LC activity serves to process the task relevant stimuli. When
that activity is higher so is the pupil dilation. Thus, as the stimuli complexity is
greater and it requires further and deeper processing of information, the greater the
dilation of the pupil is. In the tonic mode LC activity serves to explore the envi-
ronment and to detect novel stimuli. This activity is carried out by increasing the
diameter of the pupil. For this reason the tonic mode of LC activity has been related
to the difficulty of the task, mental effort and the state of arousal and alertness. Thus,
increased mental effort and increased arousal corresponds to a greater diameter of
the pupil. Therefore, in our ongoing research project we are measuring pupil
dilatation as an index of activation.

The participants in our experiments perform a simulated air-traffic control task.
Air-traffic is a complex task were the effects of fatigue has been shown many times
[18–20]. All participants are trained on the task to a point of almost no errors. The
reason for that is that we want to observe how good performance is maintained after
variables that are supposed to affect fatigue are manipulated. Thus, for example, we
want to know how task complexity affect performance after perform the task for a
long time.
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According to new theories of resources, the variable that could wipe out the
effect of TOT would be one that “activates” the person by taking her to use more
resources to keep performance in a good level. This variable may be the complexity
of the task.

Thus, for example, we can assume that the depletion of resources will be greater
when the task is more complex. In an intuitive way of thinking, we can assume that
a more complex task will need more resources and, even if the time passes, it would
look as if the fatigue disappears. Therefore, as the new Resources Theories would
predict TOT and task complexity would interact by reducing the effect of TOT
when the task is more complex.

In this paper, I described the general procedure used in our ongoing research
project and some data from one experiment designed to show how performance can
be maintained almost perfect when the task is complex and it is performed for some
time [21].

2 General Methodology of the Experiments

Psychology students from the University of Granada participated in our experi-
ments. None of them have previous experience in air-traffic control. Their moti-
vation for participation was to get extra credits for one of their courses.

The program used to launch the activity of air-traffic control, both in the training
and in the experiment phases, is the ATC-lab Advanced software that simulate the
air traffic control task and is publicly available from their authors [22] (see Fig. 2).
It is equipped with a certain level of realism and it allows experimental control of
many aspects of traffic scenarios. Realistic simulations with ATC-labAdvanced,
means that the aspects represented on the screen appear in the real environment
(including the dynamic motion of the aircraft) as the way to interact with one’s
environment simulated by the controller looks like a real operational scenario.
Moreover, the experimental control can generate situations of air traffic needed for
the purpose of research, that is, create standard settings, or isolate tasks or specific
sub-tasks and test them. The xml code generated by the Software can be modified
according to researcher needs, and is also possible to create the airspace with the
features and the amount of traffic that researcher wants.

To create a traffic scenario we start by defining the “fixed” relevant character-
istics of the simulation environment, that is, the size of the sectors, routes, and
“waypoints”. Subsequently, the aircrafts that is presented by scheduling them with
their initial characteristics (altitude, assigned altitude, speed, time of appearance on
stage and planned route). Once all the structural and dynamic characteristics of
traffic scenario have been defined, we can obtain a log with the record of the
performance for each participant. Participants have several tools available to per-
form the control task. Those tools could be use to, for example, change flight levels,
speeds and headings of the aircrafts.
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In our experiments, the pupil diameter is being recorded with an equipment
based on an infrared system marketed by Tobii1 video system. The model used is
the Tobii T120 with a sampling frequency of 120 Hz.

In a typical experiment, participants have two training sessions and one exper-
imental session during three different days in the simulated air-traffic control tasks.
During the training sessions participants learn the air-traffic control procedures in
ATC-labAdvanced program. During each of the training sessions, participants
perform the control task for one hour each day. Then, they perform a two hours
experimental task on a different day.

The goal of the air-traffic task is to avoid conflicts that may arise between
airplanes, or what is the same, to safe aircrafts from colliding. The first day the
experimenter explain the objectives of the experiment to the participants and give
them a training manual that they should read for about 20 min. The manual con-
tained instructions informing them of important aspects such as altitude a aircraft
should have in certain situations, what aircraft is under their control and how to
avoid conflicts between two aircrafts.

For the 2 h practices we have been using in the existing scenarios included in the
software of the air-traffic simulator. For the experimental session, we usually pro-
gram new scenarios. In Fig. 2 we can see the initial radar screen participants see in
the experimental session. The black letters are placed in the figure in order to
explain the characteristics of the session. Those letters are not seen by participants.

We manipulated task complexity by presenting different number of airplanes. In
the condition of low task complexity the scenario start with nine aircrafts, of which
6 were under the responsibility of the controller (green). Black letters indicate the
points of origin of flights, which will cross the area under the responsibility in the
controller. Then, 35 new airplanes appeared. In the high complexity task, the
number of airplanes that appear during the session was 70.

Fig. 2 ATC-labAdvanced radar screen with airspace with initial aircraft in the experimental stage
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The experimental design was a 23 � 2 Mixed Factorial. One of the independent
variables manipulated was the time on task (TOT), which has been considered by
intervals of 5 min (23 levels), the first interval of 5 min is taken as a baseline of
each participant pupil diameter. The second independent variable was Traffic
Density and it was measured by the number of aircrafs entering into the sector. It
had two levels, one of High complexity (many planes) and one of Low Complexity
(few airplanes). The dependent variables measured were the change in pupil
diameter and the number of conflicts during the experimental session. The goal of
an air-traffic controller is to avoid conflicts that may arise between airplanes, or
what is the same, to safe aircrafts from colliding. Therefore, performance could be
measured by the number of conflicts avoided by the participant. As more conflicts
avoided, as better was the performance.

3 Some Results

As mentioned above, our purpose was to demonstrate that in order to keep an
optimal level when performing the task for a long time is necessary to have a trigger
factor to increase mental resources. To do this, our strategy is to train the participant
in our experiments to reach that optimal level of performance and, then, we
manipulate variables that could affect the level of activation, that is, the amount of
resources invested in the task.

To make performance from the two Traffic Density conditions comparable we
divided the number of conflicts for each participant by the number of possible
conflicts in each 5 min interval. The number of possible conflicts was calculated as
the combination of pairs of airplanes flying during the interval. Figure 3 shows

Fig. 3 Performance data
from [21]
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performance data from [21]. As we can see participants were able to keep perfor-
mance almost perfect. The number of conflicts was less than 1 percent in both
conditions of Traffic Density and along the 23 intervals of 5 min. Therefore, we can
say that performance was not affected by TOT in the experiment.

Figure 4 shows the pupil diameter as a function of TOT and Traffic Density. The
results clearly showed that the pupil diameter was reduced with the passage of time
only when there was little traffic. When traffic was denser the pupil diameter
remains the same throughout the 23 intervals of 5 min. If we take the diameter of
the pupil as an index of activation we can say that activation was reduced when the
task was not complex and performance can be maintained optimal with few
resources. However, if the task was complex it was necessary to keep activation
high to maintain optimum performance.

These results along with some others that are not predicted by traditional
Theories of Resources have led to propose new resources theories in which a
compensatory mechanism have been introduced that can lead to explain how it is
possible to keep good performance even when a person is suppose to be fatigued
[1]. This new resources theories are related to the Cognitive Activation Theory of
Stress [23]. Thus, for example, if there is a situation in which the complexity
increases and, therefore, the demand for resources is greater, the human organism
can find additional supplies of resources that can be used to cope with the increased
complexity by, for example, acting more actively on the task [24]. However, acting
more actively on the task could not be sufficient. We analyzed the number of over
responses of participants while they were performing the task to test this hypothesis.
More precisely, we measured the number of times that they changed the route, the
speed, and the altitude of airplanes during the task. As can be seen in Fig. 5,
participants in both Traffic Density conditions showed the intensity of over activity.
Therefore, we have to assume that the differences in activation shown in the pupil

Fig. 4 Pupil diameter as a
function of TOT and traffic
density in [21]
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dilatation must be affecting some internal process that is responsible for keeping
performance optimal.

4 Discussion

What these data show is that the traditional explanation that accidents are caused by
fatigue can be true but it is necessary to revise the postulates of the traditional
theories of resources that have been proposed to explain this relationship between
fatigue and accidents. If we take the physiological indices of consumption of
resources while performing a task, we can see that the resources are “used” dif-
ferently depending on variables such as the complexity of the task. This differential
use of resources due to compensatory mechanisms can remove the effect of vari-
ables that have traditionally been associated with fatigue, such as the time on task.
And that could be the reason for observing that there are fewer accidents at the end
of the day or at the end of the week. The new theories of resources such as
Hockey’s Theory of Compensatory Control could be one of those theories [1].
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A New Method for the Objective
Registration of Mental Workload

Thea Radüntz

Abstract Complex and highly automated systems impose high demands on
employees with respect to cognitive capacity and the ability to cope with workload.
Prevention of over- and underload at workplaces with high cognitive demands can
be achieved by objectively registering mental workload. Hence, the goal of this
work is the development of such an objective method. We briefly introduce the
so-called Dual Frequency Head Maps (DFHM) for registering mental workload by
means of the electroencephalogram (EEG). Based on them, we obtain an index of
mental state every 5 s ranging between the classes low, moderate, and high
workload. Finally, we present results from a sample set of 54 people who executed
cognitive tasks like switching and AOSPAN in a laboratory setting. We then verify
the integrity of the new method by comparing the results with further workload
relevant biosignal data, performance data, and the NASA-TLX questionnaire.

Keywords Mental workload � Electroencephalogram (EEG) � Signal processing �
Pattern recognition

1 Introduction

Since the introduction of the PC in the 80s, the computerization of the modern
working world is noticeably evolving ever faster. Although it aims to facilitate our
life there is a growing consensus surrounding the negative consequences of inap-
propriate workload. This is related on the one hand to the impact of workload on
employee health and on the other hand to increasing risks for the safety of other
people due to elevated error rates. The consequences may arise from the inability to
cope with increasing demands imposed on an individual’s cognitive capacity and
hence due to high mental workload [1–3]. However, the proliferation of automation
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can also be linked to monotonous tasks that reduce employees’ arousal and induce
underload [4–8].

There has been years of research targeting the registering of mental workload
and the relationship between workload and performance. Nevertheless, there is no
generally accepted, reliable, objective, and continuous method for mental workload
registration that would allow the definition of an individual optimal workload range
in which task solving is most efficient. Our aim is to develop such a method based
on features from brain activity, the center of human information processing.
Neuronal brain state monitoring can then be used for ergonomic evaluation and
improvement of human-machine systems and hence contribute to the optimization
of workload.

This article describes the development of a continuous method for neuronal
mental workload registration. Cognitive tasks were conducted in a laboratory set-
ting aiming to identify EEG features indicative of mental workload. For our task
battery, we selected tasks reflecting executive functions [9]. Such functions are
responsible for everyday actions demanding non-schema-based processing and
requiring attentional control. Hence, the EEG features obtained should allow for the
development of a generalized method that can measure mental workload inde-
pendently from tasks.

2 Methods

2.1 Procedures and Subjects

The investigation took place in the shielded lab of the Federal Institute of
Occupational Safety and Health. The experiment was fully carried out with each
subject in a single day and consisted of a training phase where the subjects were
familiarized with the tasks and the main experiment. Materials, procedures and the
sample set have already been described in [10]. Briefly, the sample consists of 54
people between 34 and 62 years of age and shows high variability in respect to the
cognitive capacity and hence to the expected mental workload.

We used several workload measuring methods. The collection of this additional
workload indexing data was aimed at consolidating the development of our method
by giving us the opportunity to control possible subject-dependent confounders but
also further information in case of doubts at the end.

2.2 Tasks

Different cognitive task requirements were realized through the implementation of a
task battery with the E-Prime application suite. Nine tasks of diverse complexity
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and difficulty inducing different levels of mental workload are included in our test
battery [10, 11].

In this paper, we concentrate on the analysis and evaluation of four tasks:
switch-PAR and switch-NUM as the easiest ones, switch-XXX as a switching task
with working memory requirements, and AOSPAN as a demanding dual task (see
Figs. 1, 2, 3, and 4). The latter is a translated version of the AOSPAN task
developed by [12]. The analysis of rest measurements serves as a reference point
measurement.

2.3 Subjective Ratings

Paired comparisons of the workload sources were conducted after each task during
the training phase as the first part of the computerized version of the NASA-TLX
questionnaire method [13]. Subjects were asked to rate the workload sources in 15
pairwise comparisons of NASA-TLX’s six workload dimensions: mental demand,
physical demand, temporal demand, performance, effort, frustration.

As part of the main experiment, following each task we then conducted the
second part of the NASA-TLX, the ratings of its subscales. Subjects were asked to
rate the task for each of the six workload dimensions within a 100-point range with
5-point steps. They indicated their rating by clicking on a 5-point step box with an
optical mouse.

Fig. 1 Switch-PAR: The cue PAR appears on the screen followed by a number. This number is
judged by its parity. The RED mouse button is pressed if the number is even, the GREEN mouse
button if the number is odd

Fig. 2 Switch-NUM: The cue NUM will appears on the screen followed by a number. This
number is judged numerically. The RED mouse button is pressed if the number is greater than 5,
the GREEN mouse button if the number is less than 5
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2.4 Physiological Measures

In the main experiment during the execution of the tasks we registered the elec-
troencephalogram (EEG), as well as further biosignal data (i.e. heart rate, blood
pressure).

EEG. The EEG was captured by 25 electrodes placed at positions according to
the 10–20-system and recorded with reference to Cz and at a sample rate of 500 Hz.
For signal recording we used an amplifier from BrainProducts GmbH and their
BrainRecorder software.

Fig. 3 Switch-XXX as a switching task with working memory requirements: This time, the
sequence of the task cues is fixed: NUM, NUM, PAR, PAR, NUM, NUM, and so on… Subjects
have to remember this sequence because now XXX appears in place of the cue. To review, NUM:
RED button number greater 5, GREEN button number less 5; PAR: RED button even number,
GREEN button odd number. If subjects lose their rhythm, a cue appears twice

Fig. 4 AOSPAN as dual task (image adapted from [12]): memorize a set of letters in the order
presented while simultaneously solving math problems. Trials consist of 3 sets of each set size,
with the set sizes ranging from 3 to 7
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The recorded EEG signal is filtered with a bandpass filter (order 100) between
0.5 and 40 Hz. Subsequently, independent component analysis (ICA) is applied to
the signal and the calculated independent components are visually inspected and
classified as either an artifact or a signal component. The signal components are
projected back onto the scalp channels. The artifact-corrected EEG signal is
transformed to average reference and cut into segments of 10 s in length, over-
lapping by 5 s. Subsequently, the workload relevant frequency bands (h: 4–8 Hz,
a: 8–12 Hz) are computed over the segments using the Fast Fourier Transformation
(FFT).

The newly developed method of dual frequency head maps (DFHM) is based on
our analysis of the EEG spectra demonstrating an increase of the frontal theta band
power and a decrease of the parietal alpha band power with increasing task diffi-
culty level. Subsequently, labelling of the DFHM based on expert knowledge and
classifier training is performed and workload is individually classified in the range
of low load, moderate load, and high load [14]. The DFHM are computed for each
EEG segment. Hence, the algorithm computes in an interval of 5 s a new workload
index value. At the end, we calculate for each person and task three percentage
values for the portion of the segments of each sector (LLS: low load segments,
MLS: moderate load segments, HLS: high load segments).

Cardiovascular Parameters. Blood pressure was recorded continuously by the
FMS Finometer Pro device. A finger cuff was placed around the subject’s finger and
systolic and diastolic blood pressure as well as the heart rate were detected auto-
matically. The recorded data was processed in the time domain.

2.5 Performance

We concentrated on the analysis of the individual accuracy rates for all four tasks.
For AOSPAN, correct responses include the number of sets in which the letters are
recalled in correct serial order and correct math problem solving.

2.6 Statistical Analysis

Six ANOVAs were carried out utilizing repeated measures design, one
within-subject factor (portion of LLS, portion of HLS, systolic BP, HR, accuracy
rate or NASA-TLX), six levels (the four tasks and the two rest measurements) for
the factors portion of LLS and HLS, systolic BP, and HR, or four levels (the four
tasks) for the factors accuracy rates and NASA-TLX. Differences between the
levels were examined and tested with a post hoc test (Bonferroni).
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3 Results

3.1 Subjective Ratings and Performance

Subjective Ratings. Figure 5 shows the average workload index for the selected
tasks switch-PAR, switch-NUM, switch-XXX, and AOSPAN as representatives of
two low, a moderate and a high workload tasks. Workload means changed sig-
nificantly during the experiment (Greenhouse-Geisser F(5.96; 316.01) = 65.023,
p < 0.001). Post hoc analysis revealed significant changes of the subjectively rated
mean workload index between all tasks apart from the two easy switch tasks among
each other.

Performance. Figure 6 shows the average accuracy rates for the selected tasks
switch-PAR, switch-NUM, switch-XXX, and AOSPAN. Accuracy rate means
changed significantly during the experiment (Greenhouse-Geisser F(3.71;
196.67) = 173.256, p < 0.001). Post hoc analysis revealed significant changes of
the mean accuracy rates between all tasks.

3.2 Physiological Measures

EEG. Analysis of the classified EEG segments demonstrates a proportional
increase of the high load segments and a proportional decrease of the low load
segments with increasing task difficulty level. The means of LLS and HLS changed
significantly during the experiment (Greenhouse-Geisser F(2.79; 148.29) = 70.73,
p < 0.001; Greenhouse-Geisser F(2.75; 145.54) = 65.22, p < 0.001). Results
obtained from the assessment of the EEG segments are presented in Figs. 7 and 8.

Fig. 5 NASA-TLX
computed for switch-PAR,
switch-NUM, switch-XXX,
and AOSPAN over 54
subjects
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Post hoc analysis of the proportion of HLS showed that the means were sig-
nificantly larger the more difficult the tasks were. Significant differences were
identified between all tasks and the rest measurement at the end as well as between
the rest measurement at the beginning and all tasks except the switch-NUM task.
No significant differences could be found between the two easy switch tasks nor
among the rest measurements at the beginning and end of the experiment.

The proportion of LLS revealed similar significant changes between the four
tasks. In respect of the rest measurements, significant differences could be found
between the measurement at the end and all other measurements. No significant

Fig. 6 Accuracy rates
computed for switch-PAR,
switch-NUM, switch-XXX,
and AOSPAN over 54
subjects

Fig. 7 EEG—proportion of
LLS computed for
switch-PAR, switch-NUM,
switch-XXX, and AOSPAN
over 54 subjects
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changes could be identified between the rest measurement at the beginning and the
two easy switch tasks.

Cardiovascular Parameters. Both systolic BP and HR differed between the
measurements significantly (Greenhouse-Geisser F(4.45; 235.65) = 17.62,
p < 0.001; Greenhouse-Geisser F(5.89; 312.26) = 20.92, p < 0.01).

HR during the rest measurement at the end was, according to post hoc analysis,
lower than during all four tasks. HR during the rest measurement at the beginning
was significantly lower than switch-NUM, switch-XXX, and AOSPAN.
Furthermore, significant changes in HR could be found between all tasks except for
switch-XXX and AOSPAN.

Systolic BP means were significantly larger during the AOSPAN task than in
switch-PAR, switch-NUM, and the rest measurements. Additionally, they were
significantly larger during switch-XXX than in the two easier switch tasks and the
rest measurements. No significant changes could be found between the easy switch
tasks switch-PAR and switch-NUM. Furthermore, there were no significant chan-
ges between the rest measurements at the beginning and at the end, between the rest
measurement at the end and the two easier switch tasks, and between the rest
measurement at the beginning and switch-PAR.

Results of HR and systolic BP are presented in Figs. 9 and 10.

Fig. 8 EEG—proportion of
HLS computed for
switch-PAR, switch-NUM,
switch-XXX, and AOSPAN
over 54 subjects
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4 Discussion

The registration of mental workload by means of the EEG is the central issue
addressed by this paper. We induced different levels of mental workload on the
basis of a task battery, but for the sake of convenience we have concentrated here
on the switch-PAR, switch-NUM, switch-XXX and AOSPAN tasks. The cognitive
requirements of the first two tasks are quite low and the tasks can be assumed to be
representative of an easy task. The switch-XXX task is more demanding due to
higher requirements on the working memory and rule switching. It can be classified
as a moderate to difficult task but not as challenging as the AOSPAN task.

Fig. 9 Heart rate computed
for switch-PAR,
switch-NUM, switch-XXX,
and AOSPAN over 54
subjects

Fig. 10 Systolic BP
computed for switch-PAR,
switch-NUM, switch-XXX,
and AOSPAN over 54
subjects
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The AOSPAN task demands memory control while dealing with distraction due to
the math problem solving. It is a dual-task with high workload requirements.

Subjective ratings derived from the NASA-TLX questionnaire demonstrate
significant workload differences between the more demanding tasks (switch-XXX
and AOSPAN) and the easy tasks. No significant difference could be identified
among the subjects in respect of their experienced workload between the two easy
tasks switch-PAR and switch-NUM.

Accuracy rates show significant differences between all tasks but remarkably
larger breaks between the difficult AOSPAN task and all others but also between
the moderate task and the two easy tasks. Although there is a significant difference
between switch-PAR and switch-NUM, it is fairly clear that the two tasks are
located in the low workload level compared to the other two tasks. However, it can
be seen that the switch-PAR task is slightly more difficult than the switch-NUM
task.

Cardiovascular parameters indicate significant differences between the more
demanding tasks (switch-XXX and AOSPAN) and the two easy tasks. They also
show significant differences between both demanding tasks and the rest measure-
ments at the beginning and the end of the experiment. What is more, HR indicates
small differences between both easy tasks but also between the rest measurement at
the end and all other tasks. Surprisingly, no significant difference can be observed
among the more difficult tasks. Here we have to ask whether the cardiovascular
parameters are not able to finely distinguish among more demanding tasks,
potentially due to a ceiling effect.

The EEG and the frequently observed variability of the h- and a-band according
to attention, fatigue and mental workload, constitute the theoretical background for
the new method of DFHM. The obtained index can be used for neuronal mental
state monitoring and ranges between low, moderate, and high workload. Results
analyzing the proportions of the HLS and LLS are in concordance with the results
expected based on difficulty levels resulting from the requirements of the tasks. The
most demanding AOSPAN task contains significantly less segments of low load
than the other tasks and the rest measurements. The switch-XXX task includes less
LLS than the easy switch tasks and the rest measurements, while the easy switch
tasks include less than the rest measurements. Furthermore, the rest measurement at
the beginning has less LLS than the rest measurement at the end indicating that the
workload at the beginning is a bit higher than at the end of the experiment. All these
differences were found to be significant.

In respect of the HLS, the AOSPAN task again shows substantially higher
values than all other measurements. Also in consideration of its small proportion of
LLS, AOSPAN is a high mental workload task. Switch-XXX includes significantly
higher proportions of HLS than the easy switch tasks and the rest measurements.
Finally, both easy switch tasks comprise less segments of high load than the rest
measurements. Interestingly, there is no significant difference of HLS’s proportion
among the rest measurement at the beginning and the switch-NUM task, which we
already have noticed to be slightly easier than the switch-PAR task according to the
accuracy rates. Furthermore, there is no significant difference in the proportion of
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HLS among the rest measurements, although there is some indication that the
activation of the subjects at the beginning is a bit higher than at the end, similar to
the findings from the analysis of the proportion of LLS. Hence, we can assume that
the index is able to distinguish between very small gradual differences, in particular
when both HLS and LLS are considered simultaneously.

To sum up, our results from the new DFHM method for measuring mental
workload are solidly in line both with the accuracy rates and with the subjective
ratings. Furthermore, they are in concordance with our expectations deriving from
the known task requirements and also with the cardiovascular parameters.
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Part V
Assessing Cognition and Performance



Effect of Time Pressure on Work
Efficiency and Cognitive Judgment

Junpei Yabuki and Hiroshi Hagiwara

Abstract It is often necessary to work under time constraints. Previous studies
reported that a reasonable amount of time pressure can improve performance.
However, they did not reveal what kind of pressure should be applied. This study
investigated the ability of subjects to perform under time constraints and different
kinds of pressure. We investigated work efficiency, cognitive judgment and the
effect of time pressure on brain activity using an electrocardiogram (ECG) and
functional near infrared spectroscopy (NIRS). In this experiment, we used four
types of time pressure. We applied each type of time pressure to subjects during the
performance tests. For all performance tests, the results for auditory time pressure
were better than those for no time pressure. In conclusion, we found that the
subjects performed better when working under auditory time pressure.

Keywords NIRS � Time pressure � oxyHb � Work efficiency � Cognitive
judgment

1 Introduction

It is often necessary to work under time constraints. These time constraints create
pressure on people, which affects work efficiency [1]. On the other hand, previous
studies reported that a reasonable amount of time pressure can improve perfor-
mance [2]. However, they did not reveal what kind of pressure should be applied.
Accordingly, in our study, we considered a visual stimulus and an auditory stim-
ulus. This study investigated the ability of subjects to perform in timed conditions
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under different kinds of pressure. The purpose of this study was to investigate work
efficiency, cognitive judgment and the effect of time pressure on the brain activity
and HF (high frequency component of heart rate variability) using an electrocar-
diogram (ECG), functional near infrared spectroscopy (fNIRS) and the results of a
performance evaluation.

2 Experimental Method

2.1 Subjects

Thirteen healthy, non-medicated college students (11 men, 2 women; 20–22 years
old) participated in the study. All subjects provided written informed consent prior
to participation. The subjects refrained from excessive eating and drinking the night
before the experiment. In addition, the subjects refrained from engaging in pro-
longed or strenuous exercise on the morning of the experiment. Blood hemoglobin
concentrations in the brain were measured with the NIRStation (Shimadzu, Japan),
a near-infrared imaging device. The measurement sites for NIRS are shown in
Fig. 1. In this report we focused on the frontal probe and analyzed data from
channel 1 (right frontal cortex), channel 10 (center frontal cortex), channel 19 (left
frontal cortex), all three of which are involved in cognition or judgment, and
channel 25 (dorsolateral prefrontal cortex, near Brodmann area 46), which is
involved in attention and control. In addition, ECGs were measured with a
Polymate (Digitex Lab, Japan). The sites of the ECG electrodes were monitored
with a 4-lead ECG. Before attaching the electrodes, skin cream was applied to the
subject’s skin to reduce impedance.

5

1 2 3 4

6 7 8 9
10 11 12 13

14 15 16 17 18

19 20 21 22
23

25
24

3cm

3cm

prefrontal cortex

dorsolateral prefrontal cortex

: detector

: emitter

Front

Right

Back

Left

Prefrontal cortex

Dorsolateral Prefrontal cortex

emitter

detector

Fig. 1 Schematic indicating
the mounting position for the
probes. Probe spacing is
3 cm. We analyzed channels
1, 10 and 19 (prefrontal
cortex) and channel 25
(dorsolateral prefrontal
cortex), circled in red on the
schematic
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2.2 Tasks

We used two tasks in the experiment: a click-and-drag task and a Stroop test. In the
click-and-drag task (Fig. 2a), the participant was required to click on a black square
on the left side of the screen and drag it onto a black target square on the right side
of the screen [3]. In this experiment, two levels of usability were provided, with
target squares of 4 and 8 pixels (px). These sizes were chosen to give clear dif-
ferences in the size of the target. A total of 100 black squares had to be dragged
onto the targets. In the Stroop test, four images were displayed, as in Fig. 2b. The
subjects were required to decide whether a word matched a color and a picture.
They were asked to indicate the number of matches using buttons numbered 1–4.
The click-and-drag task and the Stroop test were conducted for 2 min each. The
click-and-drag task and the Stroop test were designed to measure monotonous work
efficiency and cognitive judgment, respectively.

2.3 Method for Applying Time Pressure

In this experiment, we used four types of time pressure. The first was no time
pressure (NTP). The second was auditory time pressure (ATP). In ATP, the time
remaining for the task was communicated to the subject verbally for remaining

drag

drag

Drag from left to right

a

b c

Fig. 2 a The click-and-drag task: participants were required to drag the black square from the left
side of the screen on to a target that appeared at a random position on the right side of the screen.
b The Stroop test: the five images that were displayed during the test. c An example of the display
screen during the Stroop test
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times of 120, 90, 60, 50 and 40 s. When there was 30 s remaining, the remaining
time was communicated at intervals of one second. The third method was visual
time pressure (VTP). In VTP, the remaining time for the task was communicated
visually with a countdown timer. The fourth method was auditory and visual time
pressure (AVTP), which was a combination of the ATP and VTP methods. We
applied each type of time pressure to subjects during the performance tests.

2.4 Experiment Protocol

The experimental protocol is shown in Fig. 3 and was as follows: 60 s rest (closed
eyes), 30 s rest (eyes open), 120 s conducting task (performing click-and-drag task
or Stroop test), 30 s rest (eyes open) and 60 s rest (eyes closed). The NASA Task
Load Index (NASA-TLX) was evaluated after conducting each task. The order the
tasks were performed in was randomized in every experiment to exclude an order
effect.

3 Analysis

3.1 NIRS

Using NIRS, it is possible to measure the oxygenated hemoglobin concentration
(oxyHb) [3], deoxygenated hemoglobin concentration, and total hemoglobin con-
centration. In this study, we focused on oxyHb, because oxyHb correlates with
changes in the cerebral blood flow. NIRS waveforms carry important information,
because NIRS data are not absolute but relative to baseline values. Therefore, to
assess NIRS waveforms, calculating the average oxyHb is not sufficient. In our
previous study [4], we used doxyHb to assess the NIRS waveform. First, we

Rest 
closed 
eyes

Pre
rest Task

Post
rest

Rest 
closed 
eyes

NASA
|

TLX

Measure NIRS and ECG

12 set

120 s60 s 30 s 30 s 60 s

Fig. 3 Schematic of the experimental design. For baseline correction, participants were placed
under a control condition (rest eyes closed) for 60 s before and after the tasks
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applied a bandpass filter (BPF; 0.001–0.1 Hz) to oxyHb (Fig. 4a). After applying
the BPF, we applied a differential filter to the oxyHb (Fig. 4b). Following the
application of the differential filter to the oxyHb, we defined a positive component
as a result greater than zero and a negative component as a result less than zero. We
defined doxyHb as the sum of the positive component and the negative component.
By using this measure of doxyHb, we can assess the change in the oxyHb during a
task. A positive (negative) value of doxyHb indicates an overall increase (decrease)
in the oxyHb level.

3.2 Performance Test

The performance during the click-and-drag task was measured with the number of
squares moved in 2 min. The performance during the Stroop test was evaluated
with the number of correct answers and the positive reaction rate (the fraction of
answers which were correct) in 2 min of the task. The effect on performance of the
different types of time pressure was investigated by comparing the performance
under NTP with the other time pressure conditions for each task.

3.3 Other Indices

Subjects were also assessed with the NASA-TLX [5], which evaluates 6 measures
of workload: mental demand, physical demand, temporal demand, overall perfor-
mance, frustration level and effort. In this study, we were interested in the temporal
demand and frustration level.

The high frequency component of heart rate variability (HF) measured by the
ECG represents the activity of the parasympathetic system.

Differential
filter

ba
Positive component

Negative component

Fig. 4 a oxyHb data after applying a BPF; b oxyHb data after applying a differential filter. The
initial 10 s of a task were excluded when calculating the doxyHb because the neurovascular
coupling reaction takes 6–10 s
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4 Results

4.1 Click-and-Drag Task

Figure 5 shows the results of the click-and-drag task. When the size of the squares
was 4 px, the number of points moved did not differ with the different methods for
applying time pressure. When the size of the squares was 8 px, more squares were
moved under the ATP and AVTP methods than under the NTP method. Comparing
the number of squares moved for the NTP and ATP methods, borderline statisti-
cally significant differences were found (p < 0.1). In the comparison of the NTP
and AVTP methods, statistically significant differences were found (p < 0.05).

4.2 Stroop Test

Figure 6a shows the number of correct answers in 2 min for the Stroop test, and
Fig. 6b shows the positive reaction rate for the Stroop test. Both plotswere normalized
for each subject. The numbers of correct answers for the ATP and AVTP methods
were greater than for the NTPmethod. However, there were fewer correct answers for
the VTP method than the NTP method. In the comparison of the NTP and AVTP
results, borderline statistically significant differences were found (p < 0.1). The
positive reaction rates for the ATP and AVTP methods were greater than for the NTP
method. For the VTP method, the positive reaction rate was lower than with the NTP.

4.3 ECG (HF)

Figure 7 shows the average ECG HF values. The changes in the average ECG HF
values were investigated between 61–90 s and 91–120 s to determine if the
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Fig. 5 Results for the click-and-drag task under the different time pressures
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participants showed any stress due to time pressure. In the click-and-drag task with
4 px squares, the HF decreased (increased) under ATP (AVTP). In the
click-and-drag task with 8 px squares, HF increased for both ATP and
AVTP. Similarly, for the Stroop test, HF increased under both ATP and AVTP. In
the click-and-drag task with 4 px squares, comparing the HF over the periods of
61–90 s and 91–120 s with the start time under ATVP, the differences were of
borderline statistical significance (p < 0.1). Comparing the same periods in the
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click-and-drag task with 8 px squares, both the ATVP and ATP conditions were of
borderline statistical significance (p < 0.1). In the Stroop test, only the results under
ATP for these time periods were of even borderline significance (p < 0.1).

4.4 NIRS

Figure 8 shows the doxyHb values for channels 1 and 25. Applying ATP and
AVTP resulted in an improvement in the performance test. It was also investigated
whether subjects felt increased pressure between 61 and 90 s and 91 and 120 s. In
channel 1, in the click-and-drag task with 4, 8 px squares, and the Stroop test there
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Fig. 8 a doxyHb values for channel 1 in the click-and-drag task with 4 px squares. b doxyHb
values for channel 1 in the click-and-drag task with 8 px squares. c doxyHb values for channel 1 in
the Stroop test. d doxyHb values for channel 25 in the click-and-drag task with 4 px squares.
e doxyHb values for channel 25 in the click-and-drag task with 8 px squares. f doxyHb values for
channel 25 in the Stroop test
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was an increase in the oxyHb under both the ATP and AVTP methods. In channel
1, in the click-and-drag task with 4 px squares, in the comparison of the 61–90 s
and 91–120 s periods under the ATP method, borderline statistically significant
differences were found (p < 0.1). Similarly, in channel 25, in the click-and-drag
task with 4 px squares for both the ATP and AVTP methods, subjects showed an
increased oxyHb. The opposite behavior was seen in channel 25 for the Stroop test
under ATP. In channel 25, in the click-and-drag task with 4 px squares, in the
comparison of the 61–90 s and 91–120 s periods, marginally statistically significant
differences were found (p < 0.1) for the change in pressure.

4.5 NASA-TLX

Considering the NASA-TLX for temporal demand in all tasks, the scores under
ATP and AVTP were higher than those under NTP. The differences in the temporal
demand scores for ATP and AVTP with NTP for all tasks were statistically sig-
nificant (p < 0.01). Also, in the Stroop test, the frustration scores under ATP and
AVTP were higher than those under NTP and VTP. Statistically significant dif-
ferences were found between the ATP and AVTP scores with the VTP scores for
frustration (p < 0.01).

5 Discussion

The subjects’ performance did not differ with the different types of time pressure in
the click-and-drag task with 4 px squares. However, when the squares were 8 px,
the performance under the ATP and AVTP methods was better than under the NTP
method. These results suggest that people are more responsive to time pressure
when working on relatively simple tasks. In the Stroop test, the frustration scores
under the ATP and AVTP methods were higher than those under the NTP and VTP
methods. This result suggests that there may be a tendency to feel more stress under
auditory temporal pressure than under visual temporal pressure.

For all tasks, under the ATP and AVTP methods, as the time limit for the task is
approaching, the doxyHb values of channels 1 and 25 were shown to increase.
Also, as the time limit of the task was approaching, the ECG HF values tended to
decrease. In addition, for all tasks, the results were improved with the application of
auditory pressure. These results suggest that applying a light auditory temporal
pressure can improve performance when conducting simple tasks.
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Cognitive Architecture Based Platform
on Human Performance Evaluation
for Space Manual Control Task

Yanfei Liu, Zhiqiang Tian, Yuzhou Liu, Junsong Li and Feng Fu

Abstract Based on ACT-R cognitive architecture, the paper proposes an integrated
research and development platform to investigate astronaut’s cognitive behavior.
By applying this platform, astronaut’s cognitive behavior model can be built; by
abstracting the parameter of astronaut’s behavior, cognition and special task, the
characteristic of astronaut’s cognitive processing can be analyzed; by software
emulation technics, the astronaut’s cognition and behavior simulation platform is
constructed, and the astronaut’s performance for special spaceflight task can be
evaluated. As a study case, spacecraft manual control rendezvous and docking
(RvD) task is chosen to investigate influential factors on human performance. The
results show that, both the model’s simulating cognitive process and model’s
running result are consistent with real situation, and the model’s specific parameter
can map certain cognitive characteristic.
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1 Introduction

New space explorations are rapidly developing ever than before nowadays.
However, for the astronauts boarding on the spaceship/space-station, they are
exposed to numerous stressors during spaceflights, such as microgravity, confine-
ment, and radiation, all of which may impair human cognitive capabilities. While
some critical operations for spaceflight, such as handling robotic arms, extrave-
hicular activities, and driving the spacecraft, etc., fault operation may cause serious
disasters. The cognition for crewmembers will affect task’s performance; therefor
essential operating skills on spaceflight must be developed as a team member in an
environment of highly dynamic, fast-changing, and even sometimes unpredictable
environment.

To improve crewmembers’ performance, a lot of researches have been con-
ducted. Patricia M. Jones and Edna Fiedler illustrate a selected set of topics from
three broad frameworks that represent both health and performance issues in human
spaceflight [1]. The first one of them is the 2005 National Aeronautics and Space
Administration bioastronautics roadmap [2]. The other framework is organized
around stressors and stresses. Stressors are defined as exogenous events and stresses
are the organism’s response [3]. The third one is the 2009 risk list from National
Aeronautics and Space Administration’s Human Research Program [4].
A simplified representation of these issues is also shown with Diagram, which
organizes these issues and risks as a health–task performance continuum. However,
due to limitations for experimental conditions, uncertainty and poor features of
experimental results in the study of human cognitive behavior for spaceflight,
experimental researches are difficult to implement in reality. In the meantime, for
the restriction and deficiency of the studies on human mind, using a computer
modeling and simulation method to investigate human cognition to improve per-
formance becomes a new method of study on human factors in spaceflight tasks.
Especially nowadays modeling based cognitive architecture (such as ACT-R) to
explore human performance in complex systems is generally accepted. Zhang et al.
pose time-fuel optimal control model to modeling human control strategies to
simulated rendezvous docking tasks [5] and Liu et al. evaluate human performance
by constructing assessment platform based on architecture [6].

2 Human Performance Evaluation Based on ACT-R

Cognitive modeling is to produce a computational model for how people perform
tasks and solve problems, based on psychological and Biological principles.
Cognitive architectures are theories of cognition that try to capture the essential
representations and mechanisms that underlie cognition [7]. There are several
well-known cognitive architectures such as Soar, EPIC and CLARION etc. Each of
them has its unique advantages.
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2.1 Features of ACT-R

Adaptive Control of Thought—Rational (ACT-R) is one of the most typical and
widely used cognitive architecture, it has been used to successfully model a variety
of behavioral phenomena and has proven particularly successful at modeling tasks
with a demanding cognitive component [8]. Dozens of ACT-R models have been
developed and empirically validated through an active user community in aca-
demic, industrial, and military research laboratories. One important feature of
ACT-R that distinguishes it from other theories in the field is that it allows
researchers to collect quantitative measures that can be directly compared with the
quantitative measures obtained from human participants. With the research con-
tinues, ACT-R evolves ever closer into a system which can perform the full range
of human cognitive tasks: capturing in great detail the way we perceive, think
about, and act on the world.

There are three major competing categories of cognitive architecture: symbolic
architectures, subsymbolic (emergent) architectures, and hybrid approaches as the
mixture of the two [9]. ACT-R is the hybrid cognitive architecture that incorporates
a productions system—a computer system consisting of a series of rules (produc-
tions), a database (or “working memory”) of facts, and an algorithm—as its sym-
bolic structure. The subsymbolic structure of ACT-R is represented by a set of
massively parallel processes that can be summarized by a series of mathematical
equations; these subsymbolic equations control many of the symbolic processes
(i.e., the processes of the system changing from one state to another). ACT-R can
be regarded as the central processing unit of the production system that is sur-
rounded by perceptual and motor systems. The architecture places an emphasis on
knowledge learning and rule selection mechanisms [10]. Compared with other
cognitive architectures, ACT-R has a number of benefits.

Firstly, it has an extensive theoretical foundation based on neurobiology and
neuroimaging research as well as psychology. Each ACT-R component is designed
to correspond to a specific area of the human brain, the function of which has been
experimentally tested using methods such as functional magnetic resonance
imaging (fMRI). In ACT-R, elements of declarative knowledge are named chunk
which represent WMEs (for working memory elements) and the chunk’s production
utilities are computed and used in conflict resolution.

Furthermore, ACT-R has been used successfully to create models in many areas
of academic research [11]. It has been applied in education, human-computer
interaction, and especially in tactical training to create computer-generated fighting
forces [12]. Numerous international institutions in the U.S. have adopted ACT-R to
explore cognitive behavior in humans, including the National Aeronautics and
Space Administration, the Defense Advanced Research Projects Agency, and the
National Institute of Mental Health at the National Institutes of Health.

Other advantages of ACT-R include high-quality software documentation,
tutorials, and sample models, as well as readily available training and support.
The user interface is highly interactive, easy to use, and allows for detailed data
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analysis. The open source architecture enables additional modules to be added
easily.

Overall, ACT-R provides an excellent tool for exploring models of human
performance and an excellent platform for analyzing goals, operators, methods, and
selection (GOMS) rules in complex systems [13].

2.2 ACT-R Cognitive Modeling

The ACT-R–based cognitive modeling is intended to mirror the real cognitive
process by careful construction of both the task and the model’s parameters. While
the model is running, a monitor displays each of the cognitive behaviors being
simulated as well as their status, including progress to the goal, knowledge retrieval,
production rule execution, conflict resolution processes, and motor actions. The
most important work of cognitive modeling so far is extraction for declarative
knowledge, procedural knowledge and model’s parameter. The declarative
knowledge is some conceptions definition for the task or some facts, such as the
operations, the vehicle’s status and the relationship between crosshair-cursor’s size
and vehicle’s distance etc. for manual control RvD task. The procedural knowledge
is lots of rules for decision-making of the model.

To validate the model, the simulated cognitive behavior and experimental results
were compared with those of actual manual tasks. Additionally, the ACT-R control
panel tool was used to analyze how well the model reproduced the real manual
control tasks. The results of this comparison indicated that the model’s processes
and results were representative of actual human cognitive behavior exhibited during
real-world control tasks.

2.3 ACT-R Model Based Human Performance Evaluation

By running cognitive behavior model, the operator’s cognitive produce and control
behavior was reproduced. We can examine the model output and efficiency to
assess the model’s performance. To get best effects, sometimes we take measures of
changing the model’s parameters. By comparing the model running result and true
human operations, the model’s effectiveness was verified. Finally By adjusting
model’s parameter and comparing model running consequence under different
adjusted parameters, the human performance was evaluated according to certain
criteria.

Due to the ACT-R’s design has implemented its each module mapping to
human’s brain functional regions, and ACT-R can show and record each buffer’s
activities status corresponding to irrelevance module at each cognitive period, each
cognition procedure and its effect on human performance can be calculated and
mapped to certain cognitive function part. By using visualization methods, the
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human performance can be displayed and special task’s cognitive behavior pro-
cedure can be simulated by computer software.

By combination of related influence of influencing factors and according to the
factor’s weight in human performance, human performance assessment report was
generated. Furthermore, we could adjust the various model parameters to simulate a
variety of conditions and predict the expected results of human operators. Thus, we
could test each variable and assign a weight to each variable’s potential influence on
human performance.

3 A Platform on Human Performance Evaluation

To perform more sophisticated studies on human performance during complex
spaceflight tasks, An ACT-R cognitive architecture based platform on human
performance evaluation for space manual control task is designed and implemented.
The platform is set of analysis software tools to evaluate human performance for
on-orbit astronaut’s control tasks. It is created with a three main functional cluster
that included cognitive modeling and model evaluation cluster, model-based human
performance evaluation cluster, and model fusion and cognition visualization
cluster. Its function include modeling and simulation for space controlling task’s
cognitive behavior, biomechanical simulating for controlling operations, human
performance evaluation and analysis, 3D visualization for cognitive behavior,
multiply model’s integration, database interface management and communication,
and resource schedule management for whole system. Figure 1 shows the frame-
work of the cognitive architecture based platform for human performance evalua-
tion of spaceflight manual control task.

3.1 Cognitive Modeling and Model Evaluation Cluster

Cognitive modeling and model evaluation cluster are the fundamental part of the
platform, and it encompasses cognitive behavior modeling module, model’s veri-
fication and evaluation module, and cognitive model libraries.

Cognitive behavior modeling module conduct declarative knowledge’s defini-
tion by analyzing experimental record and empirical knowledge; model’s proce-
dural knowledge are constructed through extracting relationship between cognitive
process and manual control behavior, and model’s parameters are refined according
to boundary conditions and task’s specific characteristics. Based on declarative
knowledge, procedural knowledge, and model’s parameters, by adhering to ACT-R
programming paradigm the specific control task’s cognitive model is built.

Model’s verification and evaluation module is to verify the model’s validation
and how the cognitive model fitting the human cognitive procedure. The model’s
validation is verified from two different stages. The first stage is the model can
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successfully complete the model’s task which model is built based on. The second
stage is the model’s every single operation while it running coincides with actual
cognitive behavior which it appears in experiment in details. By running different
cognitive behavior model, the cognitive process and control behavior will be
redisplayed accordingly. By comparing the process and results between model
running and actual control process the model’s validation is verified in two aspects
of model accomplishing control task and cognitive behavior details.

Cognitive model libraries are model bank for different kind of spaceflight
manual control tasks or even various models for same task. While these models are
applying to task performance evaluation, this makes sure that the best suitable
model would be chosen for certain task.

3.2 Model-Based Human Performance Evaluation Cluster

In ACT-R, the buffer trace module records the actions which occur through the
buffers while a model runs and can report that information in a text display or return
a list of Lisp structures which encode the actions that took place. By calculating

Fig. 1 Cognitive architecture based platform on human performance evaluation for spaceflight
manual control task
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irrelevance buffer’s active scale, the corresponding brain region’s active time can be
obtained. By doing so, the brain’s workload can be counted.

This cluster is composed main work of task analysis, model selecting and
modeling and performance evaluation. By task analysis, the target task is classified
one or several control task with which there are models in cognitive model libraries.
The goal of model selecting and modeling is obviously to select model from model
libraries to fit current classified task, and modeling work is to implement cognitive
modeling for target task. By adjusting model’s parameter and comparing model
running consequence under different adjusted parameter, the human performance is
evaluated according to certain judging criteria. By combination of related influence
of influencing factors and according to the influencing factor’s weight in human
performance, construct the human performance assessment method and standard,
and human performance assessment report will be generated according to design’s
purpose.

3.3 Model Fusion and Cognition/Behavior Visualization
Cluster

This cluster is the high functional module for human performance evaluation. It
aims to show human’s cognitive process picturesquely. Due to the cognitive
architecture vividly portrays human’s cognitive process which includes vision
perception, information processing, knowledge retrieve, conflict resolution, rules
trigger and motor generation, by computer simulation technics the human’s
cognition/behavior as they implement task can be animated on the computer screen.
Model fusion is designed to integrate model for the purpose of making the model
more suitable for target task. The cognition/behavior visualization module is to
make human’s cognitive behavior and their actions redisplay on the computer
monitor by using animation. For this purpose human biomechanical motor model
for certain operations should be built up.

3.4 System Schedule and Resource Manage Cluster

This cluster in the platform makes sure that the whole system can be run smoothly.
It contains system’s run-time environment, resource management and schedule,
Database I/O and communication modules, and system maintenance interface etc.

The run-time environment describes the software responsible for actually run-
ning the platform. Resource management is in charge of resource allocation and
recycling, and schedule is responsible for calling of other modules. Database I/O
bring about the interface function to access database effectively. Communication
modules conduct data or information exchange between modules. And system
maintenance interface realize information’s maintenance (i.e. creating, retrieving,
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updating, and deleting information) and parameter’s configuration (i.e. defining,
setting-up, or modifying the model’s parameter) function.

4 Manual RvD Human Performance Evaluation

As a study case, spacecraft manual control RvD task is chosen to investigate human
performance during spaceflight mission. To build cognitive model, Firstly, extract
model’s declarative knowledge by experimental methods and empirical knowledge,
and then construct model’s procedural knowledge through analysis of relationship
between cognitive process and control behavior, after that refine model’s parame-
ters according to boundary conditions and task’s specificity. Based on declarative
knowledge, procedural knowledge and model’s parameters Manual RvD cognitive
behavior model is built, and model’s validation is verified by comparing the process
and results between model’s running and actual control.

The following sections illustrate the main step for performance evaluation for
manual RvD control task.

4.1 ACT-R Based Cognitive Workload for RvD Control
Task

To evaluate the performance of manual RvD control task, run the RvD model and
record actions which occur through the buffers while a model runs. Figure 2 is the
ACT-R buffer trace using manual RvD control task cognitive mode:

In Fig. 2, chunk name indicates there is a new chunk set in the buffer, request
between two “+” characters indicates there is a request, a series of “=” characters
indicates the buffer is modified, a series of “−” characters indicates the buffer is
cleared, a series of “*” characters indicates the module is busy, and if it is filled with
spaces it indicates other case.

4.2 ACT-R Based Human Performance Evaluation
for Manual RvD Task

To some extent, the tracing buffer is busy shows that brain region is working. We
assume that there is workload in that region. By counting the total active time for
different tracing buffer, each total active time of all tracing buffer will be obtained.
The total active time of that buffer can be taken as the hint for that workload.
Figure 3 Show the workload of manual RvD task tracing buffer for four skillful
grade (skilled, less skilled, unskilled and novices).
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Fig. 2 ACT-R buffer trace using manual RvD control task cognitive model

Fig. 3 Workload of manual RvD task tracing buffer for different skillful grades
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From Fig. 3, it shows that there are different operational performance for dif-
ferent skillful subjects. That is to say that the skillful parameter in ACT-R model
can represent operator’s skillful grade and can be mapping skillful characteristic.

4.3 ACT-R Based Cognitive Workload Mapping on Human’
Brain Region

Each module in ACT–R is designed to associate with distinct cortical regions. The
goal buffer is associated with the dorsolateral prefrontal cortex (DLPFC),
the retrieval buffer is associated with the ventrolateral prefrontal cortex (VLPFC),
the manual buffer is associated with the adjacent motor and somatosensory cortical
areas, and one of the visual buffers is associated with the dorsal “where” path of the
visual system, while the other, associated with the ventral “what” system. The
predefined mapping of modules on brain regions was based on a reading of the

Fig. 4 Mapping buffer activity on the human brain region according to BOLD response values
from comparison to fMRI data for manual RvD control task
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literature, and even more recently research show evidences for these associations
five ACT-R modules by fMRI (functional magnetic resonance imaging) data-driven
mapping [14].

In ACT-R, the BOLD module provides the modeler with a command for pre-
dicting blood-oxygen-level dependent (BOLD) response values from the activity of
the buffers for comparison to fMRI data. As the model running, the “BOLD Brain”
window shows image slices of a reference brain and displays the BOLD data values
for the buffers as color coded boxes in the images in the areas with which the
corresponding buffer has been associated. Figure 4 is buffer activity mapping on the
human brain region according to BOLD response values from comparison to fMRI
data for manual RvD control task.

The BOLD module also provides the modeler 3D picture for mapping tracing
buffer’s activity on corresponding human brain region. The modeler can zoom in
and zoom out the image, or move the brain rotation only by mouse operation.

5 Conclusion

To explore sophisticated studies on cognitive behavior in complex spaceflight tasks,
the paper proposes an integrated research and development platform for investi-
gating astronaut’s cognitive behavior and performance evaluation on the basis of
ACT-R cognitive architecture. The components of the platform are detailed on the
base of ACT-R’s features. As a sample human performance for different skillful
grade operator with manual RvD control task are examined. The cognitive work-
load are mapping to human’ certain brain functional region.

This paper’s main job is two-folded. The one is it proposes and implements a
performance assessment and simulation platform for space manipulation task. The
other one is manual RvD task’s cognitive performance is evaluated and the
workload is simulated, and model’s skillful parameter can map human cognitive
characteristic.
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Multi-level Cognitive Cybernetics
in Human Factors

Daniel N. Cassenti, Katherine R. Gamble and Jonathan Z. Bakdash

Abstract Cybernetics provides a framework for understanding the behavior of
closed-loop systems, including the feedback control intrinsic to cognitive systems
(Smith and Smith in continuing the conversation: a newsletter of ideas in cyber-
netics. Greg and Pat Williams, Gravel Switch, KY, [1]). We propose adopting our
interpretation of the cybernetics concept of feedback control of cognition by inte-
grating across metacognition, performance, computational cognitive modeling, and
physiological levels of analysis. To accomplish this objective, we tie cognitive
variables to each level of analysis, including: (1) metacognition—self-evaluation of
cognition; (2) performance—objective measures of progress toward a goal state;
(3) physiology—indications of cognitive function (e.g., heart rate variability as an
index of the level of task engagement); and (4) cognitive models—prediction and
understanding of empirical results using sequences of cognitive steps. We call this
integrative approach, Multi-Level Cognitive Cybernetics (MLCC). In this paper, we
define the MLCC framework, discuss how MLCC can inform the design of
adaptive automation technologies, and discuss the benefits of the MLCC approach
in human factors.
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1 Introduction to Cybernetics

In the 1940s, Norbert Wiener’s conception of cybernetics [1, 2] formalized a new
research field for systems operating in feedback loops. His ideas influenced a
multitude of disciplines, including the physical sciences, mathematics, life sciences,
and social sciences [3]. Below, we briefly describe the history and foundations of
cybernetics and focus on the field’s relationship to the study of human behavior.

1.1 History

Wiener [2] defined cybernetics as the study of, “control and communication in the
animal and machine.” In his conceptualization, animals (including humans) and
feedback-controlled machines are examples of systems that interact with each other
and within the larger environment. He coined the term for this field from the Greek
word for “steersman,” inferring that we make adjustments to goal-directed behavior
based on feedback from the environment.

1.2 Basic Concepts of Cybernetics

Communication is a theme of cybernetics. Though the term communication is
broadly defined, cybernetics operationalizes communication as the processes by
which a system, whether animal or machine, controls its interactions with the
environment through the use of information. For example, an animal’s motor
behavior changes a variable in the environment. The animal’s sensory organs
receive the information about the altered environment. This communication takes
place within closed-feedback loops; the system that initiated an action (whether
originating with the organism or environment) affects the receiving system, which
alters its output and then influences the originating system again [2].

An example of this closed-loop process is a warm-blooded animal’s internal
thermostat [4] controlled by the hypothalamus, which triggers heating (e.g., shiv-
ering) or cooling (e.g., sweating) at certain temperatures. As the temperature
changes, the internal thermometer registers the change and stops heating or cooling
when it gets past some threshold, thus the adaptive mechanism uses feedback to
control itself.
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1.3 Human Behavior and Cybernetics

There has always been some focus on human behavior in the cybernetics com-
munity, and many cybernetics efforts placed strong emphasis on how humans
interface with the environment using technology [3]. However, this emphasis on
technology was perceived by some researchers to mean that the field was too far
mechanistic and precluded the concepts of autonomy and agency, for example. In
response, cyberneticists began a new movement in second-order cybernetics [see 5].

According to second-order cybernetics [5], the scientist, by virtue of observa-
tion, becomes part of the closed-feedback loops of organisms (humans) to envi-
ronment. That is, the observer affects the environment and the environment affects
observer. The perspective of second order cybernetics was less mechanistic than the
initial approach of the discipline “… by emphasizing autonomy, self-organization,
cognition, and the role of the observer in modeling a system” [5].

2 Introduction to Multi-level Cognitive Cybernetics

Multi-Level Cognitive Cybernetics (MLCC) is a research approach based on
concepts from cybernetics and cognitive psychology, which seeks to determine the
optimal set of human behavioral triggers for adaptive automation that leads to the
most effective relationship of user and technology in reaching a shared goal state.
MLCC integrates metacognitive, performance, physiological, and computational
(modeling) levels of analysis within closed feedback loops. The MLCC approach
includes running empirical studies with a number of human behavior measures for
data collection and levels for analyzing these data.

2.1 Cognitive Aspects of MLCC

Cybernetics is relevant to the study of cognition because both have a focus on the
role of feedback in shaping human behavior [6]. For example, the processes of
working toward a goal and adapting to changing environments [1] are central to
cognitive science. In MLCC, the user and technology (i.e., the environment or the
interface with the environment) work together to meet a common goal. To optimize
goal or task completion, human behavior can be used as input to help technology
adapt, while the technology’s adaptive feedback may help improve the user’s
performance in a circular-causal relationship.

The first major movement for including closed-feedback loops in cognitive
psychology came from Gibson’s ecological perception [7]. Neisser’s
perception-action cycle (PAC) [8] also modeled the closed loop connecting the
human with the environment, but without the direct perception component of
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ecological perception, instead discussing how information is processed. This made
closed loop an important part of studying cognition and therefore opened the door
to MLCC.

This adaptive closed feedback loop can be broken down into two subsystems
(Fig. 1). The cognitive (or human) side has multiple stages, comprised of:
(1) perception to process the sensations from the technology; (2) information
processing to mentally transform perception into goal-oriented options; (3) decision
making to select among these options; and (4) motor control to implement the
chosen solution (see [9]). Technology also has four stages, including: (1) input
stream designed to receive the information sent by the user; (2) digital computation
to transform the input into meaningful units; (3) user behavior assessment to
determine if adaptive automation must be triggered; and (4) triggering or not
triggering adaptive automation algorithms.

2.2 Similarities and Differences with Other Approaches

MLCC is related to Human Computer Collaboration (HCC; [10]). HCC investigates
how to integrate user and technology in pursuit of joint goals to the point where a
human plus a computer outperforms either alone (e.g., weather forecasting). MLCC
will study human-system collaboration in a more multi-faceted manner, by incor-
porating multiple levels of input (human feedback), such as performance and
physiology, rather than only overt behavior (e.g., button presses).

MLCC also draws from the Ecological Interface Design (EID; [11]) approach.
EID is built on the assumption that a technological interface directly affects a user’s
cognitive processes, and thus an interface can be adjusted to reduce high cognitive
demands to improve task performance. As with HCC, MLCC goes beyond EID by
examining more than the perceptual stage of cognitive processing. However,
Vicente’s system of Cognitive Work Analysis (CWA; [12]), a tool common for
EID, which may aid researchers employing MLCC to determine which stages of
processing need adaptive automation.

2.3 Levels of Human Behavior Analysis

For adaptive automation to be effective, the technology must know when to trigger
automation [13]. While most studies focus on external triggers, we suggest that, as
shown in Fig. 1, triggers based on cognitive variables can be sufficient triggers for
automation.

There are methods at each level of analysis identified that can be used to assess
user state and to trigger automation, all of which are related to cognitive psychology
(additional detail in 4.1). Here, we describe these methods and the costs and ben-
efits of each. (1) Metacognition: the user assesses their need for an aid. Although
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this gives the user control over automation, humans are typically poor at accurately
assessing their own cognitive states [14]. (2) Performance: accuracy or response
time levels trigger automation. Performance data are objective indicators of when
an aid is needed, but do not directly indicate the cognitive variables causing low
performance, and therefore what aid might be most helpful. (3) Physiology: mea-
sures of internal state fluctuations can trigger automation. Physiology can relate to
cognition, such as heart-rate variability indicating level of engagement [15] or pupil
diameter indicating mental workload [16], but may have multiple causes.
(4) Computational cognitive modeling: post-data-collection simulation of the pro-
cesses that led to the results. Computational cognitive modeling attempts to explain
how phenomena are produced, but it rarely accounts for multiple causative pro-
cesses as modelers tend to settle into a single, well-fitted iteration of a model rather
than seeking alternatives, which could result in inaccuracy. Because each level of
MLCC has limitations when used in isolation, the MLCC approach suggests
integrating the four levels to enable a comprehensive measure of human behavior
that lead to the best trigger of automation and the most optimal feedback loop.

3 Adaptive Automation and Triggering Functions

Human factors can greatly benefit from a focus on closed-feedback loops between
the human and environment, which can better inform the design of technology.
Behavioral psychologists historically focused on the human’s ability to adapt to the
environment, but how the environment adapts to the human is equally important to
understand.

Automation is intended to enhance human performance, often by reducing
workload (subjective, physical, and cognitive). However, in nearly all situations,
the user must supervise the automation for errors, no matter how infrequent they
may be. This can create an even more difficult problem called “automation bias,”
where users assume the technology’s inerrancy and stop paying attention.
Alternatively, a user may feel the constant need to monitor automation, a test of
vigilance, harming not helping performance [17].

Fig. 1 The stages of cognition and adaptive technology in the MLCC framework
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MLCC recognizes that adaptive automation occurs in a closed feedback loop,
where there is a reciprocal relationship between a human and technology, as each
acts upon and in response to the other. That is, each uses input received from the
other to adjust their behavior and, thus, their output back to the other system.
Autocorrect in spelling is an example of adaptive automation. Technology offers
output, spelling suggestions, to a human, who will in turn provide feedback about
what output will be more useful for improved future performance, and the tech-
nology will use the human’s output to improve its next output.

The following sections describe four different levels in MLCC, which will help
designers decide when and what adaptive automation should trigger during task
completion. We use two cognitive tasks as scenarios to illustrate the levels: resource
allocation (i.e., supplying units with resources in a command and control task) and
text processing (i.e., drawing reasoned conclusions from a text feed).

3.1 Metacognition

The simple solution to communicating with technology is via metacognition, or a
direct action from the user following deliberate self-assessment of cognitive pro-
cessing. This may be done in three ways. First, the user could produce an overt
behavior, such as pressing a button, to inform the technology that an automated aid
is needed, and the technology would then respond by engaging automation.
Although, this appears to be a simple process to assess whether adaptive automation
should be triggered, metacognition is a complex cognitive process to determine
just-in-time activation of an aid, even if it is not difficult for the technology to
process a button press. Second, the user may a priori inform the technology, which
skills he or she feels less confident performing, and the technology could engage
aids that perform those tasks only. Lastly, the user could perform practice trials of
the task and assess where aid would be needed, so that the technology would
perform those tasks in the future. If the user cannot distinguish assigned supplies
from new ones in the resource allocation task, metacognition could isolate this as
the problem and engage automation that color codes the used from new supplies.

3.2 Performance Measures

Parasuraman et al. [18] conducted a study using performance thresholds as triggers
for adaptive automation. Performance measures of accuracy, reaction time, or both,
are used as input to adaptive automation. Feigh et al. [13] recommend the use of
performance-based thresholds, which are effective for tasks and domains with
well-specified limits. While the use of performance as a trigger is intuitive as an
objective measure of success in reaching a goal, poor performance could be
explained by multiple factors, and a threshold cannot determine what these factors
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are. Thus, while performance thresholds can trigger adaptive automation, a direct
mapping of why performance faltered would lead to the optimal aids being trig-
gered. For example, if a performance trigger activates a decision making aid in the
text processing task, but the deficit is in visual attention, then the aid will not likely
improve performance. If the technology integrates both metacognitive and perfor-
mance triggers, the user could press buttons to engage a text perception aid and
disengage a decision-making aid, assuming the user can correctly assess what is
needed.

3.3 Physiological Measures

Physiological measures are often associated with different cognitive processes [19],
and therefore act as triggers in response to different variables within the MLCC
framework. We address five types of physiological measures for MLCC. (1) Heart
rate variability (HRV): the range of heart rate fluctuations can be indicative of task
engagement [15]. Decreased HRV may indicated a lack of engagement, which
could suggest an overreliance on automation, and thus a need to return task control
to the user. (2) Eye tracking: a record of eye movements that can measure where
attention is focused [20]. The user who is not focusing on the proper portions of the
screen may need highlighting automation to aid in the redirection of gaze. (3) Pupil
diameter (PD): a wider pupil diameter is indicative of greater mental workload [16].
An increase in PD may turn on automation, while a decrease in PD may return tasks
back to the user. (4) Electrodermal activity (EDA): detection of electrical changes in
skin conductance. High EDA may indicate increased arousal. The technology may
take over or relinquish tasks based on whether arousal levels are too high or too low
in order to maximize performance. (5) Electroencephalogram (EEG): recordings of
electric activity measured at the scalp. Cassenti et al. [21] found that latency Event
Related Potentials (ERPs) could be modeled as the timing of perceptual encoding
and memory (i.e., context) updating, respectively. Large latency from the ERPs
could indicate whether automation is needed to aid the perception or decision
making stages, respectively.

Because physiological variables are related to various cognitive processes, they
could lead to specific recommendations for automation. These measures are
objective, and therefore great options for automation triggers, though some of them
are still in early stages of development for real-time assessment and processing.
While some of these technologies continue to develop to where they can become
reliable triggers of automation, they can presently be used in post-processing to
better understand adaptive automation. In the text processing task, users may have
an increased EDA when a lot of information appears in the feed and engage a
perceptual aid. However, if the technology integrates the performance level with
EDA processing, it may decide that the increased arousal is not hurting performance
and avoid distracting the user with the aid.
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3.4 Cognitive Modeling

Cognitive modeling is a computational approach for modeling processes of the
mind; it can predict performance and may be informative for adaptive automation.
Computational modeling is a method of simulating empirical results in a modeling
system with better fits between empirical and model results increasing the
explanatory power of the model corrected for number of variables. In the case of
MLCC, we specifically refer to cognitive modeling. The cognitive stages within the
MLCC framework may be isolated as problem areas based on a cognitive model of
engagement with the technology, and subsequent adaptive automation employment
may be used to target those stages that presented the most difficulty. The following
are some examples of adaptive automation targeted (based on explanations from
models) to the particular stages from Fig. 1. (1) Perception: highlight areas of
importance in the visual interface of the technology. (2) Information processing:
Given a textual feed, visually enhance the elements that the technology deems most
helpful. (3) Decision making: in a resource allocation task, provide resource
management recommendations. (4) Motor control: automate the operation of
complex motor behavior, such as marking an area of interest for surveillance.

There are many options for cognitive modeling systems. ACT-R [22] has three
primary properties that make it most conducive to the MLCC approach: (1) the goal
of both ACT-R [22] and MLCC is to explain human behavior (as opposed to more
artificial intelligence oriented modeling systems); (2) ACT-R is the most thoroughly
researched cognitive modeling system, (3) ACT-R and MLCC are based on the
closed-feedback loop between environment and human. Of the options, we rec-
ommend the use of ACT-R. In the resource allocation task, cognitive modeling may
indicate that the heaviest mental workload requirements are required in the decision
making stage. If both the findings from ACT-R modeling and PD physiological
processing are integrated in the technology, increased PD would act as a manipu-
lation check that workload is high and validating the need to deploy a decision
making aid.

4 Benefits and Limitations of the New Approach

According to the MLCC approach, empirical studies should be conducted to collect
a host of human behavioral measures, and run post-experimental analyses and
computational models to determine the human-behavior variables that would most
benefit from adaptive automation across a variety of tasks. The objective of this
approach is not to collect an extremely large amount of data to find significant
results, but instead to: (1) collect data to down select among the levels to determine
the optimal triggers for adaptive automation; (2) discover whether multiple mea-
sures within or between levels predict each other and optimization of performance
(see [23] for statistical guidance on comparing statistical models). This approach
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could facilitate advancement of adaptive human-technology integration. Here, we
discuss the benefits of using MLCC.

4.1 Integrating Human Behavior Measures in Human
Factors

Ultimately, MLCC is a research approach through improved communication
between user and technology in their joint pursuit of goals. This requires the
technology to sense and process user behavior to determine whether and what
adaptive automation to trigger. The results from studies that integrate the different
levels within the MLCC approach will determine what measures are most important
to collect. We predict that in many cases, multiple levels used together will help
adaptation between technology and user, thus allowing the human factors developer
to integrate several sensory capabilities into the technology to aid various cognitive
stages. The strength of the MLCC approach is in the integration of these levels,
such that each can provide support or scaffolding when others are less efficient or
could be improved. The methods of determining how triggering of adaptive tech-
nology leads to optimal performance fall into two categories within MLCC. First,
metacognitive (i.e., deliberate engagement of automation and self-assessment of
skills) and performance-based (i.e., accuracy and response time) measures can be
used to engage automation in real time when needed. Second, due to the current
limitations in technologies, the physiological recordings described above and
computational modeling can be analyzed using post-processing, but not necessarily
real-time processing, with the hope that future developments will allow real-time
processing, as well.

MLCC focuses on the data that the human user produces, which allows tech-
nology to adapt along with the human, who can continuously learn as they engage
with the technology. By integrating the four levels of analysis proposed above into
MLCC, we offer a new approach to human factors design research that can still be
effective if one or more levels are found not be applicable to triggering adaptive
automation. If this is the case, the designer can lean on other levels to aid design.

4.2 Improved Feedback Process

Before the advent of human factors, designers and engineers typically created their
systems with little consideration of how well the technology fit the human user.
Instead, they relied on the human to learn (i.e., adapt to) the technology and in
many cases still do today. Human factors emerged as a field because of accidents in
aviation [24], which stressed the enormous cost of neglecting psychological needs
in the design of technology. Early human factors research rested on designing
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technology that fit human needs, but the technology resulting from early human
factors applications did not necessarily adapt itself as the user performed a task.
Technological design took another step forward with the rise of adaptive automa-
tion research, which considered how technology could adapt to a human. We hope
that MLCC will strengthen human factors research by using cybernetics concepts to
improve how feedback from the human to technology triggers the appropriate
adaptive automation at the right time to optimize performance.

By Smith’s [1] conceptualization of cybernetics, systems (e.g., technology and
the user) can be mutually adaptive to one another in the pursuit of a goal. In MLCC,
we consider both the adaptation that the human use is capable of, as well as
advancing closer to the point where technology is just as adaptive as the user. With
a focus on sensing human behavior and using this input to drive technology design
toward the optimization of performance, MLCC provides more possibilities for
feedback to technology and allows for concurrent adaptation of systems in pursuit
of goals.

4.3 An Approach to Improve Design of Technologies

Empirical research that follows the MLCC approach will collect an array of data,
including metacognitive, performance, and physiological measures to determine
which levels, individually or together, improve triggering of adaptive automation.
Analyses will indicate which of these measures are most helpful in providing
critical feedback for a given technology. The technology will, in turn, need to be
designed with the means to sense and process these data. If physiological variables
are deemed important to improving feedback from the user, the technology must be
designed with the capabilities to measure, transfer, and interpret the specific type of
data. For example, measures of HRV would require the use of a heart rate monitor
that can transmit data in real-time. Technology that includes wearable physiological
sensors could be adapted into design.

4.4 Improved Capabilities of Human-Technology Pairings

As a result of applying MLCC, the user and the technology will be two parts of a
closed feedback loop, such that they will not work in isolation, but rather will adapt
and improve together. The overall objective of MLCC is therefore to rely on both
human and technology adaptation to optimize performance. The focus on how to
accomplish this objective is an understanding of which variables within the MLCC
framework are most conducive to achieving goals with optimal performance.

Theoretically, any of the levels in the MLCC structure can determine which
stages of the cognitive process are most in need of adaptive automation. Practically,
with the exception of EEG and possibly eye tracking, we believe none of the
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suggested measures can isolate stage of cognitive processing by current research
perspectives. The remaining measures can determine that adaptive automation is
needed, but not necessarily what stage of processing the aid should
help. Computational modeling takes on added importance for determining the stage
of processing where a user has difficulty, and therefore what type of adaptive
automation should be deployed, as cognitive modeling relies explicitly on chained
cognitive steps (i.e., productions) to reach a goal state. With modeling providing
guidance on cognitive stages, adaptive automation may be applied to aid the
cognitive stage that is most in need of help, thus users and technology will have
more optimal capabilities to achieve goals.

4.5 Limitations

Integration across multiple levels of analysis presents several challenges. Different
levels of analysis occur on timescales varying by orders of magnitude and may be
weakly related to each other. This poses difficulties in data analysis and interpre-
tation of results, and potentially informing appropriate adaptive automation triggers.
Nevertheless, the strength, or lack thereof, among multiple levels of analysis and
performance may indicate tasks where adaptive automation is unlikely to be
effective.

4.6 Conclusions

The MLCC approach cites basic cybernetics concepts to formulate an approach to
adaptive automation in human factors. As the field of human factors moves toward
mutual adaptation rather than just human adaptation, MLCC represents a step
forward. With the integration of multiple levels of cognitive methods, human
factors designers can use the best information for optimizing performance and goal
completion.
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interactive abilities of the online and electronic media to enhance students’ learning
experiences. Regardless of format, however, the content needs to be accessible.
Although accessibility guidelines and accessibility evaluations tools are available to
users, there is no comprehensive accessibility evaluation technique to help guide
users in selecting the most accessible learning materials. In this study, we surveyed
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1 Introduction

Most universities in the United States are adopting online components in their
education curriculum. Many studies have shown that online courses could produce
equivalent learning outcomes compared to traditional, face-to-face courses [1].
However, a major benefit from online learning is that it provides greater access than
traditional classrooms [2]. For example, if students are able to access their text-
books online and retrieve class information online, they will have convenient access
to their learning materials. In addition, students could save money due to the
reduced costs associated with producing electronic materials. However, the online
course materials must be accessible for the students to be able to maximize their
potential use.

Originally, web accessibility was thought to be primarily important for people
with disabilities because it allows this group of users to perceive, understand,
navigate, and interact with online materials. It has been demonstrated, however, that
improving web accessibility not only benefits people with disabilities, but it can
also benefit other groups of people, including older users and users accessing
information under restrictive conditions or even on mobile devices [3]. Although
federal regulations are available for providing minimum accessibility requirements
[4], when considering e-learning for post-secondary education, broader accessibility
issues need to be considered. First, it is important to determine how accessible a
learning material is for individuals who use assistive technologies versus those who
do not. Beyond this comparison, measuring the degree of accessibility provided by
different e-learning materials is also key. A final issue to consider is whether the
optimal accessibility tools identified for one type of format (e.g., HTML) are ideal
for use with other formats (e.g., EPUB or PDF). In this study, we take the first step
at examining these issues by evaluating the accessibility tools that are available for
checking different accessibility components of e-textbooks in different formats.

E-textbooks are usually beneficial for students because, in comparison to printed
textbooks, e-textbooks cost less and can be accessed from different locations and
from various web-enabled devices (e.g., desktop computer, laptop, tablet, or mobile
device). For example, the California school system (California State University,
University of California, and California Community College) has enacted legisla-
tion to promote the use of e-textbooks, with the “goal of making higher education in
California more affordable by providing faculty and students access to free and
lower-cost instructional materials” [5]. This legislation supports students’ access to
free e-textbooks and will likely to increase the number of users who regularly
access e-textbooks for their classes. Although EPUB, HTML and PDF are common
e-textbooks formats, at the time of this writing, no accessibility tools or guidelines
for evaluating the accessibility of e-textbooks across all of these formats have been
released.

Current guidelines are available for web-based content, but these guidelines may
not be directly applicable to specific e-textbook formats. Several accessibility
evaluation tools are available on the market for people to use for conducting
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accessibility evaluations, but there has been little research illustrating the effec-
tiveness of each of these tools [4]. Moreover, many of these accessibility tools
cannot be used in an automatic fashion (i.e., press a button and receive results).
Rather, the tools need to be used by human accessibility evaluators and these
evaluators have to perform manual checks and make judgements of accessibility
based on the outcomes. Most importantly, we are not aware of standard accessi-
bility techniques that available for evaluating e-books in different formats. To fill
this gap in the literature, the goal of this project was to develop a methodology for
evaluators to determine the level of accessibility of e-textbooks in different formats.

We will present two phases of the present project: (1) accessibility tool review
and (2) instruction manual creation. In the first phase, we compiled an inventory of
existing tools that were available to evaluate different aspects of e-books, using a
SkillsCommons checklist. The SkillsCommons checklist includes a list of 15
checkpoints that evaluators should assess when determining the overall accessibility
of a product (refer to Tables 1, 3 and 4, for details about each checkpoint). The
SkillsCommons accessibility checkpoints were developed by the MERLOT
(Multimedia Educational Resource for Learning and Online Teaching) project, and
WCAG 2.0 guidelines. The checklist has been used for evaluating the accessibility
of electronic text and media on the web [6]. In the second phase, we describe the
methods used to develop accessibility manuals for e-textbook evaluation.

2 Phase One: Accessibility Tool Review

2.1 Method

A total of 10 human factors students were involved in the checkpoint tool/method
review and evaluation phase. The students worked in 4 groups of 2–3 students each.
Their task was to find existing tools that can be used to evaluate a subset (3–4) of
the SkillsCommons accessibility checkpoints (see Fig. 1 for flow model). Some of
the checkpoints could be assessed using non-assistive technologies, and others
using assistive technologies. We will describe the methods used for each of these
technologies separately below. Each group presented their findings to the entire
group and two subject matter experts (SMEs). In consultation with the two SMEs, a
subset of tools were selected to be used in the evaluation process based on the

Table 1 Comparisons of candidate non-assistive color and contrast tools based on price and
compatibility (yes or no) with different e-textbook formats

Tools/software Price EPUB HTML PDF

Color contrast analyzer (CCA, stand alone tool) Free Yes Yes Yes

WebAIM color contrast checker Free Yes Yes Yes

Google chrome extensions—color contrast analyzer Free No Yes No

Check my colors Free No Yes No
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availability of the software, functionality, pricing, popularity among users, and our
subjective assessment of the reliability of the tools.

Non-assistive Technologies. For non-assistive tools, the group found 20 tools.
For each checkpoint, we compared the proposed tools based on their functionality
and price. Due to the page limitations of this paper, only one example is provided
here for the color and contrast checkpoint (see Table 1 for a listing of tools and
review criteria). After demonstrating each tool, the group discussed the advantages
and disadvantages associated with each tool with the SMEs, and the most suitable
tool was selected for each checkpoint. It should be noted that many of the
checkpoints needed to be manually checked by the human evaluators.

Assistive Technologies. For checkpoints that required use of assistive tech-
nologies, four recommended software tools were compared (see Table 2): JAWS,
ZoomText, Kurzweil 3000 and NVDA. These tools were candidates for comparison
because they have been identified as the most popular tools that are used by
students with disabilities.

JAWS (Job Access With Speech) is a screen reader software that converts text
and components of the operating system into synthesized speech. JAWS can read
text out loud from the computer screen, and can be used to browse the internet, read
electronic books, and other materials. JAWS can also be used in telecommunicating
and word processing [7].

Fig. 1 First stage of manual creation and tool evaluation process

Table 2 Comparisons of four popular assistive technologies’ based on format compatibility (yes
or no) with different e-textbook formats

Software Price EPUB HTML PDF

JAWS $895 Yes (JAW12+) Yes Yes (tagged files)

ZOOMTEXT $595 No Yes Yes

Kurzweil
3000

$1495
(Pro, color)

Yes (ver. 13.09+) Yes Yes (pro/V5)

NVDA Free No (w/adobe digital
editions)

Yes Yes
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ZoomText is mainly a screen magnification tool, but it has several other
accessibility features. ZoomText allow you to zoom content from 1� to 36�
magnification with eight zoom window types. It also includes features such as
color, brightness, and contrast controls, visible pointers and cursors, dual monitor
support and application-specific settings. Options for human-sound reading voices
and automatic document reading are also available [8].

Kurzweil 3000 allows users to read electronic and printed materials. Kurzweil
3000 is an optical character recognition system that displays printed or electronic
text on the computer screen. Text can be read by a speech synthesizer or by the user
on the computer screen. Kurzweil 3000 has many options such as a dictionary and
spell checker. It can also be used in web browsing with an installation of extension
[9].

NVDA (Nonvisual Desktop Access) is an open-source, Windows screen reader
that uses eSpeak speech synthesizer, SAPI 4 and SAPI 5 synthesizers. NVDA can
be used for browsing the internet, telecommunications, word processing and
reading electronic books and other materials [7].

2.2 Results

Non-assistive Technologies. The tools selected for non-assistive technologies are
shown in Table 3. All of these tools/software are freely available to the general
public. We focused primarily on these tools because free tools/software are more
likely to be used by organizations such as educational institutions.

For each software, we analyzed the usability of the tool. For example, both CCA
(Color Contrast Analyzer) and WebAIM contrast checker tools can be used across
all e-textbook formats; however, CCA was selected as the best tool because it was
easy to use. CCA uses an eyedropper tool that an evaluator can use to select a color
from the electronic file and the tool will analyze the extracted color. In contrast,
WebAIM requires that the evaluator enter the hex color code for specific color (for
example, color white is represented as #ffffff). There were other free contrast
checker tools that are available on the market, but most of them were not selected as
potential candidates because they required special knowledge of color coding
similar to WebAIM.

Assistive Technologies. The tools selected for assistive technologies are shown
in Table 4.

Kurzweil 3000 was determined to be the most popular assistive software among
all students due to its functionality and ease of use. Kurzweil, however, is not
available to users for free. After comparing JAWS, ZoomText, Kurzweil and
NVDA on their functions, we have decided that Kurzweil and NVDA were the best
candidates to evaluate the e-textbooks.

Both Kurzweil and NVDA were tested for specific checkpoints with the different
e-textbook formats. Kurzweil was found to be most appropriate for evaluating
EPUB formats, and NVDA for HTML and PDF formats. Kurzweil was chosen for
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EPUB evaluations due to its popularity among users and the fact that the other tools
have issues with the EPUB reader that was employed for evaluation. The free
EPUB reader that was used for non-assistive technology evaluations was Adobe
Digital Editions and NVDA did not work well with it. Therefore, we decided to use
Kurzweil to evaluate books in EPUB format only. NVDA was selected to evaluate
HTML and PDF book formats. NVDA is a free tool that allows users to navigate

Table 3 Selected non-assistive technology tools/methods to be used is accessibility evaluations
for e-textbooks

Checkpoint Suggested tools and methods

EPUB HTML PDF

Accessibility
documentation

Manual check Manual check Manual check

Text access Adobe digital editions with
narrator (windows build in)

Google Chrome—
select and speaka

Adobe Acrobat XI
Pro

Text
adjustment

Adobe digital editions Google Chrome—
care your eyesb

Adobe Acrobat XI
Pro

Reading
layout

Adobe digital editions with
narrator (windows build in)

Google Chrome Adobe Acrobat XI
Pro

Reading order N/A (not using assistive
tech)

N/A (not using
assistive tech)

Adobe Acrobat XI
Pro and manual
check

Table markup N/A (not using assistive
tech)

N/A (not using
assistive tech)

Adobe Acrobat XI
Pro and manual
check

Structural
markup

N/A (source code not
available)

N/A (not using
assistive tech)

Adobe Acrobat XI
Pro

Hyperlinks Adobe digital editions and
manual check

Google Chrome and
manual check

Adobe Acrobat XI
Pro and manual
check

Color and
contrast

CCAc and manual check CCAc and manual
check

CCAc and manual
check

Language N/A Google Chrome.
manual check

Adobe Acrobat XI
Pro

Images Pagina EPUB checker and
manual check

Google Chrome,
W3C and manual
check

Adobe Acrobat XI
Pro and manual
check

Multimedia Manual check Manual check Manual check

Flickering Adobe digital editions and
manual check

Manual check Adobe Acrobat XI
Pro

STEM Manual check Manual check Manual check

Interactive
elements

Manual check Manual check Manual check

aSelect and speak—text-to-speech extension for Google Chrome
bCare your eyes—webpage color modifier extension for Google Chrome
cColor contrast analyzer (CCA)—free accessibility tool to help determine color contrast ratio in all
formats against WCAG 2.0 color contrast success criteria
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Table 4 Assistive technology tools/methods suggestions

Checkpoint Suggested tools and methods

EPUB HTML PDF

Accessibility
documentation

Manual check Manual check Manual check

Text access Kurzweil 3000a,b NVDA and Google
Chrome

NVDA and Adobe
Acrobat Pro XI

Text
adjustment

Kurzweil 3000a,b Google Chrome—care
your eyesb

NVDA and Adobe
Acrobat Pro XI

Reading
layout

Kurzweil 3000a,b NVDA and Google
Chrome

NVDA and Adobe
Acrobat Pro XI

Reading order Kurzweil 3000a,b NVDA and Google
Chrome

NVDA and Adobe
Acrobat Pro XI

Table markup Kurzweil 3000a,b NVDA and Google
Chrome

NVDA and Adobe
Acrobat Pro XI

Structural
markup

N/A (source code
not available)

NVDA and Google
Chrome

NVDA and Adobe
Acrobat Pro XI

Hyperlinks Kurzweil 3000a,b

and manual
check

NVDA and Google
Chrome and Manual
check

NVDA and Adobe
Acrobat Pro XI and
manual check

Color and
contrast

CCAc and
manual check

CCAc and manual
check

CCAc and manual check

Language Kurzweil 3000a,b NVDA and Google
Chrome and manual
check

NVDA and Adobe
Acrobat Pro XI and
manual check

Images Kurzweil 3000a,b

and manual
check

NVDA and Google
Chrome and manual
check

NVDA and Adobe
Acrobat Pro XI and
manual check

Multimedia Kurzweil 3000a,b

and manual
check

NVDA and Google
Chrome and manual
check

NVDA and Adobe
Acrobat Pro XI and
manual check

Flickering Kurzweil 3000a,b

and manual
check

Google Chrome and
manual check

Adobe Acrobat Pro XI and
manual check

STEM Kurzweil 3000a,b

and manual
check

NVDA and Google
Chrome and manual
check

NVDA and Adobe
Acrobat Pro XI and
manual check

Interactive
elements

Kurzweil 3000a,b

and manual
check

NVDA and Google
Chrome and manual
check

NVDA and Adobe
Acrobat Pro XI and
manual check

aSelect and speak—text-to-speech extension for Google Chrome
bCare your eyes—webpage color modifier extension for Google Chrome
cColor contrast analyzer (CCA)—free accessibility tool to help determine color contrast ratio in all
formats against WCAG 2.0 color contrast success criteria
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content with keyboard-only navigation. In addition to these tools, CCA (Color
Contrast Analyzer) was selected to evaluate color and contrast across all formats, in
both non-assistive technology and assistive technology evaluations, due to its ease
of use.

3 Phase Two: Manual Creation

In Phase 2 of this project, we created a manual for each e-textbook format to
illustrate how to use the tools selected in Phase 1, and the procedures for additional
manual checks that need to be performed when conducting the accessibility
evaluations.

3.1 Method

Two students (project leads) re-assessed the selected tools identified from Phase 1
and verified with the SMEs that the tools/methods to use for evaluations were
indeed the ideal candidates. Subsequently, a step-by-step manual was created for
each format of the e-textbooks, and pilot testing was conducted to make sure these
manuals were comprehended by novice evaluators (see Fig. 2).

3.2 Results

We made minor adjustments relating to clarity to the manual for each e-textbook
format based on the feedback from the novice evaluators. We also created an Excel
checklist that provides a detailed breakdown of the SkillsCommons checklist and a
recommended number of pages of the e-textbook to be checked based on the total
number of pages for the book (Fig. 3). The final manuals consist of step-by-step
guides on how to evaluate each checkpoint. Each checkpoint has its own section,

Fig. 2 Second stage of the manual creation and tool evaluation process
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starting with a short description of what evaluators should be checking for (Fig. 4),
and then followed by a step-by-step break down on how evaluators should evaluate
the specific checkpoint (Fig. 5 for an example). Screenshots are provided for each
step to help novice evaluators (see Figs. 6 and 7 for examples).

Fig. 3 Excel checklist

Fig. 4 Example of
checkpoint description
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4 Conclusion

We have successfully developed a step-by-step manual for three e-textbook for-
mats, EPUB, HTML, and PDF. These manuals can be used by organizations to
perform accessibility evaluations. They can also be used as prototypes for creating
future manuals and training systems relating to accessibility evaluations.

Acknowledgments Special thanks to Accessible Instructional Materials Center and the Center for
Usability in Design and Accessibility for supporting this project and all of our efforts. Partial
funding for this project was provided by the State of California, the William and Flora Hewlett
Foundation, and the Bill and Melinda Gates Foundation for the California Open Online Library for
Education.

Fig. 5 Example of
step-by-step breakdown for
checkpoints

Fig. 6 Example of
step-by-step breakdown with
screenshots

Fig. 7 Example of
step-by-step breakdown with
screenshots
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Development of a Scoring System
for Evaluating the Accessibility
of eTextbooks
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Abstract The Internet enables educators to provide free educational resources to
many users, including those with disabilities. Existing regulations outline minimum
accessibility requirements. However, we are not aware of any standard metric that
would allow users to judge the relative degree of accessibility provided by
e-learning materials, such as eTextbooks. The goal of the present study was to
develop an accessibility scoring method that can be used to guide users’ decision
making when selecting eTextbooks. Using both non-assistive and assistive tech-
nologies, we analyzed a sample of 37 free access eTextbooks using 15
SkillsCommons accessibility checkpoints. We then worked with accessibility SMEs
to determine severity weightings for each checkpoint in terms of its overall
accessibility impact on users. Although, the scoring technique we developed needs
further validation, it provides a starting point for accessibility researchers and
post-secondary education stakeholders to quantify the level of accessibility pro-
vided by different eTextbooks.
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1 Introduction

Forty-five percent of the world’s population uses the Internet [1], and Americans,
on average, spend 2.5 h per day online [2]. The wide use of the Internet has allowed
the adoption of online learning materials as part of the curriculum for many
post-secondary education systems. For example, in 2013, the California legislation
enacted a bill that directed the California State University (CSU) system to establish
a California Digital Open Source Library (CDOSL) with intention of making
“higher education in California more affordable by providing free and low cost
instructional materials” to faculty and students [3]. The California Open Online
Library for Education (COOL4ed) is a project developed by CSU and CDOSL that
was designed for faculty and students to find and adopt online course materials at
little or no cost. Some of these eTextbooks incorporate advanced and interactive
features, such as interactive learning diagrams and video tutorials. Thus, the
adoption of these eTextbooks by faculty could lead to better learning experiences
for students. If these eTextbooks are accessible, the books will also benefit students
with disabilities by allowing them easier access to the content when using with
assistive technologies.

Federal regulations provide minimum accessibility guidelines that need to be
followed [4], but these regulations may not be sufficient in allowing students to
maximally benefit from the content provided by the eTextbooks. In addition, there
are no standard evaluation guidelines for educators and students to reference when
deciding which eTextbooks to use or adopt. This project was conducted in support
of the larger COOL4ed project with the goal of developing a quantitative scoring
system that can be used by an organization or end users to determine the acces-
sibility features of eTextbooks. Common validity issues in evaluating web
resources’ accessibility [5] were addressed through consultation with accessibility
experts. Our metric for scoring eTextbooks can inform users in the selection of
eTextbooks, and encourage publishers to evaluate their products with the goal of
developing more accessible eTextbooks in the future.

2 Method

2.1 Evaluators

Six raters were recruited to perform accessibility assessments of a sample of
eTextbooks posted on the COOL4ed website. Four raters were graduate students in
the Human Factors Master’s Program at CSU Long Beach, and had taken intro-
ductory human factors courses and were familiar with conducting usability evalu-
ations. The other two raters were senior psychology students who were novices in
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human factors research. All raters received a training session that lasted 1-h. The
training included a step-by-step walkthrough of an evaluation manual for one
eTextbook format (see Sect. 2.3 below for details). After all raters completed the
training eTextbook evaluation, a meeting was held to address any discrepancies
observed in evaluation scores, and to discuss any technical issues found during
individual evaluation process. The raters then use this knowledge to assess another
training eTextbook, followed by another meeting to discuss discrepancies or issues.
This procedure was repeated for four eTextbooks to help maximize their scoring
reliability on subsequent eTextbook evaluations. The raters were also advised to
strictly follow the evaluation manual.

2.2 eTextbooks

Thirty-seven free access eTextbooks from the COOL4ed website were selected for
evaluation. All eTextbooks were published in at least one of the following docu-
ment formats: EPUB, HTML, PDF, and Microsoft Word.

EPUB EPUB (Electronic Publication) is a free and open standardized eBook
publishing format established in 1999 by the International Digital Publishing Forum
(IDPF). The IDPF is the international trade and standards organization for the
digital publishing industry [6]. EPUB became the official eBook format in 2007 [7].
IDPF released the newest version of EPUB, EPUB3.0.1, in 2014 [7].

HTML HTML (Hyper Text Markup Language) is a markup language used for
creating web documents. Computer scientist Tim Berners-Lee first developed
HTML in 1992, and the World Wide Web Consortium (W3C) currently maintains
and regulates HTML [8]. The newest version, HTML5, was released in 2014 [9].

PDF PDF (Portable Document Format) is a file format that presents documents in
a fixed layout across application software and operating systems [10]. Originally
developed by computer scientist and co-founder of Adobe Systems Incorporated,
John Warnock, in 1991. PDF became an open standard in 2008 and is now
maintained by the International Organization for Standardization (ISO) [11]. The
newest version, PDF 1.7, was released in 2011.

Microsoft Word Microsoft Word is a word processor developed by Microsoft
Corporation in 1983 [12]. The newest version for Windows and Mac operating
systems was released as part of Microsoft Office 2016 in 2015 [13]. Accessibility
evaluation of Microsoft Word documents is not included in the present paper,
though, because there was only one eTextbook from the sample that was produced
in this format.
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2.3 Accessibility Evaluation Manual

We used a step-by-step accessibility evaluation manual [14] to determine each
eTextbook’s accessibility level. The manual provided accessibility checks against
the criteria of the 15 accessibility checkpoints developed by SkillsCommons, a free
online library project managed by CSU and its Multimedia Educational Resources
for Learning and Online Teaching (MERLOT) project.

SkillsCommons Accessibility Checkpoints The 15 SkillsCommons accessibility
checkpoints (see Table 1) are criteria developed for producing accessible open
educational resources [15]. The evaluation for accessibility checkpoints can be
completed separately using non-assistive technologies (non-AT) and assistive
technologies (AT).

Evaluation Tools The present study used evaluation tools that were listed in the
accessibility evaluation manuals [14]. All evaluations were completed using com-
puters with Windows operating systems.

2.4 Procedure

For training purpose, two eTextbooks were evaluated by multiple raters to deter-
mine inter-rater reliability. Because only a sample of pages was selected for eval-
uating each eTextbook, and each rater could select different pages to check, we
found inter-rater reliability to be moderate to high (rs range 0.45–0.88, ps < 0.05).
As a result, we trained the raters to a criterion. When a rater was able to produce a
book evaluation, where when checked by the project lead, resulted in the same
scoring for each checkpoint, the rater was considered trained. All raters were
considered trained by the end of four book evaluations. Thus, the remaining
eTextbooks was evaluated by a single rater using non-AT and AT procedures, and
the project lead would verify the scores by revisiting a sample of the evaluated
sections of the eTextbooks.

If an eTextbook was available in more than one document format, the format
selected for evaluation was in the order of (1) EPUB, (2) HTML, and (3) PDF.
Evaluations were performed individually at raters’ own pace. Raters were asked to
assess each eTextbook against each checkpoint criteria and provide scores and
comments accordingly. An overall accessibility score for each eTextbook was
complied at the end by the project lead.
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Table 1 SkillsCommons 15 accessibility checkpoints

# Checkpoint Criteria

1 Accessibility
documentation

• The online material has a formal accessibility policy and
accessibility statement

• An Accessibility Evaluation Report is available from an
external organization

2 Text access • The text of the digital resource is available to AT that allows the
user to enable text-to-speech (TTS) functionality

3 Text adjustment • Text is compatible with AT
• The resource allows the user to adjust the font size and
font/background colora

4 Reading layout • Text is compatible with AT that allows the user to reflow the
text by specifying the margins and line spacinga

• If the digital resource is an electronic alternative to printed
materials, the page numbers correspond to the printed material

5 Reading order • The reading order for digital resource content logically
corresponds to the visual layout of the page when rendered by
AT

6 Structural
markup/navigation

• Text includes: (1) markup (e.g. tags or styles) that allows for
navigation by key structural elements (chapters, headings,
pages) using ATa; and (2) markup for bullets and numbered
lists that is compatible with ATa

• If the text is delivered within an eBook reader application, a
method is provided to allow users to bypass the reader interface
and move directly to the text content that is compatible with AT

7 Tables • Tables include markup (e.g. tags or styles) that identifies row
and column headers in a manner that is compatible with ATa

8 Hyperlinks • URLs (e.g. website or email addresses) within the text of the
digital resource are rendered as active hyperlinks in a manner
that allows them to be detected and activated with ATa

9 Color and contrast • All information within the digital resource that is conveyed
using color is also available in a manner that is compatible with
AT

• The visual presentation of text and images of text in the digital
resource has a contrast ratio of at least 4.5:1

10 Language • Text includes markup that declares the language of the content
in a manner that is compatible with AT. This also applies to
digital resources that include passages in a foreign language

11 Images • Non-decorative images have AT-compatible alternative texta

• Decorative images are marked with null alternate text or contain
markup that allows them to be ignored by AT

• Complex images, charts, and graphs have longer text
descriptions that are compatible with ATa

12 Multimedia • A synchronized text track (e.g. open or closed captions) is
provided with all video content

• A transcript is provided with all audio content
• Audio/video content is delivered via a media player that is
compatible with AT. This includes support for all criteria listed
in checkpoint 15

(continued)
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2.5 Computing Accessibility Score

Each accessibility checkpoint was rated on a scale 1 to 10, with 10 being the highest
accessibility rating. Using this scale and the common grading system, where 90–
100 % = A, 80–89 % = B, and 70–79 % = C, an accessibility score of 7, or 70 %,
is considered as the passing score. In other words, when a checkpoint has a score 7
or above, the eTextbook satisfies the accessibility criteria. Three different compu-
tations, composite score, average score, and weighted average score, were gener-
ated to represent the overall accessibility level of eTextbooks.

Composite Score This method combines the assigned scores from all measurable
accessibility checkpoints (i.e. the number of checkpoints that we were able to
evaluate using the evaluation tools) and divides the sum by the number of mea-
surable checkpoints (see Eq. 1). For this method, if a checkpoint is measurable but
such content is not presented in a specific eTextbook, that checkpoint will be
automatically given a maximum accessibility score of 10 (i.e., the textbook showed
no violation of the checkpoint).

RðCheckpoint ScoreÞ
Number of Measurable Checkpoints

ð1Þ

Average Score This method for computing the accessibility scores is based on
summing all scores on applicable checkpoints (i.e. the number of checkpoints that
could be evaluated) and dividing it by the number of applicable checkpoints (see
Eq. 2). When a checkpoint is not applicable to an eTextbook, for example, if the
eTextbook does not contains any STEM content, the average score method simply
takes that checkpoint out of consideration when computing the score.

Table 1 (continued)

# Checkpoint Criteria

13 Flickering • The digital resource content does not contain anything that
flashes more than three times in any one-second period

14 STEM elements • STEM content (e.g. Mathematics, Chemistry) is marked up in a
manner that is compatible with ATa

15 Interactive
elements

• Each interactive element (e.g. menu, hyperlink, button) and
function (e.g. annotations) allows keyboard-only operation both
with and without AT

• Each interactive element conveys the element’s name, type, and
status to AT (e.g. “play, button, selected”)

• All instructions, prompts, and error messages necessary to
complete forms are conveyed as text to ATa

aOr are rendered by an application such as a browser, media player, or reader that offers this
functionality
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Total Score Assigned
Number of Applicable Checkpoints

ð2Þ

Weighted Average Score A weighted average score was also computed because
not all of the checkpoints from the SkillsCommons checklist are equal contributors
to the user’s accessibility experience. For example, checkpoint 1 evaluates whether

Table 2 Assigned weighting for each checkpoint’s criteria

# Checkpoint Criteria Weight

1 Accessibility
documentation

URL to formal accessibility policy
URL to accessibility statement
URL to accessibility evaluation report

0
0
0

2 Text access Text to speech function 1

3 Text adjustment Compatible (size and data loss)
Adjust font/background color

1
0.5

4 Reading layout Reflow the text
Page numbers match printed material

1
0.3

5 Reading order Digital resource layout 1

6 Structural markup/
navigation

Navigation text
Lists
eReader applications

1
0.7
1

7 Tables Table markup 1

8 Hyperlinks Hyperlinks (in-book)
Hyperlink (live) functionality
Hyperlink (live) description

0.4
1
0.5

9 Color and contrast Color redundancy
Contrast

0.7
0.5

10 Language Markup
Passage markup

0.3
0.3

11 Images Non-Decorative
Decorative
Complex

1
0
1

12 Multimedia Text track
Transcript
Assistive player

1
0
1

13 Flickering Flickering 0.5

14 STEM elements Markup (figures)
Markup (graphs)
Markup (equations)
Markup (tables)
Notation markup (figures)
Notation markup (graphs)
Notation markup (equations)
Notation markup (tables)

1
1
1
1
1
1
1
1

15 Interactive elements Keyboard
Markup
Text prompt

1
1
1

Development of a Scoring System … 345



the organization provided accessibility documentation in its online materials. It is
ideal that the publishers of eTextbooks provide accessibility statements about their
products, but not having one does not negatively impact the users’ experience with
the book. After careful consultation with two different accessibility subject matter
experts (SMEs), each accessibility checkpoint was given a weight from 0 to 1, with
1 being most important to the overall user experience when using an eTextbook.
Table 2 shows the weighting for each criterion of accessibility checkpoints. As
noted earlier, checkpoint 1 Accessibility Documentation has little or no relevance in
contributing to the user experience and thus was given a weighting of 0. On the
other hand, checkpoint 5 Reading Order was given a weighting of 1. That is, if an
eTextbook’s reading layout is not compatible with AT, such as screen readers, the
material would not make much sense to the user with vision impairments, and
would be very disruptive to the user’s learning experience.

Weighted average scores can be calculated by dividing the sum of checkpoint
scores by the number of applicable checkpoints (see Eq. 3). Each individual
checkpoint score is computed using the criteria scores with their assigned weights
(see Eq. 4).

RðCheckpoint ScoreÞ
Number of Applicable Checkpoints

ð3Þ

RðCriterion Score� Criterion WeightÞ
Number of Criteria

ð4Þ

3 Results

Among the 37 eTextbooks, 7 EPUB, 22 HTML, and 8 PDF document formats were
evaluated. PDF had the lowest passing rate for all three computation methods, with
only a 12.5 % average passing rate. EPUB had the highest passing rate (86 %)
using the composite score, but a 0 % passing rate using the average score. With the

Table 3 Composite accessibility scores for each document format

Document format Book passing ratio (%) Non-AT scorea AT scoreb Total scorec

EPUB 6/7 (86 %) 7.52d 6.80 14.32d

HTML 19/22 (86 %) 7.73d 7.85c 15.58d

PDF 2/8 (25 %) 6.80 6.18 12.98
aThere were 11, 12, and 15 measurable checkpoints for EPUB, HTML, and PDF formats,
respectively
bThere were 12, 15, and 15 measurable checkpoints for EPUB, HTML, and PDF formats,
respectively
cThe sum of non-AT and AT scores
dPassed accessibility evaluation
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weighted average score, 43 % of the EPUB books passed. HMTL was found to be
the most accessible format, with a passing rate of 86, 59, and 68 % for composite,
average, and weighted average scores, respectively. Tables 3, 4, and 5 show the
composite, average, and weighted average scores for each document format
respectively.

4 Discussion

We compared three scoring techniques for determining the overall accessibility
level of eTextbooks: composite, average, and weighted average. The advantage of
computing a composite score is the ease of calculation; however, scores were
inflated because non-applicable checkpoints are automatically given scores of 10
given that the eTextbook did not violate those checkpoints. The average score
method removed the score inflation problem associated with the composite score
computation. However, because not all accessibility checkpoints are equally
important for end users in terms of their accessibility experience, this metric may
not be an accurate indicator of eTextbooks’ accessibility level. We found that the
weighted average score to be the best computation technique, as it provided a
meaningful quantitative score to guide users’ decision making when selecting
eTextbooks based on accessibility by taking into account how accessibility would
impact the user’s experience.

Using the weighted average scores, we found that the HTML eTextbooks had
the highest passing rate of 68 % compared to the EPUB and PDF. This is probably
due to versatile nature of HTML, which allows Internet users to modify and cus-
tomize the website and its content to fit their individual needs. In contrast, only
12.5 % of PDF eTextbooks passed the accessibility evaluation. EPUB eTextbooks

Table 4 Average accessibility scores for each document format

Document format Book passing ratio (%) Non-AT score AT score Total score

EPUB 0/7 (0 %) 7.06a 6.16 13.22

HTML 13/22 (59 %) 7.13a 7.36a 14.49a

PDF 0/8 (0 %) 5.88 5.56 11.44
aPassed accessibility evaluation

Table 5 Weighted average accessibility scores for each document format

Document format Book passing ratio (%) Non-AT score AT score Total score

EPUB 3/7 (43 %) 7.26a 6.74 14.00a

HTML 15/22 (68 %) 7.19a 7.59a 14.78a

PDF 1/8 (12.5 %) 6.26 5.79 12.05
aPassed accessibility evaluation
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had a 43 % passing rate, which is lower than our original expectation. One possible
reason for the relatively low passing rate, though, is that EPUB is still a fledgling
document format. IDPF only standardized EPUB as the official eBook format in
2007 [6], and it is only on its third version, which means EPUB is still in the growth
development process. It took HTML more than 20 years to arrive at its current
version [8], so it may take longer for EPUB reader software and other assistive
technologies to work seamlessly with EPUB documents. Furthermore, since EPUB
is a fairly new document format, there could be a lack of guidelines for pro-
grammers and eBook designers to follow when creating EPUB documents.

The current study is an on-going project and we are only in the preliminary
stages. Further research is needed to validate and refine our scoring method.
However, this project provides an initial guide for educators to evaluate the level of
accessibility of each eTextbook in the COOL4ed collection. Once accessibility
scores are compiled for all eTextbooks available on the COOL4ed website, an
accessibility report for each book will be published on the website to help educators
and students select eTextbooks. In future, we hope such evaluation practice would
encourage publishers to develop more digital materials that are accessible to all
users.
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Measuring the After-Effects of Disruption
on Task Performance

Robert G. Abbott, Eric Moyer and Chris Forsythe

Abstract In many settings, multi-tasking and interruption are commonplace.
Multi-tasking has been a popular subject of recent research, but a multitasking
paradigm normally allows the subject some control over the timing of the task
switch. In this paper we focus on interruptions—situations in which the subject has
no control over the timing of task switches. We consider three types of task: verbal
(reading comprehension), visual search, and monitoring/situation awareness. Using
interruptions from 30 s to 2 min in duration, we found a significant effect in each
case, but with different effect sizes. For the situation awareness task, we experi-
mented with interruptions of varying duration and found a non-linear relation
between the duration of the interruption and its after-effect on performance, which
may correspond to a task-dependent interruption threshold, which is lower for more
dynamic tasks.

Keywords Human factors � Multitasking � Interruption � Disruption

1 Introduction

Systems are becoming increasingly automated in the endless drive for higher
productivity and lower cost. Increasing automation leads to increased dependency
on the system, as the additional resources that were required for manual operations
are not maintained. In extreme cases, it is virtually impossible to maintain opera-
tions in the face of a complete system failure. For example, air traffic control cannot
be carried out after a failure of electrical power (including backup generators).
Mission-critical systems are designed for high availability using techniques such as
redundancy and extensive testing. Nevertheless, unlikely or unforeseen circum-
stances can result in an outage, and contingency plans must be developed. This
requires understanding potential outages, including predicting the amount of time
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that operations may be effected. Human operators and support personnel are a
crucial factor in the system, and must be included in the analysis. This requires
understanding how the cognitive processes that underlie task performance are
impacted by disruption. In this study, we designed three tasks to exercise different
aspects of cognition and measured various impacts of task disruption.

In a theoretical paper by Endsley and Jones [1], a framework was described that
identified human decision making and cognitive performance parameters affected
by disruptive events. These parameters explained the interface between the tech-
nological system impacted by the disruptive event and human operators, and the
mechanisms by which disruptive events may have deleterious results that exceed
those that might be expected solely on the basis of technological system compo-
nents. The authors first note that following a disruptive event, personnel must first
recognize that the event is distinct from normal operational problems (e.g., system
crashes). The authors next describe four major effects of disruptive events on
decision making and situation awareness: (1) disruptions affecting information
processing (e.g., delayed or corrupted information); (2) disruptions that affect pri-
oritization and attention (e.g., disruptions that shift attention away from other
ongoing critical activities); (3) disruptions that affect confidence in information
(e.g., disruptions that cast doubt on certain information causing undue effort to be
expended to confirm its validity); and (4) disruptions that affect interpretation (e.g.,
disruptions that lend themselves to misinterpretation and consequently, prompt
ineffective or counterproductive reactions).

Research undertaken to understand decision processes has generally focused on
after-the-fact field studies. For example, in a study of disruptions in the availability
of computing systems, it was found that levels of frustration varied with
self-efficacy, with those having the greater sense of control over events experi-
encing the least frustration. In a study of emergency medical care, McDaniels et al.
[2] found that “resilience” was a function of organizational factors that included:
learning from past experiences; personnel staffing; personnel communication; and
flexibility in addressing specific failures. From an analysis of emergency responses
following the World Trade Center, Kendra and Wachtendorf [3] emphasized the
critical role of creativity in adapting available resources to ongoing situational
factors. While informative, these and other similar studies, provide limited insight
into the relationship between parameters of human decision making and disruptions
to technological systems. An understanding of these relationships is important in
anticipating the magnitude of disruptive effects on technological systems, as well as
understanding factors that might exacerbate or lessen the impact. Consequently,
there is need for controlled laboratory studies that will allow a better understanding
of these factors and their relationships to one another.

The objective of this study is to characterize the disruptive effects of loss of
information technology. It is hypothesized that disruptions will result in perfor-
mance decrements that go beyond that predicted by mere loss of computing and
information systems (i.e., availability cost). Additionally, the current study allows
for the development and refinement of paradigms and protocol for testing the effects
of disruptions to information technology.
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2 Methods

Participants were assigned to three-person teams and presented a series of tasks that
exercised a variety of cognitive functions. In experimental conditions, task per-
formance was interrupted for a pre-specified duration, during which subjects were
required to perform a secondary task. In control conditions, subjects were allowed
to complete tasks uninterrupted.

2.1 Subjects

Participants consisted of 21 employees of Sandia National Laboratories who
responded to an announcement to the general workforce. Individuals had to meet
the following criteria to be selected for the study: (1) 18–35 years of age; (2) fluent
in English; and (3) possessed basic computer skills (e.g., Microsoft Office products
and Internet web browser).

2.2 Procedure

Subjects were assigned to three-person teams for the study. There were seven teams
of three subjects. In the consent form, it was explained that the study was being
conducted with the objective of gaining a better understanding of the effects of
interruptions on the performance of teams.

Each participant was assigned a computer and asked to do all work on the
assigned computer and to not swap computers between members of the team.
Subjects were also asked to not use any personal electronics (e.g., smart phone) to
assist in performing tasks.

Tasks were presented in a fixed order, with experimental and control conditions
counterbalanced. Each task consisted of a set of subtasks. Tasks and their subtasks
were accessed through a game server. Once teams were allowed to work on a task,
each of the task’s constituent subtasks could be accessed by each member of the
team through the game server. However, once one member of the team had
accessed a subtask, no other team member could access that subtask, unless it was
abandoned by the individual who had originally accessed the subtask. Only the
participant with access to a given subtask could submit a response. For a given
subtask, teams could submit only one response and there was no feedback provided
with regard to the accuracy responses.

Warm-Up Task The warm-up task consisted of a set of puzzles that teams were
presented to allow them to familiarize themselves with the game server and one
another prior to the experimental tasks. For this task, subjects were presented nine
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separate puzzles that they could access through the game server. Below is an
example of one of the puzzles:

Assume the following: a pound of tea has twice as much caffeine as a pound of coffee.
A pound of tea is enough to make 160 cups of tea. A pound of coffee is enough to make 40
cups. A 12-ounce can of cola has about one-fourth the caffeine as a cup of coffee. How
much caffeine does one cup of tea have compared to one cup of coffee?

Teams were allowed 10 min to work on the puzzles.

Reading Comprehension and Retention Task For this task, subjects were pro-
vided 3 two-page documents that each provided a detailed description of a facility.
Subjects were allowed 5 min to read the descriptions, after which those in the
control condition were presented questions to answer based on the information
within the descriptions. Each question appeared as a separate panel on a game board
displayed through the game server. While answering the questions, the facility
descriptions remained available to the subjects. Questions were constructed so that
they were either specific to a facility (e.g., Where is the air traffic control tower at
the airfield?) or required a comparison of the three different facilities (e.g., The
north side of which facility is readily accessible from the road?) Teams were
allowed as much time as needed to answer the questions.

For subjects in the experimental condition, the period they were allowed to read
the descriptions prior to the questions was followed by a 5 min interruption. For the
interruption, the computer monitors were turned off by the experimenter and sub-
jects were instructed to direct their attention to completing a jigsaw puzzle on an
adjacent table.

At the conclusion of the interruption, the monitors were returned and the ques-
tions made available, as in the control condition. Following the interruption, the
display contents of computer monitors were identical to when the interruption began.

The task began with a practice. For the practice, subjects were presented three
facility descriptions that were each approximately a half page in length and given a
minute to read them prior to the questions. Then, subjects were allowed as much
time as they needed to answer each question.

Visual Search and Spatial Memory Task For this task, subjects were presented
photographs obtained from Google Earth Street View. Their task was to identify the
location from which photographs were taken using the overhead imagery (e.g.
satellite) view. This generally involved identifying distinct features within the
photographs and matching those features to the corresponding features in the
overhead images (Fig. 1). Locations were selected that had distinct features that
would enable the location to be found in the imagery. Each set of photographs were
from a specific city or region and subjects were told to restrict their search to this
location. Subjects submitted the GPS coordinates for the location as their response.

Initially, subjects completed a practice round that consisted of three photos and
were allowed as much time as needed to submit their responses. This allowed
subjects to familiarize themselves with functions for zooming in and out, panning in
different directions and identifying the GPS coordinates for a specific location.
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For each experimental condition, subjects received nine photos from either of
two regions. In both the experimental and control condition, subjects were first
allowed 10 min to locate the photos. In the control condition, at the end of the ten
minutes, subjects were told that there had been a system disruption and their work
had been lost. They were then provided the same nine photos and instructed to find
them a second time. The measure of interest was the difference in the time taken to
find photos the first and second time. In the experimental condition, there was a
5 min interruption during which subjects were instructed to continue working on
the jigsaw puzzle. After the interruption, subjects were asked to find the photos a
second time.

Situation Awareness/Spatial Reasoning Task This task was a dynamic version
of the visual search task. Subjects watched a video simulating an out-the-window
view of an aircraft generated using the Play Tour function of Google Earth. While
watching the video, the subject accessed a heading indicator (making it easier to
project the search location from each previous location) and an overhead imagery
application that allowed them to click on points to insert markers that were linked
together to create a path. The task required the subjects to place a series of markers
on the map that would chart the path of the aircraft. The parameters of the flyover
video were tuned to make the task challenging but not impossible for most subjects.
The flyover used an altitude of 500 m, a tilt angle of 60°, and a speed of 60 mph.
Every 20 s the path turned approximately 15 or 30° to the left or right, or continued
straight forward. Each subject on the team viewed a different flyover video from a
different portion of the map, making this an individual task.

The task began with a practice session. Subjects were given the initial location of
the aircraft on the map and then tracked the position of the airplane for 8 min.

In the control conditions, subjects performed tracking for rounds consisting of
8 min each. In the experimental condition, subjects were allowed to track the
aircraft for 3 min, at which time the interruption occurred. The monitor was turned
off and the subjects worked on the jigsaw puzzle. Each interruption was for one of

Fig. 1 In the visual search task, subjects were presented with street-level photograph (left) and
asked to find the location on an overhead image (right) from which the photograph was taken. This
example is the National Museum of American History in the vicinity of the National Mall in
Washington, DC. Photo Credit Google Earth

Measuring the After-Effects of Disruption on Task Performance 355



three durations: 30 s, 60 s or 120 s. Following the interruption, subjects returned to
the task for an additional 5 min. During the interruption, the simulated aircraft
continued on its path, so it was necessary for subjects to reestablish the its location.
Each team completed three rounds in the control condition and three rounds in the
experimental condition, with one round for each duration of interruption.

3 Results

3.1 Reading Comprehension and Retention Task

For the data analysis, submissions were separated on the basis of which subject
made the submission. Then, the time taken from the point that each challenge
question was accessed until the answer was submitted was calculated. This allowed
an average response time and the number of correct submissions to be determined
for each subject. As shown in Fig. 2, on average, subjects submitted fewer correct
responses for conditions involving an interrupt, as compared to conditions that had
no interrupt. This difference was statistically significant: Paired t-test = 2.69;
p < 0.014. On average, subjects required longer to answer questions in the interrupt
condition than the no interrupt condition, however this difference was not statisti-
cally significant: Paired t-test = 1.17; NS (Fig. 3).

3.2 Visual Search and Spatial Memory Task

For the geospatial search task, photos were identified for which the same subject
submitted a response during the initial block and again in the second block when

Fig. 2 In the situational awareness task, the subject viewed a simulated out-the-window view
from an airplane (left) as it executed a series of turns, and charted the path of the airplane on a map
(right). This example is from the vicinity of the National Mall in Washington, DC. Photo Credit
Google Earth
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subjects were asked to repeat the task. The time for submissions was determined
based on the total time that a photo was open. Thus, if a subject opened a photo and
searched for it, but did not find it and abandoned the challenge, and later reopened
the same challenge and submitted a correct response, the times for both instances
were combined.

As shown in Fig. 4, subjects required more time to find the photos in the
interrupt condition than in the no interrupt condition. This difference was statisti-
cally significant: t-test = 2.02; p < 0.05.

3.3 Situation Awareness/Spatial Reasoning Task

On the tracking task, longer interruptions resulted in higher tracking error after the
end of the interruption. Figure 5 shows the mean tracking error over time for each
interruption duration, with the highest (worst) 10 % samples discarded at each time
step. The outliers were discarded because at any given time, a small percentage of
subjects were unable or not trying to reacquire the track, so their tracking error
came to dominate all the others. The mean tracking error for the control condition
(no interruption) is the red curve. The area between the red curve and each other
curve is the tracking error attributable to the interruption. The tracking error to the

Fig. 3 Results from intelligence reports task averaged for each subjects showing accuracy of
submissions and time for submissions

Fig. 4 On average, subjects
took significantly longer to
find the location of a
photograph on a map for the
second time if there was an
interruption of 5 min after
finding the images for the first
time
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left of the vertical axis at t = 0 was beyond the subjects’ control, as they had no
access to the system during the interruption, whereas the area under the curves after
this time reflects the time taken to re-acquire situational awareness.

After the longest interruption (120 s), the mean tracking error is degraded for
approximately 180 s, which is longer than the interruption itself. However, the
small magnitude of the effect after approximately 60 s implies that most subjects
had recovered by this time. Shorter interruptions showed quicker recovery times.
The shortest interruption, 30 s, had little effect.

4 Conclusions

These studies demonstrated that a system outage disrupts productivity not only
while the computer is out of service, but for some time afterwards. The cognitive
impacts depend on the type of task being performed. In all cases, disruption results
in a loss of working memory. On returning to the task, subjects may initially be less
productive than before the disruption as they regain context, as on our visual search
task. They may also provide more incorrect responses, as on the reading compre-
hension and retention task. This increased error rate occurred despite the fact that
subjects had access to the reading material after the interruption ended, and were

Fig. 5 Mean tracking error (m) as a function of time (s). Each curve corresponds to a different
interruption duration
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not under time pressure. Possible explanations include impatience with repeatedly
reviewing the same information motivating the subjects to answer a question
despite being unsure of the answer, or the unconscious substitution of forgotten
information with a plausible answer.

The situation awareness task has additional considerations. First, even a subject
with perfect memory would show a decrease in performance after returning to the
task, due to new information that was not observed during the interruption. Second,
the nature of the task itself is changed by the disruption; what was a
tracking/monitoring task becomes a search task until the track is re-acquired. It is
possible that an individual could show above-average performance in one moni-
toring but not search, or vice versa. Moreover, the relative difficulty between
monitoring and search could be altered dramatically by changing the task param-
eters, e.g. a slow-moving aircraft at an unknown location in a large area would be
easy to monitor, but difficult to re-acquire once lost. The duration of the interruption
had a nonlinear impact on the duration of the subsequent decline in performance. It
appears there is a threshold or ‘tipping point’ below which situation awareness is
not lost and performance resumes almost immediately when the system is available.
Above this point, performance is strongly impacted. Once the individual loses
situation awareness, their previous knowledge is invalidated and they must
re-acquire the new state after the interruption, and it is questionable whether an
even longer interruption would show a proportionally larger after-effect. This
suggests a sigmoidal curve for the time to re-acquire situation awareness after an
interruption, with the maximum slope corresponding to an ‘interruption threshold’
specific to the current task demands. For example, driving a car on a long, straight
second of road has a larger interruption threshold than driving on a winding

Fig. 6 Proposed formula for the median time to return to pre-disruption level of performance as a
function of duration of disruption, and a plot of this formula using parameters selected to fit data
collected from the Tracking task. Each of the three data points is the median of 63 trials (3 trials for
each of 3 subjects on 7 teams)
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mountain road, because the situation is more dynamic. Further experimentation is
needed to explore this hypothesis (Fig. 6).

t ¼ y0 þ
L� y0

1þ e�k X�X0ð Þ

Term Description Tracking task data fit

t Recovery time 20–60 s

y0 Minimum recovery time 20 s

L Maximum recovery time 60 s

k Maximum slope 0.1

x0 Interruption to achieve 50 % effect 100 s

On each of our tasks, the measured cognitive impact was on the order of sec-
onds, rather than minutes. This may or may not be large compared to the time
required to repair the computer system, depending on the severity of the disruption.
Therefore both system modeling and cognitive modeling are necessary components
of an overall model of the impact of disruption.
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Complexity and Reliability as Basic
Quantitative Characteristics of Computer
Based Tasks

Inna Bedny, Gregory Bedny and Waldemar Karwowski

Abstract This work is dedicated to the quantitative methods of task analysis that
allow to evaluate task complexity and reliability of task performance. Specific
attention is paid to reliability and complexity assessment of computer based task
and the correlation between these vital characteristics of human performance. The
qualitative and quantitative description of computer based task performance is
utilized as an example. In our work we utilize methods of task analysis that were
developed in the framework of systemic-structural activity theory (SSAT).
Description of activity structure during task performance and its relationship to the
structure of computer interface is analyzed. Reliability and task complexity
assessment calls for the creation of various models of activity during interaction of
user with computer. Such approach is different from cognitive approach which
considers cognition only as a process and ignores the concept of cognitive structure.

Keywords Complexity � Reliability � Precision � Errors � Failure

1 Introduction

In this paper the main focus is on the study of the relationship between reliability
and complexity in the performance of computerized tasks. We will first consider the
difference between such concepts as reliability and precision of task performance.
The main concept for probability is failure, for precision it is error. These two basic
concepts are tightly interconnected but they are not the same. Precision refers to the
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accuracy with which a goal of task is achieved. Reliability refers to failure in task
performance, and how probability of failure in task performance can change over
time. In systemic-structural activity theory (SSAT) ergonomists and psychologists
distinguish between user errors and failures based on the criticality of the errors for
the system [2, 3]. Operator’s actions that negatively affect functioning of the system
without shutting system down, or decreasing some criteria of performance that still
can be farther corrected are considered as errors. Operator’s actions that lead to the
errors that render incapability to the system functioning, or shutting it down, or
causes inability to achieve a required goal are considered as operator’s or user
failure. Specialist can talk about operator’s and user errors or failures only when
she/he discovers erroneous cognitive or behavior actions during task performance.
In this abbreviated publication we focus on task complexity evaluation. There are
interconnections between reliability and task complexity. Cognitive psychology
treats cognition and activity in general as a process, making it difficult to study
activity from a systemic-structural perspective. In contrast to cognitive psychology
SSAT considers human activity not only as a process, but also as a structure that
unfolded in time. This structure includes cognitive and behavioral components that
can be performed in sequence or simultaneously, and can have various probabili-
ties. Cognitive and behavioral actions and their components such as operations are
used as units of analysis. In this work we utilize morphological analysis of com-
puter based task. It includes algorithmic description of human activity and its time
structure. Morphological analysis preceded quantitative analysis of activity during
task execution. Basic quantitative methods of task analysis in SSAT are complexity
and reliability of task performance [1]. Relationship between complexity and reli-
ability of computer based task is discussed.

2 Complexity Evaluation of Human-Computer
Interaction Task

As object of study we have selected a real production human-computer interaction
task “receiving the orders”. The considered task is performed just one time at the
beginning of a shift. The purpose of this task is to receive the file containing orders
into the local computer system from another distant computer. This is the key task
the successful completion of which at the beginning of the shift allows creating
work for 50–60 employees for the whole 8 h shift. Without successful completion
of this task 50–60 employees with hourly pay cannot start their work. Unsuccessful
completion of this task leads to loss of about 1 h for these. Loss of an hour is due to
the fact that re-creation and resending of “the orders” file from computer that
located in another state and in a different time zone required coordination of efforts
with a number of specialists. This causes significant financial losses. Such negative
event should be considered as a failure. The failures were more frequent on
Mondays after 2 days off. Receiving the orders task is the first task performed by
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operator in the early morning shift. At the same time, it is a critically important task.
Functional state of an operator is not yet at an optimal level. Optimal state is
achieved only after some warm-up period. This factor can have negative effect on
the pace of task performance and on the probability of emergence of erroneous
actions.

All of these factors have been considered in our study and particularly when
assessing the pace of task performance. Our study includes a qualitative analysis,
preliminary algorithmic analysis of task performance, and evaluation of its relia-
bility. The obtained data are further accompanied by a more detailed algorithmic
description of the task in combination with analysis of the time structure of activity.
It was necessary for farther evaluation of task complexity. At the final stage we
have analyzed the relationship between such characteristics of task as complexity
and its reliability.

Let us to present the very abbreviated qualitative description of the task. The
operator checks if the file that contains the orders is on the list. If the file has been
received the operator checks the date stamp on the file to make sure it is a new order
file, not an old one. If the date stamp on the file is from today, then the task “receive
the orders” is completed and the file can be processed using the software specifi-
cally design for this purpose, and the orders for current shift are distributed among
all workers. If the file name is not on the list or does not have a current date on its
date stamp, then the operator should restart the communication software that
facilitates the file transfer process. The qualitative analysis of the task showed that
the operator could not understand why the same actions that in most cases where
given the desire result in some cases lead to the failure. The operator blamed
computer specialists and insisted that computer system functioned incorrectly.
Therefore, the purpose of this study was to determine the cause of the failure and
find out how complexity and reliability influence each other in this task.

3 Algorithmic Description of the Existing Task and Time
Structure Analysis

Contemporary tasks that combine cognitive and motor components have extremely
variable structure. Outside of SSAT there are no methods of description and
analysis for such tasks. Some authors even reject a possibility of analysis and
description of such tasks. For example, it was suggested that the constraint-based
approach to task analysis instead of the instruction-based approach. If we assume
that an operator strictly follows normative prescriptions this is the instruction based
or normative approach to the task analysis. The purpose of this approach is to
specify all steps to achieve a required goal. The constraint-based approach presents
only the requirements on what should be achieved and constraints on actions that
should be used by operators. An operator is given no restriction on how the task
should be accomplished. Consequently, an operator independently decide how to
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accomplish the task within the given constraints. Such approach contradicts with
the basic principles of task analysis and design, with productivity and safety
requirements. Constraint-based approach shows that there are no methods of task
analysis and description of variable human activity in cognitive psychology. In
contrast, SSAT offers the powerful method of analysis and description of extremely
variable human activity during performance of any tasks. This method is known as
algorithmic analysis of task performance. It is an important stage of task analysis in
SSAT. The purpose of algorithmic description of activity is subdividing activity
into qualitatively distinct psychological units and determining their logical orga-
nization. At this stage of analysis specialist utilize hierarchically organized units of
analysis that includes: members of algorithm, cognitive and behavioral actions and
their components-operations. Usually, the number of cognitive or behavioral
actions in one member of algorithm is restricted by the capacity of short-term
memory. Members of the algorithm are operators and logical conditions. Operators
represent actions that transform objects, energy, and information. Logical condi-
tions are members of the algorithm that describe cognitive decision-making actions.
Each members of the algorithm are designated by standardize symbols. For
example, standardized symbols which describe members of the algorithm are
presented in the left column of the table. There are operators that are involved in
receiving information, keeping information in memory, performing motor actions,
(Oa; Ol; Oe;) etc. Decision making or logical conditions are depicted by symbols
such as l " with a corresponding number of outputs. The arrow with the numbers
depicts possible transitions to other member of the algorithm with the same
numbers.

Symbolic standardized description in the left column is combined description of
elements of activity by psychological units of analysis (see Table 1). The second
column depicts combined description the same elements of activity utilizing
common language or technological units of analysis. The third column utilizes
detailed description using psychological units of analysis. MTM-1 system has been
used in the third column to describe motions that are included into motor actions.
Cognitive actions are also described in a standardize manner. Thus executive and
cognitive components are described in totally new manner that has never been used
outside of SSAT. The right column shows time that is required for performance of
corresponding elements of activity. So, Table 1 depicts not only algorithmic
description but also time structure of activity during task performance. Table 1
demonstrates that it is possible to describe extremely variable human activity that
includes cognitive and behavioral components. This is a very informative model of
activity during task performance.
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4 Evaluation of Complexity of the Existing Method
of Task Performance

Based on the analysis of Table 1 we can choose developed in SSAT measures of
task complexity evaluation. The first measure determines duration of activity during
task performance. Time for the algorithm execution (total time of task performance)
is determined according to Formula 1:

T ¼
X

Piti: ð1Þ

where Pi—probability of the i-th members of the algorithm, ti—performance time
of the i-th member of algorithm. Total performance time for the considered task is
T = 39.829 s. At the next step it is necessary to determine duration of separate
components of activity that are classified as follows: perceptual components;
decision-making components (logical conditions); components that require to retain
current information in working memory; executive components of activity; all
cognitive components of activity. Duration of perceptual components of activity is
determined using Formula 2

Ta ¼
X

Pata: ð2Þ

where Pa—probability of afferent or perceptual components of activity, ta—per-
formance time of afferent components of activity. The right column of Table 1
already has performance time of member of the algorithm taking into account
probability of each member of this algorithm and its components. Therefore, farther
we can determine duration of considered elements of activity simply by summa-
rizing their performance times. So, duration of perceptual components of activity is
determined utilizing Formula 3:

Ta ¼ TðOa
3ÞþTðOal

4 ÞþTðOaw
6 Þþ

X
Tð�Oaw

7 ÞþTð1Oa
3ÞþTð1Oal

4 Þ
þTð1Oaw

6 Þþ
X

Tð�1Oaw
7 Þþ ð2Oa

3ÞþTð2Oal
4 Þ ¼ 8:544 s;

ð3Þ

where
P

Tð�Oaw
7 Þ and P

Tð�1Oaw
7 Þ are summarized time of performing perceptual

actions during waiting period.
Duration of included in this task thinking components of activity is determined

as:

Tth ¼ T Ocallw
7

� �
þTð1Ocallw

7 Þ ¼ 2:77 s: ð4Þ

Duration of decision-making components (logical conditions) in task perfor-
mance is:
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Lg ¼ l1ð Þþ l2ð Þþ llw7ð Þþ ð1l1Þþ ð1l2Þþ ð1llw7 Þþ ð2l1Þþ ð2l2Þ ¼ 1:499 s ð5Þ

Duration of retaining current information in working memory is determined
according to the following formula:

Twm ¼ TðOal
4 ÞþT Ocallw

7 þ llw7
� �

þTð1Oal
4 Þ

þ Tð1Ocallw
7 þ 1l

lw
7 Þ þ Tð2Oal

4 Þ ¼ 3:964 s
ð6Þ

Total duration of cognitive components in task performance is calculated as
follows:

Tcog ¼ Ta þ LgþTth þðTwmÞ ¼ 12:813 s ð7Þ

Duration of executive components of activity (performance time of efferent
operators):

Tex ¼ TðOe
1Þþ TðOe

2ÞþTðOe
5ÞþTðOew

7 ÞþTð1Oe
2ÞþTð1Oe

5Þ
þTð1Oew

7 ÞþTð2Oe
2ÞþTðOe

8Þ ¼ 27:016 s:
ð8Þ

And Tcog + Tex = 39.829 s is the execution time of the whole task consists of
these two components. Some elements of activity are counted in several formulas.
For example, performance time of such members of algorithm as Ocallw

7 and 1O
callw
7

is counted as in Tth and in Twm. These members of the algorithm include different
cognitive operations such as arithmetic calculation (thinking component) and
mnemonic component. Similarly, there are several other members of the algorithm
that include different cognitive operations. Obtained data allowed to calculate other
measures of complexity.

The first one of them is Na. This measure presents fraction of perceptual com-
ponents of activity in the performance of the entire task.

Na ¼ Ta=T ¼ 0:215: ð9Þ

Fraction of thinking components of activity in the performance of the entire task
is calculated as follows:

Nth ¼ Tth=T ¼ 0:07 ð10Þ

Fraction of decision-making components of activity in the performance of the
entire task is calculated utilizing Formula 11:

Nj ¼ Lg=T ¼ 0:0376: ð11Þ

The level of working memory workload during the task performance is:
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Nwm ¼ Twm=T ¼ 0:0995: ð12Þ

The fraction of external behavioral (executive) components of activity in the
entire task is:

Nex ¼ Tex=T ¼ 0:678 ð13Þ

The next measure determines fraction of cognitive components of activity in the
performance of the entire task:

Ncog ¼ Tcog=T ¼ 0:322: ð14Þ

In the considered task an operator cannot predict the success and failure of some
of her/his actions. The same cognitive and behavioral actions to restore commu-
nication can result in success or failure. Such uncertainty produces emotional
tension and increased level of concentration of attention or level of mental efforts.
In normal conditions measures that are associated with attention concentration
during performance of computer based tasks are related to the third category of
complexity. However, the period of time when operator attempts to restore com-
munication for the second time produces emotion tension because a possibility of
failure sharply increases. To carry out the necessary calculations it is required to
determine time that is needed for achieving the goal or encounter failure after
performing 1l2. This is the period of time when an operator attempts to restarting
communication for the second time. We calculate this time that is required for
cognitive and motor components of activity separately because belongs to the
fourth category of complexity.

Performance time for perceptual components that are of the fourth category of
complexity are calculated as:

Tað4Þ ¼ Tð1Oaw
6 Þþ

X
Tð�1Oaw

7 Þþ ð2Oa
3ÞþTð2Oal

4 Þ ¼ 3:434 s: ð15Þ

At the next step time for decision-making (logical conditions) of the fourth
category of complexity is calculated as:

Lgð4Þ ¼ ð1l2Þþ ð1llw7 Þþ ð2l1Þþ ð2l2Þ ¼ 0:429 s: ð16Þ

Finally, time for thinking components that are related to the fourth category is
defined:

Tthð4Þ ¼ Tð1Ocallw
7 Þ ¼ 1:19 s: ð17Þ

Time for mnemonic operations that are performed simultaneously with other
cognitive components is not considered in our calculations.

Time for all cognitive components of activity that are related to the fourth
category of complexity is calculated according Formula 18:
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Tcogð4Þ ¼ Ta 4ð Þ þ Lgð4Þ þTthð4Þ ¼ 5:053 s: ð18Þ

Time for mnemonic operations that are performed simultaneously with other
cognitive components is not included separately.

Time for executive (motor) components of activity that are related to the fourth
category of complexity are determined similarly:

Texð4Þ ¼ Tð1Oe
5ÞþTð1Oew

7 ÞþTð2Oe
2ÞþTðOe

8Þ ¼ 10:98 s: ð19Þ

Next, we determine the ratio of time spent performing cognitive component
related to the fourth category of complexity to the time for all cognitive components
of the task:

Tcogð4Þ=Tcog ¼ 5:053=12:813 ¼ 0:394: ð20Þ

Finally, we determine the ratio of performance time of executive (motor)
component related to the fourth category of complexity to the time for all motor
components of the task:

Texð4Þ=Tex ¼ 0:406: ð21Þ

The last two formulas demonstrate the following. There is an order scale of
complexity with 5 levels of attention concentration. The simplest one is related to
the first category and the most complex is of the fifth category of complexity. The
last two formulas demonstrate that according to this criterion fraction of cognitive
components related to the forth category is 0.36, and fraction of the third category
of complexity is 0.64.

Fraction of forth category of complexity of motor component is 0.39 and fraction
of the third category is 0.61. Thus there is the sufficiently high level of mental
efforts during the task performance according to this criterion. Specifically, it is true
for the executive or motor components of activity. This is due to the fact that for the
cognitive components minimum level of concentration of attention is of the third
category and maximum level is of the fifth category. In contrast, motor activity in
normal conditions for various manual work requires the first level of attention
concentration for the simplest type of motor activity, and the most complex motor
activity is related to the third category. Motor activity of a user during interaction
with computer, when he/she utilizes the keyboard, usually is of the third category of
complexity. However, because of stress factor and derived from it emotional ten-
sion significant part of motor activity is transformed into fourth category. Therefore,
interaction of user with the keyboard in stressful conditions requires high level of
mental efforts.
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5 Conclusion

Complexity and reliability of task performance can influence each other. An
increase in equipment precision can often be accompanied by increasing the
complexity of the task. Task in more precise systems often become more complex
and its performance less reliable. Probability of operator’s erroneous actions might
also increase. Thus, complexity and reliability of task performance are interde-
pendent characteristics. Increasing of reliability of task performance can be
achieved by introducing new cognitive and behavioral actions. This new compo-
nents of activity can be a source of errors or failures.

When considering the reliability issues it is of particular importance to take into
account operator efficiently during the entire shift, time limit, stressful situations,
etc. In other words, operators have to work reliably in the conditions on which the
system is designed. For example, an operator can demonstrate reliable performance
in the beginning of the shift and not so reliable towards the end of the shift.
Increasing the complexity of the task is one of the most important sources of mental
fatigue. This factor is especially important to take into account at the end of the
shift. Therefore, the more complex the task is the less reliable its performance can
be at the end of the shift. Analysis of complexity measures allows to detect
potentially critical points in task performance which can be a source of such errors.
All this suggests that the evaluation of the reliability and complexity of the task in
some cases should be carried out together.
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Windshield Frame Shape and Awareness
of the External World While Driving
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Abstract The vehicle windshield is supported and framed by the hood, roof, and
pillars, which occlude the driver’s view of the outside. It has been previously shown
that awareness of the external world changes according to differences in windshield
shape. This directly affects the drivability of a vehicle. Thus, the windshield shape
must be designed by considering driver’s visual performance so that it can be
balanced with other performance measures such as weight and roominess to design
the optimal cockpit. Visual performance during driving is affected by (1) bottom-up
attention and (2) top-down attention, and (3) selection between them. This study

Y. Takeda (&) � K. Iwase � T. Hara � A. Kishi � K. Nishikawa � T. Nouzawa
Technical Research Center, Mazda Motor Corporation,
3-1, Shinchi, Fuchu-cho, Aki-gun, Hiroshima 730-8670, Japan
e-mail: takeda.yus@mazda.co.jp

K. Iwase
e-mail: iwase.k@mazda.co.jp

T. Hara
e-mail: hara.tos@mazda.co.jp

A. Kishi
e-mail: kishi.a@mazda.co.jp

K. Nishikawa
e-mail: nishikawa.ka@mazda.co.jp

T. Nouzawa
e-mail: nouzawa.t@mazda.co.jp

R. Veale � M. Yoshida � T. Isa
Department of Developmental Physiology, National Institute
for Physiological Sciences, Division of Behavioral Development,
38 Nishigonaka Myodaiji, Okazaki, Aichi 444-8585, Japan
e-mail: richard@nips.ac.jp

M. Yoshida
e-mail: myoshi@nips.ac.jp

T. Isa
e-mail: tisa@nips.ac.jp

© Springer International Publishing Switzerland 2017
K.S. Hale and K.M. Stanney (eds.), Advances in Neuroergonomics
and Cognitive Engineering, Advances in Intelligent Systems
and Computing 488, DOI 10.1007/978-3-319-41691-5_32

375



focuses on Itti and Koch’s visual saliency that attracts bottom-up attention as a
visual scene changes in shape and color around front windshield frame during
driving. This paper aims to quantify the relationships between drivers’ gaze
movements and visual saliency.

Keywords External awareness � Visual shapes and properties of the windshield
frame � Visual saliency while driving a vehicle

1 Introduction

We look through the windshield when driving a vehicle. The windshield is sup-
ported and framed by the hood, roof, and pillars, which occlude the driver’s view of
the outside. It has been previously shown that recognition of objects outside the car
changes according to differences in windshield shape, and affects drivability. Thus,
the relationship between windshield shape and driver visual performance must be
quantified so that it can be balanced with other performance measures such as
weight and roominess to design the optimal cockpit. Visual performance during
driving consists of role-sharing between (1) bottom-up attention and (2) top-down
attention, and the processes selecting between them.

Many psychological and computational studies on bottom-up attention have
been reported. For example, Treisman and Gelade [1] proposed the feature inte-
gration theory of visual attention. They explained psychologically that visual
stimuli are simultaneously processed in independent feature channels (e.g., inten-
sity, color, orientation and motion) and are finally integrated into a ‘master map’.
Furthermore, Koch and Ullman [2] proposed a ‘saliency map’ that expresses how
bottom-up attention is calculated computationally. Since then, several researchers
have measured gaze movements and quantified the relationship between gaze
movements and visual stimulus characteristics quantitatively. Furthermore, Itti and
Koch [3] proposed a computational algorithm to compute the saliency map while
subjects look at a still image or video. This algorithm estimates the time needed to
find a target in a visual search paradigm by assuming that the subject will look at
items in order of how salient they are, while inhibiting return to places already
looked. This saliency map model fits the empirical results collected in psy-
chophysical studies with regard to the looking behavior of subjects. On the neural
side, Yoshida and colleagues [4, 5] have investigated how visual feature channels
are re-weighted after certain types of brain damage, and what that implies about
how and where the saliency map is actually implemented in the brain. Furthermore,
Yoshida and colleagues [6] have developed neural network models to more accu-
rately understand the physiological mechanisms responsible for saliency map
computation in humans. For example, they have developed a model of the superior
colliculus (a midbrain area responsible for visual processing and eye movements)
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based on the saliency map model which predicts how electrical microstimulation
applied to the superior colliculus will affect the targets of looking behavior.

In parallel to the academic research, there is a large body of research in the
auto-motive field regarding the mechanisms behind human visual awareness.
Tanaka and colleagues [7] have proposed a method to quantitatively evaluate the
best interior design of a car during high-speed driving by measuring the changes in
eye position and head/neck movement based on seat posture combined with
measurements of torque in the cervical joint. Similarly, Takeda and colleagues
[8, 9] have demonstrated that placing the A pillar and instrument panel in appro-
priate locations has a positive effect on the driver’s sense of safety with respect to
the world outside the car. They furthermore demonstrated experimentally that the
choice of good locations and shapes for the pillar and instrument panel is related to
the sense of distance felt by the driver.

Finally, there is a large and venerable body of research in psychology relating to
the mechanisms behind looking behavior which are highly relevant to our current
study of driver’s awareness of the outside world [10, 11]. For example, Yarbus [10]
famously showed that the pattern of looking behavior of a subject to the exact same
visual scene changes based on the subject’s goal (for example, “tell me what is
happening” versus “tell me how many people are in the room”). On a related note,
Laretzaki [11] importantly showed that looking behavior changes based on sub-
jects’ psychological states. He showed that as subjects become more distressed and
uneasy, the distribution of the places they look likewise becomes wider. This thread
of research has highlighted the importance of a good automobile interior design and
layout to increase the driver’s sense of safety. However, until now, there has been
little research to elucidate why looking behavior is influenced by these seemingly
aesthetic factors, and this has had a negative effect on the design of car interiors.
The current research is a step towards quantifying the effect of interior
design/layout using computational models of visual attention and human behavioral
research.

As a first step, this study focuses on saliency characteristics that attract
bottom-up attention in relation to visual stimulus changes in the shape and color
around front windshield frame. This paper aims to quantify the relationships
between drivers’ gaze movements and saliency characteristics of the front wind-
shield and external world as viewed through the front windshield.

In this report, we measured changes in gaze movement that result from
manipulation of the shape and color of the front windshield, using an experimental
apparatus we designed in-house. This apparatus displays movies in which a
3-dimensional front windshield design is superimposed on the front view of car
driving scene. We quantified the relationship between the measured gaze trajec-
tories and the main bottom-up attention factors (color, intensity, orientation, and
motion) using a saliency map model.
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2 Analysis of Visual Recognition in Driving

2.1 Experimental Equipment

Figure 1 depicts an experimental system measuring visual awareness when driving
a vehicle. The system is composed of a gaze measurement device, which can
measure position of both the subject’s eyes, and a visual display in which a movie
of the view through the front windshield is displayed to the subject. The gaze
measurement uses an eye mark recorder (NAC Image Technology Co., Ltd.;
Glass-wear formula eye camera; Measurement range: horizontal direction ±40°,
vertical direction ±20°; eye movements resolution: horizontal direction 0.1°, ver-
tical direction 0.4°; pupil diameter resolution: 0.02 mm; sampling: 240 Hz). This
records the subject’s voice in synchronization with measured gaze direction.

The experimental setup furthermore contains a mockup of the driver’s seat of an
automobile, including acceleration and brake pedals, and footrest. The display
shows a test movie of the front view through the windshield during driving, using a
Tft active matrix display (TOSHIBA CORPORATION Co., Ltd.; Display resolu-
tion: 3840 � 2160 (4K); Display size: 58 in.; Display devise: active-matrix) as
shown in Fig. 1. The measurements from the eye recorders are synchronized with
the visual display.

2.2 Experimental Methods

Figure 2 shows the experimental method for displaying the visual stimulus (a movie
through the front windshield) to the subject and measuring his/her eye movements.
As shown in Fig. 2a, a movie previously recorded in a car driving on a public

Fig. 1 Experimental system for measuring visual awareness while driving a vehicle
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highway is displayed to the subject at a distance of 1 m on the display. The viewpoint
of the visual scenery displayed is that of an average 50th percentile male driver from
the U.S., as estimated from CAD data of the car model [12] and the vanishing point
of the video taken (Fig. 2b). The driver’s seat mockup from Fig. 1 is adjusted to
match the subject’s viewpoint so that the vanishing point is appropriate for the driver.
To give the subject an even stronger sense of “driving”, the subject is told to turn the
steering wheel to match the perceived direction of travel of the vehicle.

The experiments are comprised of 4 conditions, being 4 different 60 fps high
definition videos of 30 s each. These are shown to the subjects in 3 trials (Total:
90 s), during which the subject’s visual behavior is measured. The experimental
conditions are designed to investigate the differences in salience based on the A
pillar, front header, and instrument panel shape. Table 1 shows that the experimental
conditions (A)–(D) are manipulations of the windshield frame shape and color.

(a) (b)

Fig. 2 Experimental design: the subject watches the displayed video of driving scenery, and the
movie vanishing point and CAD data is used to superimpose the base movie based on AM50 (U.S.
male 50th percentile) data. a A subject driving the virtual simulator. b How to make a presentation
movie

Table 1 Experimental conditions

Experimental conditions (A)–(D) are manipulations of the windshield frame shape and color. The
shaded region represents portions where the driving video is displayed. (B)–(D) have the
superimposed windshield frame
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2.3 Gaze Movements in Relation to Windshield
Frame Properties

Figures 3, 4, 5, 6 and 7 show the measured gaze behavior of 4 subjects. To mimic
natural driving conditions, the heads of the subjects were not fixed and gaze behavior
thus represents combined head, eye, and trunkmovements.An important caveat is that
the subjects are employees of MAZDA corporation and thus experienced drivers.

Figures 3, 4, 5 and 6 show the per-subject eye movements for the 4 corre-
sponding experimental conditions (A)–(D). The figures show 480 by 720 pixel still
frames of the viewed scenery. The blue lines represent changes in eye position
during the corresponding 30-s trial. This data is quantified later, in Fig. 7.

Fig. 3 Subject A

Fig. 4 Subject B
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In with-frame experimental conditions (B)–(D), due to the existence of the
windshield frame, attention is more easily pulled to the upper regions and attention
is more responsive to movement in the outside world. In contrast in the no-frame
condition (A), the subject’s visual regard is centered and distributed around the
lower regions of the visual scene. In conditions (B) and (C), the looking distribution
expands to be distributed higher than in the opposite condition. In experimental
subject A and B, we can see a tendency for gaze to respond to the A pillar in the
reverse trapezoid condition. By comparing conditions (C) and (D), we can see that
the black colored windshield frame allows gaze to be directed to important points
more readily, and gaze is concentrated more in the upper portion of the frames. As

Fig. 5 Subject C

Fig. 6 Subject D
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in comparison between the no-frame condition and the reverse trapezoid, we can
see a tendency for the subject’s gaze to respond to the black A pillar.

Figure 7 shows the distribution of eye movements around the average position,
and the standard deviation, for each subject. Subfigure (a) shows the mean left-right
distribution of eye position for each subject, in each condition, and (b) shows the
standard deviation. Note that the center of the image is pixel 360 (since it is 720
pixels wide), thus the center is slightly biased to the left of the image. Comparing
conditions (A) and (B), there is some bias to be pushed away from the A pillar on
the right side of the frame. Furthermore, comparing conditions (B) and (C), the
tendency of eye position to be pushed away from the A pillar is obvious when one
observes that the eye position approaches the pillar side on the right more in the
rectangular condition than in the reverse trapezoid. Furthermore, comparing con-
ditions (C) and (D), the less luminant the interior/frame materials show the greatest
separation of center of gaze from the A pillar. Figure (b) shows the left-right
standard deviation. The large these values, the more subjects tended to distribute
gaze along the left-right dimension. From these results, we can see that the wind-
shield frame’s existence or non-existence allows us to separate the results into two
groups, with different levels of left-right gaze movement. The data naturally sep-
arates into two groups, the rectangular condition (with fewer left-right eye

Fig. 7 Analysis of each subject’s eye movement behavior: gaze position moves up in frame
conditions, and the left-right distribution is suppressed. Up-down distribution is likewise
suppressed. a Left-Right gaze position. b Left-Right gaze deviation. c Up-Down gaze position.
d Up-Down gaze deviation
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movements than the reverse trapezoid condition), and the condition with more eye
movements. Furthermore, the less luminant of the interior material, the fewer the
left-right eye movements, and vice versa.

Figure 7c shows the center of gaze distribution on the vertical axis. In this case,
the vanishing point was at pixel 240. We can see from the figure that all subjects
had their gaze center shift upward with the addition of the window frame.
Furthermore, in the rectangular condition gaze is directed more towards the van-
ishing point, and if the interior is more luminant, the center of gaze is shifted
upwards. Figure (d) shows the variance of up-down gaze position. The existence of
the windshield frame seems to increase gaze shifts with a vertical component. We
can separate the data into two groups based on the variance of gaze position in the
vertical direction, and the interior luminance.

From these results, we can see that conditions including the windshield frame
result in the subjects looking most at the most important region for driving (straight
ahead). Furthermore, the shape of the frame (the angle of the A-pillar) has an
influence on the vertical distribution of gaze and its likelihood to become fixed on
the vanishing point. In the next section, we will evaluate these 3 points with relation
to the saliency map model of bottom-up visual attention.

3 Numerical Analysis of Visual Awareness While Driving

3.1 Evaluation Procedure

We use the bottom-up visual attention model called the “saliency map” to analyze
the visual stimuli presented to the experimental subjects. We importantly analyze the
relationship of the main important factors of hue (color), luminance, orientation, and
motion. Figure 8 introduces the basic concepts between saliency map computations.

In the left of the three visual stimulus examples shown, one element “pops out”
due to difference along at least one of these visual feature channels. However, in the
rightmost, it does not pop out along any single feature dimension and so is more
difficult to locate. In the leftmost image, the element differs by its color, in the
middle example, by its orientation. In Triesman’s account [1], these channels would
be computed each in parallel, and then combined into a single “pop out” map, as
shown at the bottom of the figure. In the rightmost example in the figure, the feature
search is not straightforward, as the search for the target that meets all criteria (e.g. a
conjunctive search of both vertical orientation and blue color) is made difficult by
the existence of elements that match in one feature channel but not the other. This
was a psychological theory, but has been made quantitative by the development of
computational models such as the saliency map. In this paper, we use a saliency
map with strengthened color channels due to the blindsight studies of Yoshida et al.
[4], and investigate the relationship between subject’s eye movements in the pre-
vious section and the output of a saliency map model when it is run with the driving
visual stimuli as input.
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3.2 Calculation Results of Visual Saliency

Figure 9 shows the saliency map output for representative frames of experimental
conditions (A)–(D).

If one compares condition (A) with e.g. (B) and (C), then we can see that the
existence of the windshield frame causes the upper part of the road to become more
salient. Furthermore, in cases without the frame, it becomes more salient due to the
addition of the optic flow. If we compare (B) and (C), then we can see that in the
reverse trapezoid condition, the salience above the pillar is strong, whereas in the
more rectangular frame, the salience is pulled to the side window above the side

Fig. 8 Explanation of the saliency map [4–6]. Examples of 3 visual stimuli conditions of search
tasks for which the saliency map was developed, and the corresponding saliency map output for each

Fig. 9 Visual saliency and optic flow computed for sample frames
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mirror. This may be related to the increased density of optic flow, as shown in the
third row of Fig. 9.

Finally, if we compare (C) and (D), we can see that the luminance of the frame
material is also important. Specifically, lower luminance of the material makes
higher salience in the road and external world, whereas higher luminance increases
the relative salience of the instrument panel and interior. Low luminance frame
material seem to also block some of the optic flow due to the A pillar.

3.3 Discussion

Figure 10 shows the result of different visual feature channels (color, direction,
orientation, and motion) computed for the same visual stimulus frames shown in
Fig. 9. In condition (A) the saliency is related to all channels, including luminance,
color, motion, and orientation, However, in conditions (B) and (C), the intensity
channel is stronger in the upper portions of the frame, and thus the effect of
intensity is strong. Furthermore, the contribution of the orientation channel is strong
along the parts of the windshield frame that intersect the outside image.

Fig. 10 Comparison of independent feature channels
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Furthermore, it is dependent on the color of the trees to the left and right. In this
way, the shape and distribution of visual saliency in the image changes depending
on the windshield frame. In condition (D), due to the high luminance of the interior
material and windshield frame, saliency is focused around the trees outside. This
contrasts with the conditions in which the windshield frame/interior is of a darker
material. Furthermore, it is separated on both color and luminance feature channels.

For example, if one compares between condition (A) with e.g. (B) and (C) in
Figs. 3, 4, 5, 6 and 7, then we can see that the existence of the windshield frame
causes to gaze the upper part of the outside. We can quantitatively estimate that the
tendency, which the intensity channel is stronger in the upper portions of the frame,
influences the gaze movements. Furthermore, if one compares between condition
(B) and (C) in Figs. 3, 4, 5, 6 and 7, we can see the tendency of eye position to be
approached the pillar side on the right more. In addition, we can quantitatively
estimate that the tendency, which the salience is pulled to the side window above
the side mirror, influences these gaze movements.

Finally, Fig. 11 shows that the example of analyzing specifically to extract scene.
Figure 11a directly compares conditions with or without a windshield frame.
Depending on the frame shape, motion and color salience around the A-pillar are
dispersed, and the gaze of the driver can be forced to be fixed nearer to the vertical
meridian. Figure 11b shows the effect of windshield frame material properties (such
as luminance and color) on the driver’s attention. Changing the luminance causes the
salience to be transferred to other channels, spatially de-correlating the saliency and
reducing undesirable “hot-spots”. In this way, by having a windshield frame, the
luminance of regions unnecessary to driving is suppressed, and the “color”, “mo-
tion”, and “luminance” of the outside world is artificially increased. By manipulating
these factors correctly, the goal is to focus driver’s attention on visual regions most
important to driving and increase the distribution of his gaze in desirable ways.

(a)

(b)

Fig. 11 Distribution of visual saliency channels in response to scene
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4 Conclusions

We conclude that drivers can control a vehicle on a highway by gazing at the front
center in the distance due to four functions of the windshield frame that affect
bottom-up attention.

(1) The front windshield frame stabilizes gaze movements by suppressing
unnecessary visual intensity of the outside view.

(2) The front windshield frame restricts the driver’s gaze point to the most
important region (straight ahead) by artificially de-correlating the spatial dis-
tribution of color, motion, and intensity salience of the outside view. This
makes it harder for an exciting but irrelevant stimulus to draw the driver’s
attention.

(3) The visual properties of the windshield frame (such as the color of the
material) have an effect on the size and shape of the region to which the
driver’s attention is drawn. This is because the luminance saliency of the
windshield frame affects the saliency of surrounding visual features, and thus
contributes to decorrelation of the different saliency channels.

(4) The shape of the windshield frame, especially the inclination of the pillars,
make it easier for drivers to set their gaze point along the vertical axis by
de-correlating color and motion saliency.
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Managing Mediated Interruptions
in Manufacturing: Selected Strategies
Used for Coping with Cognitive Load

Jessica Lindblom and Jonna Gündert

Abstract Interruption research can provide human factors and applied ergonomics
with an enhanced understanding of how to notify assembly workers in manufac-
turing. The paper investigates and analyzes what happens in the transition phase
when resuming to the primary task; to understand what kind of support assembly
workers may need during this critical and cognitively demanding phase—so that the
interval between the interrupted and the primary tasks can be shortened to increase
efficiency, during mediated interruptions. Subjects were interrupted during primary
assembly tasks via a mobile device which delivered various notifications. We
focused on the selected cognitive strategies applied when decreasing the subjects’
experienced cognitive load as they resumed to their primary task. Based on the
obtained results, some recommendations from a distributed cognition perspective
are provided when analyzing “cognitive workscapes.”

Keywords Manufacturing � Mediated interruptions � Manual assembly �
Cognitive load � Distributed cognition � DiCoT � Cognitive strategies

1 Introduction

It is widely acknowledged that various kinds of interruptions affect work perfor-
mance, error handling and cognitive load. Interruption research has generally
increased in recent years, resulting in a large and growing body of literature in the
area. Consequently, the definitions of relevant concepts, theoretical and method-
ological approaches, and explanations of the obtained results show great variety in
both detail and scope. Briefly stated, an interruption is characterized as any event,
interruption task, that either breaks a person’s attention from their current activity,
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primary task, and requests or forces the user to focus on a new, interrupted task [1].
Switching between tasks, even when done in a controlled manner, incurs a cost in
terms of time and performance on both tasks. The study of interruptions can easily
be applied to the manufacturing domain, which quite surprisingly has not been
studied extensively from an interruption perspective (but see work conducted by
[2–4]). In order to optimize work performance in manufacturing, we believe it is of
major importance to take into consideration the ways information interrupts and
notifies assembly workers.

The aim of this paper is to investigate and analyze what happens in the transition
phase when assembly workers resume to their primary tasks, and what kind of support
the workers may need during this critical and cognitively demanding phase—so that
the interval between the interrupted and the primary tasks can be shortened, thereby
increasing efficiency. We focused on examining so-called mediated interruptions, as
found in McFarlane’s and Latorella’s [5] seminal work of interruption coordination
methods. The studywas carried out in a in a simulatedmanufacturing environment. In
order to offer a holistic perspective, the theoretical framework of Distributed
Cognition (DCog) [6] was used as the foundation. In order to analyze how assembly
workers handle interruptions and to determine what can be done to facilitate the
resumption of the primary task after being interrupted with the secondary task; we
applied the Distributed Cognition for Teamwork (DiCoT) methodology [7]. The
purpose of this work is to identify and provide insights to the strategies employed
when reducing the levels of cognitive load as the assembly workers return to the
primary tasks. Based on our results, we have drawn up recommendations for reducing
the cognitive load as the assembly workers resume their primary tasks.

2 Background

2.1 Interruption Research

An interruption is characterized by Corraggio as any event that either breaks a
human’s attention from their current activity (primary task) and requests or forces
the human to focus on a new task (interruption task) [1]. It should be noted that the
primary and the interruption task may vary in complexity, level of severity, and
urgency. Some interruption tasks may be critical; requiring an immediate response,
whereas others can be withheld before being attended. Figure 1 illustrates the
interruption process including the task that is interrupted (primary task) and the task
that is interrupting (interruption task), as well as the interruption and resumption
lags that inherently follow in the transitions between the two types of tasks.

In many cases interruptions can incur a high cost for the human being in
question, because switching between tasks, even when controlled, demands a price
of time and performance from both tasks [9]. The human performance loss can be
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decreased through proper preparation before the task switching, as well as through
offering easy ways of “entering” the new task. Similarly, when switching back to
the primary task after finishing the interruption task, it is optimal if the primary task
can be left in such a state that it can be easily resumed, since then the performance
cost of task switching is greatly reduced [10]. Accordingly, McFarlane and
Latorella [5] argue that the negative effect of interruptions can be minimized by
taking into consideration the demands of the primary task and the interruption task,
and the requirements of the person.

There are several proposed ways for managing interruptions. McFarlane [10], for
example, suggests a taxonomy of interruption coordination methods that focuses on
two main factors: the type/priority of the task being interrupted, and the type and/or
priority of interruptions. McFarlane [10] presents four forms of interruption coor-
dination methods, and these are referred to as: (1) negotiated, (2) mediated,
(3) scheduled and (4) immediate interruption coordination methods. In this paper,
we focus mainly on mediated interruptions, which is briefly characterized as having
a notification system behaving as a human secretary that judges whether and when
interruptions are appropriate, but is also the most complicated to implement in a
computer based notification system. Some research exists on how notification
systems may respond to the context and user activity in order to display notifica-
tions at natural breakpoints in a human’s activity [11], instead of sending notifi-
cations at any random time, which incurs a lower cost in both human errors and
switching times. Bailey’s and Konstan’s [12] results reveal that interruptions pre-
sented during more natural breakpoints has a significantly a lesser impact on the
user’s anxiety and annoyance, as opposed to being interrupted in the middle of a
task. In summary, the best possible option is to present interruptions between
well-defined and clear tasks; and the second best option is to direct interruptions at
the end of a sub-task [13].

Trafton et al. [8] examined how subjects behaved when resuming a computer
task after being interrupted, whether they had or did not have access to various
kinds of environmental cues to aid them. Their results show that salient environ-
mental cues can assist the subjects in their reorientation effort when resuming the

Fig. 1 The process of interruption and resumption involving a primary and an interruption task
(modified from Trafton et al. [8], p. 585. © Rebecca Andreasson)
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primary task after an interruption. Briefly stated, environmental cues have a positive
impact on the resumption of the primary task.

It is widely acknowledged that interruptions are common in human contexts, and
that they either cannot or should not be fully reduced. It is therefore of major
importance to consider the nature of human cognitive abilities that have not altered
much during evolution, e.g. humans still have limited attention span and short-term
memory, although the cognitive demands on human performance has increased in
modern working life. McFarlane [14] points out that “interruption of people is
problematic because people have cognitive limitations that restrict their ability to
work during interruptions” (s. 295), and interruptions should not be considered as
an isolated phenomena, given they occur in a context, which make it important to
decide proper selection of breakpoints, i.e. when and how to interrupt.

2.2 The Theoretical Framework of DCog and the DiCoT
Methodology

DCog was introduced by Hutchins [6] in response to more individual models and
theories of human cognition. From a DCog perspective, human cognition is fun-
damentally distributed in the socio-technical environment that we inhabit, and it
takes a systems perspective. It discards the idea that the human mind and the social
and material environment should be separated, and cognition should instead be
considered as a process, rather than as something that is contained inside the mind
of the individual. Hence, DCog views cognition as distributed in a complex
socio-technical environment and cognition is considered as creation, transforma-
tion, and propagation of representational states within a socio-technical system [6].

The systems level view makes DCog a fruitful approach for studies of complex
socio-technical domains. The framework differs from other cognitive approaches,
by its commitment to two theoretical principles [15]. The first principle concerns
the boundaries of the unit of analysis for cognition, which is defined by the
functional relationship between the different entities of the cognitive system. The
second principle concerns the range of processes that is considered to be cognitive
in nature. In the DCog view, cognitive processes are seen as coordination and
interaction between internal processes, as well as manipulation of external objects
and the propagation of representations across the system’s entities. When these
principles are applied to the observation of human activity in situ, three kinds of
distributed cognitive processes becomes observable [15]: (1) across the members of
a group, (2) between human internal mechanism (e.g., memory, attention) and
external structures (e.g., tools, artifacts, computer systems), and (3) distributed over
time.

Different kinds of representations are central to the unit of analysis in DCog, and
Hollan et al. [15] argue that representations should not only be seen as tokens that
refer to something other than themselves but that they also are manipulated by
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humans as being physical properties. Humans shift from attending to the repre-
sentation to attending to the thing represented, which produce cognitive outcomes
that could not have been achieved if representations were always seen as repre-
senting something else. That is, to study external, material and social structures
reveals properties about the internal, mental structures that become observable.
Thus, the underlying principle in DCog is that cognition is an emergent phe-
nomenon resulting from the interactions between the different entities in the func-
tional system, implying that the whole is more than the sum of the individual parts.

However, DCog has been criticized; and two posed forms of criticism regard the
DCog view of the very nature of cognitive phenomena, and its utility as an analytic
tool since it lacks interlinked concepts that can be easily used to identify specific
aspects out of the collected data [16]. Consequently, the DCog approach has
been used as a base for the construction of methods, such as the DiCoT method-
ology [7], which has been proven to facilitate the learning of applying the DCog
framework [17].

Briefly stated, DiCoT draws on ideas from Contextual Design [18], but
re-orients them towards the governing principles that are central to DCog, resulting
in several themes, models and principles that are at the focus of DiCoT. The models
include the information flow model, physical model, artefact model, social model,
and evolutionary model that can be used, together with the accompanying princi-
ples, to investigate and analyze how and why the work environment have devel-
oped over time, and to reason about re-design [7].

3 Method and Procedure

3.1 Setting and Research Design

We used a simulated manufacturing facility in our investigation and analysis of
what happens when resuming to the primary task in mediated interruptions; to
understand what kind of support assembly workers may need during this critical
and cognitively demanding phase. The setting and the scenario resembled an earlier
study performed by Kolbeinsson and Lindblom [4], which consisted of a lab-based
experiment that simulated tasks and environments typically found in manual
assembly and in manufacturing (see Fig. 2a). Kolbeinsson’s and Lindblom’s study
was based on the works of Iqbal and Bailey [11], and Adamczyk and Bailey [13],
on selecting breakpoints. The overall research design was an adaptation of
McFarlane’s [10, 14], prior to contrived studies of interruption coordination
methods, but here modified to resemble an authentic manual assembly tasks (see
[19] for some motivations for using a simulation).

The simulation consisted of an assembly (primary) task and an interruption task.
The primary task involved mounting two different kinds of front wheels onto a
pedal car, with the extra difficulty that each wheel required a specific setup of tire
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hardness (soft, medium, or hard) and a specific colour coded bolt (green, blue,
yellow, or red), and the tightening of the bolts included using a cordless drill. The
delivery note (see Fig. 2b) was placed at the back of each pedal car displaying
abbreviations of which kind of tire hardness and colored bolt that should be used on
each side, e.g. “LF S” represented “Left side, front wheel, soft tire” and “RF
Yellow” represented “Right side, yellow bolt”. The mounting of each wheel was
categorized as being a distinct sub-task. The mediated interruption, which was sent
from a computer-based notification system, occurred either between the mounting
of the two front wheels (sub-task) or between two pedal cars (task). The inter-
ruption task consisted of receiving a notification as a text message on a mobile
device, then walking to the stationary computer, looking for the right kind of
information in form of letters, “decode” them into colored symbols, and finally
sending the correct information to the person who was named in the text message.
The breakpoints were selected from Iqbal’s and Bailey’s [11] prior findings, which
revealed that breakpoints at the end of a task or sub-task cost less in terms of time
and error, than the cost from random interruption points [4].

In order to resemble an authentic assembly task, the subjects were forced to
manage a standard assembly time, called takt time, which was set to 40 s, with
subjects getting a visual indicator when the time was up. This created a sense of
time pressure and illustrated the time limits the subjects were expected to meet
when no interruptions were sent. Quantitative and qualitative data were collected
via observations, video recordings, and semi-structured interviews. The subjects
received auditory and tactile notifications as vibrations from a mobile device.
During the whole study, loud noise recorded from a real manufacturing facility was
played in the background.

Fig. 2 The simulated assembly line to the left (a), and a closer look of a delivery note to the
right (b)
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3.2 Subjects and Procedure

21 subjects were recruited in total, nine were female and twelve were male, and the
majority of them (57 %) were between the ages 20–25. Only one subject had prior
experience of manual assembly. Each subject received a practice period until the
subject performed the primary and interruption tasks without procedural errors at
least three times in a row. All three treatments: “assembly only”, “between wheels”,
and “between cars”, were tested in a single condition with a random order of
breakpoints. “Assembly only” was being used to keep subjects from predicting
when they would be interrupted (these obtained results are reported in another
publication). A colleague sent notifications according to a pre-defined random list,
with each subject receiving six of each: “no interruption”, “between cars”, and
“between wheels”, resulting in each subject assembling at least 18 pedal cars. After
participating in the experiment, subjects were interviewed regarding their experi-
ences of handling the interruptions and what tentative cognitive strategies used
when resuming to the primary task. On average, one session lasted for approxi-
mately 60 min for each subject, including the whole procedure from entering the
lab to finishing the interview.

4 Analysis and Results

4.1 The Physical/Artefact Model and the Information Flow
Model

The combination of the physical layout model and the artefact model displays how
the spatial arrangement was organized, and when taken together, depicts the factors
that influences the work performance within the unit of analysis, at a physical level
(see Fig. 3). It is of importance from a DCog perspective to represent what factors
that have an impact on the subject’s “cognitive workspace”, and how the physical
arrangement hinders or supports the performance of the primary and interrupted
tasks. That is, in DCog the environment plays a significant role in describing and
analyzing cognition, particularly how these tools and artefacts are designed to boost
cognitive processes. Figure 3 shows the physical layout, artefacts, and tools
available in the simulated assembly setup.

The combined physical/artefact model provides the general constraints that
partly determines and affects in what ways the information flow is created, trans-
formed, and propagated within the “cognitive workspace”. The information flow
model turns the focus of attention to the communication between peers and
artefacts/tools, their individual roles, and the sequences of events over time, which
defines the coordinating mechanisms of the system. That is, identifying commu-
nication pathways among the entities and the key properties of the of information
flow [7]. However, we experienced that the prescribed way of doing a flow model
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in the DiCoT methodology was too limited, since it was on a more general level,
explicitly omitting the transformations of the representational states in the different
entities of the system during the performance of the primary and interrupted tasks.
Consequently, we developed a more detailed way to display the information flow
(see Table 1).

As displayed in Table 1, the subjects go through various kinds of representa-
tional states, which are transformed and propagated in the information flow within
the “cognitive workspace”. We have also included physical and manual actions that
are represented as actions-perception couplings, implying that cognition is
embodied (e.g. [5, 20]). Furthermore, the analysis of the above models and the
observations done, revealed that there are two separate information flows occurring,
which are not connected and thus interfering with each other. On the one hand,
there is an information flow for the primary task, and on the other hand, there is
another information flow for the interrupted task. Both of these information flows
require adequate coordination of both “mental” and “physical” aspects in order to
create a functional “cognitive workspace” through the use of available tools and
artefacts. In other words, the attention, concentration and performance of the tasks
follow two different information flows, which mean that they are strongly attached
to respectively task so partly allocating attention to the ‘other’ task simultaneously
is hindered. Summing up, the three modified models provided a solid base to
understand and visualize what was happening in the “cognitive workspace” during
primary and interruption tasks.

Fig. 3 The combined physical/artefact model of the simulated assembly line, which represent the
“cognitive workspace”
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Table 1 The information flow of the primary tasks, the interrupted tasks, and the resumption of
the primary task

Activity Representational
formats via the
information is
propagated

Artefacts
and tools

Physical and cognitive
actions

Primary task

1. Read and interpret the
instructions on the
delivery note

Written abbreviations Delivery
note

The written external
representation has to be
translated to Swedish and
create an internal spatial
representation “in the
head”

2. Go and grab the right
kind of wheels and bolts

Color coding, spatial
information

Wheels and
bolts

Moving to the place were
artefacts and tools are
situated while
remembering the
information on the
delivery note “in the
head”

3. Place the first wheel,
using the correct washer
and bolt at the correct
side on the pedal car

Embodied
action-perception loops
of arms, hands, and
fingers

“Hands”,
pedal car,
wheel, bolt,
and washer

Motoric coordination,
concentration, attention

4. Initially fastening the
washer and bolt on the
axle manually

Embodied
action-perception loops
of arms, hands, and
fingers

“Hands”,
pedal car,
wheel, bolt,
and washer

Fine-tuned motoric
coordination,
concentration

5. Retrieve the cordless
drill and properly
fastening the bolt

Embodied
action-perception loops
of arms, hands, and
fingers and using the
cordless drill

“Hands”,
pedal car,
wheel, bolt,
and cordless
drill

Fine-tuned motoric
coordination,
concentration, embodied
experience when the bolt
is fastened properly

Notification

6. Notification arrives Sound and tactile
vibration

Mobile
device

Alert the shift of
attention, from
performing the primary
task to the interrupted
task via hearing and
touch

Interruption task

7. Pick up the mobile
device from the pocket

Action-perceptual
couplings

Mobile
device

Interruption in the
current workflow,
manually pick up the
mobile device

8. Go to the stationary
computer and pick off the
gloves in order to use the

Action-perceptual
couplings

Gloves,
mobile
device

Forced to leave the
workstation, pick off the
gloves to tap on the
touch function on the

(continued)
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Table 1 (continued)

Activity Representational
formats via the
information is
propagated

Artefacts
and tools

Physical and cognitive
actions

touch function on the
mobile device

mobile device, while
remembering the status
of the primary task “in
the head”

9. Read, interpret and
understand the text
message sent

Written text Mobile
device

Interpret and understand
the information content
in the message

10. Find the correct
information on the
graphical user interface
(GUI)

A lot of written text
displayed on the screen.
Information “stored in
the head”

Mobile
device,
stationary
computer
terminal

Identify the correct
information through
mapping of the
information content in
the artefacts

11. Detect the correct
“error code”

A lot of written text
displayed on the screen.
Information “stored in
the head”

Stationary
computer
terminal

Have to identify the
correct “error code”,
focus of visual attention

12. Fill in the right
symbolic sequence (red
triangles, yellow circles,
etc.), and find the correct
receiver of the message

Written text, and
graphical symbols of
different colors.
Information “stored in
the head”.
Action-perception
couplings

Mobile
device,
Stationary
computer
terminal

Re-represent the written
text to graphical symbols
of different colors, and
manually touch the
screen with a finger when
filling in the correct
symbolic sequence,
concentration, short-term
memory, attention.
Transforming and
mapping internal
representations to
external representations

13. Send the message,
pick the mobile device
back into pocket, pick up
the gloves and return to
the workstation

Embodied
action-perception loops
of arms, hands, and
fingers.
Information “stored in
the head”

Mobile
device,
stationary
computer
terminal

Manually send the
message via touch
screen, put the mobile
device back in the
pocket, and remember to
put on the gloves. Walk
back to workstation

Resumption phase

14. Identify what side of
the pedal car that already
is mounted

Scaffolds present in the
“cognitive workspace”
by looking at the pedal
car

Pedal car Trying to remember what
have been done and what
to do next “in the head”,
creating an awareness of
the current situation

15. Look at the delivery
note again

Written abbreviations Delivery
note

Retrieving and
remembering the correct

(continued)
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4.2 Subjects’ Experiences and Strategies Used

The analysis of the collected data from the semi-structured interviews revealed that
more than 90 % of the subjects reported that they frequently experienced they had
to check the delivery notes although no notifications were sent, and this behavior
was also confirmed from the video-recordings and the observations. This implies
that the amount of information on the delivery notes was too large to keep “in the
head” (limited short-term memory), independently of whether subjects had been or
had not been were interrupted. The delivery notes were used as external memory
aids, i.e. functioning as scaffolds, by the subjects so they could re-orientate them-
selves in order to resume to the primary task. One explanation for this way of acting
was that the information on the delivery note in the primary task was too complex
and cognitively demanding since the subjects could not keep every piece of
information (tire hardness, colored bolt, and the spatial instructions) “in the head”
simultaneously. It was revealed that 81 % of the subjects did not remember how to
resume to the primary task when they had finished the interruption task.
Furthermore, the design and layout of the interruption task differed significantly
from the primary task, since the interruption task used different kinds of repre-
sentational formats to those used in the primary task. It should be noted, however,
that the representational designs were inspired by poorly designed GUIs used in
manual assembly of many international manufacturing organisations.

Additionally, the mix of different representation formats between the primary
and interrupted tasks resulted in subjects experiencing heavy cognitive load. This
means that it is not enough to display the correct information, since the way the
information is represented has a severe impact on how the subjects deal with it.
That is, as a designer one cannot assume, even when the correct information has
been presented—that everyone will have understood it. In addition, 67 % of the
subjects reported that the interruption task’s cognitive demands negatively affected
their general cognitive ability to resume the primary task. The major reason
addressed was that the interruption task contained several sequences that differed

Table 1 (continued)

Activity Representational
formats via the
information is
propagated

Artefacts
and tools

Physical and cognitive
actions

information of the
process status of the
primary task, and what
kind of tire and bolt
needed

Resuming to primary task

16. Resume from the
beginning (stages 1–5)

See stages 1–5 See stages
1–5

See stages 1–5
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significantly from the manual assembly task. According to the subjects, the big
difference between the sequence of events of the primary task compared to the
interrupted tasks led to the use of slightly different cognitive abilities which made
remembering the current status of the primary task very difficult.

As mentioned above, the delivery notes were frequently used as external
memory aids, and approximately 50 % of the subjects used rehearsal as the strategy
to remember significant information displayed on the delivery notes when retrieving
the correct wheel (hardness) and the bolt (color). Hence, this strategy aligns with the
results obtained by Monk et al. [21]. Another strategy used was trying to follow as
certain action pattern, i.e. creating an assembly procedure that was rather “fixed”,
e.g., always start mounting on the left side, or strictly following the order sequence
on the delivery notes. Additionally, some subjects rearranged the physical space,
e.g., by moving the pedal cars closer to the wheels and bolts to shorten the distance
between them.

Each subject, except for one, mentioned that they found it much harder to
resume mounting the second front wheel (sub-task), than to start with another pedal
car (task). This implies that it is better to be notified “between cars” than “between
wheels” since the breakpoint does not occur during a sequence of several activities
being performed on top of each other as in the manual assembly of a wheel. Instead,
it occurs at a more “natural” breakpoint of activity (finished assembly of one pedal
car). In other words, the more “natural” and “obvious” the breakpoint is from a
hierarchical task perspective, the better the timing to be notified is. Several subjects
mentioned the feeling of frustration when being interrupted when they had created a
good assembly pace, and almost everybody mentioned that they wanted to finish
what they were doing for the moment, hence, postponing the shift to the inter-
ruption task.

5 Discussion and Conclusions

The aim of this paper was to investigate and analyze what happens in the transition
phase when resuming to the primary task, and what kind of support assembly
workers may need during the cognitively demanding critical phase so that the
interval between the interrupted and the primary tasks becomes shorter and more
efficient. This study has revealed that the use of mediated interruptions is a viable
interruption coordination method when proper selection of breakpoints is performed
in a simulation of manual assembly in manufacturing. However, several issues
affect the subjects’ cognitive load when they resume to the primary task from the
interrupted task. The physical/artifact model and the modified information flow
model from the DiCoT [7] methodology, provided visualization that helped identify
reasons for the heavy cognitive load. The major reasons for the occurrence of heavy
cognitive load when resuming to the primary task are: (1) several different
sequences of events, (2) the use of different representations formats, and (3) the
combination of different sequences of events with different representational formats
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that requires several kinds of cognitive and motor abilities. The cognitive strategies
identified for reducing cognitive load are the use of environmental cues, memory
aids via rehearsal, development of “fixed” action patterns, and reorganization of the
physical space.

5.1 Recommendations

The purpose of this work was to provide insights concerning cognitive strategies
used to reduce the level of cognitive load when resuming to the primary task.
Although our study is limited to a simulation and not conducted in a real assembly
context, and rather few subjects participated with limited experience of manual
assembly, we still hope that our results provide some insights. Based on the
obtained results, the following recommendations have been developed for reducing
the assembly workers’ cognitive load

• Realizing that manual assembly is a form of cognition that emerges in a
“cognitive workspace”, allowing assembly workers to use strategies to reorga-
nize the physical space around them

• Providing visual memory aids of relevant information that are designed with
clarity, and then placing them at a central and accessible spot so they are
available and within reach

• Avoiding a mix of different representational formats as well as too many
transformations between representational formats both within and between the
primary and interrupted tasks

• Identifying relevant breakpoints for sending notifications, preferably aligned
with “natural” interruptions in the assembly sequence of events

• Minimizing the complexity and cognitive demands of the interruption task
• Offering scaffolds that support the resumption of the primary task so that the

interval between the tasks becomes shorter and more efficient.

5.2 Concluding Remarks

We emphasize the importance of studying and providing insights of how internal
and external processes affect and interact with each other during interruptions. The
DiCoT methodology provides a tentative approach, although we argue that the
information flow model needs further development to focus also on the transfor-
mation of representational states between the primary and interrupted tasks. Our
work investigated only mediated interruptions, but the other forms of interruption
coordination methods should be included in future work. We argue for the necessity
for not only considering the physical aspects of manual assembly work in manu-
facturing, but also reducing the cognitive load of the workers since there are huge
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costs associated with neglecting cognitive aspects within manufacturing. To con-
clude, we address the need for creating mutual relationships between humans and
technology, thus designing for the emergence of “cognitive workspaces” in
manufacturing.
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The Design Features of Pictorial Face
Design for Facilitating Exertion Perception
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Abstract The purpose of this study is to determine how many of face features and
their combinations could be better comprehensive for different level of physical
exertion. Thirty-four healthy volunteers, including 18 males and 16 females were
recruited from a university population to participate in the study. There were four
types of stimuli outline faces including one holistic condition and three partial face
conditions were examined. The sequence of displaying the four types of stimuli
faces was from single feature to multi-feature, the order was mouth only condition,
eyebrows with eyes condition, eyebrows with mouth condition, and holistic face
condition. The main finding of this study is that the different combination of face
feature stimuli would influence on perceiving the facial expression of effort. If the
key features of facial expression were shown no matter other features were
reduction, participants could still correctly understand the information.
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1 Introduction

Researchers suggested that pictures could facilitate comprehension [1–3].
Comprehension is the process of interpreting the meaning of words or pictures to
understand their collective meaning. Pictorial symbol or graphic is type of picture
can common be useful in conveying important messages. Well-designed symbols
have the ability to communicate large amounts of information at a glance and in
facilitating comprehension. Pictorial symbol can also be useful in conveying
information to persons who cannot read a printed verbal message, because of vision
problems (e.g., older adults), lower-level verbal skills, or inadequate knowledge of
the language being used in the descript their own stats (e.g., children) [4, 5]. Many
researchers began to modify or develop more appropriate scales using meaningful
pictorial symbols, especially for children [6–8]. In order to have a better under-
standing and assess the ability of children to rate how difficult or easy the effort was
perceived to be.

Some scales that specifically consist of face pictorial symbols were developed to
help assessment of many kinds of physiological and psychological statuses such as
emotion, pain and physical exertion. For instant, pictorial face scales are used in the
assessment of emotional states. The scales present different numbers of pictorial
faces to measure the varying levels of intensity of emotional responses. One of most
used facial emotion scale is the Facial Affective Scale (FAS), FAS comprises nine
drawings of children’s faces whose expressions vary according to the level of
discomfort. The original order of the nine faces ranges from a smiling face to a
frowning one with eyes closed, wailing and mouth turned down (which shows the
highest level of discomfort). The expressive elements of eyebrows, eyelids, tears
and smile respected the degree of emotional intensity. Face scales are also well used
in assessment of intensity of pain. Facial expression drawings are a popular method
of pain severity assessment in pediatric populations. Faces scales use a series of
facial expressions to illustrate a spectrum of pain intensity. Numerous face-based
rating scales are available such as the Wong-Baker FACES Pain Rating Scale
(WBS) for children [9] and Faces Pain Scale (FPS) for adult [10]. Otherwise, the
pictorial rating of perceived exertion (RPE) scale that focuses on the facial
expression of effort was developed for evaluating physical tasks [11]. All of these
pictorial face scales using pictorial faces to convey different information of intensity
to help user understand their internal feeling of their body. However, most of
previous studies only evaluated the effectiveness and reliability of these scales, few
studies discuss how the features of faces been designed.

Complexity is key element of pictorial comprehension. Complexity is conven-
tionally defined as the level of detail or intricacy contained within a picture [12].
For symbol design in general, pictorial symbols comprising simple forms are
preferred [13]. Symbols should be elegant, simple, in their design [14]. The symbol
should design as simple as possible to let user understand. It is similar in the case of
instructional image, minimizes or eliminates unnecessary information reducing
extraneous cognitive load [15, 16]. Readence and Moore [17] suggest that simple
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drawings are most effective in facilitating comprehension. The advantage of simple
drawings over more complex pictures may be due to their minimizing distracting
details. Although simplicity is desirable, it may not always be possible to develop
an understandable symbol. Sometimes certain cortical details are necessary to
convey the concept adequately [18].

The purpose of this study is to determine how many of face features and their
combinations could be better comprehensive for different level of physical exertion.

2 Method

2.1 Participants

Thirty-four healthy volunteers, including 18 males and 16 females were recruited
from a university population to participate in the study.

2.2 Stimuli

There were four types of stimuli outline faces including one holistic condition and
three partial face condition. All the stimuli faces were modified from the Facial
pictorial RPE scale [11]. The four types were a mouth only condition (one features),
eyebrows with eyes condition (two features), eyebrows with mouth condition (two
features), and a holistic face condition (four features). The stimuli faces have six
level of exertion expression including extremely easy, easy, somehow easy,
somehow hard, hard, and extremely hard. The standard exertion value of the six
stimuli faces of each condition was reference by Huang and Chiou [11] define as 0,
2, 4, 6, 8, 10 Facial pictorial RPE scale. Figure 1 shows all the stimuli faces, each
rows show the different condition of faces and the columns show the level of
exertion intensity from easy to hard, from left side to right side.

2.3 Procedures

The sequence of displaying the four types of stimuli faces was from single feature
to multi-feature, the order was mouth only condition, eyebrows with eyes condition,
eyebrows with mouth condition, and holistic face condition. Three different 3 min
video films unrelated with this study was performed in order to avoid the con-
founding effect of memory between each type of stimuli condition. Each stimuli
face was projected in a randomized sequence on a large white screen using a slide
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projector. Presentation time was approximately 5 s of each face, but this was
modified as needed to give all subjects ample time to complete the questions.

Each participant was asked to rate, map and sort the exertion level when they see
the stimuli face. The exertion level was defined as the subjective intensity of effort,
strain, discomfort, and/or fatigue experienced during physical activity. The rating is
about that when participants see the stimuli faces, if the feelings of exertion lies
somewhere between Extremely Easy (0) and Extremely Hard (10), then assign a
number between 0 and 10. The mapping is similar as rating question but using RPE
scale to map the appropriate number on the scale. The RPE scale was modified
facial pictorial RPE scale [11] that removed the pictorial faces and only showed the
worlds and umbers. The sorting is that participants were asked to sort the six stimuli
faces of each type of condition from easy to hard.

2.4 Data Analysis

Two kinds of errors were measured. One is absolute error from rating and mapping,
the measurement error between participants given value and standard value. The
other is error rate, which is percentage of number of error, for rating and mapping
the error was counted if the difference between standard value and participant’s
given value was more than or equal to 2. For sorting, the error was number of
wrong sequence.

Fig. 1 Six level of exertion expression of four types of stimuli faces
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Analysis of variance (ANOVA) and student t test was conducted on these
measures. Significance was set at a p value of 0.05 (two-sided) for all analyses. All
analyses were conducted using the Statistical Package for Social Sciences Version
19 (SPSS Inc., Chicago, IL, USA).

3 Results

The one-way ANOVA analysis revealed that there was significant difference
between these four types of stimuli faces for mean absolute error of rating (F 3,
132 = 15.68, p < 0.01) and mean absolute error of mapping (F 3, 132 = 7.27,
p < 0.01). Figure 2 shows the mean absolute error of rating and mapping for the
four types of stimuli faces. The face type of eyebrow with mouth and holistic face
has lower rating and mapping error than the type of mouth only and eyebrow with
eye. However, post hoc analysis revealed that both errors were no difference
between the type of mouth only and eyebrow with eye, and no difference between
type of eyebrow with mouth and holistic face. The independent one sample t test
revealed that there was significant difference between rating error and mapping
error on mouth only and eyebrow with eyes condition however there was no
difference between rating error and mapping error on eyebrow with mouth and
holistic face condition.

Figure 3 shows the error rate of sorting exertion faces was much lower than
rating and mapping. The one-way ANOVA analysis revealed that there was sig-
nificant difference between these four types of stimuli faces for rating error rate
(F 3, 132 = 10.24, p < 0.01), mapping error rate (F 3, 132 = 5.20, p < 0.01) and

Fig. 2 Mean absolute error of rating and mapping of four types of stimuli faces
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sorting error rate (F 3, 132 = 5.61, p < 0.01). Post hoc analysis revealed that the
face type of c and d has significant lower rating error rate than the type a and b. The
mapping error rate was significant between face type b and d. The sorting error rate
was significant between face type a–c and face type d.

4 Discussion

The main finding of this study is that the different combination of face feature
stimuli would influence on perceiving the facial expression of effort. If the key
features of facial expression were shown, no matter other features were reduction,
participants could still correctly understand the information.

Both results of error value and error rate indicated that eyebrow with mouth
condition had the similar effect as holistic faces when rating, mapping and sorting
the exertion faces. Although only two features were shown that participants still can
perceive the different level of exertion as holistic face. This could be explained that
eyes and nose may not the critical region that conveys exertion information.
Oppositely the eyebrow and moth may be the key feature for perceiving facial
expression of effort. Some studies have showed that facial muscles activity such as
frowning and jaw clenching provided a sensitive index of the degree of exerted
effort. de Morree and Marcora [19] demonstrated that facial muscle activity asso-
ciated with frowning was indicative of effort during physical tasks. In their study,
the effect of workload on EMG activity of the corrugator muscles increased con-
comitantly with overall RPE. Huang et al. [20] indicated that the jaw clenching
facial expression could be considered an important factor for improving the
reporting of perceived effort during high-intensity exercise. Therefore, the combi-
nation of eyebrow and mouth was good for the reporting of perceived effort.

Fig. 3 Error rate of rating, mapping and sorting exertion faces
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However, eyebrows and mouth were important factors for perceived exertion but
the combination with other features should be warranted. Mouth only condition has
lowest sorting error rates but higher error value. This means that participant can
distinguish the different intensity of the six levels by the face with individual mouth
feature but it’s not sufficient to identify the exactly exertion value. Although eye-
brows with eyes condition also reduced to two features, the error value and error
rates were much higher than eyebrows with mouth. The eyebrows with eyes have
highest sorting error, this mans the change percentage of eyebrows and eyes were
too slight to be identified the difference.

Recent finding also indicated that the holistic face with four single features has
lower rating, mapping and sorting error, however to reduce different number and
different part of face features result in different effect. Eyebrow with mouth con-
dition was more simply design than holistic face but still has sufficient information
for perceiving exertion, which fit the pictorial design principle. This maybe
explained that human working memory and cognitive load has limited capability,
researchers suggest that well-designed materials can effectively minimize extrane-
ous cognitive demands placed on individuals, making working memory resources
more available to better process content-related information [21]. Otherwise, simple
pictures without distracting, irrelevant details used with easy to read captions would
minimize these problems for everyone and especially for people with low reading
skills.
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Design an Interactive Game App
of Horticultural Therapy for Older Adults

Pin-Yi Lai and Chien-Hsu Chen

Abstract Horticultural therapy is a non-pharmacologic intervention that has sig-
nificant benefits of older adults. The aim of this paper is to design an interactive
game app of horticultural therapy for aged people. The game is designed by fol-
lowing design methods. First, the interview is performed to realize the procedures
and the requirements of horticultural therapy. Then, paper prototypes are made to
test the app is appropriate for the elderly. The result is expected to benefit the
elderly’s physiological conditions and psychological state; therefore, it supports not
only the elderly who suffering from the disease such as Dementia but also the
healthy aged people who pursuing quality of life (QOL).

Keywords Interactive game � Horticultural therapy � Older adults

1 Introduction

As aging society looms, more and more elderly people facing a high risk of suffering
from dementia. Physical aging results in the decline of cognitive abilities and also
causes diverse physiological and psychological problems. According to the 2015
Dementia Report of World Health Organization, 47.5 million people worldwide
have dementia and there are 7.7 million new cases every year [1]. It is a serious issue
in developed countries nowadays. However, medical treatment can only keep the
symptoms of Dementia from getting worse [2]. As a result, it is very important to
promote the cognitive of the elderly and prevent them from Dementia. In addition,
help the older adults with Dementia with another non-pharmacologic treatment.

There are emerging non-pharmacologic interventions (NPIs) currently which are
used to address the unmet needs of the agitated individual and to avoid the
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drawbacks of pharmacological interventions such as medication interactions and
side effects. NPIs include music therapy, memories therapy, pet therapy and hor-
ticultural therapy [3].

Horticultural therapy is a popular intervention of non-pharmacologic interven-
tions. It is a low-cost therapy that has significant beneficial results [4, 5]. More and
more hospitals, nursing homes and community centers begin to import such
courses. Through horticultural therapy, participants can obtain social, emotional,
physical, cognitive and other kinds of benefits [6, 7]. It is a way to support not only
the elderly who suffering from the disease such as Dementia but also the healthy
aged people who pursuing quality of life (QOL).

American Horticultural Therapy Association (AHTA) defines horticultural
therapy as the engagement of a person in gardening and plant-based activities,
facilitated by a trained therapist, to achieve specific therapeutic treatment goals.
Hence, horticultural therapy is a goal-oriented treatment just like doctors sign
prescription according to the symptom of patients. Horticultural therapist analysis
the status of the participants and consider climatic and environmental factors. Then,
choose the appropriate course to carry out and evaluate the effects in the end [8].
Horticultural therapy can be divided into several stages that take many weeks.
Participants need to be patient and persistent throughout the whole treatment.

The course of horticultural therapy can be divided into two types. One is one
time workshop like embossing flowers, leaves rubbing craft, flower arrangement
and other creative courses. And the other is long-term cultivation like growing
vegetables, fruit and flowers. Horticultural therapists often choose one time
workshop for aged people on account of their physical conditions. Many old adults
are unable to take care of themselves due to the chronic disease like dementia,
depression and diabetes. They need their family or nursing assistant accompany all
day long. If therapist arrange long term cultivation courses for the elderly might
increase the burden of family member or nursing assistance. Nevertheless, the
whole growth process of long-term cultivation is essence of horticultural therapy.
The courses not only let older adults express their emotions but also stimulate their
cognitive abilities.

Therefore, the aims of this paper is to design an interactive game app of horti-
cultural therapy for aged people in order to shorten the time limit of growing plants.
Let the elderly experience the growth processes of plant and know how to raise
plant. In addition, turning plants into art crafts let the value of plants last longer.
Moreover, more plant species which are difficult to raise or are danger to the elderly
can be added into this app making it more diverse, safer and easier to operate.

2 Design and Implementation

This paper is a qualitative research. The design follows the methods below (Fig. 1).
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2.1 Interview

First of all, A Semi-structured Interview was performed. We interviewed a horti-
cultural therapist with qualified certification. We prepared several questions that can
be divided into three parts—before treatment, during treatment and after treatment.
In addition, the difference between the older adults and young people participated in
horticultural therapy was compared. Eventually, key elements of horticultural
therapy courses was found to design the interactive game app.

After the interviews, we found that therapists usually learn the physical and
mental condition of the elderly through the nursing assistance of day care center. In
the beginning of the therapy, therapy tells a story about plants and chatting with
older adults to understand their conditions. Therapists support them respectively on
account of their different problem. After the course, therapists let them share their
crafts to gain their self-confidence and interact with each other. The difference
between aged people and young people is their declined cognitive abilities and poor
physical conditions. Therefore, therapist usually arranges one time workshop for the
elderly. This kind of course can be finished within one class. Therapists also make
the course simpler to prevent older adults from frustration. In addition therapists
add the concept of reminiscence therapy to the course in order to evoke their
memories. It also benefits their cognitive abilities too.

2.2 Curriculum Planning

The following steps of horticultural therapy operation process were concluded by
the previous literature and the conclusion of the interview (Fig. 2).

During the course of horticultural therapy, horticultural therapist evaluate dif-
ferent condition of the elderly and set the goals which can be divided into four
classes—physical function, cognitive function, emotional adjustment and social
skills. This paper aims to achieve the fundamental goal of which is to promote
cognitive ability. In addition, other additional benefits are also in our concern.

After setting the goal, we started to arrange the horticultural therapy courses.
From what has been discussed previously, lots of aged people cannot participate in
long term cultivation due to their physical and mental limit. Consequently, we
planed to shorten the process of growing plants and present it on mobile devices. In
order to choose which parts of growing plants are beneficial to cognitive, we
analysis each step of cultivation and figure out what kind of benefits of cognitive

Fig. 1 The design method flow chart
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ability is concluded. In the interactive game app, each step can train the visuospatial
ability and some of the steps can also train attention, logical reasoning and memory
ability (Table 1).

Lastly, we added the art course that can create crafts by plants like embossing
flowers, leaves rubbing craft and flower arrangement. This curriculum is beneficial
to not only visuospatial ability but also originality. As the elderly finish the craft on
mobile devices, therapist can print it on a card that converting virtual achievements
to real works (Table 2).

Fig. 2 Horticultural therapy operation process

Table 1 The cognitive benefits from the steps of growing plants

Steps Visuospatial Attention Logical reasoning Memory

Selecting seeds ● ● ●
Digging ●
Sowing ● ●
Watering ● ●
Applying fertilizer ●
Pest control ● ●
Harvest ● ●
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2.3 Prototype

After planning the course, we selected the steps that is beneficial to cognitive ability
and delete the useless one. We arranged the growing plants process into a row and
add the mobile device’s shape and the gestures to simulate finger motion (Fig. 3).

After drawing the gestures of interface, we started to draw wireframe, using grid
and frame to simulate the rough interface and then make paper prototype to test
whether the process goes smoothly. Each interface of the task is clear and simple.
There are less than 5 objects in one frame to prevent the elderly from confusion
(Figs. 4 and 5).

Table 2 The cognitive benefits from the steps of horticultural creative works

Steps Visuospatial Attention Logical reasoning Originality

Selecting paper ● ●
Placing flowers ● ● ● ●
Entering the words ● ●
Spraying water ● ●
Covering paper ●
Ironing flowers ● ●

Fig. 3 Gesture on mobile device
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3 Discussion

The usability test and mini–mental state examination will be performed after gra-
phic user interface is done.

The result is expected to benefit the elderly’s physiological conditions and
psychological state; therefore, it supports not only the elderly who suffering from
the disease such as Dementia but also the healthy aged people who pursuing quality
of life (QOL).

Fig. 4 Paper prototype of
growing plants

Fig. 5 Paper prototype of
making embossed card
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The aged people are not familiar with mobile devices, with lead by therapist and
social workers, it will be not only much easier than most of traditional therapy, but
also an interesting experience for them. There are many pros we expect in this app:
(1) Let the aged people can experience the whole process of growing plants in a
short period of time. (2) Enrich the content of horticultural therapy. (3) Safer than
other therapy courses.

There are also few cons. Horticultural therapy focus on the experience of five
senses including sense of visual, hearing, taste, touch and smell, with this app game,
only sense of visual and hearing will be included.

Therefore, we suggest therapist to use some plants to let older adults can touch
real leaf texture and smell fragrance of a flower. Also, we can arrange a class to
teach them the basic control tutorial and knowledge of how to growing plants
before playing this app game.

References

1. Dementia. http://www.who.int/mediacentre/factsheets/fs362/en/
2. Yasukawa, M.: Horticultural therapy horticultural therapy for the cognitive functioning of

elderly people elderly people with dementia. In: International Handbook of Occupational
Therapy Interventions, pp. 431–444. Springer, New York (2009)

3. Janzen, S., Zecevic, A., Kloseck, M., Orange, J.: Managing agitation using nonpharmacological
interventions for seniors with dementia. Am. J. Alzheimer’s Dis. other Dementias 28, 524–532
(2013)

4. Jarrott, S., Gigliotti, C.: Comparing responses to horticultural-based and traditional activities in
dementia care programs. Am. J. Alzheimer’s Dis. other Dementias 25, 657–665 (2010)

5. Kortum, P., Peres, S.: The relationship between system effectiveness and subjective usability
scores using the system usability scale. Int. J. Hum. Comput. Inter. 30, 575–584 (2014)

6. Wang, D., MacMillan, T.: The benefits of gardening for older adults: a systematic review of the
literature. Activities Adapt. Aging 37, 153–181 (2013)

7. Van Den Berg, A., Custers, M.: Gardening promotes neuroendocrine and affective restoration
from stress. J. Health Psychol. 16, 3–11 (2010)

8. DiNardo, M.F.: Horticultural therapy: bringing new growth to people with disabilities.
J. Extension (2007)

Design an Interactive Game App of Horticultural Therapy … 419

http://www.who.int/mediacentre/factsheets/fs362/en/


Visual Psychophysical Thresholds
for Perceiving Objects and Letters
on Monocular Head-Up Displays in Indoor
and Outdoor Lighting Conditions

Breanne K. Hawes, Tad T. Brunyé and Brian P. Westgate

Abstract Monocular and binocular head-up displays (HUD) can enhance situa-
tional awareness by providing hands-free, real-time information to users on the
move. These displays hold the potential for enhancing human experience in many
activities, including ambulatory first responders or military personnel. The present
study involved a visual psychophysics assessment of three commercially available
HUD systems: Vuzix M2000AR, Epson BT-200, and Google Glass. Testing
involved 36 participants viewing 112 trials of shape and letter stimuli, presented
using the Ascending Methods of Limits psychophysics approach. Half of the trials
were completed indoors and half completed outdoors for each HUD. Results
demonstrated that participants were able to reliably perceive smaller stimulus sizes
with the Epson and Google devices, relative to the Vuzix. This was especially the
case in outdoor environments. Results demonstrate the importance of identifying
perceptual thresholds for reliably perceiving and interpreting visual stimuli, with
large implications for conveying information to the HUD user. Findings of this
study demonstrate important practical considerations for selecting
commercially-available HUD systems, with particular emphasis on understanding
system-specific resolution in tandem with the inherent perceptual capabilities and
limitations of human users.
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1 Introduction

Tactical monocular and binocular head-up displays hold great potential for
enhancing situational awareness by providing hands-free, just-in-time information
to users on the move. Helmet- and eyewear-mounted head-up displays are designed
to present information in the forward field of view via semi-transparent optical
lenses that are positioned in front of one or both eyes. This type of display system
affords several potential advantages, including hands-free viewing while main-
taining head-up posture and sustained awareness (see McCann et al. [1]).

The present effort involved a visual psychophysics assessment of three head-up
display systems:

1. The Vuzix M2000AR system uses a monocular polymer waveguide optical lens
and is mounted to the standard issue Army Advanced Combat Helmet, imme-
diately forward of the left or right eye (see Fig. 1a). Resolution is 1280 � 720.

2. The Epson BT-200 system is commercially available and uses a binocular
poly-silicon TFT active matrix embedded in a transparent plastic lens. The
system is donned like conventional eyewear (see Fig. 1b). Resolution is
960 � 540.

3. The Google Glass system was commercially available (discontinued January
2015) and uses a monocular Himax HX7309 LCoS display embedded in a
transparent plastic lens. Like the Epson, the system is donned like conventional
eyewear (see Fig. 1c). Resolution is 640 � 360.

2 Approach

Our approach was inspired by visual psychophysics methods developed in the
cognitive and perceptual sciences. Visual psychophysics involves evaluating per-
ceptual experiences as a function of systematically varying the properties of a visual
stimulus along particular dimensions such as size, brightness, contrast, or motion.

The present work used the ascending method of limits which involves succes-
sively increasing a visual stimulus property until a person is not only aware of its
presence but also its identity [2]. The present evaluation examined identification

Vuzix 
M2000AR

Epson BT-200 Google Glass

Fig. 1 The three head-up displays tested
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accuracy as a function of ascending stimulus size (in pixels2). This method allows
us to define detection and identification thresholds for varied types of stimuli,
affording an analysis of the realm of possible device applications given its inherent
capabilities and limitations across varied lighting conditions (indoor, outdoor).

3 Methodology and Data Collection

3.1 Stimuli

Stimuli were developed using both letters and shapes, allowing us to evaluate
the device’s ability to present both verbal (e.g., communications) and spatial
(e.g., maps/schematics) information to a user. Letter stimuli included all 26 letters
of the ISO basic Latin Alphabet, presented in uppercase. Shape stimuli included
5 shapes: circle, ellipse, rectangle, triangle, and square. All stimuli were presented
as white against a black background.

3.2 Software

We developed a custom software package to present ascending sequences of letter
and shape stimuli using the Microsoft C# programming language. Letter stimuli
ascended in size across 29 size increments, from a font size of 1 pt (1 px2) to 140 pt
(5066 px2) at 100 px/in., in increments of 5 pt, using Microsoft standard Segoe UI
font. To increase the number of unique shape items and thus the generalizability of
our data, the five shapes were presented in three clock-wise angular rotations, 0°,
45°, and 90°, for a total of 15 shapes. Note that there were only 12 unique shape
orientations given that rotation doesn’t influence the appearance of a circle, and 45°
rotation doesn’t influence the appearance of a square. As with letters, shape stimuli
ascended in size across 29 size increments, closely matched to letter stimuli in pixel
area, with average pixel areas (across all 15 shapes and orientations) from 1 px2 to
5194 px2.

3.3 Volunteers and Procedure

Thirty six enlisted Soldiers (5 female, 31 male) with normal or corrected to normal
visual acuity (confirmed via Snellen eye chart), volunteered for this evaluation (see
Table 1 for volunteer demographics). Each volunteer completed a total of 112
trials. Half of the trials (56) were completed in an indoor environment, and half
(56) in an outdoor environment. Within each environment, two blocks of trials were
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completed, one block with 26 letter stimuli, and the other with 30 shape stimuli
(each shape and rotation repeated twice). The order of trials within a block was
randomized for each volunteer. Furthermore, whether volunteers performed the task
indoors or outdoors first, and whether they viewed the letter or shape block first,
were balanced across volunteers.

For the Vuzix HMD, volunteers donned the Advanced Combat Helmet equipped
with the monocular head-up display, and the display position (distance from eye,
viewing height and angle) was adjusted until each volunteer was able to comfort-
ably and fully view a desktop image projected by a Samsung Series 7 tablet. The
tablet operated at 1280 � 720 resolution, connected to the device via HDMI cable.

For the Epson BT-200 and Google Glass, volunteers donned the system and
adjusted vertical and forward/backward positions until comfortable and stimuli
were visible. Custom software was adapted for the two devices, using the Android
operating system. In both cases, the software was run locally from the device. Like
the Vuzix system, the Google Glass was monocular, though the Epson BT-200 used
a stereoscopic display.

Ambient lighting conditions were recorded using a calibrated hand-held pho-
tometer (EXTECH Instruments, Nashua, NH) placed on a flat horizontal surface
immediately in front of each volunteer; focal lighting was recorded by placing the
photometer immediately in front of each volunteer’s eyes, ahead of the head-up
device, oriented away from the participant. The indoor environment was artificially
illuminated with fluorescent ceiling lighting, and participants looked straight for-
ward during the task. The outdoor environment was naturally illuminated with
indirect (overhead or toward volunteer’s back) sunlight that varied from
non-occluded to partially occluded by cloud coverage.

Participants were divided into three groups, one for each device, and each
containing 12 participants. Within a single trial, volunteers would view an
ascending stimulus proceeding to get larger at 1000 ms per increment. They were
instructed to press a hand-held response button at the first moment they could
accurately identify the letter or shape; upon button press, the incrementing paused
and the participant verbally confirmed stimulus identity. Verbal responses were
recorded by the experimenter to check for accuracy. For each trial, an output file
recorded: participant number, trial number, letter or shape type, and stop frame
(increment number).

Table 1 Volunteer
demographics, including age,
visual acuity, and color vision

Average (SD) Minimum Maximum

Age 20.0 (3.5) 19 34

Visual acuity 20/24.9 (6.0) 20/40 20/20
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4 Results

Our analyses are aimed at answering three specific questions. First, for each device
we identify psychophysical thresholds for the accurate identification of visual
stimuli in indoor and outdoor conditions (Psychophysical Thresholds). Second, we
ask whether psychophysical thresholds vary for each device (Device Comparisons).
Finally, we develop quantitative guidelines and limitations for the presentation of
verbal and visual information on the display (Development Recommendations).

4.1 Psychophysical Thresholds

For each trial we coded volunteer responses as a 0 (button press but incorrect
response), or a 1 for a correct detect. To define psychophysical thresholds for the
identification of our stimuli we calculated cumulative probability distributions for
each stimulus size, for both letters and shapes. We then plotted Weibull functions to
characterize each participant’s detection and predict the requisite stimulus size for
90 % detection rates. The formula for the cumulative distribution function of the
Weibull is below, where x is the value at which the function is to be calculated, k is
the shape parameter of the distribution, and k is the scale parameter of the
distribution:

Fðx; k; kÞ ¼ 1� e�ðx=kÞk ð1Þ

The Weibull functions relating stimulus size and cumulative detection proba-
bility for the letter detection task, for both indoor and outdoor conditions, are
plotted in Figs. 2a–c. Figure 2a depicts the function for the Vuzix device, Fig. 2b
for the Epson device, and Fig. 2c for the Google Glass device.

The Weibull functions predict 90 % detection rates at the letter stimulus sizes (in
font size and pixels2) indicated in Table 2. For reference, font sizes are converted
into pixels2 (excluding white space) in Table 3.

The Weibull functions relating stimulus size and cumulative detection proba-
bility for the shape detection task, for both indoor and outdoor conditions, are
plotted in Figs. 3a–c. Figure 3a depicts the function for the Vuzix device, Fig. 3b
for the Epson device, and Fig. 3c for the Google Glass device.

The Weibull functions predict 90 % detection rates at the shape stimulus sizes
(in font size and pixels2) indicated in Table 4.
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Fig. 2 The Weibull functions relating stimulus size and cumulative detection probability for the
letter detection task, for both indoor and outdoor conditions

Table 2 Letter stimulus sizes (in font size and pixels2) for predicted 90 % detection rates

Vuzix M2000AR Epson BT-200 Google glass

Indoor 102.91 pt, 3340.98 px2 25.84 pt, 181.95 px2 23.80 pt, 153.84 px2

Outdoor 114.07 pt, 3859.73 px2 25.73 pt, 180.14 px2 27.73 pt, 213.36 px2
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Table 3 Reference conversions for font sizes, from pt to pixels2

Pt 1 10 20 40 60 80 100 110 120 130 140

Pixels2 1 24 109 418 1347 2276 3206 3670 4135 4600 5066
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Fig. 3 The Weibull functions relating stimulus size and cumulative detection probability for the
shape detection task, for both indoor and outdoor conditions
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4.2 Device Comparisons

The Weibull functions relating stimulus size and cumulative detection probability
for the indoor letter detection task, for the three devices, is plotted in Fig. 4a.
Though the Epson and Glass devices show very similar functions, the Vuzix device
requires considerably higher font sizes to achieve the 90 % detection threshold.

The Weibull functions relating stimulus size and cumulative detection proba-
bility for the outdoor letter detection task, for the three devices, is plotted in
Fig. 4b. As with indoor detection rates, though the Epson and Glass devices show
very similar functions, the Vuzix device requires considerably higher font sizes to
achieve the 90 % detection threshold.

The Weibull functions relating stimulus size and cumulative detection proba-
bility for the indoor shape detection task, for the three devices, is plotted in Fig. 4c.
As was found with the letter detection task, the Epson and Glass devices performed
similarly, with relatively poor performance from the Vuzix device.

The Weibull functions relating stimulus size and cumulative detection proba-
bility for the outdoor shape detection task, for the three devices, is plotted in
Fig. 4d. As with the indoor shape functions, the Epson and Glass devices outper-
formed the Vuzix device; however, the Epson did show a slight advantage to the
Glass device in outdoor environments, with lower thresholds for shape detection
(225 vs. 315 px2, respectively).

Though these Wiebull functions suggest that the Vuzix device shows consid-
erably higher psychophysical thresholds relative to the Epson and Glass devices,
the Vuzix device also depicts stimuli at a substantially higher resolution. Thus,
perceived size may vary due to higher pixel density of the Vuzix device; to test this
possibility, the next section relates psychophysical thresholds to device resolution
and information density capabilities guided by a notional use case scenario.

4.3 Development Recommendations

To inform continuing development and down-selection of head-up displays for use
in tactical operations, the present section is aimed at relating device-specific psy-
chophysical thresholds and display resolutions to real-world use cases. To do so, we
relate a range of detection thresholds (i.e., 70–90 %) to the information density
afforded at each threshold as a function of display device. For this analysis we
collapse across Indoor and Outdoor conditions.

Table 4 Shape stimulus
sizes (in pixels2) for predicted
90 % detection rates

Vuzix
M2000AR

Epson
BT-200

Google
glass

Indoor 2734.09 px2 255.17 px2 345.42 px2

Outdoor 3006.74 px2 225.09 px2 314.49 px2
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Given stimulus sizes predicted by the Weibull functions, we provide details
regarding the proportion of the display size occupied by this stimulus, and thus the
maximum number of identifiable objects that could fit on each device display.

Notice that whereas the Weibull functions for the Epson and Glass devices were
quite similar (Figs. 3a–d), the lower overall resolution of the Glass puts the device
at a practical disadvantage to the Epson. Indeed the Epson can display approxi-
mately 1500 more letters or shapes at a 90 % detection threshold.

If we assume a high detection threshold requirement for fielded devices of 90 %,
that dictates specific constraints for identifiable verbal and spatial information
portrayal. Thus, even with its higher resolution display, the Vuzix device carries
stricter limitations in terms of functional information portrayal. The Epson and
Glass devices, in contrast, could display the FRAGO in its entirety (Table 5).

For shapes, a 90 % detection threshold imposes constraints on the depiction of
spatial information, such as on maps or schematics, and these constraints vary by
environment, information density, and zoom levels. For the Vuzix when using
satellite imagery, if a Soldier is to visually distinguish landmarks by shape, there is

b Fig. 4 The Weibull functions relating stimulus size and cumulative detection probability for the
indoor letter detection task, for the three devices

Table 5 Stimulus sizes at various detection thresholds predicted by Weibull functions

Stimulus
type

Device Detection
threshold
(%)

Stimulus
size
(pixels2)

Proportion of
horizontal
space

Proportion
of vertical
space

Maximum
number of
stimuli

Letters Vuzix 70 2550.59 0.039 0.070 361

80 2984.31 0.043 0.076 308

90 3625.12 0.047 0.084 254
99 5021.27 0.055 0.098 183

Epson 70 97.40 0.010 0.018 5322

80 125.60 0.012 0.021 4127

90 180.70 0.014 0.025 2868
99 680.40 0.027 0.048 761

Glass 70 94.94 0.015 0.027 2426

80 116.99 0.017 0.030 1969

90 165.64 0.020 0.036 1390
99 578.3 0.038 0.067 398

Shapes Vuzix 70 1971.41 0.035 0.062 467

80 2317.19 0.038 0.067 397

90 2882.06 0.042 0.075 319
99 4502.03 0.052 0.093 204

Epson 70 149.72 0.013 0.023 3462

80 181.57 0.014 0.025 2855

90 236.96 0.016 0.029 2187
(continued)
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a minimum required landmark size of approximately 2882 px2. This is equivalent
to, for instance, a square landmark of approximately 53 � 53 px, or rectangle of
85 � 34 px.

In representative grid-based residential areas, this defines a minimum Vuzix
zoom level of approximately 1″ = 120 linear feet; at this zoom level, a map can
portray approximately 2–3 residential blocks.

For the Epson device, the minimum required landmark size of approximately
237 px2 defines a minimum zoom level of approximately 1″ = 300 linear feet; at
this zoom level, a map can portray approximately 6–7 residential blocks, posing a
distinct informational advantage relative to the Vuzix system. The Glass device
shows similar advantage, but translates to portrayal of approximately 5–6 resi-
dential blocks.

5 Conclusions

The present study was aimed at leveraging experimental visual psychophysics
procedures towards evaluating three prototype head-up display systems manufac-
tured by Vuzix, Epson, and Google. The devices were evaluated for their ability to
convey visual information (lettersk, shapes) to users embedded in varied ambient
lighting conditions (indoor, outdoor).

Data derived from this effort elucidated three primary outcomes. First, the
devices crossed the 90 % identification threshold at stimulus sizes that varied
widely as a function of the device, with the Vuzix device requiring rather large
stimulus sizes relative to the Epson and Google devices. Even after consideration of
varied resolution and pixel densities of each device, the requisite stimulus sizes
impose constraints on the levels of verbal or spatial detail afforded by each display
system. While both the Epson and Google devices outperformed the Vuzix, the
higher resolution Epson display is capable of portraying substantially more verbal
or spatial information. Second, there was some suggestion that in outdoor

Table 5 (continued)

Stimulus
type

Device Detection
threshold
(%)

Stimulus
size
(pixels2)

Proportion of
horizontal
space

Proportion
of vertical
space

Maximum
number of
stimuli

99 697.52 0.028 0.049 743

Glass 70 196.93 0.022 0.039 1169

80 245.14 0.024 0.043 939

90 336.78 0.029 0.051 684
99 803.14 0.044 0.079 286

Proportion of horizontal and vertical space assumes 1:1 stimulus aspect ratio. Also provided are
relations of size thresholds to the maximum number of stimuli at the device resolution. Bold values
are 90 % detection thresholds for each device
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environments the Vuzix display required considerably larger stimulus sizes to reach
the same identification thresholds found indoors. The Epson and Google devices
did not show highly varied detection rates in indoor versus outdoor environments.

Finally, we also demonstrated that the detection thresholds for each device carry
large implications for conveying information to individuals wearing mobile head-up
displays. Furthermore, each display will vary in its utility based on informational
requirements of specific use cases, such as map-based route guidance, or com-
municating updated tactical information. In the case of maps, granularity require-
ments can impose constraints on requisite zoom levels for portraying
comprehensible spatial information such as the unique sizes and shapes of land-
marks. In the case of verbal information, requisite font sizes to increase compre-
hensibility will impose constraints on the quantity and quality of communicated
information.

Overall, the present effort demonstrated a distinct advantage to the Epson and
Google devices relative to the Vuzix device, and there was also some evidence that
the Epson device is capable of conveying higher density information relative to the
Google device.
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Abstract This study evaluated the effect of biasing information on team com-
munication and cognition in a distributed team decision-making task. Teams
received misleading or irrelevant information (control) either early or late in their
information queue, and Conceptual Recurrence Analysis (CRA) was used to
quantify conceptual structure in team communications. Teams in the Late condition
produced a significantly greater proportion of conceptually similar utterances than
teams in the Early or Control conditions. There was also a trend in the Early
condition for utterances to be more conceptually similar than those in the Late
condition. Additionally, the persistence of misleading information was affected by
condition: teams in the Late condition were still discussing misleading information
in the second half of the experiment, but teams in the Early condition were not. We
take this as evidence that receiving misleading information later in the queue
decreased the focus of team conversation.
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1 Introduction

Teams play a central role in modern commercial, government, and military orga-
nizations [1]. As such, understanding the processes that lead to successful team
outcomes is of vital importance. One process thought to shape team outcomes, team
cognition, is described as emerging from mutual constraints among cognitions of
team members and related team functions [2, 3]. Such essential team-level inter-
actions can have many positive outcomes with respect to team performance, but
they can also lead to negative consequences, such as the propagation of uncon-
scious cognitive biases [4, 5]. Furthermore, team interactions may magnify indi-
vidual biases, or result in new, emergent, group-level biases [4], e.g., groupthink
and group polarization. While the effects of cognitive biases have been (and con-
tinue to be) extensively studied at the individual level [6], relatively little research
has been conducted at the team level [4].

In one of the studies of team level bias, Mancuso et al. [6] evaluated the effects
of introducing biasing information on distributed decision making. The authors
found that presenting teams with misleading information early in a collaboration
resulted in a tendency for those teams to focus their conversations on the misleading
information, which resulted in a significant decrease in overall team performance.
This behavior is consistent with the well-known phenomenon of confirmation bias.
It has been pointed out, however, that team-level biases and facilitative interactions
are, in some cases, fragile or difficult to predict [7, 8]. This indicates a need for
continued research on the interaction between team processes, cognition, and
biases.

The aim of the current research was to extend and generalize Mancuso and
colleague’s [9] investigation into the effects of confirmation biases in team col-
laborations. We attempted to do so by using a relatively new technique to evaluate
the team-level structure of conceptual content in communications, Conceptual
Recurrence Analysis (CRA) [10, 11], in addition to other more frequently employed
measures of team performance, such as time to complete a task. CRA is a method of
analyzing the semantic structure in communications, and is based on Recurrence
Quantification Analysis, a non-linear time series analysis that quantifies structure in
potentially complex signals [12, 13]. In essence, CRA quantifies the degree of
conceptual alignment between utterances using a set of concepts as a basis. These
concepts can be a set of important terms from the communications themselves, or
can be extracted empirically from a corpus. This method results in a valuable
property of CRA, namely a readily interpretable output in which alignment between
utterances is quantified according to their mutual similarity to items in the set of
concepts. This means that the output provides insight into not only the structure of
team dynamics, such turn taking, leader-follower relationships, introduction of
novel topics, etc. [10, 11], but also provides insight into the meaningful topics that
may dominate particular subsets of exchanges. This, in turn, allows investigation of
the influence of particular concepts in communications that might reveal the effects
of experimental manipulations on team biases [14].
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In the current study, we have expanded the participant base relative to Mancuso
et al. [9] by increasing the sample size and by recruiting teams from two distal
locations. We have also conducted a more controlled counterbalance with regard to
the distribution of information to team members. We believed that these changes
would support and expand on our earlier findings by increasing the generalizability
of our results. Additionally, the previous work focused primarily on the outcome of
bias, but was not able to provide insight into the underlying mechanisms by which
it emerged. Our use of CRA for the evaluation of semantic similarity of commu-
nications in this study was intended to provide unique insight into this situation. In
line with prior findings, we predicted that teams provided misleading information
early in their information queues would exhibit communication structure signifi-
cantly altered from teams in which the same misleading information was presented
at a later point and from teams in a baseline condition in which the extra infor-
mation was irrelevant to the task. We predicted similar outcomes with respect to the
relative frequency of key terms pertinent to the partial solution of the puzzle and
time to completion. Additionally, we predicted that there would be no effect of
location on team performance or the semantic content of team communications.

2 Method

2.1 Participants

One hundred and thirty-six participants, organized into 34 four-person teams, took
part in this study. Of these, sixty-four participants (29 men and 35 women) were
recruited from the Dayton, Ohio area, and were compensated $15/h for their time.
The ages of those participants ranged from 18 to 33 years (M = 23.05, SD = 3.76).
An additional seventy-two participants (49 men and 23 women) from the United
States Air Force Academy (USAFA), near Colorado Springs, Colorado, took part in
the study for partial course credit. Ages of those participants ranged from 18 to
24 years (M = 20.57, SD = 1.34). Due to technical problems during data collection,
one team from USAFA did not complete the study. All participants had normal, or
corrected to normal, vision.

2.2 Experimental Design

The experiment was a 3 (bias condition) � 2 (data collection location)
between-groups design. The three bias conditions were Early, Late, and Control;
differences between conditions were in regard to the type and serial position of
potentially biasing information presented to teams (each condition is explained in
detail below). As mentioned above, data for this study were collected at two sites:
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Dayton and USAFA. This provided an opportunity to evaluate the effects of dif-
ferent sample populations on team performance and communication.

Dependent variables assessed as part of this experiment included: accuracy of
team responses, frequency counts of key terms, time to complete the task, and
scores associated with CRA.

2.3 ELICIT Task Environment

The Experimental Laboratory for Investigating Collaboration Information-sharing
and Trust (ELICT) [15] is a task that requires teams of individuals to work together
to solve a logic puzzle. In ELICIT, teams take on the role of information analysts
working to identify an imminent (fictional) terrorist attack. Team members are
provided with unique information “factoids,” i.e., short textual statements of
varying utility for solving the logic puzzle, which they must then share with
teammates over Internet Relay Chat (IRC) to reach a conclusion regarding the
details of the attack. Specifically, they are asked to report Who will be conducting
the attack, What will be attacked, Where the attack will happen, and When the
attack will take place. Any subset of factoids that is sent to a single team member
does not contain sufficient information to answer all aspects of the question cor-
rectly, though taken in total, the set of distributed factoids is always sufficient.

In the current study, each member of a team received a set of sixteen factoids (64
in total for the team). These factoids can separately be classified as Expert, Key,
Supportive, or Noise. Expert factoids are unambiguous statements regarding the
details of the upcoming attack; Key factoids help narrow down the range of
applicable factoids by providing vital information related to the expert factoids;
Supportive factoids provide supplementary information that further narrows the
range of possibilities; and Noise factoids provide information that is irrelevant to the
solution of the puzzle. Example factoids can be seen in the team communications in
Fig. 1.

2.4 Procedure

Teams were assigned to conditions in a pre-established, counter-balanced order.
A prior study [9] and several pilot scenarios have shown that teams in ELICIT that
do not receive biasing information reliably answer the four questions accurately. In
light of this, and in anticipation of a limited subject pool, conditions featuring
biasing factoids were over-represented to increase power in those conditions.
However, due to a clerical error, more teams in Dayton were assigned to the Early
condition than the Late condition. At USAFA, seven teams were assigned to the
Early condition, six to the Late condition, and four to the Control condition. In
Dayton, eight teams were assigned to the Early condition, four to the Late
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condition, and four to the Control condition. In all, fifteen teams were assigned to
the Early condition, ten to the Late condition, and eight to the Control condition.

Upon arrival, participants completed an informed consent document and were
provided instructions regarding the task and the ELICIT environment. During the
task, participants sat at individual computer workstations that were visually isolated
from each other. Team members received their 16 factoids serially, at a rate of
approximately one every eleven seconds. Factoid distribution was initiated as soon
as the task began (so all factoids were distributed to the team within three minutes
of the start of the task). As a set, the factoids that each team received contained
information that unambiguously pointed to the correct answer to the logic puzzle.
However, the information any given team member received alone was not sufficient
to solve the puzzle, and teams therefore had to collaborate to correctly respond to
the four questions posed (i.e., Who, What, Where, When).

To introduce ambiguity, and potentially induce team confirmation bias, teams
assigned to the Early or Late conditions received three factoids per team member
(out of the 16 total per person) that provided misleading information regarding the
Who component of the terrorist attack; teams in the Control condition received three
Noise factoids per team member instead. Specifically, the misleading information
received by participants in the Early and Late conditions implicated the “Green”
group in the pending attack (an incorrect response) rather than the “Blue” group
(the correct response). It is important to note that the addition of these extra factoids
still resulted in a set that provided sufficient evidence to rule out all incorrect
possibilities.

Fig. 1 Conceptual recurrence plot of an excerpt of utterances from a team in the early bias
condition. Several of the shared factoids implicate the “Green” team, while others provide
information about the “Blue” team. Utterances that are similar to each other have the
corresponding row and column in the matrix filled in; the degree of similarity is indicated by
the saturation of the shading (darker shading indicates greater similarity). Utterances that are
enclosed with “< >” were not identified as being similar to any of the key terms extracted from the
factoid data set
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For teams assigned to the Early bias condition, the misleading factoids appeared
for each participant as the second, third, and fourth factoids they received (the
specific order of the factoids was randomized for each team). For teams in the Late
condition, the misleading factoids appeared as the thirteenth, fourteenth, and fif-
teenth factoids they received. In both conditions, the serial order of all other factoids
was randomized for each team. To ensure that there were no interacting effects
between the original factoids and the misleading factoids, the factoid pairs were
counterbalanced across participants and teams using a Greco Latin square.

During the experiment, participants were asked to communicate exclusively
through the provided IRC interface. Participants did not receive any guidance
regarding how to coordinate or strategize a solution to the puzzle. After the team
decided upon an answer, each team member submitted their responses to the four
questions using an electronic form and the session was ended.

2.5 Analysis Approach

CRA was conducted using the software package Discursis [11]. Discursis includes
a number of features that are designed to simplify the complicated task of analyzing
communications. For instance, a potential difficulty of communication analysis is
the number of steps in preparing data for analysis, such as parsing and the removal
of common terms, which can make replication difficult [16]. In Discursis, many of
these options are streamlined via option dialogues in a user interface that can make
standardization of semantic analysis between studies relatively simple.

Mathematically, CRA measures the co-occurrence of terms in a text to estimate
their degree of conceptual similarity to a set of key terms, and utilizes these rela-
tions to project utterances into a lower-dimensional similarity space. The pairwise
ratios of relative importance of key terms between each projected utterance (i.e., the
cosine of the angle between utterances in the feature space) are then used to
measure the similarity of each pair of utterances. In this way, utterances are reduced
to an easily interpretable feature space and summarized in a similarity matrix (see
Fig. 1), which serves as a basis for a variety of metrics that quantify the semantic
structure of communications [10, 17].

In the current experiment, we focused on two recently established metrics to
estimate the semantic structure of utterances in teams [14]. The first is the recur-
rence of concepts across utterances, measured by the density of similar utterances,
abbreviated elsewhere in this document as REC. This measures the number of
utterances that are mutually similar to at least one key concept, regardless of the
degree of similarity. This is the ratio of shaded (regardless of intensity) to blank
(white) squares in Fig. 1. The second is the average similarity of similar utterances,
or mean similarity, which, given that two utterances are similar to at least one
shared key concept, yields a measure of how similar they are. In other words, this is
a measure of the average degree of shading of shaded (not blank) cells in the
recurrence matrix. To illustrate, in Fig. 1, the utterances “blue team attacks in
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daylight” and “blue group has blood ties uses IEDS attack year round” have a near
perfect similarity, both being projected onto the concepts “attack,” “blue,” and
“group,” and are thus darkly shaded. However, the utterances “green group attack
high visibility targets attack in day light attack year round” and “batman prefers to
work with locals” are only remotely similar, both being indirectly related through
terms that happen to be similar to “red,” and therefore have a very light degree of
shading. This serves to illustrate two properties of CRA. The first is the intuitively
illustrative nature of the conceptual recurrence plots, and the second is the gener-
ative capacity of the methodology, in that it often finds statistical relations between
phrases that are not immediately apparent.

Prior to submission to CRA, transcripts were corrected for misspellings, and
variations of key abbreviations were mapped to a common term (e.g., all instances
of “NZ” were replaced with “New Zealand”). Commonly occurring words and
prepositions that would otherwise saturate the similarity matrix were removed
automatically in the Discursis software. We used the default list of such terms
included in Discursis to identify these words, with the exception that we removed
months of the year from the list, as part of the solution to theWhen question was the
month “November.” Data were analyzed using the “merge-word variants” option in
Discursis, a stemming procedure that removes suffixes from the roots of words.

In some teams, “green” (the object of the misleading factoids) was not identified
as a key concept when data were analyzed using intrinsically derived concepts.
Therefore, semantic spaces were constructed using the set of all factoids [14], with
the default setting of 100 concepts (an upper limit on the number of concepts
extracted from the dataset); analyzed team discussions were projected onto this
space. Prior to analysis, results were screened for outliers using the Grubb’s outlier
test. No outliers were detected in the reported measures. Tukey’s HSD test was used
for post hoc comparisons (afw = 0.05). In addition to the metrics calculated from the
similarity matrices output by Discursis, we examined team accuracy in answering
the four ELICIT questions, counts of the key terms “blue” and “green” (both
normalized by the number of utterances made by each respective team), and the
total time teams took to complete the task.

3 Results

3.1 Correct Responses

Table 1 contains the proportion of correct responses for the Who, What, Where, and
When categories. Teams in the Control condition answered all categories correctly,
resulting in contingency table cells with entries equal to zero. Thus, two-tailed
Fisher’s Exact Tests were conducted on the cell contents. All teams responded
correctly with respect to the Where category, so this category was excluded from
subsequent analyses. Responses were first evaluated for an effect of data collection
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location. There was no effect of location for any of the categories, p = 0.688, 0.601,
0.656, for Who, What, and When, respectively. Responses from the two locations
were then aggregated, and tested for effects associated with the bias condition factor.
There were no effects of bias condition on submitted responses, p = 0.257, 0.434,
0.563, for Who, What, and When, respectively. In sum, the manipulated variables
were not found to influence the accuracy of team responses in this experiment.

3.2 Frequency Analysis

To evaluate the time dependency of focus on the concepts “green” and “blue,” data
from the sessions were divided in half and utterances containing the terms “blue” or
“green” were counted for each half of a session. The counts were then divided by
the total number of utterances to calculate the proportion of utterances containing
each of the terms. These data were submitted to a 2 (location) � 3 (bias condi-
tion) � 2 (term, green vs. blue) � 2 (time, first vs. second half) mixed ANOVA,
where time and term were repeated-measures factors.

The results of the analysis indicated a statistically significant main effect of term,
F(1, 27) = 60.607, p = <0.001, ηp

2 = 0.692. “Blue” (M = 0.159, SD = 0.045)
occurred in a higher proportion of utterances than did “green” (M = 0.081,
SD = 0.059). This outcome was expected because “the Blue Group” was the correct
answer to theWho question. The main effect of time was also statistically significant,
F(1, 27) = 41.855, p < 0.001, ηp

2 = 0.608. Both terms were more likely to occur in
the first half of the session (M = 0.170, SD = 0.057) than in the second half
(M = 0.074, SD = 0.062). In addition, the term by bias condition interaction, F(2,
27) = 5.970, p = 0.007, ηp

2 = 0.307, the term by time interaction, F(2, 27) = 10.861,
p = 0.003, ηp

2 = 0.287, and the three-way term by time by bias condition interaction,
F(2, 27) = 4.969, p = 0.015, ηp

2 = 0.269, were all statistically significant. No other
sources of variance in the analysis were statistically significant (all p > 0.05).

To explore the three-way interaction between term, time, and bias condition, the
term by bias condition interaction was evaluated separately in the first and second
halves of the session, averaging over location. For the first half, a statistically
significant effect of term, F(1, 27) = 67.184, p < 0.001, ηp

2 = 0.691, and a signifi-
cant term by bias condition interaction, F(2, 27) = 10.547, p < 0.001, ηp

2 = 0.431,
were found; the main effect of bias condition was not statistically significant, F(2,
30) = 2.88, p = 0.072, ηp

2 = 0.161. Further evaluating the term by bias condition
interaction in the first half of the session, a follow up simple-simple effects analysis

Table 1 Proportion of
correct responses in each
category by condition

Bias Cond. Who What Where When

Early 0.73 0.93 1.00 0.80

Late 0.70 0.80 1.00 0.80

Control 1.00 1.00 1.00 1.00

Note Cond. = condition
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for the term “green” indicated an effect of bias condition, F(2, 30) = 10.729,
p < 0.001, ηp

2 = 0.417. Post hoc analyses showed that “green” occurred more fre-
quently in Early (M = 0.134, SD = 0.056) and Late (M = 0.168, SD = 0.0564)
condition communications than in those of the Control condition (M = 0.056,
SD = 0.036), and that the former two conditions did not differ significantly from
each other in that regard, p = 0.005, p < 0.001, and p = 0.254, respectively.
A similar simple-simple effects analysis for “blue” indicated there were no differ-
ences between bias conditions in use of the term, all p > 0.05.

With regard to the second half of the session, evaluation of the proportion of
communications which included “green” as a function of bias condition again showed
a main effect of bias condition, F(2, 30) = 4.117, p = 0.026, ηp

2 = 0.215. Post hoc
analyses indicated that “green” was more likely to be discussed in the Late condition
(M = 0.087, SD = 0.098) than in the Control condition (M < 0.001, SD < 0.001),
p = 0.020, but occurred equally often in the Early condition (M = 0.046,
SD = 0.050), p = 0.275; however, frequency of use did not differ between the
Control and Early conditions, p = 0.243. The simple-simple effects analysis of the
term “blue” indicated no differences between bias conditions in its use, all p > 0.05.

To summarize, during the first half of the sessions, the biasing factoids increased
the proportion of utterances teams spent discussing “green” over the Control
condition. However, by the second half of the experiment, teams in the Late
condition were still discussing “green” to a higher degree than in the control
condition, but teams in the Early condition were not. All teams discussed “blue” to
an equal extent, though both “green” and “blue” were discussed less frequently in
the second half of the experiment compared to the first.

3.3 Time to Complete the Task

To evaluate the amount of time teams spent completing the task we employed a 2
(location) � 3 (bias condition) between-groups ANOVA. The results of this
analysis indicated there was a statistically significant main effect of location on
completion time, F(1, 27) = 9.323, p = 0.005, ηp

2 = 0.257. Teams at Dayton
(M = 32.830 min, SD = 14.562 min) took more time to complete the task than
teams at USAFA (M = 21.428 min, SD = 8.904 min). There was also a statistically
significant effect of bias condition on completion time, F(2, 27) = 4.218, p = 0.025,
ηp
2 = 0.238. The condition by location interaction was not statistically significant, F
(2, 27) = 1.670, p = 0.207, ηp

2 = 0.110. In all, teams took over 40 % more time, on
average, to complete the task at Dayton, possibly due to the pay incentive.

Post hoc analyses examining differences in completion time for each bias con-
dition indicated that, after the appropriate alpha correction, none of the bias con-
ditions significantly differed from each other. However, there was a trend for teams
in the Early condition (M = 23.018 min, SD = 11.367 min) to finish faster than
teams in the Late condition (M = 33.435 min, SD = 17.283 min), p = 0.066, with
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teams in the Control condition (M = 26.244 min, SD = 7.240 min) falling in
between.

3.4 CRA

With respect to semantic content, bias condition significantly affected the density of
similar utterances (REC), F(2, 27) = 9.840, p = 0.001, ηp

2 = 0.421. There was no
effect of location, F(1, 27) = 0.319, p = 0.577, ηp

2 = 0.012, nor was the interaction
statistically significant,F(2, 27) = 0.275, p = 0.762, ηp

2 = 0.020. Post hoc analyses of
the bias condition effect showed that the overall proportion of similar utterances was
higher in the Late condition (M = 0.220, SD = 0.070) than in the Early (M = 0.132,
SD = 0.044), p = 0.001, and Control conditions (M = 0.129, SD = 0.013),
p = 0.002; the latter two conditions did not significantly differ from each other,
p = 0.99.

Mean similarity was significantly affected by both bias condition,
F(2, 27) = 3.550, p = 0.043, ηp

2 = 0.208, and location, F(1, 27) = 6.571,
p = 0.016., ηp

2 = 0.196. The interaction was not statistically significant, F(2,
27) = 2.102, p = 0.142, ηp

2 = 0.135. Mean similarity was higher at USAFA
(M = 0.477, SD = 0.035) than it was at Dayton (M = 0.452, SD = 0.038), indi-
cating that similar utterances were more aligned at USAFA than they were at
Dayton. There were no significant differences in mean similarity between bias
conditions after post hoc corrections. However, mean similarity showed a trend in
the opposite direction of REC, as scores for the Early condition were nearly sig-
nificantly higher in mean similarity (M = 0.477, SD = 0.03) among similar utter-
ances compared to the Late condition (M = 0.444, SD = 0.043), p = 0.055.

To summarize, teams in the Late condition produced a greater proportion of
similar utterances than teams in the Early or Control conditions. It appears that the
Late condition affected communication by increasing the overall recurrence of
concepts throughout the discussion and by decreasing the amount of focus on a
subset of concepts.

4 Discussion

In this study, we evaluated the influence on team communications of the serial
position of misleading information supplied to teams working jointly on a
language-based logic-puzzle. Teams that received misleading information late in
their queues were more likely to discuss the concept targeted by this information for
the duration of the task. Similarly, during the first half of the trial, teams in the early
bias condition discussed the targeted concept more than teams who received
irrelevant information, but this effect dissipated by the second half. We also found
that teams differed significantly by location: teams at USAFA took less time to
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complete the task and focused more tightly on particular concepts than did teams at
Dayton. Finally, CRA results indicated that teams receiving misleading information
later in their queue tended to repeat concepts more often compared to teams in the
Early or Control conditions, and trended toward being less focused in their dis-
cussion than teams receiving misleading information early in their queues.

As expected, we found that introducing misleading information altered team
communications, and that this effect was evident in the semantic similarity of
utterances at the team level, as well as in the time-dependent distribution of key
terms. In particular, we found that adding biasing information late in the infor-
mation queue increased the average density of recurrent concepts, while the trend
was in the opposite direction for the average degree of alignment between similar
utterances. That teams in the Late condition were still discussing “green” in the
second half of the experiment suggests those teams were unable or unwilling to rule
out the misleading information. This in turn increased the probability of this subset
of utterances being similar over longer-range scales, and likely increased the overall
density of the similarity matrix. This could also explain the decrease in the overall
degree of similarity between utterances, as the larger number of active concepts
could increase the probability of utterances being obliquely related, rather than
being narrowly focused on a subset of explicitly shared concepts.

In addition to the main effect of bias condition on communication structure, we
found that teams at USAFA exhibited a higher degree of mean similarity than teams
at Dayton. We take this as evidence that teams at USAFA were more focused in
their discussion of key concepts, a possibility that is corroborated by the fact that
those teams took less time on average to conclude, though answer accuracy was the
same between the two locations. We believe a likely explanation is that teams in
Dayton were incentivized by their monetary award for participation, meaning they
might have been less hurried and more open to broad discussions that extended
their session. This could simultaneously explain the decrease in the average degree
of alignment between all similar utterances and the increased average time to
completion in Dayton. We noted that a limitation to the current study is the
unbalanced distribution of teams between conditions, particularly in the Dayton
sample. This might be an additional explanatory factor in the differences in time to
completion between locations. However, the lack of an interaction between location
and condition suggests that all conditions took longer in Dayton. Further, the
condition that was over-represented was, on average, the condition in which par-
ticipants finished most quickly. We believe these observations point to the con-
clusion that differences in location were driven mainly by incentives at the
participant level.

With regard to the influence of serial position on answer accuracy, we found
results somewhat inconsistent with prior research. Whereas Mancuso et al. [9]
reported that introducing misleading information early in the information queue
significantly altered communication patterns and caused teams to be more likely to
answer incorrectly, we found evidence that introducing misleading information late
in the information queue resulted in a greater effect on team communication, but
produced no differences in the accuracy of team answers. Taken in sum, these
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results indicate that team bias may be a relatively sensitive phenomenon, and point
to the importance of context as a possible key factor in the differences between the
two studies. For instance, it is possible that certain combinations of factoids pre-
sented to participants by Mancuso et al. [9] were complementary, resulting in
amplification of bias within an individual that might have propagated to the team.
Any such interaction at the individual level might have been eliminated or reduced
by the balanced distribution of factoids in the present study. Additionally, it has
been pointed out that heuristic biases have in many cases been engendered by
taking advantage of participants’ lack of sophistication [18], and that such heuristics
may prove somewhat fragile in less constrained settings that rely on participant
knowledge rather than their ignorance [19]. These considerations, along with the
current results, indicate that more research is needed.

Several future research directions suggest themselves from the results of the
current study. For instance, it is well established that manipulation of the serial
presentation of information, under sufficient time constraints, may result in sys-
tematic bias in answers [6]. It is possible that providing an additional time con-
straint under the given framework would reliably produce a biasing effect, though
the time provided may have to be so limited as to prevent discussion of all infor-
mation, thus resulting in an anchoring, rather than a confirmation, bias.
Additionally, it might be that allowing individuals a greater amount of time to
discuss each factoid separately might influence formation of bias. Finally, as pre-
viously mentioned, it is possible that some combinations of factoids may serve to
amplify biasing effects at an individual-level, and the bias could then be transmitted
to the team. Examination of each of these possibilities would further expand our
understanding of team cognitive biases, suggesting that all are worth exploring.

In conclusion, the results of the current experiment suggest that the expressions
of team cognitive biases are likely more nuanced than originally anticipated.
Factors such as serial position of information in a queue have been demonstrated to
influence team processes, such as communication, but they may not reliably
influence team decision-making. Additionally, we believe our results show that
CRA can provide insight that complements traditional metrics, such as frequency
counts and time to task completion, and in doing so provides a deeper context for
understanding team communication dynamics than can be obtained from traditional
analyses alone. While the results of this study present more questions than answers,
our outcomes contribute to the relatively small, but vital, body of research exam-
ining the effects of cognitive biases on team decision-making.
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