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Preface

This book is part of the Analog Circuit Design series and contains the contributions
from all 18 speakers of the 25th Workshop on Advances in Analog Circuit Design
(AACD). This year, the sponsors of the workshop were Infineon (main sponsor),
Joanneum Research Center, INTEL, and IEEE Solid-State Circuits Society Austrian
and Italian Chapters. The workshop was held at the Infineon site in Villach (Austria),
from April 26 to 28, 2016. The book comprises three parts, covering topics in
advanced analog and mixed-signal circuit design that we consider to be of great
interest to the circuit design community:

• Continuous-Time Sigma-Delta Modulators for Transceivers
• Automotive Electronics
• Power Management

Each part consists of six chapters written by experts in the field. The aim of
the AACD workshop is to bring together a group of expert designers to discuss
new developments and future options. Each workshop is then followed by the
publication of a book by Springer as part of their successful series on Analog Circuit
Design. This book is the 25th in this series (a full list of the previous topics can be
found on the following page). The series can be seen as a reference for all people
involved in analog and mixed-signal design. We are confident that this book, like
its predecessors, will prove to be a valuable contribution to our analog and mixed-
signal circuit design community.

Milano, Italy Andrea Baschirotto
Eindhoven, The Netherlands Pieter Harpe
Delft, The Netherlands Kofi A.A. Makinwa
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Part I
Continuous-Time †� Modulators for

Transceivers

The first part of this book is dedicated to recent developments in wideband delta-
sigma (†�) ADCs for use in transceivers. These have been driven by the spread
of mobile devices, most of which must communicate wirelessly with the outside
world. To enable wideband and filter-less radio front-ends, continuous-time (CT)
†� modulators with high dynamic and very high linearity are required. The first two
chapters begin by discussing various †� modulator architectures, ranging from the
traditional single loop architecture to more recent MASH structures. The next two
chapters present various ways of modifying the modulator’s signal transfer function
(STF) so that it also suppress the out-of-band interferers or blockers that may also
be present. The final two chapters discuss the considerations associated with the
design of receiver chains for WIFI, and for use in hand-held mobile applications.

The first chapter, by Patrick Torta, Antonio Di Giandomenico, Lukas Dörrer and
Jose Luis Ceballos, compares three different WiFi receiver chains based on a high
dynamic-range CT †� ADC. Two implement an active filter stage between the
mixer and the ADC: one uses a trans-impedance amplifier and the other one a Gm
stage. A third obviates the need for an active filtering stage and replaces it with
a passive pole. Measurements show that all three chains achieve roughly the same
chain performance, but provide different tradeoffs in terms of blocker rejection, area
and power consumption.

The second chapter, by Lucien Breems and Muhammed Bolatkale, provides
an introduction to the design of high-resolution wideband †� modulators, from
architectural choices to filter implementation and circuit design. It concludes with a
discussion of some recent continuous-time †� modulator designs that have pushed
the envelope in terms of their bandwidth and linearity.

The third chapter, by Rudolf Ritter, Jiazuo Chi and Maurits Ortmanns, also
discusses various ways of attenuating interferers within the loop filter of a †�

modulator. It is shown that hybrid combinations of feed-forward and feedback
architectures can be made to exhibit enhanced filtering characteristics. Alternatively,
a mixed-signal interferer suppression loop can be applied around a modulator. Here,
a digital filter extracts out-of-band signals from the modulator’s digital output and
then cancels them by feeding them back to the modulator’s input via a DAC.
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The fourth chapter, by Shanthi Pavan and Radha Rajan, explores the possibility
of using the built-in filtering of a continuous-time †� modulator to attenuate out-of-
band interferers. A design example is presented that demonstrates that such filtering
is indeed quite possible, thus saving the power required by a dedicated filter, while
also improving out-of-band linearity and reducing active area.

The fifth paper, by Sebastian Loeda, describes the challenges and design
techniques used to exploit the well-known energy-efficiency of FF architectures in
the context of a modern consumer radio. Techniques are described to cope with the
resulting out-of-band peaking and to make the modulator robust to clock jitter and
to out-of-band blockers.

The sixth chapter, by Hajime Shibata, Yunzhi Dong, Wenhua Yang, and Richard
Schreier, contrasts the use of conventional single-loop with MASH †� modulator
architectures in the context of wideband wireless applications subject to out-of-band
blockers. The performance of two wideband MASH implementations in a 28 nm
CMOS process are compared and discussed.



Chapter 1
WiFi Receiver Evolution in a Dense Blocker
Environment

Patrick Torta, Antonio Di Giandomenico,
Lukas Dörrer, and Jose Luis Ceballos

1.1 Introduction

The most demanding scenario that a receiver chain must sustain is a dense
blocker environment where many contiguous receiving channels are allocated and
simultaneously in use by many users. In such a scenario the signal to be converted
in the band of interest can be transmitted from a far station and can therefore be
very weak compared to the transmitted signal of a near user. The WiFi transceiver
can be embedded into a platform which serves also other standards like cellular,
GNSS, BT or FM radio in a co-running mode. As the isolation of the antenna is
limited to approximately 10–12 dB, it is important to ensure that other signals do
not degrade the wanted signal due to alias, folding or distortion. The analysis of
all possible disturber combinations is a difficult task, in particular when the A/D
clock frequency is low and its multiples can generate intermodulation products and
folding effects together with the receiver chain mixer clock. Figure 1.1 shows a
baseband spectrum scenario and a receiver chain composed by many consecutive
filter-and-gain stages followed by a medium resolution ADC. The ADC is clocked
at twice of the Nyquist rate of the wanted signal bandwidth. A very high chain gain
is needed to provide sufficient signal to noise and distortion ratio (SNDR) at the
ADC input: this sets stringent constraints to all the baseband blocks. In particular
the chain strongly amplifies the non-idealities of the blocks immediately following
the mixer. The frequency behavior of the analog active components can be strongly
affected by poorly controllable parasitics and even by the configuration settings for
the block bandwidth and the gain. For instance, the DC offset of the mixer as well
as the I-Q skew of the direct conversion receiver need to be carefully controlled and

P. Torta (�) • A. Di Giandomenico • L. Dörrer • J.L. Ceballos
Intel Austria GmbH, Villach, Austria
e-mail: patrick.torta@intel.com

© Springer International Publishing Switzerland 2017
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4 P. Torta et al.

Fig. 1.1 A filter and gain receiver chain and the spectrum at the ADC input

mapped to all chain configurations to guarantee high chain resolution. A low noise
DC offset cancellation may be required. This leads to complex gain and calibration
schemes.

When an oversampled high resolution ADC is used, the chain can keep the
required inband SNDR and, at the same time, absorb the power of the out of band
signals employing a lower chain gain. This relaxes some analog blocks requirements
and the amount of digital calibrations needed. The receiver lineups presented in
Fig. 1.2 are minimal receiver architectures implementing high dynamic range (DR)
continuous time sigma delta ADC (SD-ADC). The upper one implements only one
active filter stage with trans-impedance amplifier (TIA) between the passive mixer
and the SD-ADC. This structure targets to minimize area and power consumption
compared to the filter-and-gain chain and is less exposed to the circuit imperfections
of the blocks interconnections. It has a RF-to-baseband interface that can be easily
simulated with common known techniques. A further step to reduce the area and the
power consumption avoids the instantiation of the TIA stage, as shown in Fig. 1.2
(middle), and replaces the active stage by a small passive attenuation stage and
a lower pole in the first stage. A high order SD-ADC is a chaotic system and it
is in general not possible to use directly harmonic balance to simulate this chain
performance and a linearized model can be used instead. Both low gain proposed
chains have in common that the first active stage after the mixer suffers of noise gain
due to the equivalent small impedance in the RF chain. The third presented lineup
in Figure (bottom) uses a passive mixer in voltage mode followed by a Gm stage
having a high output impedance interface to the SD-ADC.

1.2 The Receiver Chain as a Full Featured and Fair ADC
Verification Environment

All presented receiver architectures are able to convert signals present in the two
WiFi RF bands. The signal at the antenna is amplified by a cascaded differential
low noise amplifier (LNA) and down converted to zero IF. A passive switch in
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Fig. 1.2 The three minimal gain, high dynamic range lineups presented in this work and the
typical PSD plot scenario in baseband. The out of band signals does not saturate the chain. Less
folding in band is achieved due to the high clk frequency

series with the switching quad mixer selects the band of interest and the signal
is routed to the I and Q baseband paths. The WiFi standard defines the possibility
to allocate for each user a channel containing a different number of carriers. As a
result all proposed lineups are able to process a baseband signals with bandwidth
of 8.9, 18.3 and 38.3 MHz. At the output of the ADC a chain of decimators and
digital filters processes the converted signal. The implemented analog gain control
adapts the LNA gain proportionally to the signal strength detected at the ADC
output. In the digital domain it is also possible to collect the undecimated SD-ADC
data stream stored into an internal memory. Asides of the active pole there is a
significant difference that distinguish the systems: the ADC clock can be derived
from the mixer local oscillator (LO) or from a separated PLL. A LO derived clock
is particularly helpful when the isolation of an active block is missing. In this case
a variable rate converter needs to be added at the end of the decimation chain to
interpolate the decimated samples to the fixed frequency of the system. The variable
rate converter can be skipped if a multiple of the system clock is used for the ADC.
The three chips have a compatible pinout; in particular the programming of the
devices, the routing of the RF signals to the LNA and of the supply lines are the same
and thus the same motherboard is used to measure and compare them (Fig. 1.3).
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Fig. 1.3 Clock sources in the full receiver including decimators and AGC

1.2.1 The TIA-ADC Lineup

The functional block of the receiver is presented in Fig. 1.4. In this SD-ADC, as well
as in the other presented SD-ADC, the chosen continuous time filter is implemented
as a third-order chain of integrators in feedback. An advantage of this structure is
that the resistor between TIA and ADC can be programmed to achieve an additional
gain and DR boost of few dBs at the cost of added gain complexity. A block-level
noise budget is used to size and design the blocks and it’s calculated by replacing
the antenna, the LNA and the mixer with a greatly simplified model as shown
in Fig. 1.5. The model replaces the antenna by an ideal voltage source driving a
noiseless voltage gain element of value G connected to a noiseless resistor Rmix,
which represents the mixer’s output impedance. This resistor value is affected by
the chosen RF frontend architecture and in our design has a value of few hundred
Ohms. As a further simplification the noise of all passive elements in the baseband is
neglected, since the noise of the amplifiers is the one that dominates the total noise
and, as a consequence, the system area and power consumption. To fairly compare
the lineups we assume that both G and Rmix are fixed in all systems. The transfer
function (TF) of the TIA and the one of the ADC are flat in the band of interest.
Therefore in the noise budget model we can skip the TIA capacitor and the high
frequency suppression out of band of the ADC STF. The complete ADC is thus
reduced to a simple inverting amplifier: the feedback resistor Rdac is the equivalent
resistor of the first current steering DAC, which together with the resistor R2 sets
the ADC gain. Nop1 and Nop2 mimic the input referred noise of the OPAMPs and Nq

replaces the ADC quantization noise.
We can use the superposition principle to calculate the input referred noise of the

system under the assumption that the gain of the OPAMPs is very high. The system
gain from input X to output Y is given by:

Y

X
D RdacR1G

RmixR2

By calculating the TF of each noise source to the output and dividing them by the
system gain we obtain the input referred noise contribution equation:
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Fig. 1.4 Conceptual drawing of the first proposed low gain high dynamic range lineup. The TIA
filters the high frequency signals

Fig. 1.5 Simplified DC noise model of the TIA and ADC cascade

N2
input D N2

op1

ˇ
ˇ
ˇ
ˇ

.R1 C Rmix/

R1G

ˇ
ˇ
ˇ
ˇ

2

C N2
op2

ˇ
ˇ
ˇ
ˇ

.Rdac C R2/ Rmix

RdacR1G

ˇ
ˇ
ˇ
ˇ

2

C N2
q

ˇ
ˇ
ˇ
ˇ

.R2Rmix/

RdacR1G

ˇ
ˇ
ˇ
ˇ

2

The value of the quantization noise Nq is driven by the clock. On one side, to reduce
the power consumption the clock needs to be minimized, on the other side a lower
frequency decreases the rate of the DAC feedback and reduces the loop stability. The
poles of the ADC have a limited highest frequency constraint for the same reasons.
As the quantization noise is added at the end of the chain it can be minimized by
rising the gain through an increasing of R1 and Rdac. The supply voltage limits
the total gain of the first stage and sets constraints on the ADC gain Rdac=R2.
Thus having a flat transfer function on two stages and a small R2 sets equivalent
stringent constraints to both the TIA noise and to the ADC first stage noise. It is
possible to calculate the input referred noise budget for each frequency and with
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Fig. 1.6 Chain gain and STF (top) and input referred noise budget (bottom). This includes the
contribution of the quantization noise, of the TIA and of the first ADC opamp noise. If R2 equals
Rdac then the opamp1 noise can be greatly relaxed

less simplifications by using math tools to solve the system equations. An example
for the breakdown is shown in Fig. 1.6. The area and the power consumption of
these two blocks is considerable.

To reduce at a minimum the thermal noise contribution of the first stage, the
multipath OPAMP structure [1] was used in the TIA stage. The differential OPAMP
concept is depicted in Fig. 1.7. The gm stages can be programmed to find a better
tradeoff between the noise (gm1 and Cg1), the GBW and the power consumption.
The two cascaded gm stages allow to achieve very high gain at lower and medium
frequencies. A single stage version of the class AB output stage as reported in [2] is
used to efficiently drive the integrator feedback cap and the load.

The following OPAMPs in the design need to achieve a higher bandwidth but not
much inband gain and a two stage miller compensated structure was used.

The clock of this lineup has been derived from the mixer clock. The local
oscillator (LO) is divided by an integer factor which changes with the WiFi mode.
The clock can thus span over a wide range, and the ADC needs to fulfill all stability
and DR requirements for the lowest clock, but also needs to be able to run at the
highest clock frequency. The datapath between quantizer and DACs needs to be
designed to avoid the metastability region when the sample is captured in the DAC
latch.
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Fig. 1.7 The TIA and the first ADC opamp is a GmC multipath structure cascaded to a class AB
stage (left). Opamp open loop frequency response (right)

Fig. 1.8 The reference and offset sampling phase (left), and the input signal tracking phase (right)
for a comparator in the quantizer

The quantizer design implements an evolution of the offset compensated com-
parators presented in [3]. The basic differential comparator slice circuit including
the reference generation capacitive network and the preamplifier for the latch is
shown in Fig. 1.8. It operates essentially in two non-overlapping phases driven by
the ADC clock. In the first phase, depicted on the left, the differential pair outputs
and inputs are shorted. The reference fullscale voltage, common to all comparators,
is connected to the comparator capacitor array. In this way, the voltage stored in the
capacitors is sampled against the operating point of the differential pair. Assuming
a differential preamplifier gain G, the output voltage in this operating condition is:

Voutdiff ph1 D �GVOffs

G C 1

This means that also the offset voltage VOffs of the comparator is stored in the
capacitors. In the second phase, depicted on the right of Fig. 1.8, a switch connected
to the SD-ADC filter is closed. In this way charge redistribution between C1 and C2

occurs. The voltage at the output of the preamplifier is then given by:

Voutdiff ph2 D G

�

Vindiff C C2 � C1

C1 C C2

Vref diff � GVOffs

G C 1
C VOffs

�
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Fig. 1.9 A full quantizer array of four comparators (left) and an optimized version that enables
a faster charge redistribution due to the reduced amount of capacitors (right). The VINp switches
can be boosted to achieve higher frequency

If the gain is high enough then the last two terms are canceled and the offset is
compensated. Although the capacitors can be altogether in the range of tenths of fF
the speed of this structure is limited in phase one by the parasitic capacitors at the
differential input pair. For this reason it is essential to build an extremely compact
layout for this cell. The total parasitic capacitance stems from parasitics along the
routed lines together with the differential pair gate capacitance and the parasitic
capacitance that the resistive loads show versus the substrate.

The latter term appears due to the fact that in advanced technologies the
minimum resistor width is wide compared to the transistors. In these technologies
the allowed minimum distance between transistors is short compared to the one
between a transistor and a poly resistor. To mitigate all these parasitic effects
two long PMOS transistors driven in the ohmic region are used as load instead
of the resistors. Due to the embedded offset compensation of the structure the
mismatch between the two PMOS loads is not of concern. An additional speed limit
comes from the charge redistribution switches in the second phase. Contrary to the
reference switches, the input switches do not sit at a potential near to the supply. The
issue is that Vinp and Vinn are often close to common mode voltage and this can be
solved using two tricks implemented as shown in Fig. 1.9. Comparing the left and
the right part: three boosted switches sw can be used instead of two to reduce their
series resistance Ron. Moreover, where the comparator level allows it, the number
of unit capacitor Cu can be reduced to the minimum required ratio based on ratio
matching and gain requirements.

The output of the quantizer is fed to the DACs after a small delay of several
hundreds of picoseconds. To increase the performance of the ADC the DAC transfer
function shall be linear. As the DAC cells suffer from mismatch a background
calibration has been implemented. The literature reports several ways to linearize
the DAC. The scrambling of the cells used by dynamic element matching technique
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is very efficient in simulation, but difficult to be implemented out of the box due to
the added delay in the loop and due to the common mode glitch energy, generated
at the first OPAMP input. This glitch modulates with the input signal generating
distortion tones. Another way to linearize the DAC is to calibrate the mismatch
of the cells. It is possible to calibrate the mismatch in a digital controlled fashion
[4], or it is also possible to do it within an analog loop [5]. The advantage of the
digital calibration is that the observability and manipulation is well controlled in
the digital domain and the refresh rate in background can be performed seldom;
the implementation is complex and the residual error is limited by the implemented
LSB. On the other hand the analog calibration loop needs a continuous refresh and
the calibration is virtually able to reduce the residual error to a small ".

In this ADC design the analog calibration was chosen because the complexity
is reduced. The circuit idea of the calibration is shown Fig. 1.10 and the basic
technique is known since very long time [6]. To decrease the amount of noise
injected in the integrators the unused DAC cells are disconnected from the filter and
connected to a floating node dump. If a cell is in use then the digital word coming
from the quantizer is routed to the switches DPx=DNx. The DACs inject the current
pulses in a non return-to-zero fashion. The current steering PMOS and NMOS are
split in two parts: a wide transistor part is connected to a fixed bias voltage that
grants to inject a current of about 90 % of the wanted current. Additionally a smaller
transistor in parallel injects the residual calibrated current of about 10 %. Its bias
voltage is stored into a local capacitor. If a cell is in calibration its quantizer data
is routed to a spare cell that can take over the task of injecting the required current
in the filter integrators. The cell in calibration activates the switches marked with
CALsw and DCx. In this way a reference current cell is connected and compared
against the cell in calibration. As both reference cell and in-calibration current
steering cell shows a high impedance output � 1=gds the voltage at the node CALsw

settles to the required voltage needed to produce the reference current. After settling
is achieved the cell is reinserted back in the SD-ADC loop. As the disconnection and
the re insertion of the cell can affect the stored bias voltage this operation is done in
a non-overlapping fashion.

The functionality of the circuit has been tested with measurements shown in
Fig. 1.11 and the circuit is able to linearize the DAC by reducing the third harmonic.

1.2.2 The RF-ADC Lineup

The lineup is shown in Fig. 1.12. As demonstrated in the previous section the
presence of an active stage between mixer and ADC is tightening the noise
requirements for both TIA and the first ADC stage. The idea is to assign the portion
of noise generated from the TIA into the total ADC noise budget, actually relaxing
its requirements.



12 P. Torta et al.

Fig. 1.10 The DAC bias and a current steering DAC cell including the switches for the operation,
for the dumping and for the calibration against a reference current
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Fig. 1.12 Conceptual drawing of the second proposed low gain high dynamic range lineup. The
SD-ADC and the mixer are connected directly

Fig. 1.13 Simplified DC noise model of the RFADC

The final goal is to reduce the overall area and power consumption. The SD-ADC
coefficient set needs to fulfill the out of band signal rejection requirements: this can
be partly achieved by using a passive pole in front of the ADC and a lower cut-off
frequency in the first stage which limits the quantization noise. A disadvantage of
this lineup is that changing the low frequency gain of the STF would require the
DAC1 current and the first filter capacitor C1, or the second stage input resistor
R2, to be reprogrammed to keep the pole position at the same frequency. The input
referred noise breakdown is shown in Fig. 1.14.

The building blocks of this ADC are the same as the ones of the previous design.
The interface between mixer and ADC needs careful attention. If the clock of the
LO and the clock of the first DAC are not synchronized spurs can pollute the
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Fig. 1.14 Noise budget breakdown for the RFADC. The dominant noise is generated in the first
opamp and at the quantizer

inband spectrum. The DAC acts as a differential current source, but when a cell
changes its state the generation of a small common mode glitch cannot be avoided.
The common mode glitch contains several harmonics at the multiples of the ADC
clock. A differential signal produced by the mixer at the same frequency is down-
converted to baseband: its amplitude at the digital ADC output depends on the first
stage performance, which is usually limited at higher frequencies. In this lineup the
clock is derived from the LO; this makes the analysis and the assessment of the
potential problematic scenarios much easier. For high frequency isolation purposes
it is advisable to add a small and non-dominant RC passive pole at the ADC input.
A too big capacitor boosts the first stage noise.

The design of the RF components requires a good model of the baseband
circuitry. Due to the coarse quantization of the signal at the output of the ADC
filter, it is not granted that the datastream is periodic. This non-periodic behavior
of a SDADC is a blocking point for all harmonic balance based simulators. A full
transistor level linear model of the ADC is needed. For this purpose the quantizer
and the DAC can be replaced by a simple voltage controlled current source as shown
in Fig. 1.15. This model fits well the real STF and NTF at higher oversampling ratio
and can be used to verify the overall chain performance. Good matching between
simulations and measurements has been achieved. In the model it is possible to
emulate the noise contribution of the quantizer. The noise generated by a resistor
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Fig. 1.15 Linearized model of the SD-ADC (top) and equivalent quantization noise generator for
transient simulations (bottom)

can be sized to fit to the one determined by the number of bits and by the ADC clock
frequency. The quantization noise in the real ADC is sampled at fclk and thus it is
filtered at its multiples. The thermal noise of a resistor shows a flat characteristic:
it is therefore advisable to strongly filter the resistor noise with an LC filter prior to
the injection at the filter output.

1.2.3 The Gm-ADC Lineup

Having a clock frequency synchronized with the LO is simplifying the analysis of
the possible blocker scenarios but requires the use of a variable rate converter in the
digital domain, which is a very power hungry block. One way to avoid this additional
digital block is to keep the SD-ADC clock in synch with the system and independent
of the LO. In such an architecture it is very important to implement a strong anti-
alias function in cascade with the ADC STF which avoids intermodulation between
the mixer and the DAC. This is achieved introducing a gm stage in the chain. In all
the presented architectures the mixer is passive and composed of simple switches
driven at the common mode voltage. The mixer to baseband interface in this case is
not fixed at common mode as it is in the voltage domain. This is an opportunity to
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Fig. 1.16 Conceptual drawing of the third proposed low gain high dynamic range lineup. A Gm
stage filters the out of band signals with a capacitor at the input and at the output

Fig. 1.17 Simplified DC noise model of the GmADC

filter the input signal with a capacitor. The gm cell is directly feeding the ADC in
current mode, and it can be seen at the input of the opamp as a high impedance input
load Rg. Compared to the TIA lineup the gm inter-stage relaxes the first OPAMP
noise budget. The equivalent circuit for the basic noise budget calculation does not
contain anymore the mixer impedance; just the LNA gain G (Figs. 1.16 and 1.17).

The chain gain, under the assumption of a high gain amplifiers A, is given by:
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Fig. 1.18 The STF (top) and the input referred noise budget (bottom). The Gm cell noise together
with the quantization noise is the dominant source

The gm cell noise Ng is considerable and is in the same range of the TIAs noise for
an equivalent power consumption.

The shaped input referred noise breakdown is shown in Fig. 1.18. Most of the
savings in this structure are at a more macroscopic level: the poles of the ADC
can be pushed higher in frequency if some pre-ADC filtering is implemented. This
allows a lower ADC clock or a lower input referred quantization noise Nq. Lowering
the ADC clock and skipping the variable rate converter at the end of the digital
decimation chain introduce a considerable saving in the total power consumption:
this tradeoff was favorable and a 5bit quantizer was used to support it further.

The gm cell is able to grant a linear output when its differential peak to peak
input is within a range of few hundreds of mV. The voltage interface followed by the
gain exposes and amplifies any previous mismatch. The passive mixer and the path
between the passive mixer and the Gm input need to be checked very carefully and
must be well matched between I and Q paths. The interface is thus an opportunity
to add a pole at the input, but unfortunately this pole cannot be the dominant one
due to the subsequent amplification of the mismatch without any further digital IQ-
mismatch calibration. A capacitor and a series resistor can be added at the gmoutput
to build a gmC low pass filter and relax the SD-ADC first stage. Again the pole
cannot be placed too low in frequency as the capacitor would affect the feedback
factor of the first stage OPAMP.
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Fig. 1.19 A comparison of the EVM of the three lineups in the three modes by increasing the
input signal power

1.3 The Measurement Results

Three testchips implementing the presented lineups were fabricated in a 28 nm
CMOS process to directly compare the results. A WiFi OFDM pattern was applied
at the antenna and the EVM performance measured in the main modes is shown
in Fig. 1.19. In Fig. 1.20 and example of this EVM pattern is shown. As expected
the performance was comparable allowing a fair comparison of the remaining key
parameters reported in Table 1.1 together with the die micrograph of the GmADC.
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Fig. 1.20 Performance of the RFADC lineup in the 80 MHz with a 256QAM VHT80 pattern

1.4 Conclusions

The presented low gain receiver lineups make use of a high dynamic range SD-ADC
to reduce the amount of blocks, the area and the power consumption. If the area
needs to be optimized the RFADC lineup shall be preferred. In terms of out of band
rejection and power consumption the GmADC is preferred because it’s reduced and
fixed clock frequency leads to major power savings in the digital domain.
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Chapter 2
High-Resolution Wideband Continuous-Time
†�Modulators

Lucien Breems and Muhammed Bolatkale

2.1 Introduction

This paper is organized as follows. In Sect. 2.2 some key architectural choices and
trade-offs are discussed when defining the optimal noise-transfer function (NTF)
of a wideband and high-resolution delta-sigma modulator. Among the architectural
choices are type and order of the loopfilter, ADC resolution, sampling frequency and
number of stages. Important limiting factors related to the practical implementation
of wideband delta-sigma converters are discussed in Sect. 2.2. Examples of such
non-idealities are metastability, excess loop delay (ELD), non-linearity, and phase
noise. These aspects can be taken into account on the architectural level to mitigate
their impact. In Sect. 2.4 recent designs are presented that have pushed the envelope
with respect to bandwidth and linearity. The conclusions are drawn in Sect. 2.5.

2.2 Architectural Choices

There are several important choices to be made when defining the architecture and
the optimal noise transfer function of a delta-sigma modulator for given bandwidth
and resolution specifications. Figure 2.1 shows the basic block diagram of a single-
loop delta-sigma modulator that consists of a loopfilter, A/D converter (ADC) and
feedback D/A converter (DAC). The main degrees of freedom are the position of
the sampler, the loopfilter (LF) type, order and oversampling ratio (OSR) and the
accuracy of the ADC and DAC.
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Fig. 2.1 Basic block diagram
of a delta-sigma modulator
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2.2.1 Sampler

The sampler is typically placed either at the input of the delta-sigma modulator
or at the input of the ADC. The first configuration represents a discrete-time
delta-sigma modulator which can be implemented with switched-capacitor circuits
while the latter configuration is a continuous-time modulator with a continuous-
time loopfilter implementation. Since a discrete-time modulator has the sampler
directly at the input it suffers from aliasing of signals that may be present close to
(multiples of) the sampling frequency. Therefore, an anti-alias filter is required in
front of the delta-sigma modulator to adequately suppress aliased signals. In case
of a continuous-time modulator, the loopfilter acts as an inherent anti-alias filter
which relaxes or even eliminates the anti-alias filter in front of the modulator. In
case of a switched-capacitor filter implementation, the filter coefficients are defined
as capacitor ratios which are very accurate and do not require calibration. Also,
the bandwidth of a discrete-time modulator can be easily scaled by changing the
sampling frequency without the need for adapting the filter coefficients. This is
different from a continuous-time filter implementation where filter coefficients are
determined by e.g. RC time constants that are subject to significant spread (�40 %)
which also need to be tuned in case of sampling rate scaling. A drawback of
switched-capacitor circuits is that the resolution depends on the settling accuracy
of charge transfers which requires high-speed amplifiers, especially if the sampling
frequency is high. Continuous-time filters do not have the settling requirement
and usually require lower bandwidth amplifiers. Therefore, in the bandwidth range
of several tens of MHz and above, many continuous-time modulators have been
reported in literature [1–7].

2.2.2 Filter

The noise transfer function of the delta-sigma modulator is determined by the
loopfilter order, filter type and the choice of filter coefficients. As an example,
Fig. 2.2 shows the magnitude plots of two different NTF curves (both second-order).
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Fig. 2.2 Magnitude plot of second-order NTFs with different OOB gains

The blue transfer (NTF2) has lower low-frequency NTF gain compared to the
red transfer (NTF1) but as a result it has higher OOB gain compared to NTF1.
From Fig. 2.2 it becomes clear that a higher OOB gain leads to lower quantization
noise (Qnoise) in a certain target (low-frequency) bandwidth or to an increased
bandwidth (BW) for a certain target noise suppression. Besides the improved low-
frequency quantization noise suppression and/or increased bandwidth, a negative
implication of a higher OOB gain is that the maximum stable input level of the
modulator is lower. The impact of a smaller maximum input signal level is that
the modulator will become more sensitive to other noise sources like circuit noise.
Further increasing the OOB NTF gain will ultimately lead to an inherently instable
modulator even without an input signal. Therefore, the design of the NTF will be a
compromise between the maximum stable input level, bandwidth and quantization
noise suppression.

Besides optimizing the NTF OOB gain as described above, the bandwidth and/or
noise suppression can be improved by increasing the order of the loopfilter. This
is shown in Fig. 2.3 where a third-order NTF is compared with a fifth-order
NTF. At low frequencies the fifth-order NTF provides much better quantization
noise suppression. Notice that at a certain frequency (Fx), the NTF curves cross
and the fifth-order NTF becomes worse compared to the third-order NTF. As this
crossing frequency will move to lower frequencies for higher-order filters it does
not pay off to go to very high filter orders when the oversampling ratio is low (if
Fx < bandwidth), which is usually the case for wideband delta-sigma modulators.
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Fig. 2.3 Magnitude plot of third-order and fifth-order NTFs

Further optimization can be done by optimally distributing the NTF zeros in the
signal band of interest as shown in Fig. 2.4. Spreading the NTF zeros in the signal
band gives much better overall suppression of the quantization noise compared to
the situation where all NTF zeros are at DC.

2.2.3 ADC

The quantization noise of the ADC is filtered by the NTF as was described in the
previous section. Due to the noise-shaping and oversampling of the modulator, the
intrinsic resolution of the ADC can be as low as 1-bit, while the accuracy in a
specific bandwidth can still be very high. Moreover, employing a 1-bit ADC has the
advantage that only a 1-bit DAC is required in the feedback path of the delta-sigma
modulator, which is inherently linear. In wideband delta-sigma modulators, usually
a 1-bit ADC is not enough to achieve the bandwidth and resolution requirements.
Typically a 4-bit ADC is utilized [3–6] which seems to be a good compromise
between ADC complexity, speed and performance. Increasing the number of bits in
the ADC can reduce the quantization noise and increase the bandwidth in two ways.
Firstly, the quantization noise itself will be smaller as a result of more bits in the
ADC. Secondly, as the quantization noise in the delta-sigma loop becomes smaller,
the maximum OOB gain of the NTF can be increased while still having a sufficiently
large maximum stable input level. Increasing the OOB gain helps to further reduce
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Fig. 2.4 Magnitude plot of fifth-order NTFs with DC zeros and optimized zeros

the in-band quantization noise as was shown in Fig. 2.2. As a result of the NTF
optimization, the quantization noise floor in the signal band can be improved more
than the improvement in intrinsic ADC resolution when increasing the number of
bits.

2.2.4 Multi-Stage Noise-Shaping (MASH)

In the previous sections an overview of the main optimization opportunities of a
delta-sigma modulator was given. The key parameters are the filter order, number
of ADC bits and oversampling ratio. The degrees of freedom in this design space
are more than adequate to design a high-resolution delta-sigma ADC with low to
medium bandwidth. Recently published delta-sigma designs however demonstrate
a trend towards much higher bandwidths, far exceeding 100 MHz which is being
pushed by new wireless standards. On the architectural level the design parameters
of the delta-sigma modulator are constrained to practical limitations [3]. As
a delta-sigma modulator is a feedback system, the loop stability requirements
put constraints on the maximum number of ADC bits, the maximum sampling
frequency and hence the oversampling ratio and the maximum loopfilter order. This
is explained in more detail in Sects. 2.3 and 2.4.

An architectural solution to break the bandwidth barrier and enable wider
bandwidths at low oversampling ratios within the constraint of the maximum
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sampling frequency is the cascaded or multi-stage noise-shaping (MASH) delta-
sigma modulator. The MASH delta-sigma modulator originated as a solution to
implement a stable higher-order modulator with multiple low-order stages [8]. The
concept of a (2-1-1) MASH modulator is shown in Fig. 2.5. For simplicity, the
DACs are not shown in Fig. 2.5. It consists of N (3 in this example) cascaded delta-
sigma modulators where each consecutive stage digitizes the quantization error of
the previous stage. This way redundancy is created in the system of the quantization
errors of the first N-1 stages. With this redundancy, the quantization errors of the
first N-1 stages can ideally be cancelled in the digital domain and what remains is
the quantization error of the Nth stage which is shaped by the NTFs of all stages
combined. As an example, consider the output of the first (2nd-order) delta-sigma
modulator stage of Fig. 2.5. The output y1 contains the input signal x with two delays
and the quantization noise q1 shaped by a second-order NTF. The quantization error
q1 is extracted from the first stage by subtracting the ADC1 input and ADC1 output
(DAC omitted) and fed through interstage gain g1 to the input of the second (first-
order) delta-sigma stage. The output bitstream y2 of the second stage contains the
amplified quantization noise g1�q1 with one delay and the quantization error q2 of
ADC2 shaped with a first-order NTF. Both outputs y1 and y2 contain q1, but with
different transfer functions. The transfers of q1 can be equalized by delaying y1 with
one clock period while filtering y2 with the NTF of stage 1 and dividing by interstage
gain g1. After subtraction, the combined output y12 does not contain quantization
error q1. A similar analysis can be done for q2 and the third stage of the MASH
modulator. The overall output y does not contain q1 and q2 while the quantization
error q3 of ADC3 is filtered with a 4th-order NTF and suppressed by interstage gains
g1 and g2 combined. As the overall 4th-order NTF is a combination of low-order
(1st and 2nd) NTFs, it provides better quantization noise suppression compared
to the NTF of a single-stage 4th-order delta-sigma modulator. In addition to that,
the application of interstage gains (gi) between the stages can further suppress
the quantization error. Figure 2.6 compares the NTF of a 2nd order delta-sigma
modulator with a 2-1 and 2-1-1 MASH.

The effectiveness of the digital noise cancellation is limited by the matching
inaccuracy between the analog and digital filters. In practice the analog loop
filters will suffer from mismatch. Therefore, the quantization noise contributions
of the individual stages will not be perfectly cancelled which puts a limit on the
maximum noise suppression that can be achieved. Traditionally, MASH delta-sigma
modulators have been solely implemented with switched-capacitor (SC) circuits due
to the fact that the coefficients of SC filters are set by capacitor ratios which have
very high accuracy and match very well with the coefficients of the digital noise-
cancellation filters. In [9] the feasibility of a continuous-time implementation of
a MASH delta-sigma modulator has been demonstrated. Recently, the application
of continuous-time MASH delta-sigma modulators has pushed the bandwidth from
tens of MHz to far beyond 100 MHz [6].
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Fig. 2.5 Example of a 2-1-1 MASH delta-sigma modulator

Fig. 2.6 NTFs of 2nd-order, 2-1 MASH and 2-1-1 MASH
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2.3 Non-Idealities

Previously it was mentioned that the design space of a high-speed wideband delta-
sigma modulator is constrained due to loop stability requirements which is related to
the speed and accuracy limitations of the used technology. As an example, the ADC
in the delta-sigma loop of Fig. 2.1 requires a certain amount of time to convert the
analog input signal into a digital representation. This latency of the ADC is inside
the feedback loop and directly impacts the stability. In particular if the ADC is
clocked at a very high (GHz) frequency, the loop becomes very sensitive to latency.
Another aspect of loop stability is for example related to the parasitic loading
of the loopfilter output with the ADC input capacitance. In high-speed wideband
delta-sigma modulators, typically low-latency multi-bit flash ADCs are employed,
which introduce a significant load capacitance for the loopfilter [3]. This results in
an additional parasitic pole in the system that hampers stability. These and other
non-idealities related to high-speed delta-sigma modulators will be discussed in the
following sections.

2.3.1 Metastability

A metastability error occurs if the ADC does not have enough time to generate a
fully settled digital output for a certain input signal. Usually the digital decision
is made by means of a regenerative latch with a positive feedback loop. Due to
the exponential behavior of the latch, the delay of the latch becomes large for
example in case of a very small latch input signal or an input signal with certain
dynamics [10]. In case of insufficient gain, the metastable output state of the
ADC will propagate through the feedback loop to the DAC and will result in an
incomplete DAC feedback charge. The impact of metastability can be easily verified
when modelling the ADC in the delta-sigma loop (Fig. 2.1) with finite quantizer
gain, while the metastable output y of the delta-sigma modulator is converted into
an ideal digital signal by an ideal digitizer with infinitely large gain. Figure 2.7
shows two simulated output spectra in case of infinite quantizer gain (blue) and a
finite quantizer gain of 80 dB. The red spectrum shows a flat highly elevated noise
floor in the low-frequency band that degrades the maximum resolution that can be
achieved.

There are two approaches to reduce the probability of metastable errors. Either
the amount of gain within the ADC time budget must be increased by e.g. decreasing
the time constant of the regenerative latch, or the time budget for the ADC should be
increased. Improving the time constant is a delicate task and can be realized by e.g.
increasing the bias current or reducing the capacitive load of the latch. Increasing the
time budget leads to larger latency that impacts the stability of the loop. A dedicated
excess loop delay compensation loop can allow for more delay while maintaining
stable operation of the modulator loop which is described next.
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Fig. 2.7 Simulated output spectra of a 1-bit delta-sigma modulator with infinite quantizer gain
(blue) and with finite quantizer gain of 80 dB (red)

2.3.2 Excess Loop Delay (ELD)

Metastability and excess loop delay are tightly coupled as the metastability prob-
ability requirement dictates the ADC time budget for a given latch time constant.
Other delay contributions origin from e.g. propagation delays of digital circuitry
and DACs inside the delta-sigma feedback loop. An ELD compensation loop [11]
can allow for a clock period delay without compromising stability or the shape of the
NTF. The concept of the ELD loop is shown in Fig. 2.8. In this example the quantizer
latency is modelled as a clock period delay. An additional feedback path d around
the quantizer delay stabilizes the loop in the presence of the extra delay and the NTF
can be mapped to the ideal second-order NTF (in the example of Fig. 2.8 the NTF
mapping is achieved for coefficients a1 D 1, a2 D 3 and d D 2). ELD compensation
is widely used in high-speed wideband delta-sigma modulators. Excess phase, e.g.
due to a parasitic pole at the output of the loopfilter as a result of the ADC input
capacitance, can be compensated in a similar way.

2.3.3 Non-Linearity

The focus has been so far on the (quantization) noise aspects of the delta-sigma
modulator. Besides noise, distortion is another critical performance parameter of
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Fig. 2.8 Second-order delta-sigma modulator with one period ELD compensation

the ADC. Due to non-linearity, distortion components at harmonic frequencies
can occur as well as an increased noise level in case of large input signals. A
dominant contributor to distortion is typically the feedback DAC. As mentioned
before, many wideband delta-sigma modulators incorporate multi-bit ADCs and
multi-bit feedback DACs. Due to the low number of bits, the DACs are usually
implemented as a thermometer DAC with e.g. unit current sources. Due to mismatch
between the unit current sources, distortion components at even and odd harmonic
frequencies will occur and high frequency quantization noise will leak in the low-
frequency signal band via intermodulation distortion (Fig. 2.9). It is not uncommon
that the peak signal-to-noise-and-distortion ratio (SNDR) of a wideband multi-bit
delta-sigma modulators drops 5–10 dB relative to the dynamic range (DR) due
to non-linearity effects. For some applications this may be ok but for e.g. multi-
channel receivers (a typical application for high-resolution wideband ADCs) such
a loss is unacceptable, as the presence of a strong in-band blocker signal leads to
desensitization of the receiver for weak wanted signals. Besides static mismatch
errors, also dynamic errors like intersymbol interference (ISI) will degrade the
performance of the delta-sigma modulator. In literature, many techniques have been
reported to improve the static errors of a multi-bit DAC via analog calibration [12],
digital post correction [13–15], dynamic element matching algorithms such as data
weighted averaging (DWA) [16–21] as well as static errors like ISI [22] via return-
to-zero (RTZ) coding, ISI shaping [23], etc.

2.3.4 Phase Noise

For continuous-time delta-sigma modulators the purity of the sampling clock is
very important. This is due to the fact that the amount of feedback current from
the DAC during a clock period is directly depending on the clock timing. Noise on
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Fig. 2.9 Simulated output spectra of a 3-bit delta-sigma modulator with a linear DAC (blue) and
0.1 % mismatch DAC (red)

the clock edges directly reflects into noise injection at the input of the modulator.
The wideband phase noise of the clock leaks into the signal band via reciprocal
mixing with the OOB quantization noise. This is in particular a limitation in 1-
bit delta-sigma modulators that have high OOB quantization noise. For multi-bit
DACs the OOB noise is lower which relaxes the far-off phase noise requirements.
An effective solution to mitigate the effect of reciprocal mixing is to filter the
DAC signal with a finite impulse response (FIR) filter [24] to reduce the OOB
quantization noise. Mismatch between the FIRDAC coefficients results in a slightly
altered filter transfer but does not introduce non-linearity. However, a FIRDAC can
introduce significant delay in the feedback path which needs to be compensated to
maintain loop stability [1].

2.4 High-Resolution Wideband Delta-Sigma Modulator
Designs

In this paragraph some implementation examples are described that have pushed
the envelope for wideband delta-sigma modulators with respect to architecture,
bandwidth and linearity. The first section presents an implementation of a



34 L. Breems and M. Bolatkale

continuous-time MASH delta-sigma modulator. The second example is a GHz
rate modulator with >100 MHz bandwidth. The last design demonstrates a high-
resolution wideband delta-sigma modulator that realizes <�100 dB in 25 MHz
bandwidth.

2.4.1 A Continuous-Time MASH Delta-Sigma ADC

In [9] a first implementation of a continuous-time 2-2 MASH delta-sigma modulator
has demonstrated 67 dB DR in 10 MHz at an oversampling ratio of only 8�.
A quadrature configuration of the 2-2 MASH was presented in [25]. The design
of the quadrature 2-2 MASH is shown in Fig. 2.10. The ADC consists of two
different channels to handle complex in-phase (I) and quadrature phase (Q) signals.
The loopfilter of each delta-sigma stage consists of two RC integrator stages (e.g.
R1C1, R2C2 in the top left corner) with a feedforward capacitor (e.g. Cff1) for
loop stabilization. The 2nd-order loopfilters of the quadrature sigma-delta stages
have complex cross-coupling resistors (e.g. Rfb1, Rfb2). Depending on the sign
of the cross-coupling connections the NTF zeros can be freely distributed either
in the positive or negative frequency band. All resistors in the loopfilters can be
calibrated with 1 % accuracy to match the analog loopfilter to the digital noise
cancellation filters (not shown). The delta-sigma modulators incorporate 4-bit flash
quantizers with offset calibration and 4-bit SC feedback DACs. The quantization
errors of the first quadrature sigma-delta stages are duplicated by means of resistors
R3 and DAC2 that are connected to the input virtual ground nodes of the second
quadrature stages. The topology of the second quadrature stages is identical to
the first. Figure 2.11 shows the measured complex quantization noise spectrum of
the quadrature 2-2 MASH. All NTF zeros are positioned in the positive frequency
band from 0.5 to 20.5 MHz. In this measurement, a �1 MHz image tone has been
applied to the input. The image leakage appears at C1 MHz and is 58 dB down.
The quantization noise at the edge of the image band at -20 MHz is about 40 dB
higher than the in-band noise between 0.5 and 20.5 MHz. The quadrature 2-2 MASH
realized 77 dB DR and 69 dB peak SNDR in 20 MHz zero-IF (0.5–20.5 MHz)
bandwidth at a sampling frequency of 340 MHz and 56 mW power consumption
from a 1.2 V supply (90 nm CMOS). Recent publications of wideband continuous-
time MASH delta-sigma architectures have demonstrated 85 dB DR/74.6 dB SNDR
in 50 MHz (3-1 MASH) [5], 90 dB DR/72.6 dB SNDR in 53 MHz (0-3 MASH) [2]
and 67 dB DR/64.7 dB SNDR in 465 MHz (1-2 MASH) [6].

2.4.2 A 4 GHz CT Delta-Sigma ADC with 125 MHz Bandwidth

In this section, a 4 GHz rate continuous-time delta sigma (CT†�) ADC is presented
[3]. The ADC achieves 70 dB dynamic range and �74 dBFS total harmonic
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Fig. 2.10 Continuous-time quadrature 2-2 MASH

distortion (THD) in 125 MHz. Such large bandwidth and high linearity is achieved
by employing a high-speed loop filter topology, in combination with a low latency
4-bit Quantizer and DAC architecture.

Figure 2.12 shows the block level diagram of the high-speed CT†� modulator,
which uses a capacitive feedforward loopfilter architecture. A feedforward loopfilter
architecture requires a summation node for its feedforward coefficients. The
summation node should not introduce additional ELD. A summation node can be
implemented by using an active summing amplifier. When the modulator is clocked
at GHz sampling rates, the limited gain-bandwidth product of the summing amplifier
limits the SQNR performance of the modulator. The limited gain of the summing
amplifier acts as a fixed attenuation in the delta-sigma loop and reduces the effective
gain of the loop filter. Moreover, the limited BW of the summing amplifier acts as
an additional pole in the loop and degrades the phase margin of the loop filter. For
a design targeting 4 GHz sampling rate, an active feedforward summation node
requires an amplifier with a gain-bandwidth product in excess of 20 GHz [26]. In
addition to its limited GBW, the summation amplifier needs to drive a multi-bit
quantizer, which further increases the GBW requirement of the amplifier. Therefore,
the summing amplifier is one of the major bottlenecks that limits the maximum
sampling speed of the modulator.
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Fig. 2.11 Measured in-band spectrum of the CT quadrature 2-2 MASH ADC

Fig. 2.12 Block diagram of the 3rd order CT†�modulator

Instead of an active summation node, we have implemented a wideband passive
summation node (CQ) for differentiated signals in current domain. The last stage
of the loop filter is implemented as an gmC integrator, the input capacitance of
the multi-bit quantizer can be used to realize of the loop filter poles. The ELD
DAC (DAC2), which is required to create a high speed path around the quantizer,
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Fig. 2.13 Measured spectra with a 0.85 V@2.5 MHz and 0.85 V@7.67 MHz signal

integrates a digital differentiator [27]. Furthermore, an overall feed-forward path is
implemented by CA0 to relax the requirements on the loop filter’s linearity [28] and
to reduce the peaking in the signal transfer function of the modulator at the cost of
lower anti-alias filtering.

In Fig. 2.13 shows the top level architecture of the 3rd order CT†� modulator.
The first two integrators are implemented as RC integrators since they can meet
the linearity requirement of �70 dBFS THD. Moreover, the zero introduced due to
the limited transconductance (gm) of the first integrator, a resistor (Rz D 1/gm) in
series with the integration capacitor (C1) is employed. The first two operational-
transconductance-amplifiers (OTAs) are implemented as two-stage amplifiers with
feedforward frequency compensation [29]. The last integrator is a gmC integrator
since it has relaxed linearity requirements. It is implemented as a resistively degen-
erated folded-cascode amplifier. Since, the modulator uses a capacitive feedforward
architecture, the last OTA is not in the speed critical path thus relaxing its gain-
bandwidth requirements. The power dissipation of the last integrator is negligible
compared to first two integrators.

To compensate RC spread, the capacitors C1&C2, and resistor R3 can be
separately adjusted via five-bit networks. The tuning range covers 0.5-2� of the
nominal RC time constant. In order to reduce calibration overhead, the nominal
bias current of the gmC integrator can also be varied 0.5-2� to calibrate the
pole frequency of the third integrator of the loopfilter (¨3/gm). The feedforward
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Fig. 2.14 Schematic of a
unit element of 4-bit DAC1

coefficients of the loopfilter are fixed by the ratios of the capacitors (CA1 and
CA2). The quantizer is implemented as a 4-bit flash ADC. To meet the stability
requirement of the modulator, the quantizer should generate a valid signal in less
than one clock period. In this design, we have allocated half a sampling-clock period
(125 ps) to meet the stability requirements. The remaining half of the sampling
period is reserved for propagation of signals and re-clocking of DAC input signals.

DAC1 is a 4-bit current-steering DAC designed for 11-bit intrinsic matching.
Achieving this with MOS current sources consumes too much area and results
in poor high-frequency linearity. Figure 2.14 shows one-unit element of DAC1.
Therefore, DAC1 uses resistively degenerated PMOS current sources. By using
a higher supply voltage for DAC1 (1.8 V), R1 can be made larger, effectively
reducing the noise contribution of DAC1 and reducing the ADC’s overall power
consumption. Since the voltage drop on R1 is about 0.7 V, M1 � 8 can still be
implemented using thin-oxide transistors. At high sampling rates, the unequal rise
and fall time of the output of DAC1 can cause inter-symbol interference (ISI)
[22, 30]. To minimize this, DAC1 employs a fully differential architecture and
DAC1 driver’s D-FF and switch drivers are dimensioned to achieve a signal-to-noise
ratio (SQNR) of better than 80 dB.

The ADC has been fabricated in 45 nm baseline LP-CMOS and has an active
area of 0.9 mm2. The ADC including the decimation filter dissipates 256 mW from
a 1.1 V supply and 3.2 mW from a 1.8 V supply, which is the supply voltage of the
DAC1 as described before. Figure 2.15 shows an FFT of the measured-decimated
output of the †� ADC with no input signal. The ADC’s noise floor1 is flat in the

1The noise floor is the average of four measurements.
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Fig. 2.15 FFT of measured output for an input signal of �0.5 dBFS at 41 MHz

signal BW of 125 MHz and rises slightly at higher frequencies due to the presence of
out-of-band quantization noise. To measure the ADC’s distortion, sinusoidal input
signals with a maximum input voltage of 2.0-Vp � p differential were supplied to
the ADC. The decimated output for a 41 MHz input signal at �0.5 dBFS has been
captured in real-time; its FFT is shown in Fig. 2.15. The THD is �74 dBFS.

2.4.3 A 25 MHz BW CT Delta-Sigma ADC
with <�100 dB THD

In [7] a continuous-time delta-sigma ADC is presented that achieves <�100 dB
THD and 77 dB SNDR in 25 MHz bandwidth. The modulator comprises of a 1-bit
feedback DAC, which is highly insensitive to process spread and mismatch, and a
wideband high precision voltage regulator to mitigate dynamic errors of the 1-bit
DAC.

Figure 2.16 shows the model block diagram of the delta-sigma ADC. It has a
4th-order loopfilter with two resonance filters (!1/s-!2/s-d1 and !3/s-!4/s-d2), two
internal feedforward paths (c2 and c3), a signal feedforward path (c1) and three
1-bit feedback DACs. The main feedback DAC (DAC1) and the reference circuit are
critical for the linearity of the ADC. Although theoretically a 1-bit DAC is inherently
linear, any signal- or data-dependent residue on the DAC reference voltage will lead
to distortion, spurious tones and increased in-band noise. To achieve the noise and
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Fig. 2.16 Block diagram of the 4th-order delta-sigma ADC

distortion performance a resistive return-to-open DAC is used. During open state
the data dependent charge in the parasitic capacitance at the switch side of the DAC
resistor must be sufficiently discharged via the DAC resistor to the loopfilter virtual
ground nodes to avoid distortion due to memory effects. The loopfilter model is
mapped to a cascaded implementation of two single-opamp resonators [28, 31].
The resonator filter implementation has an inherent zero. Therefore, no additional
summing amplifiers are needed which saves power as only two amplifiers are used
to implement the complete 4th-order loopfilter. The pseudo differential amplifier
consists of three inverter stages with Miller compensation. The common-mode of
the amplifier input nodes is controlled via resistors by an inverter-based common-
mode amplifier sensing the output common-mode. The bias current of the first
resonator filter is dictated by linearity requirements and the current of the second
filter by speed requirements.

The choice for a partial feedforward and feedback topology of the loopfilter is
a trade-off between power, noise and minimal out-of-band (OOB) peaking of the
signal transfer function (STF). STF peaking is highly undesired as it results in loss
of dynamic range for OOB interferers. Signal feedforward path c1 has been added to
reduce STF peaking close to the signal band to �4 dB. Because of the continuous-
time loopfilter, no extra anti-alias filter is required. The 1-bit quantizer is dithered
and has a local excess loop delay (ELD) compensation DAC (DAC3) to allow for
one clock period delay in the feedback loops. The quantizer and DACs are clocked
at 2.2 GHz and the time budget for the quantizer latch is maximized to half a clock
cycle to minimize meta-stability related errors. The remaining time budget accounts
for latency of buffer and retiming circuits. The 2.2 GHz 1-bit output data is de-
multiplexed and fed to a decimation filter (DF) that decimates by 32� and outputs
21-bit data at 68.75 MS/s.
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Fig. 2.17 Measured spectra with a 0.85 V@2.5 MHz and 0.85 V@7.67 MHz signal

The ADC has been fabricated in a TSMC 65 nm CMOS process. The modulator
and the 1.2 V supply regulators measure 0.25 mm2 and 0.35 mm2 respectively.
Figure 2.17 shows the output spectra (RBW 880 Hz) with 0.85 V peak differential
input signals at 2.5 MHz and 7.667 MHz respectively. In both measurements HD2
and HD3 are below �100 dBc. The dynamic range and peak SNDR are 77 dB in
25 MHz bandwidth. The modulator power consumption including clock distribution
is 41.4 mW.

2.5 Conclusions

This paper describes design aspects of high resolution and wideband continuous-
time †� modulators for wireless applications. The optimal noise transfer function
and the choice of architecture are the two most important design steps required
to achieve the resolution in a given bandwidth. First of all, in a single loop delta-
sigma modulator, the main design parameters are the loopfilter order, oversampling
ratio and the accuracy of the ADC and DAC. Since a delta-sigma modulator is a
feedback system, the loop stability requirements limit the maximum sampling rate in
practical implementations, thus the bandwidth of the modulator. In that case, multi-
stage noise-shaping (MASH) delta-sigma modulator architecture enables wider
bandwidth by eliminating the maximum sampling rate limitation.
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The design space of single-loop and MASH delta-sigma modulator architectures
is limited by speed and accuracy limitations of the available process technologies.
Recently published delta-sigma modulators are clocked at GHz sampling rates,
the non-idealities associated with the internal ADC and DAC of the modulator
limit their performance. Metastability and ELD limit the maximum sampling rate,
whereas the non-linearity and phase noise of the sampling clock limit the achievable
dynamic range.

Three implementations of CT delta-sigma modulators are presented which
advanced the state-of-the-art envelope in terms of architecture, bandwidth and
linearity. The first implementation introduced a continuous-time 2-2 MASH delta-
sigma modulator architecture which achieves 77 dB DR in 20 MHz and 56 mW
power consumption. The second implementation pushed the sampling speed of
single loop delta-sigma modulators to 4 GHz by employing a high-speed capacitive
feedforward loop filter architecture and achieved the 70 dB DR in 125 MHz. The
third implementation achieves <�100 dB THD and 77 dB SNDR in 25 MHz
bandwidth. Such high linearity is enabled using a 1-bit feedback DAC and integrated
high precision voltage regulator.
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Chapter 3
Sigma-Delta ADCs with Improved Interferer
Robustness

Rudolf Ritter, Jiazuo Chi, and Maurits Ortmanns

3.1 Introduction

The Sigma-Delta (†�) ADC is a widely used topology for analog-to-digital conver-
sion from slow to fast conversion rates as well as from low to high resolutions [1, 2].
In recent years, it has become one of the favorable ADCs for wireless applications,
where it is affected by strong interferer signals. This is obvious for receivers in
which beside the signal of interest, also called the inband signal, at least the
interfering adjacent channels are received. From this scenario, a common challenge
arises: it is often not the inband signal itself which defines the overall required
dynamic range, but the interfering signals, which can be orders of magnitude larger
than the inband signal and thus they define the dynamic range, the linearity as well
as the jitter requirements [3–5].

In order to illustrate such requirements of a †� ADC, a simplified homodyne
receiver block diagram is given in Fig 3.1 from the antenna to the digital signal
processor. The signals entering the antenna at the input are illustrated as a weak
received signal of interest (RX) and the surrounding—possibly strong—interferers.
The antenna is often reused for the transmitted signal (TX), which is subsequently
separated by a duplexer towards the receive chain. The TX cannot be removed
completely and thus the TX is often one of the dominant input signals at this point
of the receiver signal chain and becomes consequently a strong interferer. A band
select filter (BSF) passes the band with all channels, which might be of interest,
and blocks all others. A low noise amplifier (LNA) including an automatic gain
control (AGC), which is mostly the first integrated stage of the receiver, amplifies the
remaining signal to a maximum level without overload and reduces consequently the
dynamic range requirements of the subsequent stages. An IQ-demodulator converts
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Fig. 3.1 Homodyne receiver block diagram including signal levels. Source: [6]

the inband signal to base-band (BB). A last filter stage acts as channel select filter
(CSF), to separate the wanted channel from the others, and as anti aliasing filter
(AAF), such that the preceding ADC can work without overload or distortion.

Implementing the ADC in such a receiver by a †� ADC is advantageous
due to its increased interferer robustness compared to Nyquist rate ADCs; this
basic advantage is outlined in Sect. 3.2 reviewing the advantage of implicit signal
filtering, anti-alias filtering and oversampling. More recently, †� architectures were
investigated to allow even improved features regarding the robustness to interferers
which are summarized in Sect. 3.3. A short conclusion is given in Sect. 3.4.

3.2 †� Modulators in an Interferer Environment

The †� ADC is very well suited for applications including interferers, for mainly
two reasons. Due to the oversampling nature of the †� ADC, the interferers close
to the inband don’t have to be attenuated below the inband signal level in order to
avoid aliasing as in Nyquist rate ADCs, but only to a level such that no overload
in the †� modulator occurs. The filtering is done in the digital domain which
is especially advantageous together with technology scaling [7]. The signal band,
which generates distortion by aliasing, is typically far enough from the inband,
such that simple AAF filtering can be used. This is even improved with continuous
time (CT)-†� ADCs which feature an inherent AAF making an explicit AAF
needless [8]. Secondly, the †� modulator features a signal transfer function (STF),
which enables an intrinsic filtering of the interferers; this allows a reduction of the
requirements of the preceding stages or even enables their elimination. Therefore,
the ADC in Fig. 3.1 can be implemented with a filtering STF, which then partly or
even completely replaces an explicit CSF [4, 5, 9–14].
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3.2.1 RF †� Modulators

Modern wireless devices often embed many different receivers with different
requirements, for example a smart-phone receives Bluetooth, GPS, UMTS, LTE,
WLAN, etc. This led many years ago to the idea of a software defined radio,
which—due to the high flexibility of digital circuitry and its advantages in modern
CMOS technologies—realizes as many as possible components of the receiver
signal chain by digital circuitry; consequently, the required ADC is shifted as close
as possible towards the antenna and the ADC is ideally directly connected to the
antenna [15, 16]. Such an ADC would consequently work on radio frequency input
signals, but with speed and resolution requirements which are not—and presumably
will never become—feasible to be implemented efficiently for consumer devices.

A more common solution, which is one step closer to this idea than the classical
receiver in Fig. 3.1, is the application of bandpass (BP) †� modulators as sketched
in Fig. 3.2a [17–19]. This †� modulator features a BP STF and its required
loop filter works completely on RF signals—in contrast to the lowpass (LP) †�

modulator, which works on baseband (BB) signals. Therefore, this technique allows
to shift the mixer and the IQ-path separation into the digital domain, in which all
their implementation issues are more efficiently manageable. The major drawback
of this technique is the loop filter which is built in the RF domain as bandpass filter,

Fig. 3.2 Homodyne receiver
block diagram applying RF
†� modulators. (a) BP-†�

ADC. (b) FT-†� modulator.
Source: [6]
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and whose implementations are—up to today—by far not as competitive as LP †�

modulators as stated throughout the state-of-the-art (SoA) [20].
Another solution is the frequency translating (FT) †� modulator [21, 22], which

works on RF input signals as the BP architecture, but whose digital output signal
is similar to the LP †� modulator as sketched in Fig. 3.2b. This is achieved
with internal analog mixing within the loop filter of the FT †� modulator. This
is advantageous as major parts of the †� modulator can be built in the LP
domain, which is more efficiently done compared to the bandpass implementation.
In contrast, the mixer and IQ signal processing cannot be omitted as in the BP †�

modulator, but they are located at nodes with non-ideality suppression within the
loop filter. This topology at first sight seems quite advantageous compared to the BP
†� modulator, but due to an additionally required mixer for up-conversion within
the loop filter feedback path and thus at a most sensitive signal node, the advantages
are compromised.

Both techniques are promising for future radio receivers, but cannot compete
with the power efficiency of LP †� modulators in classical receiver implementa-
tions [20]. This is due to the implementation challenges in the BP domain which
are—beyond others—the low Q-factors of integrated resonators and the increased
sensitivity to jitter. Moreover, as the bandwidth of the RF †� modulators is limited,
they need to be highly reconfigurable to enable the demand on the large flexibility
of multi standard receivers.

This article will thus focus—without loss of generality—on LP CT-†� modula-
tors and their behavior and improvements in the presence of OOB interferers, while
most of the statements and principles are transferable to BP and FT †� modulators.

3.2.2 †� Modulators DR Requirements

System requirements of transceivers are typically specified for the whole signal
processing chain and not directly for the ADC. The ETSI (European Telecom-
munications Standards Institute) provides for example the specifications for LTE
receiver systems, where the most important values are plotted in Fig. 3.3 exemplary
for the 20 MHz mode [5, 23]. Thereby, the minimum and maximum inband as well
as worst case interferer signal levels are specified at the antenna. Combinations of
them are defined, in which the receiver is required to work fully functional with
a specified maximum bit error rate (BER). As the †� modulator is usually not
directly connected to the antenna, but subsequently to the mixer or a CSF, the signal
levels at the input of the †� modulator must be adopted according to the preceding
filtering and gain stages in order to identify its requirements. Furthermore, during
most design steps the †� modulator is simulated standalone and not within the
whole receiver system; hence, its own SNR instead of the overall BER is evaluated
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which does not fit to the receiver specifications. It is in the following generally
assumed, that an inband SNR of typically 20 dB is sufficient for the digital baseband.

This translates in filter masks, for which 3 are exemplary given in Fig. 3.4
[5] for the 20 MHz LTE case; such filter masks then need to be fulfilled by the
†� modulator in series with the preceding CSF. As seen from Fig. 3.4, a †�

modulator without any explicit CSF would require a DR of more than 92 dB for
proper operation without overload in all close to IB test cases. On the other hand,
a strong preceding filter, whether explicitly realized in the CSF or implicitly in
the †� modulator, reduces the required IB DR to only 59 dB, which is easily
achievable; but this comes at the cost of a rather complex filter of at least third order.
A compromised solution requires medium filtering at the TX location with �22 dB
attenuation, coming with relaxed filtering requirements and a more reasonably
achieved DR � 70 dB.

The loop filter of a †� modulator, as illustrated in Fig. 3.5a, can be imple-
mented in various ways whereas the major differences can be characterized into
feed-forward (FF) and feedback (FB) compensated architectures. It is shown in
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many SoA designs, that wideband †� modulators based on (at least partially)
FF compensated loop filters provide superior inband performance with the most
competitive power consumption [24, 25]. But, the STF of such FF-compensated
modulators tends to significant peaking, when compared to the STF of a FB-
compensated modulator with an otherwise equivalent NTF. Thus, as illustratively
calculated in Fig. 3.5b, interferers are thereby not attenuated by the STF, but they
are even amplified.

Thus—to continue our example from Fig. 3.4—gain at OOB frequencies even
increases the required IB DR beyond the stated 92 dB (without attenuation in case 1)
which obviously needs to be avoided.

Consequently, it can be stated that †� modulators with an OOB peaking STF
require significantly better inband dynamic range and linearity than modulators
with flat or attenuating STF; this needs to be considered in comparing various
implementations, which is usually not reflected in Figures-of-Merit or comparison
tables. This can be concluded as a quite general shortcoming of published state of
the art.

3.2.3 †� Modulators Internal Dynamics

Designing the STF of a †� modulator according to a specified filter mask,
as outlined through Sect. 3.2.2 and exemplary illustrated in Fig. 3.4 reduces the
required IB DR without clipping and distorting the †� modulator’s output; this
is variously stated throughout the state of the art, and techniques to improve the
overall signal transfer function have been reported.

But obviously, the loop filter also features internal physical nodes which are not
allowed to clip as well [5, 26]. The exemplary fourth order FB compensated CT-†�

modulator as sketched in Fig. 3.6, which fulfills the second filter mask in Fig. 3.4,
is calculated in Fig. 3.7a, where not only the overall STF, but also the internal
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transfer functions are shown. The internal transfer functions are thereby calculated
according to [5], a technique which will also be outlined at the end of this section.
The integrators in this example were scaled for the overall NTF and STF fulfilling
the design case 2 in Fig. 3.4; but now the first and the second integrator output
violate the filter mask without any further countermeasures. Thus, proper operation
in the presence of interferers is not guaranteed. This is because the signal transfer
functions to the first and a second integrator outputs feature only a first and a second
order LP filter, respectively, even though the input-to-output STF features a third
order roll-off. Hence, the weights within the loop filter must be adopted such that
the overall STF and NTF are unaltered, but the gain factors are changed according
to the defined filter mask such as to change the dynamics at the internal states.
This leads to the transfer functions in Fig. 3.7b—the process is called rescaling: by
using this procedure, the loop gain in the early stages is reduced and shifted to the
later stages, thereby the non-idealities and noise attenuation of the early stages is
disadvantageously reduced.

Even though the process of rescaling for †� modulators is often reported in
publications and is at least for DT-†� modulators also available by using the delta-
sigma design toolbox [27], those approaches generally miss one important point:
due to the generation of aliases and due to the superposition of those signals, the
internal swings can become worse as it would be expected from individual signal
transfer functions [5].

Thus, in order to be able to rescale the †� modulator according to a filter
mask, the transfer functions to the internal nodes need to be accurately calculated
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or estimated. This is not easily achieved as illustrated with Fig. 3.8 and more
extensively discussed in [5]. In this simulation a large input signal is applied with a
frequency close to the sampling rate. The modulator output toggles only around one
LSB due to the implicit AAF of the CT-†� modulator and the strong input-output
attenuation of the signal close the fs.

But from this simulation, it is also obviously noticed that the input signal of the
quantizer y�.t/ is not quiet at all, which is in contrast to what the output signal
would imply. This is because the continuous-time signal strongly moves between
the sampling events, and only at the sampling instants the quantizer input signal
is truly close to zero. Thereby, a low frequency component can be observed at the
output of the second integrator in Fig. 3.8b, which is not at the same frequency as
the input signal. This frequency is a replica, which is generated by the sampler and
which is fed back over the feedback DAC.

Consequently, neither pure CT nor pure DT calculations can be applied to
approximate the internal transfer functions accurately enough. This is since the DT
calculation does not take the signal movement between the sampling instants into
account, while the CT calculation misses the aliases generated by sampling. Hence,
a method was presented in [5] which allows the calculation of worst case transfer
functions to the internal nodes of a CT-†� modulator, more precisely of the worst
case envelopes of the fundamental signal and all superposed aliases. This method
has been used to rescale the modulator coefficients from Fig. 3.7b which yielded
the modulator transfer functions calculated in Fig. 3.7b, i.e. all internal transfer
functions now fulfill the mask. Moreover, note that the shown transfer functions
to the internal nodes in Fig. 3.7 are calculated upon exactly this worst case approach
from [5].

Concludingly, it can be stated that the internal dynamics of †� modulators have
to be paid the same attention as the overall input-output transfer functions in the
case of OOB interferers. Thereby, not only the fundamental of the input signal must
be considered, but also worst case superposition of the fundamental with its aliases
and the internal states need to be rescaled for this.
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3.2.4 †� Modulators Jitter Issues

Another major challenge in the presence of strong interferers, which can be
accounted for on system level, is the robustness with respect to clock jitter. The
sampler of CT-†� modulators is, in contrast to its DT counterpart, at the least
sensitive position within the loop filter, and sampling jitter can thus be usually
ignored. As has been stated from its very early publications on, the high jitter
sensitivity of CT-†� modulators originates from the feedback DAC, and jitter errors
caused within this DAC are injected into the input and consequently they are not
attenuated towards the output.

This jitter induced error can be separated into two parts: the first error source is
timing jitter in the feedback DAC together with the (strong OOB) quantization noise,
sketched in Fig. 3.9a as a random error signal eJ.t/. This is the most commonly
regarded error source, and many approaches have been proposed to counteract it,
e.g. by a reduction of the quantizer step size which is realized by using an internal
multi-bit quantizer with a larger number of quantization levels [28], or also shaped
feedback DAC waveforms as exponential decaying [29], raised cosine [30] or FIR
feedback [31, 32].

The second error source of jitter in the feedback DAC, which behaves more
similar to aperture jitter of a sampler, is visualized in Fig. 3.9b. In this case, the
distortion eJ.t/ is not caused by the quantization steps, but by the feedback signal
converted by the DAC. Thereby, the jitter induced error is increased with larger
signal amplitudes and faster signal changes. This effect is already known from RZ
feedback DACs and it becomes the most dominant error in case of non-white clock
jitter, e.g. in the case of accumulated clock jitter [33]. This jitter, originating from
colored phase noise, creates skirts around CW signals, and thus—in the presence of
strong OOB interferers—causes strong noise leakage into the inband.

This second error source of jitter is often not regarded in the literature, as there
is also no obvious countermeasure by e.g. feedback pulse shaping. Nonetheless, it
is obvious to understand, that architectures with good interferer robustness should

e (t)Jy(t)

Time

e (t)J

y(t)

Timea

b

Fig. 3.9 Jitter in †� modulators (a) Together with quantization noise. (b) Together with feedback
signals. Source: [6]
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also be more jitter tolerant: e.g. a FB compensated modulator should be better than
the FF compensated modulator, as the strong OOB interferers are attenuated in the
FB compensated case [34] and thus less jitter noise should leak into the inband.

This effect is demonstrated in Fig. 3.10, where third order, OSR D 24, 4 bit
NRZ FB and FF compensated CT-†� modulators with the NTF and STFs as in
Fig. 3.5b are simulated in the presence of white jitter noise (�J D 0:001=fs). The
†� modulators are firstly simulated without interferers in Fig. 3.9a in which no
differences are observable; they are simulated again with a strong interferer signal
at fint D 0:2 fs and an amplitude of Sint D �12 dBFS. The inband performance of
the FB compensated †� modulator is almost not affected as it was expected due
to its implicit attenuation of the interferer at this high frequency; this is in contrast
to the amplification within the STF of the FF compensated †� modulator, which
consequently shows an interferer amplified to almost 0 dBFS, which yields a strong
jitter noise leakage into the inband.

Concluding, jitter tolerance in CT-†� modulators is another important factor
which needs to be considered in the presence of interferers, and as a general
statement good interferer tolerance also leads to improved jitter tolerance. Thus,
an interferer tolerant CT-†� modulator can not only save power by relaxing
or omitting the CSF, but also by relaxing the jitter requirements and thus PLL
implementation.

3.3 State-of-the-Art Filtering †� Modulator Techniques

Over the last years, the STFs of †� modulators received an increased attention
throughout the literature, whereas traditional architectures have been modified for
improved STF behavior, or new architectures have been proposed with quasi user
selectable interferer robustness. The drawback of peaking STF in FF compensated
†� modulators can e.g. be eliminated or reduced without loosing most of their
advantages as discussed in [10, 35, 36]. This is achieved by systematically selecting
loop filter scaling coefficients of the FB, FF and feed-in paths, for which no
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additional circuitry is required; this makes those approaches simple in implemen-
tation. Such modifications of the loop filter even enable steep OOB roll-off in the
filter function as shown in [11, 37–39]. Improved performance was also achieved by
employing a symbiosis of the †� modulator with the CSF in which both circuits
benefit from each other as demonstrated in [4, 9, 13, 40]. Another approach is to
digitally modify the feedback signal of the †� modulator to achieve enhanced
performance together with strong interferers [14, 41]. These techniques are shortly
illustrated in the following.

3.3.1 Improved STF Behavior Based on Classical †�

Modulator Loop Filters

The †� modulator architecture shown in Fig. 3.11 is a combination of a FB
compensated †� modulator together a FF compensated one [35]. The second
FB path of a fully FB compensated modulator is omitted and replaced by a FF
path, bypassing the second stage. This combination enables a larger gain in the
loop filter’s first stage and a strong reduction of the non-idealities injected by
subsequent stages, and it features low inband signal swing at the output of the
first integrator, which leads to an even reduced distortion caused from non-linearity.
This architecture therefore enables a low power consumption filter implementation.
The STF of this structure still shows peaking, but when compared to the all FF
compensated †� modulator, the peaking is reduced and the modulator in Fig. 3.11
features good attenuation at far OOB frequencies. The benefits of this architecture
are also reflected by its implementation in several recent SoA prototypes with
among the highest power-performance efficiency. Nonetheless, this architecture still
requires a strong CSF in front of the †� modulator featuring a steep OOB roll-off,
which needs to compensate the still present peaking in the STF especially close to
the IB, which otherwise would require a very large IB DR requirement of the †�

modulator, as discussed in Sect. 3.2.2.
In [10] an alternative technique was proposed which enables a flat, non-peaking

STF within a purely FF compensated CT-†� modulator; this is achieved by
systematically scaling feed-in paths as shown in Fig. 3.12. This architecture, was
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Fig. 3.11 †� modulator with improved OOB performance [35]
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successfully adopted in a recent SoA implementation [36]. Advantageously, the
first stage of Fig. 3.12 features large gain and thus all subsequent disturbances are
heavily attenuated, which enables a very power efficient implementation common
for FF compensated modulators. Minor drawbacks of this architecture are slightly
increased swing at the internal nodes compared to the FF compensated modulator,
and the lack of current mode input signals due to the feed-in paths. Additionally, a
preceding CSF and AAF are required, since the STF is completely flat.

The STF of the architecture in Fig. 3.12 could even be improved to feature a
steep OOB roll-off as shown in [11] and [37], which would relax or even omit the
need for the preceding AAF and CSF. But it was shown that the STF featuring a
steep OOB roll-off in this topology is at the same time very sensitive to coefficient
mismatch, which makes it unattractive as long as no calibration is applied to center
the resulting STF.

Another †� architecture was presented in [38] and is shown in Fig. 3.13. This
modulator is a combination of FB and FF compensation with still steep but more
robust Butterworth like OOB roll-off. With this topology only two feedback paths
are required, i.e. the outermost feedback and the one to the input of the second
integrator. Disadvantageously, the gain within the first integrator is similarly low
as in a purely FB compensated †� modulator and the attenuation of the non-
idealities of the subsequent stage is consequently inferior, which is a drawback for
the IB performance compared to a purely FF compensated †� modulator. Due to
the advantages of the FF compensation in the remaining stages, this topology is
still advantageous compared to a purely FB compensated †� modulator as it can
achieve exactly the same STF.

A technique to improve the STF roll-off even above a purely FB compensated
†� modulator was introduced in [39] and is illustrated in Fig. 3.14. There, several
integrators are bypassed in order to place notches within the STF, whereas the
NTF remains unchanged. While a purely FB compensated †� modulator allows
to design STFs comparable to Chebyshev filters of type I—passband ripple—the
modification with the bypass path enables STFs analog to Cauer filter functions.
It should be noticed that firstly these additional STF notches are not seen at all
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internal nodes but only for the overall input-output STF, which makes—according
to the discussion in Sect. 3.2.3—an in-depth analysis of the worst case internal
swings essential. Secondly, each realized STF notch reduces the filter attenuation
at far OOB frequencies, which is usually not a severe drawback but needs to
be considered. As this technique comes with low implementation effort it is still
recommended for FB compensated †� modulators.

3.3.2 Improved STF Behaviour Based on Enhanced
†� Modulator Loop Filters

A more recent methodology to improve the overall performance of receiver ADCs
is given by merging an explicit CSF with a CT-†� modulator.

This can firstly be achieved by embedding the †� modulator into the loop filter
of a CSF as sketched in Fig. 3.15a [4, 40]; the idea is that the output of a filter
is digitized and the feedback signal again converted to the analog domain, which
would not change the filter function, but implicitly digitize the filter output. An
example, similar to the structure presented in [4], is illustrated in Fig. 3.15b. The †�

modulator is embedded into the feedback loop of a CSF featuring an inverse-follow-
the-leader structure. The †� modulator is thereby located at the output of the CSF,
which is the location with the lowest sensitivity regarding distortion. The noise and
linearity requirements and consequently the power consumption of the embedded
†� modulator are thus strongly reduced, while the design and specifications of
the CSF are quasi unaltered by the embedded CT-†� modulator. Altogether, the
resulting structure resembles a high order CT-†� modulator, but with a well defined
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implicit filter structure. This makes the method either an embedding of a CT-†�

modulator into a CSF, or more simply speaking a design methodology for high
order, filtering †� modulators.

Vice versa, a strategy to embed the function of the CSF into the †� modulator’s
loop filter can be considered as sketched in Fig. 3.16a and proposed in [9, 13].
The requirements on the CSF are reduced by the preceding gain of the †�

modulator loop filter, and simultaneously the STF of the †� modulator can be
modified at will. As the inclusion of the CSF destabilizes the original control
loop of the †� modulator, compensation is required: in [9] two possibilities are
described and illustrated in Fig. 3.16b. The CSF attenuates the high frequency
components of the control loop and a high pass filter in the feedback either has to
compensate this attenuation in series or in parallel to the embedded CSF. The SoA of
these implementations [9, 13] successfully achieved this compensation and thereby
achieved to flatten the STF of an originally peaking †� modulator as in Fig. 3.11.

It should though be noted, that both SoA implementations in [9, 13] embedded
the CSF behind the first integrator stage of the †� modulator. This relaxed the
requirements of the CSF, but it also made the first filter stage more demanding:
instead of the original frontend CSF, the †� modulator input stage has to handle
the full interferer signal now, and thus it requires higher dynamic range and linearity
in presence of the large interferer signal. Nonetheless, [13] showed in a direct
comparison that this could be advantageously handled in their implementation.

In contrast to all previously discussed architectures for filtering †� modulators,
the technique presented in [14] applies a digital modification to improve the
interferer robustness. Thereby, a digital control loop with a transfer function Cr(z)
is added around the †� modulator as sketched in Fig. 3.17a. The intention of this
control loop is to extract the critical interferer from the digital output of the †�

modulator and to cancel it at its input. This should then avoid the interferer from
entering the analog loop filter of the †� modulator at full power level, and thus it
would consequently reduce the DR requirements.
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Disadvantageously, any distortion caused by this new outermost feedback signal
is directly seen in the †� modulators output, which makes the implementation of
the control filter Cr(z) and the additional DAC challenging. This was solved by
realizing the control filter in a �-structure, as shown in Fig. 3.17b, which allows
a power efficient filter implementation; at the same time truncation noise shaping
enabled a low resolution DAC, whereas OOB noise of the digital noise shaper is
implicitly filtered by the analog loop filter within Fig. 3.18a. This technique was
used in order to increase the OOB dynamic range of the overall system [14], where a
digitally reconfigurable resonator Cr(z) was used to realize a digitally reconfigurable
notch in the overall STF.

A corresponding example is given in Fig. 3.18b. The STF of a FB compensated
†� modulator as in Fig. 3.18a is modified with a digital feedback filter Cr(z)
implemented as resonator at the interferer frequency. This yields to a enhanced
STF, which features a strong attenuation exactly at the resonance frequency. Due
to its digital implementation, the notch frequency can also be digitally tuned.

As discussed in Sect. 3.2.4, jitter performance of †� modulators can be dom-
inated by the strongest signal, which is often not the inband signal but an OOB
interferer. When the digital filter is used to extract the interferer and cancel it
at the modulator input in order to realize an improved STF, the feedback signal
contains the strong interferer in full amplitude, which makes the discussed technique
superior concerning OOB dynamic range, but not advantageous concerning jitter
sensitivity in the DAC. Therefore, a similar technique was introduced in [41],
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where—instead of canceling the interferer at the input of the †� modulator—
the digital feedback filter was applied to cancel the interferer before entering the
outermost DAC. This can be achieved by using a digital low pass filter in the
feedback path Cr(z) in Fig. 3.18a, which attenuates the strongest blocker signal in
front of the outermost DAC. Since the distortion, which is caused by the outermost
DAC, is seen unattenuated at the output of the †� modulator, the intention of
this technique is thus the reduction of the strongest OOB interferer and thus the
distortion caused by the DAC and e.g. nonlinearity and jitter noise.

The transfer functions in Fig. 3.19a show an exemplary digital LP filter within
the digital feedback filter Cr(z) in the modulator in Fig. 3.18a. It can be seen, that
the modification only marginally changes the STF, but the transfer function to the
DAC (STF � Cr(z)) features a strong OOB attenuation. A simulation including jitter
is given in Fig. 3.19b, in which a strong OOB dual-tone causes strong distortion
together with the clock jitter when the classical †� modulator is simulated without
the digital feedback filter. Including the digital filter, the IB distortion by jitter is
nicely relaxed.

It must be noted that the techniques from [14] and [41] cannot be jointly applied
and the selection depends on the character of the problems, e.g. overload or jitter.

3.4 Conclusion

This contribution gives an overview of the state of the art of †� ADCs with
improved interferer robustness and discusses their requirements, advantages and
application selection. It is shown that the ADC’s dynamic range is—in many
applications—not defined by the inband signal, but by the interferer signals, which
can be much stronger in signal power. This is even worse with the trend of early
digitization, which requires the ADC to move towards the receiver frontend and
which thus reduces the amount of preceding interference filtering prior to the
ADC. The connection between an exemplary receiver specification to the required
†� ADC’s dynamic range dependent on its signal transfer function was given
to visualize the need of the large interference robustness. This emphasized that a
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filter function realized by the CSF or intrinsically by the †� modulator reduces
the required ADC dynamic range. It was furthermore shown, that this robustness
needs to be guaranteed not only for the input-output behaviour of the †� ADC,
but the interferer is simultaneously not allowed to internally overload the †� ADC,
even when worst case superposed aliases are taken into account. Furthermore, the
problem of jitter has been discussed as third major issue to be considered in the
presence of interferers.

Consequently, the SoA of †� modulator techniques with improved filter charac-
teristic is reviewed, each of them showing its distinct advantages and disadvantages,
which allows the reader to select the most suitable implementation for a given
specification and application.
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Chapter 4
Design Considerations for Filtering Delta Sigma
Converters

Shanthi Pavan and Radha Rajan

4.1 Introduction

The direct conversion architecture is perhaps the most prevalent in contemporary
radio receivers. Figure 4.1 shows a simplified block diagram of such a receiver.
It consists of a low noise amplifier (LNA), mixers, variable gain amplifiers (VGA),
low pass filters (LPF) and analog to digital converters (ADC). The role of the LPF is
two-fold. Since the received signal can be potentially dominated by large interferers,
the LPF attenuates them and thereby reduces the dynamic range (DR) required of
the ADC. It also acts as an anti-alias filter and prevents noise from aliasing into
the signal band. There is a trade off between the performance requirements of the
filter and ADC. For instance, when a Nyquist rate ADC is used, its sampling rate is
typically chosen to be about 4 times the bandwidth of the baseband signal. A lower
sampling rate would necessitate a higher order filter, making its design particularly
challenging.

Continuous-time †� modulators (CT†�Ms) are a compelling choice for imple-
menting the ADCs in wireless receivers. The block diagram of a CT†�M is shown
in Fig. 4.2a. Lo.s/ and L1.s/ denote the transfer functions from the input u.t/ and
the DAC waveform v.t/ to the loop filter’s output respectively. Assuming that
quantization noise is additive, the functional block diagram of the CT†�M is shown
in Fig. 4.2b. The input u.t/ can be thought of as being filtered up front by a linear
time invariant filter whose transfer function, denoted by STF.f /, is called the signal
transfer function (STF). The signal component of the modulator’s output vŒn� is the
sampled version of the output of the STF “filter”. Needless to say, the STF depends
on Lo.s/, L1.s/ and the DAC pulse shape. It turns out that if the modulator’s loop
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Fig. 4.1 Simplified block diagram of the front end of a typical wireless receiver
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Fig. 4.2 (a) Block diagram of a continuous-time †� modulator and (b) its functional equivalent

filter is time invariant, the STF has nulls at multiples of the sampling frequency
fs. Thus, CT†�Ms possess the inherent anti-aliasing property, which renders noise
folding a non-issue. Quantization noise, denoted by the sequence eŒn� appears in
vŒn� after being shaped, or high pass filtered by the noise transfer function (NTF).
The aim of the design process is to choose the NTF so that the in-band quantization
noise is sufficiently small. The decimation filter that follows the CT†�M eliminates
out of band quantization noise.

When a CT†�M is used as the ADC in the radio receiver of Fig. 4.1, the
role of the LPF is to eliminate interferers rather than address the aliasing of
noise into the signal band. A CT†�M has several other advantages—it has a
resistive input impedance, it is easy to drive and results in a simplified signal
chain with reduced power dissipation. When compared to †� ADCs employing
switched capacitor techniques, the opamps used in CT†�Ms have reduced slew
rate requirements, thereby resulting in better linearity for a given speed and power
dissipation. CT†�Ms are also immune to substrate noise, since sampling occurs
after the signal has been processed by the loop filter. Several high performance †�

modulators with signal bandwidths of several 10’s of MHz (keeping communication
applications in mind) and about 11-12 bit resolution have been reported recently
[1–3]. However, a filter is still needed to attenuate interferers, without which the
dynamic range of the ADC would need to increase.
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Fig. 4.3 (a) CIFB, (b) CIFF, (c) CIFF-B loop filter realizations for a fourth order modulator and
their STFs

Since a CT†�M has a built-in filter (its STF), it is natural to wonder if the
explicit filter of Fig. 4.1 can now be dispensed with. This, however, is problematic
as explained below. Conventional CT†�M architectures do not allow independent
control over the shape and bandwidth of the STF, as the STF is simply a by-product
of NTF synthesis. The shape of the signal transfer function depends on the
architecture of the loop filter used as illustrated below. Figure 4.3 shows commonly
used (fourth order) modulator topologies—the cascade of integrators in feedback
(CIFB), cascade of integrators in feedforward (CIFF) and cascade of integrators
in feedforward-feedback (CIFF-B) and their corresponding STFs. B denotes the
signal bandwidth. Keeping in mind a single-bit quantizer, the NTF is assumed to
have an out-of-band gain of 1.5. In a CIFB structure (Fig. 4.3a), the STF has fourth
order roll-off at high frequencies. However, such a structure is not power efficient,
as the gain of the first integrator (a4=s) is small in the signal band. Thus noise
and distortion from succeeding integrators can be significant when referred to the
input. Using a CIFF loop filter (Fig. 4.3b) avoids this problem, since the gain of
the first integrator is large in the signal band. However, the STF now peaks outside
the desired signal band and has only first order roll-off at high frequencies. The
advantages of the CIFF and CIFB structures are combined in the CIFF-B topology
(Fig. 4.3c) [3, 4]. This architecture results in a large in-band gain for the first
integrator, and an STF that has third order roll-off at high frequencies. The STF
still peaks at out-of-band frequencies. From the STFs shown in Fig. 4.3, it is clear
that irrespective of the loop filter topology used, a CT†�M cannot attenuate nearby
interferers—there are simply not enough degrees of freedom to specify the shape
and bandwidth of the STF, and achieve the desired NTF at the same time. Without
an explicit filter to reject interferers, the dynamic range of the CT†�M should be
increased, like with any other ADC.

Peaking in the STF further increases the in-band dynamic range needed in the
modulator due to the following. To understand this, we consider an example of a
single bit CTDSM. With an NTF whose out of band gain is 1.5, the maximum stable
amplitude (MSA) for low frequency inputs is typically about �3 dBFS. The MSA
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at a frequency fin is � 0:7VFS=STF.fin/, where VFS is the full scale voltage. A 6 dB
STF peak restricts the CT†�M input to .1=2/0:7VFS, necessitating a 6 dB smaller
in-band noise to get the same in-band SNR, which increases power dissipation.
A straightforward way of attenuating nearby interferers and addressing STF peaking
at the same time is to use a filter up front. The filter, however, occupies additional
area, consumes power, adds noise and potentially degrades linearity of the signal
chain.

Alternatively, the filter can be incorporated into the †� loop by moving it beyond
the first integrator—this way, the noise from the filter is reduced by the in-band gain
of the first integrator. The system noise budget, usually split between the filter and
CT†�M, can now be allocated to the first integrator of the modulator. Alternatively,
the filter and CT†�M can be combined so that the overall performance improves,
for a given power dissipation. The authors of [5] embed a second order CT†�M
inside a Rauch biquad. The design of [6] embeds a third order CT†�M in an
active-RC biquad. Another version [7] by the same authors embeds a second order
modulator into a third order active-RC filter. Several recent CT†�Ms [8] also
embed modulators into a filter.

This work reviews techniques to combine a filter and CT†�M , and gives
experimental results of a design where a second order active filter is embedded in a
CIFF-B CT†�M with the aim of more effectively attenuating close by interferers
[9, 10]. We show that this has the same functionality as having the filter up front,
but achieves better linearity and noise performance (for the same power dissipation)
when compared to a filter-CT†�M cascade. The rest of this paper is organized
as follows. Section 4.2 reviews techniques to modify the STF of a CT†�M with
the aim of reducing or eliminating peaking. Section 4.3 explains the technique
of embedding a filter inside a CT†�M. Noise, linearity, power consumption and
active area of a CT†�M with a filter up front (H1-†�) are compared with
those in a filtering CT†�M (�-H1-†). Architectural design considerations and
the use of chopping to eliminate offset and flicker noise are given in Sect. 4.4.
Section 4.5 discusses circuit details and measurement results of these designs, both
of which incorporate a second order Butterworth filter in their STFs. The filter has a
cutoff frequency which is twice the desired signal bandwidth. Measurements show
that embedding the filter improves linearity and reduces area for the same power
dissipation. Section 4.6 concludes the paper.

4.2 Signal Transfer Function Tailoring

Before embarking on a effort to find the best way of making a filtering CT†�M, it
is useful to review methods that address the problem of STF peaking by introducing
feed-in paths from the input to the various internal states of the modulator. Referring
to the generic block diagram of Fig. 4.2a, the STF is given by

STF.j!/ D Lo.j!/NTF.ej!/: (4.1)
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The aim of STF tailoring is to find ways of choosing Lo.s/ so that

a. Peaking of the STF is eliminated.
b. The order of the loop filter is not increased.
c. The NTF is not affected.

We illustrate with the “standard” second order CIFF modulator with NTF.z/ D .1 �
z�1/2 shown in Fig. 4.4a. When k1 and k2 are zero,

Lo.s/ D 1:5s C 1

s2
: (4.2)

The resulting STF is

STF.j!/ D 1 C j1:5!

�!2
.1 � e�j!/2 (4.3)

As shown in Fig. 4.4b, the STF peaks to about 2.2 (7 dB), which is not desirable.
By adding feed-in paths with gains ko and k1, Lo.s/ is modified to
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Fig. 4.4 (a) Normalized second order CIFF CT†�M with feed-in paths and (b) STF magnitude
for different choices of ko and k1
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OLo.s/ D kos2 C .1:5 C k1/s C 1

s2
: (4.4)

How should ko and k1 be chosen? One method is to use k0 D 0 and k1 D �1:5.
This will cause the STF to resemble that of a CIFB loop, which is desirable.
However, the output swing of the first integrator increases, just like in the CIFB
case, causing noise and distortion problems. To avoid this, one could compromise—
rather than demand that the STF have a filtering characteristic, we would be satisfied
if peaking is eliminated. The aim, therefore, would be to choose ko and k1 so that

STF.j!/ D �ko!2 C .1:5 C k1/j! C 1

�!2
NTF.ej!/ (4.5)

has unity magnitude for 0 < ! < � . The difficulty is that jNTF.ej!/j cannot be
expressed as a ratio of polynomials in !2. An approach to circumvent this [11] is to
use the so called bilinear inverse of the NTF, where ej! is approximated as

ej! � 1 C j!
2

1 � j!
2

: (4.6)

Equivalently, the NTF can be approximated (for low frequencies) as a polynomial
in s, by replacing z with s according to

z ! 1 � .s=2/

1 C .s=2/
(4.7)

Applying this to our second order modulator yields ko D 0:25 and k1 D �0:5.
The STF peaking is reduced, as Fig. 4.4b shows, but is still about 3 dB. A more
careful optimization yields ko D 0:2 and k1 D �0:8, which results in a largely flat
STF. However, the designer has no control over its bandwidth. From the discussion
above, it is seen that adjusting feed-in path gains, while useful, cannot help with
attenuating close in interferers.

4.3 Embedding a Filter into a CT†�M

The conceptually straightforward approach to control the STF is to use a filter up
front. As mentioned earlier, this approach adds noise and distortion to the signal
chain. Alternatively, the filter can be moved into the modulator. The first attempt at
this was made in [12]. In that work, a first order passive RC filter was embedded
inside a single bit CIFF CT†�M to “tame” the STF peak characteristic of a
CIFF loop.

Figure 4.5a illustrates the basic idea. A first order low pass filter formed by R1 and
C1 is placed after the first integrator of a CIFF CT†�M. Introducing the filter into
the †� loop, in all likelihood, will destabilize it. To avoid this, a compensation
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path, shown in red, is introduced. Thanks to this path, the transfer function from
v.t/ to the input of L1.s/ remains unchanged, and the NTF is not affected. Thus,
the bandwidth of the low pass filter, which depends on the the R1C1 product, can
be chosen independent of the NTF. The STF, on the other hand, is the product of
transfer function of the low pass filter and the STF of the original CIFF CT†�M.
Figure 4.5b, c show the front-ends of CT†�Ms with the filter outside and inside the
loop respectively. The filter bandwidth is 1=.2�RC/. When the filter is embedded,
its impedance can be scaled (a > 1 in Fig. 4.5c), thereby reducing area.

What are the difficulties with such a structure? The first order filter offers limited
selectivity and the active compensation path consumes extra power. Though not
fundamental to the technique, the design of [12] used a single-bit quantizer. Due
to the single bit DAC, the design is sensitive to clock jitter and the first opamp
has to dissipate a lot of power to achieve the desired linearity. Another issue is the
change in the NTF due to mismatch between the embedded low pass filter and the
compensation path. Figure 4.6 shows Monte-Carlo simulations of the NTF with 2 %
random mismatch. For these simulations, the oversampling ratio (OSR) was set to
64, with the 3 dB bandwidth of the low pass filter being twice the signal bandwidth.
As with all †� loops employing 1-bit quantizers, the out-of-band gain (OBG) of
the NTF was chosen to be 1.5.

Simulations show that the variations of the NTF are more (a) when the bandwidth
of the embedded filter is smaller and (b) when NTF’s OBG is higher. These results
make intuitive sense due to the following. The low pass filter adds delay into
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the †� loop, and the compensation network attempts to mitigate it. Mismatch
between the two affects the efficacy of excess delay compensation. With a lower
filter bandwidth, the excess delay mismatch is inherently larger. With a higher OBG,
the NTF is more sensitive to a given excess delay.

To improve the rejection of close-in interferers, a higher order filter needs to
be used. For a sharp transition band, this filter needs to be active. As in the first
order case, this filter can be moved into the †� loop, leading to the filtering
CT†�M architecture. Its evolution is shown in Fig. 4.7. Part (a) of the figure shows
a modulator preceded by a low pass filter with transfer function H1.s/. !4=s denotes
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the transfer function of the first integrator in the loop filter of the modulator. H1.s/
can be moved beyond !4=s in the †� loop so that the noise from the filter gets
divided by the gain of the first integrator when referred to the input (Fig. 4.7b).
Doing this modifies the NTF, which can be restored by a compensation path with
transfer function .1 � H1.s// � .!4=s/, as shown in the figure. It is straightforward to
see that the modulators of Fig. 4.7a, b have the same STF and NTF, and therefore,
the same functionality. Specifically, note that the voltage vc at the input of L1.s/ will
be the same in both realizations.

Assume that H1.s/ is of second order, with transfer function

H1.s/ D 1

1 C s
!oQ C s2

!2
o

: (4.8)

Since the dc gain of H1.s/ is 1, .1 � H1.s// has a zero at dc, which cancels the
integrator pole in the compensation path. The response of the compensation path,
therefore, is given by

Hc.s/ D
!4

!oQ C s!4

!2
o

1 C s
!oQ C s2

!2
o

: (4.9)

The filter and the compensation path have identical denominator polynomials—
and can be realized using the same network, as shown in Fig. 4.8. In this figure,
calculations show that the transfer function from B to C is of the form required
for the compensation path. Incorporating this into Fig. 4.7b yields Fig. 4.9a, which
shows a CTDSM with an embedded second order filter, with no extra hardware
needed for compensation. The output of the filter vc in Fig. 4.9a, consists of
two components: one through the main feedback path and one through the filter
compensation path. Assuming the dc gain of the filter is 1 (Rf 3 D Rf 1), the transfer
function from the modulator output D to vc can be shown to be the following.
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Fig. 4.8 Active RC realization of a second order filter and the compensation path
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It is apparent that if Rcomp is chosen to be RinC4=Cf 2, the numerator and the second
order polynomial in the denominator cancel, yielding vc.s/

D.s/ D �1
sRinC4

. This result
makes intuitive sense due to the following. In the stand-alone CT†�M, the transfer
function from D to vc is .!4=s/ D 1=.sRinC4/. The same must hold for the CT†�M
with embedded filtering. From Fig. 4.9a, we see that the path from D to vc at high
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frequencies is through the second integrator of the filter, whose transfer function is
1=.sRcompCf 2/. Since this must equal 1=.sRinC4/, it follows that Rcomp D RinC4=Cf 2.
As far as quantization noise is concerned, it is as if the filter does not exist—
implying that the NTF is unchanged. A filter of arbitrary order can be embedded
in a CT†�M and compensated in a similar manner.

The technique discussed above can be used to move a filter into any CT†�M.
However, the benefits of doing so—namely, reduction of filter noise when referred
to the input, accrue only when the gain of the first integrator (!4=s in Fig. 4.7a) over
the signal band is larger than unity. To better understand this, consider our specific
case of a CIFF-B CT†�M with an embedded second order filter, shown in Fig. 4.9a.
The low frequency gain from Vin to the output of OA3 is Rf 1Rf 2Cf 2=.C4RinRq/. This
can be deduced as follows. The low frequency current flowing through Cf 2 is � 0.
Since the STF is unity in the signal band, it must follow that the low frequency gain
from Vin to the output of OA1 is Rf 2=Rcomp. The voltage vc at the input of L1.s/ will
be identical to that which would exist at the output of the first integrator of a CIFF-
B modulator preceded by a second order filter. Further, due to the CIFF-B design,
the gain from Vin to vc in the signal band will be � 0. Thus, the in-band current
flowing through Rf 3 is � 0, and the low frequency gain from Vin to the output of OA3

is Rf 1Rf 2=RcompRq. Using Rcomp D RinC4=Cf 2 [from (4.10)], we see that the gain
from Vin to the output of the first integrator is Rf 1Rf 2Cf 2=.C4RinRq/. As the filter
bandwidth reduces (Cf 2 increases), C4 has to increase to prevent OA3 from saturating,
thereby decreasing the gain of the first integrator in the signal band. Thus, choosing
too low a filter bandwidth is counterproductive.

This is not restrictive, however, as the cutoff frequency of the filter should anyway
be chosen so that the variation of the gain and group delay over the signal bandwidth
is negligible. This holds whether the filter is embedded, or placed upfront. Denoting
the signal bandwidth by B, calculations show that a second order Butterworth filter
with a 3 dB bandwidth of 2B has only 0.25 dB gain droop across the signal band,
whereas reducing the cutoff frequency to 1:5B increased this droop to 0.8 dB. Based
on this, and the discussion in the previous paragraph, we chose a second order
Butterworth filter with a bandwidth of 2B. As shown in the next subsection, this
choice still allows the first integrator to have a gain greater than unity at the edge
of the signal band. In the discussion to follow, we compare the various performance
metrics (noise, linearity, power consumption, active area) of a modulator with an
embedded filter and its counterpart where the filter is placed up front.

4.3.1 Offset, Flicker and Thermal Noise

It is well known that offset and flicker noise are problematic in direct conversion
receivers. Embedding the active filter into the †� loop eliminates its dc offset and
greatly reduces the 1/f noise it contributes to the entire signal chain. Thus, the first
opamp of the filtering CT†�M remains, for all practical purposes, the only source



76 S. Pavan and R. Rajan

of offset and 1/f noise. This makes it easy to manage. One way to do this is to
chop the first OTA. Chopping renders the first integrator a linear periodically time
varying (LPTV) system. Since the integrator processes shaped quantization noise
whose out of band spectral density is several orders of magnitude higher than that
in-band, down conversion of noise from multiples of the chopping frequency is a
serious concern. Fortunately, this can be handled by the use of FIR feedback, which
is also beneficial in other aspects as will be discussed in Sect. 4.4.

Figure 4.9b shows the transfer functions from the various resistor noise sources in
the filter (Fig. 4.9a) to the modulator output. These transfer functions are calculated
for our specific CIFF-B design where the oversampling ration (OSR) is 64. The
signal bandwidth is denoted by B and the 3 dB bandwidth of the (Butterworth) filter
is 2B. It is seen that thermal noise from the filter is first order shaped out of the
signal band. If the filter is placed up front, the transfer function from all its resistor
noise sources to the modulator output will be � 1 in the signal band. From Fig. 4.9b
it is clear that the total output noise is reduced when the filter is embedded into
the modulator. �-H1-† can therefore be impedance scaled to have the same input
referred noise as that in H1-†�. This reduces the power consumption and active
area. In our design, the first integrator and filter in �-H1-† were impedance scaled
by 1:8 and 3 respectively, so as to have the same input referred noise as in H1-†�.

4.3.2 Linearity

To understand the effect of OTA nonlinearity in H1-†� and �-H1-†, we simulated
normalized fourth order single bit designs (with CIFF-B loop filters). The sampling
rate and OSR were assumed to be 1 Hz and 64 respectively. The filter’s 3 dB
bandwidth was set to twice the signal bandwidth. Keeping in view our final
implementation, a 4-tap FIR feedback DAC was used. With the filter up front (H1-
†�), the input resistance of the filter and CTDSM were chosen to be 1 �. The OTA
is assumed to be a single stage design, with the current in each leg modeled as

i D gmvx � g2v
2
x � g3v

3
x (4.11)

where vx denotes the differential voltage at the input of the OTA. gm; g2; g3 were cho-
sen to be 100 S, 200 A=V2 and 4000 A=V3 respectively. Third order intermodulation
distortion manifests due to odd nonlinearity. Second order distortion is deliberately
introduced through g2 in the equation above. This way, IM2 can be simulated by
introducing random mismatches in passive components. For the CT†�M with
embedded filter (�-H1-†), R,C’s in the first integrator and those in the filter were
impedance (up)scaled by factors of 1.8 and 3 respectively. This choice resulted in an
input referred noise spectral density which was equal to that of H1-†�. Regarding
the OTAs, two cases were simulated, as described below.
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Case A. The OTAs in the first integrator and the filter were also impedance scaled
by 1.8 and 3 respectively. By “impedance scaling an OTA by a factor ˛”, we
mean the following—the output current of the OTA in (4.11) above is modified
as Oi D i=˛ D 1

˛
.gmvx � g2v

2
x � g3v

3
x /. In a real transistor level design, this

would correspond to reducing all transistor widths (and their quiescent currents)
by a factor ˛, thereby resulting in lower power dissipation. It is thus seen that by
scaling OTAs, �-H1-† has lower power dissipation compared to H1-†�.

Case B. The OTAs in the first integrator and the filter in �-H1-† of Case A above
were impedance scaled by 1/3,1/3 and 1 so that the power dissipation is the same
as in H1-†�.

Since distortion depends on the product of the OTA’s Gm and the integrating
resistor [13], one should expect improved linearity in Case B when compared
to Case A. This is confirmed by simulation results showing the in-band and out-
of-band linearity of H1-†� and �-H1-†. First, both designs were excited by two
closely spaced �10:5 dBFS in-band tones. Figure 4.10a compares the strength of
the IM3 tone. The distortion of H1-†� and �-H1-†-Case A are comparable, but
when power saved due to impedance scaling is put back into the OTAs as in
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Case B, embedding the filter results in enhanced linearity. Figure 4.10b shows
out-of-band IM3 for both cases—the improvement is linearity is apparent. Similar
results were obtained for IM2, as shown in the histograms of Fig. 4.11. The input for
these simulations consisted of two �10:5 dBFS tones around B, where B denotes
the edge of the signal band. From the discussion above, it is apparent that other
metrics (power and noise) remaining the same, embedding the filter into a CT†�M
improves linearity and reduces active area. Simulations (not given here due to space
constraints) show embedding the filter does not influence the robustness of the
CTDSM with respect to RC variations in any way.

4.4 Architectural Considerations

Having convinced ourselves that embedding an active filter into a †� modulator is
beneficial on all counts when compared to having the filter up front, the next task at
hand is to examine the various design choices regarding the modulator itself.

Number of quantizer levels: CT†�Ms which achieve high levels of linearity
have typically used multibit quantizers. Such a choice has several advantages. First,
the increased number of levels enables a lower OSR to achieve a desired signal to
quantization noise ratio (SQNR). The reduced step size in the feedback waveform
reduces the sensitivity of the modulator to clock jitter, as well as the slew rates
required of the opamps in the loop filter. However, the complexity of the ADC
used in the quantizer increases exponentially with the number of bits. Even though
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the comparators in the quantizer lend themselves to low power operation, clock
generation and distribution can consume significant current. This, unfortunately,
is difficult to estimate during the architectural design phase. Moreover, mismatch
in the unit elements of the feedback DAC degrade in the inband SNDR of the
modulator, necessitating some form of mismatch correction, like calibration or
dynamic element matching (DEM). This further increases the power dissipation and
design time of the quantizer.

An alternative to using a flash design for the ADC is to use a successive
approximation register (SAR) ADC. The latter’s complexity increases linearly
with the number of bits resolved. Comparator offset, which can be potentially
problematic in a flash design, is benign. This approach has found favor in many
recent designs, particularly those realized in nanometer CMOS technologies. The
complexity of the DAC (which now needs a binary to thermometer decoder in the
†� loop, apart from DEM) still remains.

In contrast, using a single bit quantizer, where the feedback DAC is inherently
linear, dramatically simplifies the quantizer design. However, the full scale two level
feedback waveform places increased demands on the linearity of the loop filter, as
well as increases the sensitivity of the modulator to clock jitter. From the discussion
above, it is seen that a multibit loop complicates the quantizer design at the expense
of a simplified loop filter. The opposite is true in a single bit modulator. Recognizing
this, several recent works have attempted to alleviate the linearity and clock jitter
problems associated with a single bit design. Pavan and Sankar [14] and Nandi
et al. [15] use integrators based on opamp assistance, which is a circuit technique
that enhances the linearity of an opamp in a power efficient manner. Shettigar and
Pavan [16] uses a feedback DAC which incorporates a finite impulse response filter
(FIR-DAC).

The FIR DAC principle is not new [17, 18]—however, relatively few designs
seem to have exploited this technique. The basic idea behind the FIR DAC is to
feedback a filtered version of the single-bit quantizer output, as shown in Fig. 4.12a.
Due to the high frequency attenuation of the FIR filter, the DAC output is a multi-
level waveform, like in a multibit quantizer. Thanks to this, the FIR-DAC approach
has low clock jitter sensitivity and relaxes the linearity requirements of the loop
filter. In practice, the filter and DAC combination are implemented in a semi-digital
fashion, as shown in Fig. 4.12b, which makes the FIR DAC inherently linear in
spite of mismatch. Due to the single-bit quantizer, the ADC design is simple and
consumes very little power. A modulator employing a single-bit quantizer and an
FIR DAC, therefore, combines the best features of single-bit and multibit operation.

FIR feedback presents several design challenges. Due to the delayed nature of
the feedback waveform, the modulator needs to be carefully stabilized to restore the
noise transfer function. It can be shown that the NTF can be restored exactly. The
design procedure and intuition behind this is given in [19].
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Fig. 4.12 (a) A single-bit CT†�M with FIR feedback and (b) a semi-digital implementation of
the feedback DAC

4.4.1 Offset and Flicker Noise Reduction by Chopping

DC offset and flicker noise are very problematic in direct conversion receivers.
While there are many mechanisms that result in offset and 1/f noise, the baseband
section is a significant contributor. Using a filter up front to modify the modulator’s
STF results in increased offset and flicker noise. Embedding the filter, on the other
hand, reduces its contribution to the low frequency noise of the signal chain since it
is shaped by the response of the first integrator of the modulator. Since the source
of offset is the first integrator, it can be more easily managed.

Chopping is a classical and effective technique to address 1/f noise problems
in low frequency amplifiers. The block diagram of a fully differential CT†�M
(with or without embedded filtering), employing chopping in the first integrator is
shown in Fig. 4.13. A natural question that arises is how one should choose the
chopping frequency fchp. Chopping renders the first integrator a linear periodically
time varying (LPTV) system with frequency fchp, where frequency translation effects
cause signals and noise from frequencies around multiples of fchp to dc. It turns out
that in a chopped integrator where fchp has a 50 % duty cycle, shaped noise aliases
only from even multiples of fchp. The first integrator of the CT†�M processes
shaped quantization noise, whose out of band spectral density can be 100 dB higher
than the in-band density. Thus, even a small amount of aliasing can dramatically
degrade in-band performance.
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An FIR DAC solves the problem of shaped noise aliasing due to the fol-
lowing.The FIR filter introduces nulls in the spectrum of feedback waveform at
multiples of fs=N, as shown in Fig. 4.14 for the special case of a 12-tap FIR filter. If
the chopping frequency is chosen such that fchp D fs=2N, noise that can potentially
alias into the signal band is attenuated. Thus, frequency translation has minimal
impact on the in-band spectral density.

Thus, the use of FIR feedback in a filtering CT†�M not only results in improved
linearity of the loop filter and reduces jitter sensitivity, but also enables “chopping
for free” if fchp is appropriately chosen. A detailed analysis and experimental results
can be found in [20].
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4.5 Implementation Details and Measurements

Two modulators—one with up front filtering and another with embedded filtering
were designed for the same nominal specifications in a 0:13 �m CMOS process. We
attempted to achieve about 80 dB of instantaneous peak dynamic range in a signal
bandwidth of 2 MHz and a 0–18 dB variable gain for both designs. In view of the
trade off between filter bandwidth and performance (see Sect. 4.3), a Butterworth
filter with 4 MHz bandwidth was chosen.

4.5.1 Modulator with Upfront Filter (H1-˙�)

Figure 4.15 shows a simplified single-ended schematic of H1-†�. The filter was
implemented as a Tow-Thomas biquad. Active-RC integrators were used for low
noise and high linearity. Programmable gain was achieved by splitting it across
the two stages of the filter (Av1 and Av2). A variable gain Av1 was implemented by
varying Rf 1 by a factor 1, 2 or 4. The current in A1 was made variable depending
on Av1. Av2 can be programmed to be 1 or 2 by changing Rf 2 and Rf 3, as shown in
the figure. Thus, up to 18 dB of gain can be incorporated into the filter. Two stage
feedforward compensated opamps were used with an AC coupled feedforward stage
to increase the output swing (similar to those in [16]).

The modulator employed a single bit quantizer, chosen for low power operation.
Stability considerations, therefore, restricted the out-of-band gain of the NTF to
1.5. This necessitated a fourth order NTF with OSR D 64 (fs D 256 MHz) to
achieve an in-band SQNR of about 96 dB—well below the desired signal to thermal
noise ratio. A CIFF-B topology was used for the loop filter. R31 implements the
feedforward path across the integrator I3. R12 realizes complex zeros in the NTF,
and is implemented using a T-network. All capacitors were implemented as digitally
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tunable banks to trim RC variations. Switches are placed across all the integrating
capacitors to reset their states to recover from overload.

The main feedback element, DAC4, is a 4-tap FIR DAC with an NRZ pulse shape.
This reduces jitter sensitivity and relaxes linearity requirements of the first integrator
[16–18]. Rather than use equal tap weights, they are optimized to minimize noise
due to jitter. The weights Œ0:2; 0:3; 0:3; 0:2� reduce jitter noise by 15 dB when
compared to a single bit CTDSM without an FIR DAC. The delay introduced by
DAC4 can destabilize the modulator. Another 4-tap FIR DAC, DAC2, with transfer
function Fc.z/ is used at the input of I2 to compensate the loop. The FIR DACs are
realized in a semi-digital fashion as shown in Fig. 4.15. Any mismatch in the DAC
resistors manifests as a variation in the FIR tap coefficients and not as nonlinearity.

4.5.2 Modulator with Embedded Filter (�-H1-˙ )

The simplified single-ended schematic of �-H1-† is shown in Fig. 4.16. This is
derived from the circuit of Fig. 4.15 by moving the filter beyond the first integrator
of the modulator as discussed in Sect. 4.3. Since the main DAC (DAC4) is of the
FIR kind, DAC3, which compensates for the delay of the embedded filter, is also an
FIR DAC with the same coefficients. Variable gain is achieved by programming the
input resistor. At high gains, the current in the first opamp is increased. Since the
noise of the filter is shaped by the first integrator, it was impedance scaled. Power
saved by doing this was used to improve linearity as described below.

Figure 4.17 compares the impedance levels of H1-†� and �-H1-†. In a
well designed active-RC integrator, the input referred noise is dominated by the
contribution from the resistors. Thus, the input referred noise spectral density of
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Fig. 4.16 Fourth order modulator with an embedded second order filter
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H1-†� is � 6R � 4kT. When the filter is embedded, the CTDSM input and DAC
impedances are doubled and the filter impedance is scaled by � 3�. In spite of
this, the input noise density is smaller, at � 5:5R � 4kT. Thus, in principle, the
currents in the OTAs OA3, OA1 and OA2 can be reduced by factors of � 2, � 3 and
� 3 respectively. Some of the power saved in this process can be used to enhance
linearity of the OTAs. In our work OA1, OA2 and OA3 are scaled so that they consume
0:65, 0:33 and 0:75 times the currents of A1, A2 and A3 respectively. Denoting
the transconductance of an OTA by GOTA, the GOTAR products for OA1, OA2 and OA3 are
about 1:95, 1, 1:5 times the corresponding products for A1, A2 and A3, indicating
improved linearity of the integrators in �-H1-†. Thus, not only is overall power
dissipation lower when the filter is embedded into the CTDSM, linearity is also
enhanced with respect to a filter-CTDSM cascade, while achieving similar noise.

In our design, the LPF and the loop filter in H1-†� consume 3:4 mA to
4:1 mA (depending on the gain). The corresponding current for �-H1-† is 2:3 mA
to 2:7 mA. The clock generation block consumes 0:47 mA, while the quantizer and
D-flip-flops draw about 0:3 mA.

4.5.3 Measurement Results

Both designs described in the previous section were fabricated in a 0:13 �m CMOS
process through Europractice. H1-†� and �-H1-† have active areas of 0:42 mm2

and 0:33 mm2 respectively. For our choice of impedance scaling factors, embedding
the filter results in approximately 25 % lesser active area. The modulator outputs
were brought out using LVDS buffers. The single bit data streams were captured
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Fig. 4.19 SNR/SNDR vs. input amplitude with (a) up front filter and (b) embedded filter.
(a) H1-†�. (b) �-H1-†

using a digital storage oscilloscope and then processed offline. 64K data points were
used for spectral estimation and a Blackman-Harris window was used to minimize
spectral leakage effects.

Figure 4.18a b show the measured STF and maximum stable amplitude (MSA)
for the two modulators, where the latter is normalized to the value at DC. It
is seen that the STF and MSA of the two filtering modulators are virtually
identical, indicating the same functionality. The SNR/SNDR vs input amplitude
plots are shown in Fig. 4.19a, b. H1-†� and �-H1-† have an overall DR of
90:8 dB and 92 dB, and peak instantaneous DR/SNR/SNDR of 81=79:5=73:7 dB
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and 82=80:5=74:4 dB respectively. H1-†� consumes 5:9–6:8 mW depending on
the gain setting (including references) while �-H1-† consumes 4:34–5 mW. From
these results, we see that embedding the filter achieves slightly better performance
with lower area and power dissipation.

Figure 4.20a compares the linearity of the two modulators in the presence of
out-of-band interferers, which are placed such that one of their IM3 products falls
at 1 MHz. The input consists of a small (�65 dBFS) desired signal and two large
interferers at 4:75 MHz and 10:5 MHz (each of amplitude �8 dBFS). A gain of 1 is
used in the modulators. The filtering effect of the CTDSM is apparent. Further, the
IM3 product at 1 MHz is around 23 dB smaller with the embedded filter, representing
an IIP3 improvement of � 11 dB. Again, it is seen that embedding the filter within
the modulator enhances linearity for both in-band and out-of-band frequencies. To
better appreciate this, we show time domain results, obtained by decimating the
modulators’ output sequence. The input consists of a small desired signal and one
�8 dBFS blocker at 4:75 MHz. Another blocker (�8 dBFS at 10:5 MHz) is added to
the input after 64 �s. Figure 4.20b shows the decimated outputs, with the insets
zooming in around 64 �s. For the modulator with up front filter, the effect of
distortion is clearly seen after the second interferer is applied, while the output
of the modulator with embedded filter remains virtually unchanged, demonstrating
improved linearity.

4.6 Conclusions

When interferers are present, a low pass filter is needed to reduce the in-band
dynamic range requirements of a conventional continuous-time †� modulator. The
filter can be embedded into the ADC. This achieves the same functionality as using
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a filter up front, but with better in band and out-of-band linearity, lower area and
reduced power dissipation. Flicker noise and dc offset can be easily addressed by
chopping if an FIR feedback is used. The latter also relaxes requirements on clock
jitter and improves the linearity of the loop filter.
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Chapter 5
Blocker and Clock-Jitter Performance in CT
†� ADCs for Consumer Radio Receivers

Sebastián Loeda

5.1 Introduction

WLAN and Cellular communication standards have been the main drivers for
low-area, low-power and high-performance wideband ADCs. This comes from a
requirement for efficient, high-rate wireless data transmissions in a crowded and
segmented radio spectrum using large-volume, low-cost, battery-powered handheld
devices.

Zero-IF receivers are the most cost-effective radio architecture from a reduced
number of high-Q external filter components and a smaller die size. However, a
radio transmitting in the vicinity of a zero-IF receiver that is trying to decode a weak,
distant signal on the adjacent channel will dominate the receiver’s signal budget.
ADC performance is a critical factor in a radio’s selectivity, as it must convert the
in-band received signal with high sensitivity while accommodating a poorly-filtered,
large adjacent interferer (blocker) from a lack of high-Q external filters (Fig. 5.1).
WLAN and Cellular support a range of channel bandwidths requiring the same
sensitivity at similar efficiency across several MIMO antennas and/or aggregated
carriers, in order to optimise the use of the spectrum and regulate radio power
consumption. This has resulted in an order of magnitude increase in the number
of ADCs required to support a radio receiver, and a heavier emphasis towards area-
optimised ADC designs for lower-cost consumer radios.

CT †� ADCs dominated the ADC literature for two decades until SAR ADCs
saw an increase in conversion efficiency at the beginning of this decade [1].
However, system-level implications from low-power zero-IF receivers have often
been overlooked for either type of ADC in the literature. For instance, unlike CT †�

ADCs, SAR ADCs create challenging anti-aliasing input filtering requirements with

S. Loeda (�)
Broadcom Limited, Sydney, NSW, Australia
e-mail: ieee@loeda.com

© Springer International Publishing Switzerland 2017
A. Baschirotto et al. (eds.), Wideband Continuous-time ˙� ADCs, Automotive
Electronics, and Power Management, DOI 10.1007/978-3-319-41670-0_5

89

mailto:ieee@loeda.com


90 S. Loeda

Fig. 5.1 A CT †� ADC in a zero-IF receiver with radio blockers

power-hungry sampling-input driving loads [2, 3]. Conversely, out-of-band (OOB)
gain peaking in the signal transfer function (STF) of CT †� ADCs impairs zero-
IF receiver performance [4]. STF OOB gain is typically seen in CT †� ADCs
with efficient loop-filter architectures. It provides gain to (poorly-filtered) dominant
blockers near the edge of band; thereby reducing the available ADC dynamic range
for signal in-band.

Another limiting factor for CT †� ADCs is its higher sensitivity to clock-timing
jitter, in the feedback DAC [5]. This is typically managed in CT †� ADCs by
reducing the energy introduced in the feedback DAC from one output sample to the
next, i.e. reducing the magnitude of the signal transitions modulating clock jitter.
This is typically achieved with either: A larger number of bits in the feedback DAC
[5, 6], or by spreading the energy of a single-bit DAC pulse across several time
samples, e.g. an FIR DAC [7–10] (or in some cases, both [11]). Single-bit CT †�

ADCs with an FIR DAC result in large area savings when compared to multi-bit
DAC implementations with comparable linearity and jitter performance [10], from
a simple and compact design. However, this also comes at the cost of (further) OOB
STF degradation [12].

Wideband, high conversion-efficiency ADCs that occupy a small area in a zero-
IF radio receiver are therefore a balancing act between conflicting requirements. We
find that CT †� ADCs employing feedforward (FF) loop-filter compensation and
a single-bit FIR DAC with a flat STF [13] most efficiently accommodate a zero-IF
receiver when its requirements on the ADC are carefully reviewed. In this paper,
we analyse the practical implications of the choice of ADC architecture in a wide-
band, large-volume, low-cost, power-efficient consumer radio receiver to support
this conclusion.
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5.2 CT †� ADC STF and Loop Robustness to the FIR
Feedback DAC

Loop compensation in high-order †� ADCs was elegantly resolved through the
nesting of 1st order †� ADCs [14] (coined multiple feedback or FB-compensated),
or later on with loop-filter compensating zeroes [15] (coined interpolative, feed-
forward or FF-compensated). Lee’s interpolative loop-filter results in a more (area
and conversion) efficient architecture from a wider first integrator stage unity gain-
bandwidth (GBW), fewer (input-referred) noise contributors, a single feedback
DAC, and no internal memory. However, accommodating the delay from an FIR
DAC in the feedback of a FF-compensated CT †� ADC to reduce clock jitter noise
is challenging from a loop stability perspective. None of the examples of FIR CT
†� ADCs found in the literature prior to [13] are FF-compensated. Instead, they
either employ FB-compensation [7–9], or a hybrid FF-FB-compensation [10, 11].
Nesting inner †� modulators in a FF loop filter eases an FIR DAC CT †� loop
implementation by splitting a noise and delay-sensitive single-feedback DAC FF
CT †� loop (Fig. 5.2a) into a loop-delay sensitive inner CT †� loop and a noise-
sensitive outer CT †� loop (Fig. 5.2b). A FF-FB-compensated CT †� ADCs
benefits from a low-noise FF front-end and an easier to implement FIR DAC in
the loop, but this comes at the area and power cost of a fast inner FB stage.

A FF loop-filter front-end in either FF or FF-FB-compensated CT †� ADCs,
results in OOB STF peaking at near-blocker offset frequencies. The STF of a CT

Fig. 5.2 (a) FF CT †�

ADC; (b) FB CT †� ADC
when H1(s) is a single
integrator stage and H2(s)
may be one integrator, or one
integrator followed by nested
FB CT †� stages; or a
hybrid FF-FB CT †� ADC
when H1(s) is a FF-filter and
H2(s) may be one integrator,
or one integrator followed by
nested FB CT †� stages

a

b



92 S. Loeda

10
5

10
6

10
7

10
8

-90

-80

-70

-60

-50

-40

-30

-20

-10

0

10

20

Frequency (Hz)

)
Bd(

nia
G Compensated NTF

STFFF (no FIR)

STFFF (NFIR=12)

STFFFB(no FIR)

STFFFB(NFIR=12)

STFFB

Fig. 5.3 STF in delay-compensated FF, FF-FB and FB CT †� ADCs with a NRZ DAC and a
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†� ADC is defined by [16]:

STF .!/ D Ha .j!/ NTF
�

ej!
�

; (5.1)

where Ha(s) is the transfer function from the input of the CT †� ADC to the input
of its quantiser. The FF-compensation zeroes in Ha(s) resulting from the FF part of
the loop filter slow down the gain response roll-off near the 0 dB crossing point
for loop stability. This crossing occurs around frequencies where the NTF rises
rapidly, resulting in an OOB STF peak near the edge of band from the product
of the two, and a degradation in receiver’s blocker performance. A FF CT †�

ADC is the most efficient CT †� to date [17] at 28 fJ/conv.-step but results in a
larger OOB STF peak. A FF-FB CT †� ADC has a more moderate OOB STF peak
from fewer stabilising zeroes, at the cost of the power and area impact from one
or many additional fast FB loop-filter stages (e.g. 47 fJ/conv.-step in [18]). Finally,
FB CT †� ADCs have a monotonic low-pass filter STF (Fig. 5.3), but are the least
efficient.

However, FB CT †� ADCs may in fact result in an overall more efficient radio,
if the OOB STF gain of a FF or FF-FB CT †� ADC exceeds its conversion
efficiency gain over the FB CT †� ADC, e.g. [19]. This is further emphasised
when the STF peak further deteriorates with FIR DAC length and the order of the
FF part of the loop-filter (See Fig. 5.3). This effect arises because the low-pass
filter response of an FIR DAC in the outer loop causes the FF loop-filter component
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Table 5.1 FF CT †� ADC loop robustness to RC device spread (¢RC) and
mismatch (¢mis), measured as a proportion of the deviation from the NTF norm-
1(’ 1/MSA) with an NRZ & FIR DAC, over 1000 normally distributed samples

NRZ DAC 2-tap FIR DAC 12-tap FIR DAC
(3¢mis, 3¢RC) �norm-1 ¢norm-1 �norm-1 ¢norm-1 �norm-1 ¢norm-1

(0.5, 25 %) 1:0126 0:07 1:037 0:13 1:067 0:15

(0.5, 2 %) 1:0004 0:0098 1:0006 0:01015 1:0017 0:01

(0.5, 2 %) C ¢GBW 1:001 0:019 1:0019 0:0248 1:0025 0:0247

The (C¢GBW) term in the last row includes an additional compensated 0.45/fclk

amplifier GBW-dependent delay, spread ˙30 % (3¢) over its nominal value

(and Ha(s)) gain to increase at higher frequencies to compensate for the FIR loss,
resulting in a higher OOB STF peak. This was reported in [12] for FF-FB CT †�

ADCs and indicates a compromise between FIR DAC length and receiver blocker
performance. Figure 5.3 also incorporates FF CT †� ADCs with an FIR DAC. Note
that all CT †� ADCs inherently provide some amount of filtering above a certain
frequency, particularly around Nyquist.

Another important factor of an FIR DAC in CT †� ADCs is its loop stability and
robustness. Reference [12] provides an insight into the robustness of a FIR DAC FF-
FB CT †� loop against RC spread. However, its observations exclude the impact
of component mismatch on the NTF, or STF.

Table 5.1 reports the robustness of an FIR DAC FF-compensated CT †� ADC
against RC process spread and component mismatch, measured in terms of the
proportional impact on the nominal norm1 of the (loop) noise transfer function
(NTF), i.e. the sum of the absolute values of the samples of the impulse response of

the NTF or
X1

nD0
jntf Œn�j. norm1 is a measure of the signal range quantisation noise

occupies in a CT †� ADC loop, and by extension, the signal range left for the input
signal. It is therefore a measure of the (inverse of the) maximum-stable amplitude
(or MSA) of a †� converter. Reference [12] reports that a typical ˙25 % (3¢) RC
spread does not adversely affect the MSA of a 12-tap FIR DAC FF-FB-compensated
CT †� ADC, any more than a NRZ DAC FF-FB-compensated CT †� ADC
would. This is in line with the observed impact from RC spread on the mean value
of the norm1, �norm-1, in row (0.5, 25 %) of Table 5.1, for a FF-compensated CT
†� ADC with an FIR and an NRZ DAC. However, the standard deviation, ¢norm-1,
doubles from 7 to 15 % from a NRZ DAC to a 12-tap FIR DAC, when a 25 %
(3¢) RC spread and a 2 % (3¢) RC component mismatch are considered. A CT
†� ADC with an un-calibrated ˙25 % RC process spread would therefore have
to operate within 55 % of its MSA such that it does not overload across a typical
3¢ RC mismatch found in large-volume production in a relatively small area on
the die.

Table 5.1 indicates that RC calibration (e.g. with a 2 % error) is required to
keep ADC performance and yield degradation acceptably low in production. It also
demonstrates in row (0.5, 2 %) C ¢GBW that an FF CT †� ADC with an FIR DAC
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is robust in terms of loop stability (with RC calibration), even when a 30 % process
spread over a power-optimised 0.45/fclk amplifier GBW delay-compensation such
as [13] is included.

5.3 Filtering CT †� ADCs

From Sect. 5.2, compromising CT †� ADC performance or conversion efficiency
for a more desirable STF may in fact result in a more efficient radio receiver, albeit
at a lower stand-alone ADC conversion efficiency.

Some publications aim to absorb the channel-selection filter in Fig. 5.1 into
a (monotonic low-pass STF) FB CT †� ADC [19, 20]. Reference [21] also
tackles FF-FB CT †� ADC STF OOB peaking with an embedded filter within
the loop. Other publications attempt to reduce STF OOB peaking in FF CT †�

ADC architectures by turning the peaky STF into a monotonic low-pass filter STF
response through input feedforward coefficients [22]. However, there are a number
of problems with the overall premise of filtering in a CT †� ADC STF.

5.3.1 In-Band Conversion Efficiency Degradation
from Filtering in CT ˙�s

Embedding the channel-selection filter within a FB or a FF-FB CT †� ADC results
in a lower overall power than a channel-selection filter followed by a FB or a FF-
FB CT †� ADC. From [21], we estimate that embedding the filter in a FF-FB CT
†� ADC results in a �50 % reduction in filter power, and a �20 % reduction in
ADC power. This is the result of the first stage of the FF-FB CT †� ADC loop-
filter attenuating the embedded filter noise and linearity contributions, in addition
to a lower ADC noise contribution to the overall noise budget from fewer stages in
the receiver, e.g. a higher (filter-embedded) FF-FB CT †� ADC noise achieves the
same noise overall than a channel-selection filter followed by an ADC. However, the
state-of-the-art filtering (FB or) FB-FF CT †� ADC [20] is much less efficient in-
band than a state-of-the-art SAR ADC [23] that includes a channel-selection filter
[24], and an input buffer with anti-aliasing [25], e.g. 256 fJ/conv.-step for [20] versus
76 fJ/conv.-step for [23] and [24] with [25]. This may be surprising when SAR
ADCs, albeit �3� to �7� more efficient standalone ADCs than CT †� ADCs,
are known to have very demanding anti-alias and input driving requirements [2, 3,
25], i.e. requiring an additional stage of filtering in the radio for anti-aliasing and
a relatively large multiplier of the SAR ADC power to drive it from a buffer at
low-distortion and noise.

Signal filtering at the ADC requires heavy processing of input signal at every
stage of a CT †� ADC loop filter; may that be by injecting input signal from the
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output of the ADC (e.g. with FB loop-filter stages), or by injecting input signal
using feedforward coefficients directly from the ADC input (e.g., [22]). A stand-
alone active-filter is more efficient at filtering blockers than a CT †� ADC when
it does not have to spend dynamic range in each Op-Amp processing quantisation
noise, while a CT †� ADC is most efficient in-band when it does not have to filter
the input signal (monotonically). The power saving from embedding a filter within
a FB or FF-FB CT †� ADC should therefore be weighed against what can be
achieved with a state-of-the-art CT †� ADC and channel-selection filter.

One may compare the embedded-filter FB or FF-FB CT †� ADCs to the most
efficient (FF) CT †� ADC [17] at 28 fJ/conv.-step with an input filter. However,
the STF OOB in a FF CT †� ADC typically peaks near the edge of band and
requires a sharp OOB filter frequency response [26]. The input-filter requirements
for a FF CT †� ADC are comparable to those of a 2.5 times oversampled SAR
ADC anti-aliasing filter, but at a much lower stand-alone in-band ADC conversion
efficiency (sub-10 fJ/conv.-step [23] vs 28 fJ/conv.-step [17]) and an inability to
reuse the existing channel-selection filter that already exists in the radio (Fig. 5.1)
[13]. Reference [4] proposes inserting a low-pass filter and its inverse in a FF CT
†� ADC to achieve a low-pass STF in a FF CT †� ADC and deal with the STF
peak with no impact on the loop-filter, but this comes at the cost of an impaired loop
stability at high clock frequencies.

Another important factor to consider with filtering ADCs is the sensitivity of the
STF to process parameters [27], when an FIR DAC is included. [27, 28] propose
the dual-feedback architecture to reduce sensitivity to process mismatch for a NRZ
DAC. Figure 5.4 shows the sensitivity of a low-pass STF in a FF CT †� ADC to
RC component mismatch with a short and a long FIR DAC. The STF reaches a large
OOB gain peak near the edge of band with a long FIR DAC that will impact in-band
DR in the radio when component mismatch is considered.

5.3.2 ADC Out-of-Band Performance

Filtering ADCs tend to provide better OOB linearity-intermodulation performance,
e.g. OOB IIP3, when compared to a cascaded filter stage with an ADC stage. This
is a result of a blocker filter with gain embedded within the CT †� ADC loop.
However, OOB linearity is not equally critical across the radio receiver chain.

OOB non-linearity in the RF stages of a radio cause a loss in selectivity expressed
as cross-modulation and/or desensitisation, from the intermodulation product of
blockers falling in the channel of interest. Deterministic signals are not spectrally
efficient, so modern radios transmit noise-like signals with a high peak-to-average
ratio that is in the order of 12 dB for OFDM in WLAN or 10 dB for WCDMA
in cellular. Unlike signals at RF stages of the receiver that are defined as rms,
ADC performance is defined relative to a hard and deterministic limit: supply or
digital full-scale at 0 dBFS. OFDM or WCDMA signals are backed-off by their
peak-to-average ratio to accommodate their peak below 0 dBFS at the ADC output
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Fig. 5.4 STF robustness in a delay-compensated FF with a low-pass STF with 100 MC samples
and RC calibration

and avoid clipping. OOB linearity therefore has a 10–12 dB less weight than
in-band dynamic range in the ADC of a modern radio. An OOB-linearity figure-
of-merit typically used to characterise filters is often used to compare between
filtering ADC performance and a filter followed by an ADC, e.g. FOMfilt D
P=
�

N BW 102=3.IIP3�Pnoise/=10
�

in [19–21]. A more accurate comparison would

weigh OOB linearity, e.g. IIP3, lower than in-band noise, Pnoise, by the peak-to-
average ratio back-off used in the receiver. It’s worth noting that FOMfilt is infinitely
less efficient for a stand-alone non-filtering ADC, i.e. N D 0 in FOMfilt, than any
filtering ADC when in fact OOB ADC linearity and ADC filtering play a secondary
role in a radio receiver.

In summary, conversion efficiency and jitter-noise sensitivity (through FIR DAC
length) in CT †� ADCs with a FF loop filter component are directly correlated with
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Fig. 5.5 A FF CT †� ADC with flat STF from input feedforward coefficients, Cx

radio-blocker performance degradation in a radio in terms of dynamic range in-band
with an increasing OOB STF peak. However, the OOB IIP3 improvement gained
from ADC OOB filtering rates much lower than in-band ADC performance due to
the peak-to-average ratio back-off in OFDM or WCDMA signals. Fundamentally,
a CT †� ADC STF should not provide OOB gain, while achieving monotonic
filtering at the STF comes at a higher cost for a low benefit. A flat STF in an FF
CT †� ADC has a lower impact on FF loop-filter scaling with a maximised ADC
conversion efficiency and the least aggressive insertion possible of signal from the
input, with the same blocker performance degradation of in-band noise than any
other block driving the ADC.

5.4 Flat STF CT †� ADCs

A flat STF in a FF CT †� ADC may be achieved by turning Ha(s) in (5.1) into the
bilinear inverse of the NTF [29] using feedforward coefficients from the ADC input
(Cx in Fig. 5.5).

Figure 5.6 indicates that a flat STF is more robust to component mismatch with
an FIR DAC than a low-pass response in Fig. 5.4. This is due to the fact the feed-
forward coefficients are two orders of magnitude smaller than, say, a low-pass STF
in a FF CT †� ADC. One valid observation is the reduced anti-aliasing attenuation
in the STF of a flat STF, when compared to the inherent STF of CT †� ADCs or a
filtering CT †� ADCs (see Fig. 5.7).

However, a small RC at the ADC resistive input can provide significant additional
signal attenuation around Nyquist at �30 times oversampling. The ADC internal
noise (from a reference or through coupling) present around half the sampling clock
will see as much attenuation as there is with quantisation noise before folding in-
band. Finally, the spread in attenuation around Nyquist due to mismatch reduces its
practical use for a low-pass STF when compared to a flat STF, with a more modest
difference in anti-aliasing when considering the worse-case scenario.
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Fig. 5.6 STF robustness in a delay-compensated FF with a flat STF with 100 MC samples and
RC calibration. Note that anti-aliasing is no worse than in-band quantisation noise with a low
sensitivity

Table 5.2 captures the blocker degradation spread from OOB STF variation in the
low-pass STF of Fig. 5.4 alongside the flat STF of Fig. 5.5 shown in Fig. 5.6, against
the same MC RC-calibrated conditions than in Table 5.1 but over 100 samples. This
quantifies how robust a flat STF is when compared to a low-pass STF in a FF CT
†� ADC. The impact of component mismatch on radio performance is measured
as the 3¢ OOB STF peak the ADC may to achieve in large-volume production and
is denoted as a peak OOB gain blocker margin. This in return defines the margin that
should be allocated for in-band dynamic range loss from OOB blocker gain across
process and mismatch. Table 5.1 shows that a 12-tap FIR FF CT †� ADC is robust
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Fig. 5.7 Close-up around Nyquist, for a low-pass and flat STF with a 12 tap FIR

Table 5.2 STF OOB peak robustness MC over 100 normally distributed samples, for a FF
CT †� ADC with a flat STF and a low-pass STF and GBW delay compensation

2-tap FIR DAC 12-tap FIR DAC
�peak (dB) ¢peak (dB) �peak (dB) ¢peak (dB)

Low-pass STF 0.69 dB 12.28 dB
Peak OOB gain blocker margin 0.09 0.2 3.06 3.13

Flat STF 1.17 dB 6.3 dB
Peak OOB gain blocker margin 0.45 0.24 2.16 1.38

in terms of loop performance and stability. However, a 12-tap FIR DAC results in
a peak OOB over mismatch that is equivalent to a 6 dB loss in ADC conversion
efficiency in a radio in production. This is a significant degradation.

It’s therefore important to quantify how long an FIR has to be with a representa-
tive clock jitter spectrum with a flat STF FIR DAC FF CT †� ADC.

5.5 Clock Jitter in CT †� ADCs

The clock available in a WLAN receiver must have an integrated phase noise that
is at least 0.8ı for 64 QAM, i.e. 0.92 ps of rms jitter at 2.4 GHz (in a cellular radio,
this is closer to 0.5 ps). If we apply a white 0.92 ps (rms) jitter to a single-bit FF CT
†� ADC with a NRZ DAC, where jitter is subject to NRZ.z/ D �

1 � z�1
�

[5], the
ADC noise degrades by 10 dB in Fig. 5.8.
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Fig. 5.8 Jitter degradation in a single-bit FF CT †� ADC with a NRZ DAC and 0.8% integrated
phase noise

If we apply the same jitter noise to single-bit FF CT †� ADC with a 2-tap FIR
DAC, jitter should be subject to FIR.z/ D �

1 C z�1
�

=2 [8]. However, on should
highlight the fact the response of jitter to the FIR is in fact: FIR.z/ D �

1 � z�1
�

=2

[13], due to the strong correlation between DAC output noise transitions from a
common clock noise source. Figure 5.9 shows a 3 dB degradation in the ADC noise
floor from clock jitter when the FIR is included.

This would indicate either a longer FIR or a multi-bit ADC is required, at the cost
of blocker performance degradation or area. However, clock jitter is seldom white.
It is coloured. In the literature it is assumed a white clock-jitter or a white-noise
equivalent of coloured jitter to simplify the analysis [13]. However, this results in a
pessimistic noise jitter contribution.

Figure 5.10 shows a jitter response to a 0.92 ps (rms) coloured jitter with a 2-tap
FIR DAC. The jitter spectrum is based on a simplified 200 kHz BW PLL mask for
a WLAN radio that integrates to 0.92 ps (rms) of jitter.

A 2-tap FIR DAC results in a non-dominant jitter noise in a radio when a more
realistic jitter spectrum shape is considered with the same integrated jitter.

Blockers will also modulate jitter. Figure 5.11 shows the effect of a blocker
modulating jitter noise. The noise floor increases by 8 dB, but remains 18 dB below
the noise floor, resulting in a robust loop with a flat STF response for a modern
radio.
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Fig. 5.9 Jitter degradation in a single-bit FF CT †� ADC with a 2-tap FIR DAC with 0.92 ps
(rms) white noise

5.6 Conclusion

FF CT †� ADCs with an FIR DAC are the most area and conversion efficient CT
†� ADC implementation but are more sensitive to FIR length in terms of STF
OOB peaking and stability. It has been shown that a long FIR may be stabilised but
that a short FIR is sufficient when the colour of typical radio clock jitter spectrum is
considered. A flat STF is the optimal compromise between CT †� ADC conversion
efficiency degradation and receiver blocker performance degradation, when OFDM
back-off is taken into account in OOB ADC linearity requirements. On the other
hand, filtering at the ADC results in a large area and FOM impact for a low return,
especially when compared to a state-of-the-art filter driving a state-of-the-art CT
†� ADC with a flat STF. SAR ADC converter efficiency in a radio suffers from
anti-aliasing and sampling input buffer requirements that burn more power than the
SAR ADC itself, and result in a poorer overall conversion efficiency in a radio, at
76 fJ/conv.-step vs 67 fJ/conv.-step in [13].

This paper confirms that a single-bit FF CT †� ADC with a short FIR DAC in
the feedback and a flat STF is the most power and area efficient implementation in
a modern receiver, when the wider system-level factors of a large-volume consumer
radio device are considered.
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Fig. 5.10 Jitter degradation in a single-bit FF CT †� ADC with a 2-tap FIR DAC with shaped
0.92 ps (rms) jitter

Fig. 5.11 Jitter degradation in a single-bit FF CT †� ADC with a 2-tap FIR DAC with shaped
0.92 ps (rms) jitter and a blocker
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Chapter 6
Continuous-Time MASH Architectures
for Wideband DSMs

Hajime Shibata, Yunzhi Dong, Wenhua Yang, and Richard Schreier

6.1 Introduction: Wideband †� ADC for Communication
Applications

Continuous-time †� ADCs are widely used in the radio signal chain in various
modern wireless communication systems. Continuous-time †� ADCs not only
digitize the input signal but also provide additional benefits such as oversampling
and inherent anti-aliasing. These additional benefits relax the filtering requirements
and simplify the radio signal chain. Since optimized circuit blocks in continuous-
time converters consume lower power for a given noise requirement than their
discrete-time counterparts, radio systems using continuous-time †� ADCs also
enjoy reduced power consumption.

In high-performance radio applications such as cellular base-stations, an IF
(intermediate frequency) sampling radio architecture shown in (Fig. 6.1) is com-
monly used to avoid the quadrature matching problem. The IF of the system
is generally located higher than 1.5 � RF bandwidth to avoid the interference
associated with the second harmonic of the down-converted IF signal appearing
in-band. For LTE applications, a bandwidth up to 200 MHz is required. Therefore
the IF is located above 300 MHz and the signal spans ˙100 MHz around the IF. If a
low-pass †� ADC is employed for this application, the ADC is required to achieve
more than 400 MHz of bandwidth.
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Fig. 6.1 An application of a wideband continuous-time †� ADC in a wireless radio system

In base-station radio applications, power consumption of the ADC is primarily
limited by thermal considerations since the transmitter consumes much more power
than the receiver. Since the trend in base-station design is to include several receivers
(for diversity), an IC power budget of a few Watts leads to an ADC power target of
less than 500 mW. The job of the ADC designer is therefore to design a low-noise,
low-distortion and high dynamic range ADC which digitizes more than 400 MHz
of bandwidth while consuming no more than 500 mW.

The bandwidth of an oversampled ADC is given by

BW D fS
2 OSR

where the OSR is the oversampling ratio, fS is the sampling frequency, and BW
is the raw bandwidth of the †� ADC [1]. The maximum clock frequency is
limited by the combination of the regeneration time constant of the comparator
in the quantizer and the logic delay from the quantizer to the feedback DAC [2].
Nanometer CMOS process technologies have enabled continuous-time †� ADCs
operating at clock frequencies in the GHz range [3–6]. In a 28-nm CMOS process,
a 4-ps regeneration time constant can be achieved, which supports a maximum
clock frequency of approximately 8 GHz. Therefore to achieve more than 400 MHz
bandwidth with an 8-GHz clock frequency, OSR D 8 is required for wideband
wireless radio applications [6].

6.2 Background: Power-Efficient ADC

Typical high-resolution ADC systems consist of series-connected gain stages
followed by a coarse ADC (quantizer) as shown in Fig. 6.2. The final coarse
ADC has a quantization noise power that depends on the full-scale, number of
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Fig. 6.2 Typical high-resolution ADC system

bits and OSR. The overall gain from the ADC input to the final coarse ADC,
G1G2 � � � Gn DQ

Gn, and the quantization noise of the coarse ADC determine the
input referred quantization noise of the overall ADC. In typical high-resolution
ADCs, more than 40 dB of overall gain is needed. To make the following arguments
simple, we assume the allowed maximum input and output signal level of all the
gain stages are equal. Each gain stage may have additional feedback or feedforward
paths to prevent the gain stages from being saturated.

One example of such a high-resolution ADC is a pipeline ADC. Let’s assume that
five gain stages, each having 4� gain, are connected in series and that the final ADC
has 4-bit resolution. In this case, the overall gain is 45 D 60 dB, which suppresses
the quantization noise by 60 dB, providing 10 extra bits when the quantization noise
is input-referred. Therefore, the overall ADC achieves 10 C 4 D 14 bit resolution.

The same argument can be applied to †� ADCs. In the case of †� ADCs,
the overall gain is frequency dependent and represented as a transfer function L0

while a transfer function L1 is used to represent the frequency-dependent gain of
the feedback path [1]. For the sake of simplicity let’s assume L0 D L1 D L. L must
reduce its gain below 0 dB toward fS/2 to keep the †� loop stable. However,
since the bandwidth of interest is BW D fs/(2 OSR), the most important parameter
is jL1(BW)j, the loop gain at the edge of the in-band region.

Now let us discuss the power efficiency of such ADC systems. The power
consumption of each gain stage is proportional to the conductance level at that
stage. The thermal noise power spectral density of a stage is proportional to the
impedance level. As a result, the optimal power allocation for the stages is to scale
the impedance level by

p
T when the gain of the each stage is T. (This argument

assumes the proportionality constant is the same for all stages.) This also suggests
that a low-power and low-noise system needs higher stage gain T, especially in the
first stage. The higher gain also helps to reduce any backend non-ideality such as
distortion.
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In the case of the †� ADC, the first-stage gain to be considered is the first-stage
gain at f D BW. This gain can be used as an index to discuss the power efficiency
of ADC architecture for a given OSR. We discuss the power efficiency of †� ADC
systems based on this argument in the following sections.

6.3 Single-Loop †� ADCs for Low-OSR Applications

As discussed in Sect. 6.1, continuous-time †� ADCs are well-suited to wireless
radio applications. However, †� ADC systems are oversampling systems and
inherently narrow-band because the loop gain has to be decreased below 0 dB at
fs/2. Therefore the challenge for †� systems in wideband radio applications is to
keep the ADC power efficiency at the passband edge and drive the modulator with
a high-frequency clock. We review the traditional †� ADCs with feedback and
feedforward loop filter configurations in this respect and discuss the limitation of
those traditional approaches.

Figure 6.3 shows traditional 3rd-order †� ADCs; Fig. 6.3a is a feedforward
†� ADC, and Fig. 6.3b is a feedback †� ADC. In these †� ADCs, the three-
cascade-connected integrators provide the overall gain from the ADC input to the
last quantizer as discussed in Sect. 6.2. The overall shape of this loop gain L1(z) can
be calculated by the Delta Sigma Toolbox [7] and is shown in Fig. 6.4 assuming
BW D 500 MHz, OSR D 8, fs D 8 GHz and jjHjj1 D 2.5, without the NTF zero
optimization. As shown in this figure, L1(z) has 16 dB gain at BW.

Table 6.1 shows the unity-gain frequency of the each integrator in the loop
filter for both the feedback and the feedforward configurations after dynamic-range
and other scaling. The gain at BW is also shown in the table. As indicated in
the table, the feedback configuration has a first-stage gain below 0 dB while the
feedforward has 11 dB. This difference can be also intuitively understood by the
shape of L1 in Fig. 6.4. In the feedback configuration, the frontend stage forms the
3rd-order path. Therefore the first-stage integrator is designed to have the lowest
unity-gain frequency among the three integrators in the loop filter. Whereas in the
feedforward configuration, the 1st-stage integrator forms the 1st-order path and
thus the first-stage integrator has the highest unity-gain frequency among the three
integrators.

Table 6.1 Stage gain comparison between the feedback modulator and the feedforward
modulator shown in Fig. 6.3

3rd-order Feedback 3rd-order Feedforward

1st-stage unity-gain frequency 169 MHz 1.73 GHz
1st-stage gain at the band edge (OSR D 8) �9 dB 11 dB
STF peaking 0 dB 13 dB
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Fig. 6.3 Traditional †� ADCs: (a) 3rd-order feedforward configuration and (b) 3rd-order
feedback configuration

Fig. 6.4 L1(s) of the 3rd-order †� ADCs calculated by the Delta Sigma Toolbox. fU1, fU2, and fU3

are the unity gain frequencies of the internal integrators
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Based on the efficiency argument in Sect. 6.2, each stage needs to have a gain
T > 0 dB, especially in the first stage. The gain allocation of the traditional feedback
†� ADC contradicts this requirement. Consequently, traditional feedback †�

ADCs are not appropriate for an application requiring OSR � 8.
The feedforward configuration is power efficient based on the 1st-stage gain

argument. However, as discussed in the literature [4, 8], the feedforward architecture
inherently comes with STF peaking. In wireless communication applications, one
of the most difficult usage scenarios is an out-of-band blocker scenario. In that
scenario, the STF peaking requires additional filtering in the radio chain or full-scale
relaxation which limits the dynamic range of the inband signal. Both modifications
diminish the benefits of the simplified radio architecture enabled by continuous-time
†� ADCs. Based on these arguments, we conclude that the traditional single-loop
†� ADCs are not suitable for wideband radio systems with OSR � 8.

6.4 Continuous-Time MASH †� ADCs for Low-OSR
Applications

We argued that the traditional single-loop †� ADCs with OSR D 8 are inefficient
for wideband wireless communication systems. A multi-loop, or MASH, ADC is
a †� ADC in which the internal sub-ADCs or sub-†� ADCs are connected with
residue generation stages in series [5, 6, 8–11].

A simplified block diagram of the residue generation stage is shown in Fig. 6.5.
The input signal is split into two paths: one goes directly to the summer while the
other path goes though the FLASH ADC, the coarse DAC and then connects to the
summer. With this configuration, the summer subtracts the quantized input signal
from the original input signal and the continuous-time difference between the input
signal and the quantized signal is generated as the residue. When the two paths are
designed to match each other, the main component of the residue is the quantization
noise of the coarse ADC. In the ideal case when the frequency of the input signal
is much smaller than the sampling frequency, the residue amplitude is bounded by
(1/M) VFS where the M is the quantization levels of the coarse ADC and VFS is the
full scale of the coarse ADC. However in practical cases, the residue amplitude can
be larger than this bound. Thus we define the cancellation factor k < M such that the
bound on the residue is (VFS/k).

Since the signal level is reduced by a factor of k, a gain block having a gain of k
can be added without saturating the processed signal as shown in Fig. 6.5. Therefore
the overall gain from the input of the ADC to the final coarse ADC shown in Fig. 6.2
can be increased by the cancellation gain k.

The residue generation circuit can be implemented using regular circuit blocks
used in traditional †� ADC systems, a coarse ADC, a coarse DAC, and summation
nodes provided by an opamp in the active-RC filter as shown in Fig. 6.6.
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Fig. 6.5 Residue cancellation operation: (a) residue cancellation stage and (b) residue cancella-
tion waveforms

Fig. 6.6 Active-RC implementation of the residue generation circuit

Example MASH ADC systems are shown in Fig. 6.7. Figure 6.7a is a traditional
MASH ADC where a frontend †� ADC and a backend †� ADC are connected
through a residue generation circuit. The overall gain from the ADC input to the final
coarse ADC can be increased for two reasons. The first reason is due to the residue
cancellation gain k, discussed above. This gain can be a flat gain over frequency.
The second reason is due to the additional low-order path gain(s) provided by the
MASH configuration. In a single-loop †� ADC, gain stages can be inserted as
needed but the bandwidth of the additional stages has to be decreased to satisfy
stability requirements. In the MASH configuration, the additional gain stages can
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Fig. 6.7 MASH ADCs. (a) Traditional MASH. (b) ¿–x MASH

be in a different loop so that low-order wide-bandwidth gain stages can be added
in the gain chain from the ADC input to the last quantizer. Therefore the additional
stages increase the gain at the band edge.

The MASH ADC structure shown in Fig. 6.7b is a 0-x MASH ADC, which
consists of the residue generation stage followed by a traditional †� ADC [5, 12–
15]. In this configuration, the signal amplitude provided to the †� ADC is reduced
by the cancellation factor k so that the first-stage gain of the backend †� ADC can
be increased by k. Therefore this configuration also increases the overall gain from
the ADC input to the last quantizer.

In the MASH examples in Fig. 6.7, the diagrams are drawn in a redundant fashion
for explanation purposes. In an actual implementation, the gain block k can be
merged into the backend †� ADC by scaling the first DAC and the first integration
capacitor in the backend †� ADC.

In Sect. 6.2, we discussed how the ADC power efficiency can be estimated based
on the first-stage gain at BW. Next we investigate the power efficiency of the MASH
ADC in the same style. The first-stage gain of the traditional MASH is the same
as the traditional †� ADC because the frontend ADC is identical to a traditional
single-loop †� ADC. However in a MASH configuration, low-order †� ADCs
can be cascaded together to achieve the required overall gain where each gain stage
still provides a gain at BW higher than 0 dB. Therefore a MASH ADC with cascade-
connected low-order †� ADCs can be a candidate for a wideband ADC achieving
OSR D 8. Similarly, the first integrator gain of the 0-x MASH ADC can be higher
than in a traditional †� ADC because the signal amplitude provided by the backend
ADC is reduced by the cancellation factor k.
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Other interesting properties of the 0-x MASH are the implementation cost and
the thermal noise impact. The 0-x MASH requires four additional blocks: a coarse
ADC, a coarse DAC, a summer and a gain block. However the summer and the
gain block k can merged into the backend †� ADC. Also the DAC can be identical
to the first DAC in the traditional †� ADC. Therefore the remaining additional
blocks are the FLASH in the residue generation stage and the DAC in the backend
†� ADC. However, since the DAC in the backend ADC is scaled, it consumes
a fraction of the power consumed by the first DAC. Also, the additional FLASH
ADC can be replaced with a more efficient SAR or VCO-based ADC, and thus the
power penalty associated with the 0-x architecture can be small. Consequently, the
traditional MASH and the 0-x MASH can be used for OSR D 8 applications and we
expect the 0-x MASH will be more power efficient.

6.5 Residue Generation in Continuous-Time MASH ADCs

As discussed in Sect. 6.4, a continuous-time MASH †� ADC is an ADC consisting
of two or more sub-ADCs (often †� ADCs) connected together with continuous-
time residue generation circuits. Since the ADC performance is essentially limited
by the circuits in the gain chain, we now discuss the properties of the residue
generation circuit in detail.

Discrete-time residue generation circuits have been used in pipeline ADCs or
discrete-time MASH †� ADCs for many decades [10]. In contrast, the residue gen-
eration circuit used in continuous-time MASH ADCs has not been well discussed
in the literature. For a discrete-time residue-generation circuit, the amplitude of the
residue is limited within ˙0.5 LSB of the coarse DAC when the components are all
ideal. However in continuous-time residue generation, the amplitude of the residue
can be higher than ˙0.5 LSB of the coarse DAC for two reasons. The first reason
is transfer function mismatch between the main path and the cancelation path. The
second reason is due to the DAC image signals.

A primitive residue generation circuit is shown in Fig. 6.8 along with the
FLASH-DAC timing diagram. The transfer function G0(s) represents the main path
and GFD(s) represents the cancellation path. As shown in the timing diagram, the
DAC outputs the signal based on a quantized signal one clock (TCK) earlier. Also,
assuming non-return-to-zero waveform, the DAC outputs a constant current for a
whole clock period. Therefore the two transfer functions can be written as

G0.s/ D 1

2R

and

GFD.s/ D IFS

VFS

1 � exp .�TCKs/

s
exp .�TCKs/
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Fig. 6.8 Transfer functions in the residue generation circuits

where G0(s) and GFD(s) are the transconductances through the resistor R and the
FLASH-DAC path, respectively. IFS and VFS are the full-scales of the current-output
DAC and FLASH ADC. The full-scales are adjusted to match the transfer functions
at DC:

IFS

VFS
D 1

2R

Using these two transfer functions, the residue error current can be written as

IRES.s/ D fG0.s/ � GFD.s/g VIN.s/

As shown in this equation, even if the magnitude of the two transfer functions match
at DC, the residue error current increases as frequency increases. Figure 6.9a plots
the normalized residue error current vs. frequency. As shown in the figure, the error
reaches 10 % even at OSR D 50. At OSR D 8, the error is 58 % and the cancellation
gain is thus limited to k < 1/0.58 D 1.7 even if a fine-resolution FLASH and DAC
are used in the residue-cancellation stage. Clearly, transfer function matching is
essential in a continuous-time MASH ADC.

This matching error can be reduced by introducing additional components in
either or both of the transfer functions [5, 6, 13, 16, 17]. Since the DAC’s sinc
response only changes its magnitude by less than 1 % at OSR D 8 and 2.5 % at
OSR D 4, matching the phase or the delay is more important. Since the middle
of the DAC pulse is at 0.5 TCK, the effective delay through the FLASH-DAC
path is 1.5 TCK. The equivalent phase rotation can be introduced by replacing the
transconductance 1=2R in the main path with an all-pass network such as: (a) a
terminated delay line, (b) a terminated LC lattice delay line, or (c) an RC lattice
delay line, as shown in Fig. 6.10. All the networks have a constant transconductance
but rotates its phase. The matching improvement can also be implemented in
the FLASH-DAC path by adding an inverse-delay transfer function. However the
frequency range is limited due to the need to satisfy causality [16].
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Fig. 6.9 Normalized residue error current. fS D 8 GHz

Fig. 6.10 Phase matching networks in the continuous-time residue generation circuit

The residue error of each case is depicted in Fig. 6.9 as well. As shown in Fig. 6.9,
the transmission lines provide the best cancellation because the phase response of
the two transfer functions are identically matched and the only difference is the
sinc magnitude difference. Unfortunately, the transmission line trace length for 1.5
TCK delay on silicon is lTL D 1:5 TCK cp

"r
D 28mm, where c is the speed of light

and "r is relative dielectric constant of silicon. This length is not practical for
integration even if the trace is folded. The cascaded LC lattice delay line is the
second best, supporting k > 20 even at OSR D 4. However, since on-chip inductors
can be susceptible to external magnetic flux, introducing such components in the
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Fig. 6.11 Residue generation in time domain. fS D 10 GHz and fsignal D 1 GHz

frontend of the ADC is a concern. Also the inductors realizing the required values
occupy significant silicon area. Therefore the most attractive choice is an RC-lattice
implementation. With the RC lattice arrangement, the error magnitude is 1.7 % of
the full scale at OSR D 8, which is still smaller than a 4-bit cancellation residue of
1/16 D 6 %. However the error quickly increases at high frequencies. At OSR D 4,
the cancellation error reaches 12 % and thus the cancellation of out-of-band signals
is eventually limited.

In the case of continuous-time residue generation, the cancellation DAC injects
image signals also at 2nd, 3rd and higher Nyquist frequencies following the sinc(s)
envelope. Figures 6.11 and 6.12 show the residue generation waveforms in the
time domain and in the frequency domain, respectively. In the frequency domain
plot, it is obvious that only the 1st Nyquist component is used for cancellation
and the other terms remain. These residual image signals also potentially limit
the achievable cancellation gain k. Since the 2nd and 3rd Nyquist image signals
follow the sinc(s) envelope, the magnitude increases when the fundamental signal
frequency increases. For example, a 500 MHz signal at OSR D 8 and fs D 8 GHz
creates image signals at 7.5 and 8.5 GHz, each having 6 % of the fundamental
magnitude. With a 1 GHz input signal, the image appears at 7 and 9 GHz with
14 % of the fundamental magnitude. These image signal levels are higher than
the 4-bit cancellation residue level in the 1st Nyquist zone as shown in Fig. 6.12.
Therefore a sub-ADC driven by the residue generation circuit needs to handle such
high-frequency image signals.
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Fig. 6.12 Residue generation in frequency domain. fS D 10 GHz and fsignal D 1 GHz

6.6 MASH †� ADCs Implementations in 28 nm CMOS

We reported two wideband continuous-time MASH ADCs implemented in a 28 nm
CMOS technology [5, 6]. In this section we discuss the benefits and drawbacks of
those two ADC architectures in the context of wideband wireless communication
applications. Simplified block diagrams of the two ADC systems are shown in
Figs. 6.13 and 6.14, and the architectural comparison is summarized in Table 6.2.
The first design shown in Fig. 6.13 is a 0-x MASH with a 4-bit FLASH ADC
as a frontend ADC and 3rd-order feedforward †� ADC as a backend ADC (0-
3FF MASH). Those frontend and backend sub-ADCs are connected by a residue
generation circuit. The phase matching network in the residue generation circuit
consists of an off-chip transmission line. The second design is a continuous-time
MASH employing a 1st-order †� ADC as the frontend and a 2nd-order feedback
†� ADC as the backend (1-2FB MASH). The two sub-ADCs are connected though
the RC delay line discussed in Sect. 6.5. The OSR target of the second design is
OSR D 8. At this OSR D 8 target, a 1st-order RC all-pass delay network is sufficient.
The FLASH ADCs in the 1-2FB MASH have 17 levels.

Both MASH ADCs increase the cancellation gain by virtue of the residue-
generation circuits. The 0-3FF and 1-2FB enjoy 16/6 � 2.7� and 6� cancellation
gains, respectively. These cancellation gains are determined by considering the
cancellation DAC resolution, transfer function mismatches, and DAC image signal
magnitude in addition to the circuit non-idealities such as the offset of the
comparators in the FLASH ADC.
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Fig. 6.13 0-3FF MASH ADC

Fig. 6.14 1-2FB MASH ADC

The immunity to out-of-band blocker signals is an important metric for †�

ADCs in wireless communication applications. The 1-2FB design has better
immunity than the 0-3FF design because the frontend †� ADC also provides a low-
pass filtering function whereas the frontend ADC in the 0-3FF architecture does not
provide any filtering but also injects image signals.

All †� ADCs consist of three main circuit blocks: loop filter, quantizer and
DAC. In the active-RC loop filter, the amplifier is the main active circuit. In the 1-
2FB MASH, a 5th-order feedforward amplifier, shown in Fig. 6.15, is employed
in the integrators [4, 18]. The feedforward opamp design is used to satisfy two
conflicting requirements, namely moderate phase shift at fs /2, and high gain at
BW. The low-gain, high-bandwidth 1st-order path in the amplifier satisfies the
first requirement. The high-gain, low-bandwidth path through the gm4a-gm5b-
gm5c-gm3c-gm2c path satisfies the second requirement and thereby provides
low-distortion operation for in-band signals.

The DACs used in both the 0-3FF MASH and the 1-2FB MASH are push-pull
current steering DACs [19]. One of the DAC slices is shown in Fig. 6.16. PMOS
and NMOS sub-DACs are driven by the same digital signal to minimize the thermal
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Fig. 6.15 AMP1 in Fig. 6.14

noise injected into the summing node for a given full-scale current. The majority of
the block is powered with 1.0 V core voltage while extra supply voltages of 1.8 and
�1.0 V are provided to the DAC current sources to reduce their thermal noise.

The performance of the ADCs is summarized in Table 6.3. The 0-3FF MASH
design and 1-2FB MASH have OSR D 30 and 8 with 3.2 and 8 GHz clock
frequencies, respectively. The single-tone spectra in Figs. 6.17 and 6.18 show
bandwidths of 53 and 465 MHz with �166 and �160 dBFS/Hz noise densities.
In both designs, the digital output streams V1 and V2 from the frontend and the
backend ADCs are combined via a digital filter to minimize the in-band noise. The
performance of the 1-2FB design satisfies the wideband high-performance IF radio
applications discussed in Sect. 6.1.

Die photos are shown in Fig. 6.19. The power efficiency of each ADC can be
quantified via the thermal noise figure-of-merit FOM D DR C 10 log10(BW/P) [1].
A FOM plot using published ADC data points is shown in Fig. 6.20 [20]. The 0-3FF
MASH design achieves FOM D 171 dB, which is competitive among converters
having BW D 50 MHz. The 1-2FB MASH achieved the widest BW among the †�

ADCs published as of this writing. However, the FOM of this ADC drops to 159 dB
because of the high clock frequency and the lower-efficiency ADC architecture.
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Fig. 6.16 DAC slice in MASH ADCs

Table 6.3 ADC performance summary

0-3FF MASH [5] 1-2FB MASH [6]

Process technology 28 nm CMOS 28 nm CMOS
Active area 0.9 mm2 1.4 mm2

Supply Voltages 0.9 V/1.8/�1.0 V ˙1 V/1.8 V
Power (P) 235 mW 890 mW
Sampling rate (fs) 3.2 GHz 8 GHz
Bandwidth (BW) 53 MHz (OSR D 30) 465 MHz (OSR D 8.6)
Input full scale 2.5 Vp-p, diff 2.0 Vp-p, diff
Average NSD (small signal) 4.3 nV/

p
Hz (�166 dBFS/Hz) 7.1 nV/

p
Hz (�160 dBFS/Hz)

Dynamic range (DR) 87 dB 72 dB
Peak SNR 83 dB 68 dB
Peak SNDR 70 dB 67 dB
FOM D DR C 10log10 (BWIP) 171 dB 159 dB

6.7 Conclusions

The reasons for employing continuous-time MASH †� ADCs in wideband
wireless communication application was discussed. In wideband applications with
an OSR less than ten, the MASH ADC structure is inevitable from an effi-
ciency perspective. MASH architectures require continuous-time residue generation
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Fig. 6.17 Single-tone output spectrum of the 0-3FF MASH ADC with and without an external
high-pass dither signal

Fig. 6.18 Single-tone output spectrum of the 1-2FB MASH ADC

circuits, and the important properties of this circuit were discussed in detail.
Two wideband MASH ADC implementations were compared in the context of a
wideband radio receiver and it was shown that a MASH ADC can be designed to
satisfy the requirements of a high-performance radio having IF D 300 MHz and
BW D 200 MHz while achieving a respectable power efficiency.
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Fig. 6.19 Die photo of (a) 0-3FF MASH ADC and (b) 1-2FB MASH ADC

Fig. 6.20 FOM vs. BW plot
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Part II
Automotive Electronics

The second part of this book is dedicated to recent developments in automotive
electronics. The first chapter introduces the current status and outlines future
directions. The second and the third chapter deal with power distribution in car
environment. The last three chapters address the development of signal processing
devices. The fourth chapter discusses robust ADCs, the fifth chapter deals with
capacitive sensor front-end for automotive application. Finally, the sixth chapter
discusses the design of an advanced accelerometer for smart tyres.

The first chapter, by Herman Casier, describes how electronics are rapidly
becoming the major driver in new car developments. Since their humble beginnings
in entertainment and driver comfort systems, they have gradually been used to
optimize car behavior and are now beginning to take over more and more of the
tasks of the human driver.

In the second chapter, Andreas Kucher discusses how power distribution is the
overall term that describes how electrical power is transferred from its source to
the different loads in a car. To overcome current limitations on the power net,
relays and fuses should be replaced by semiconductor equivalents to reduce cost,
power losses and vehicle weight. Moreover to gain more system benefits, the wiring
harness, switches and loads have to be co-optimized. The main challenges for the
required semiconductor devices are increased power capability, high reliability, self-
diagnosis capability and low idle/quiescent currents.

The third chapter, by Bernhard Wicht, covers the design of highly integrated gate
drivers and level shifters for high-speed, high power efficiency and dV/dt robustness
with a focus on automotive applications. Such need for such circuits will be driven
by the introduction of a 48 V power net in addition to the existing 12 V net.

In the fourth chapter, Carmelo Burgio and Mauro Giacomini present the develop-
ment of a low-complexity digital self-calibration technique for a 12-bit SAR ADC
for automotive applications in 40 nm CMOS. A key feature is that the ADC’s DAC
is split into an un-calibrated, binary, LSB part and a calibrated, thermometric, MSB
part.

Capacitive sensor developments for automotive are discussed in the fifth chapter,
by Paolo D’Abramo. In automotive electronics, capacitive sensors play a significant
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role because they can indirectly monitor many different physical quantities with
the advantage of a contactless implementation. The design challenge is then how
to implement high performance capacitive-sensing solutions, with relatively easy
and low-cost construction, which can tolerate the harsh automotive electrical and
environmental conditions.

Finally, Piero Malcovati presents the design of a low-power analog front-end for
a 3-axis MEMS capacitive accelerometer. It consists of an analog preamplifier to
boost the sensor’s output, followed by a SAR ADC. Power minimization is achieved
by using a continuous-time preamplifier to realize a constant-charge capacitance-to-
voltage conversion and a SAR ADC with a split capacitive array.



Chapter 7
Trends and Characteristics of Automotive
Electronics

Herman Casier

7.1 Introduction

After some difficult years, the market for light vehicles is predicted to grow steadily
in the coming years by around 4 % per year to 110 m vehicles in 2020 [1].
The growth rate of electronics within the car is much higher and—despite the
continuously decreasing cost of semiconductors—their share of the total car cost
is predicted to reach 35 % in 2020 and 50 % in 2030 [2]. Where cars started as
pure mechanical machines, fully controlled by the human driver, they are now
complex electronic systems with optimized mechanical performances and increased
comfort and safety for the driver. At this moment, the powertrain, chassis and
body electronics are already well developed and new electronics developments are
focusing more on safety, driver comfort and convenience and on advanced driver
assistance systems (ADAS). The ultimate goal is the autonomous, driverless car,
which is now advertised by different manufacturers and generates a lot of attention
in the media. In the first paragraph the history and the future trends of automotive
electronics and the disruptive nature of the driverless car will be discussed in more
detail.

In parallel with this trend towards autonomous, driverless cars, a lot of effort
in the automotive industry is also devoted to more energy efficient and cleaner
vehicles e.g. mild and full hybrid vehicles, battery and fuel cell electric vehicles : : :

Although this evolution requires a lot of electronics, it is mainly driven by the
improvements of the energy sources, their energy content, weight and volume,
lifetime, safety, refueling time and infrastructure : : : This trend is not driven by
automotive electronics and is not further discussed here.
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Semiconductors for automotive electronics are often perceived as not state-of-
the-art and lagging mainstream chip design and technologies. This perception is
now disappearing for the advanced micro control units (MCU), used in the advanced
driver assistance systems [3], but remains for the large number of mixed signal
ASICs used in the car. Indeed, many ASICs in the car use mature mainstream or
special high voltage technologies with less advanced lithography and the signal
processing specifications of the circuits are typically lower than for commercial
systems. But, this is due to the very high reliability and safety requirements and
to the “hostile” car environment in which these systems have to remain fully
functional [4]. The high and spiky supply voltage, the extreme temperatures and
the harsh interferences are very tough boundary conditions for automotive ASICs.
Furthermore, low total system cost prohibits extensive environment shielding and
protection of the circuits. These specific automotive characteristics and their effects
on technology and circuit design are discussed in the second paragraph.

7.2 Trends in Automotive Electronics

The auto-mobile started as a pure mechanical system and remained a high perfor-
mance mechanical system during more than half a century. Apart from the ignition
system and the radio, introduced by the Galvin corporation in 1930 (Motorola) and
by Ideal (Blaupunkt) shortly after, no electronics were used in the car. It was indeed
difficult to compete with very cost efficient mechanical and hydraulic systems.

Electrical and electronic systems were introduced first as special and expensive
features in high-end cars, mainly focusing on engine improvements, driver conve-
nience and safety e.g. electronic injection, air-conditioning, airbags : : : While most
of these applications were easily adopted by the driver community, some safety
measures, with a direct impact on the driver and the passengers, raised controversy
e.g. the still ongoing safety belt discussions. Airbags are another example of the
human reluctance to trust new developments. Airbag patents for automotive use
were already registered in 1951 in Germany and the US and were offered in the early
1970s as a high-end car feature [5]. Despite their proven safety improvement, the
introduction failed commercially. They were reintroduced in the 1980s by Mercedes
and deployed as standard equipment in addition to seatbelts in several high-end cars
by the end of the decade.

Seatbelts were also introduced in the 1950s but were not generally installed in all
cars, despite their high efficiency in saving thousands of deaths on the road. Laws
had to be voted requiring fitting and wearing seatbelts in all cars, including mid-
range and low-range cars. Legislation is indeed an important driver for electronics
in the car by mandating better pollution, safety and traffic control systems in line
with technological possibilities.
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Car electronics are now also embraced by car manufacturers for their higher
flexibility in manufacturing, easier model and upgrade differentiation and better ser-
vicing. Furthermore, new advanced features have become an important commercial
differentiator between car manufacturers.

7.2.1 Automotive Electronics Evolution

The pioneering stage of horseless carriage ended around 1890 with the first
regular series production of gasoline cars on a small scale in France. Soon other
manufacturers in France and the U.S. followed with ever larger scale production
facilities in moving assembly lines. These first cars were purely mechanical systems
and required high technical skills to drive them and keep them going. Roads at that
time were not adapted to car traffic but traffic was very low anyway.

After World War I, car prices had plummeted down and “Automobiling” was
no longer a privilege for the rich but became accessible for everyday people. Traffic
increased considerably and the number of motor-vehicle fatalities increased sharply.
As a result, nation-wide traffic laws for cars were issued. Driver-licenses became
mandatory and because the required technical skills to drive a car remained high,
these licenses also included a technical exam. To cope with the increased traffic,
roads were enlarged and the first highways were built in Germany in the 1930s. Cars
were increasingly used for long trips and to make these journeys more comfortable,
the first electrical appliances, head- and tail-lamps, radio, wiper/washers : : : were
installed in the cars. These first electrical systems were only introduced in non-
critical areas: driver comfort, information and entertainment. The low intelligence
electrical systems had no impact on engine performance nor on driver or driver
skills. They were typically pushbutton controlled on/off systems and were stand-
alone systems, not requiring any communication to other electrical systems in the
car (Fig. 7.1).

After World War II, traffic became even more dense and the focus of driver-
licenses shifted to driver skills and traffic rules. The technical exams disappeared
since the cars became more reliable and easy to use. More highways were built in
Europe and the U.S. and attracted even more traffic. More electronic systems entered
the car for engine optimization (e.g. fuel injection), comfort and convenience (e.g.
air-conditioning, cruise control), active and passive safety (e.g. airbags, ABS) and
driver information and entertainment (e.g. GPS, service warnings). These increas-
ingly complex and intelligent electronic systems optimized and controlled the
engine performance and supported, but not controlled, the driver through reactive
correction of driver errors (e.g. traction control, ESP, brake assist system). The
advanced Electronic Control Units (ECU) require accurate sensors, powerful signal
processing and communication with other ECUs in the car. Their communication
and impact however remained within the car shell.

In the last 20 years, a third phase of automotive electronics has started. Electronic
systems now gradually control more critical applications (e.g. adaptive cruise
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Fig. 7.1 VW Beetle 1954, complete electrical schematic

control, anti-collision radar, automatic car parking : : : ) Since these intelligent
systems can be authorized by the driver to take over full car control in well-defined
situations and can also proactively prevent dangerous situations inside and around
the car without driver control, they have to be very robust and safe. They are
also increasingly complex. Nowadays, a typical car contains around 90 ECUs, 170
sensors, more than 15 million lines of code, and a few kilometer network with more
than 1000 connection points [6].

7.2.2 Steps Towards Autonomous Driving

It is not realistic to rethink human mobility from scratch and devise a whole new
traffic system for autonomous cars since this would require the replacement of all
current cars and road infrastructure at once by a new system. In reality, autonomous
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cars and human driven cars will share the road for a long time. Hence, the electronic
system that replaces the driver in an autonomous car must start from the human
behavior of the driver [7]. Human senses, vision and hearing, can be replaced
by sensors and communications. Human decision making however is much more
difficult and requires huge amounts of software and continuous improvement by
learning. The human decision making also depends on a large memory of human
behavior, geographical situations and environment conditions (e.g. human body
language, weather, road pavement : : : ). Human behavior is also culture specific and
not easy to reduce to an algorithm (e.g. a speed limit is interpreted differently by
human drivers in different countries and an autonomous car which obeys every
traffic law and speed limit will impede traffic flow and make other drivers nervous
in many countries). Sensors, memory and software are key requirements to replace
the human driver in the autonomous car.

Ultimately, the human mobility system could then become a traffic network,
which takes control of the macro movements (upper layers) of the autonomous
cars. Each autonomous car executes full control of the car and the immediate
surroundings and communicates with neighboring cars and with local traffic signs.
The driver is now a passenger for the complete or at least most of the journey. In such
system, the car functions as a personal public transport with the highest flexibility.
This is a disruptive vision of future mobility and opens new perspectives for the
society on top of the mobility aspects. Although this landmark may be reached
technically within 10–15 years for high-end cars, the adoption by the society and
the penetration in lower-class vehicles is expected to be much slower [8]. It will
also be an evolutionary process in which three phases can be distinguished [9].

In a first phase, driving is partially automatic. In a number of well-defined,
not complex driving situations, the human driver can hand over control to the
autonomous driver but he must be prepared to retake control instantly if unforeseen
conditions occur. In this phase, the full responsibility and liability remains with the
human driver. Examples of such driving situations are cruising at high speed on
a highway where no crossing traffic can occur or driving at low speed in a traffic
jam where no fast movements from other drivers are expected. These situations are
monotonous and boring for the driver and his concentration can easily fade away.
This is dangerous since handover to a sleepy driver can take more than 18 seconds,
while a vigilant driver can react within one second [10]. The car must either detect
fatigue, drowsiness or distraction of the driver and keep him alert or the car must be
already intelligent enough to drive itself into a safe condition.

The next phase is highly automated driving where the autonomous driver handles
very complex driving situations and recognizes, well in time, unknown driving
situations. The autonomous driver then alerts the human driver to take over control
and turns to safe operation until the driver reacts. Car to car and traffic sign to
car communications and a developing traffic network control on major roads will
augment the performance. The autonomous driver will be able to handle all car
to car interactions on highways, rural roads and city streets. Interactions between
the car and pedestrians though will be much more unpredictable due to difficult
interpretation of human reactions and body language. In this highly automated
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driving phase, the human driver cedes full control to the electronic system and
this will inevitably lead to legal issues regarding responsibility and liability of the
driver or the car/ADAS manufacturer in case of accidents. Confidentiality of the data
exchanged with other cars, with the traffic network and with the car manufacturers
is also an important legal issue.

As described above, the last phase is the fully autonomous car, which completely
replaces the human driver. The car functions as a personal public transport with high
comfort and flexibility and can also move without a human driver inside. This opens
up new possibilities. If public transport becomes so comfortable and flexible, there
will be less incentive to buy and own your personal car, which is sitting idle 90 % of
the time. This is a trend, which is already seen with young adults in Europe, who live
in a city and extensively use public transport, despite its current inflexibility and lack
of comfort. It is tempting to imagine mobility-on-demand with a pool of cars, small,
medium and large size for short, medium and long distances. Customers would call-
up a small or medium car for shopping and work commuting and a long distance
car for business trips and leisure. Because they can rapidly move without driver,
these cars do not stay idle at the customer premises and they can be concentrated
in a few parking buildings in the city or constantly drive around to lower pick-up
time of customers. Such shared mobility system would drastically lower the total
number of cars by lowering their idle time and reclaim living area in the cities
by eliminating their parking spaces. A smart traffic network with smart cars will
also smooth urban traffic but traffic congestion is not expected to decrease since
travelling by car will become more convenient and more people, including people
who are currently unable to drive, will drive longer distances. Such mobility-on-
demand is however only a viable approach in cities and not in rural areas. Also the
car is still very much an individual status symbol and many drivers enjoy driving,
which is not expected to change rapidly.

It will be a formidable technical task to build the autonomous car, the car to
car and traffic sign to car communication system and the traffic network control
system. Safety, predictability and protection against malicious attacks are key
issues in this development. The system will also coexist with non-autonomous
cars, with pedestrians, with unpredictable kids, with animals, with unforeseen road
obstacles : : : Pedestrians and human drivers are likely to exploit known weaknesses
in the system to their advantage (e.g. not allowed street crossing or priority taking
since the autonomous car will obey the law and yield anyway). Unless standardized,
manufacturers of the ADAS systems are likely to compete on human behavior
algorithms. This could give some car types an, considered unfair, advantage over
other cars. Eventually the current ranking of high-end, mid-end and low-end cars
would shift to a first-class, business-class and economy-class ADAS system ranking.
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7.3 Characteristics of Automotive Electronics

The main differences between automotive and typical commercial electronic sys-
tems are due to the supply by the car battery, the distribution of the system ECU’s
over the whole car-body and the stringent safety requirements for automotive
applications.

Although the mainstream lead-acid battery is nominally 14 V, the supply voltage
to the ECU’s shows a large variation: typically 5 to 40 : : : 60 V and it is polluted
by various interfering signals. Due to new, high-power applications in the car and
stringent emission requirements there is an evolution to implement a second 48 V
Lithium battery for high-end and for mild-hybrid cars. This battery voltage is less
polluted and the maximum ECU supply voltage is in both cases quite comparable.
Internal in the ECU, standard low voltages are used for the high complexity signal
processing MCU’s and memories but the ASICs at the borders of the ECU must
cope with the high voltages and disturbances on their supply pins, communication
pins, sensor inputs and actuator outputs.

The distribution of the ECU’s and the communication networks over the whole
car-body make them vulnerable to EMC, ESD and transients. Shielding cannot
be used for its extra cost and weight. As a consequence, EMC and ESD are very
tough constraints in automotive design in contrast with most commercial electronic
systems, which operate in much better shielded environments.

A major reason for the distribution of ECU’s over the car-body is to bring
them closer to sensors and actuators. This improves speed and accuracy of the
applications but exposes the ECU’s to the high temperatures in some car-locations.
These high temperatures exceed the industrial and also the military (125 ıC
ambient) temperature range and there is a strong push for further increase. This puts
chip design, chip reliability, package materials, PCB materials and manufacturing
under pressure. In extreme temperature cases special technologies and packages
have to be used.

Finally, since more and more critical car-functions are controlled by electronics,
safety, reliability and predictable error behavior of the applications are vital and the
communication between the ECU’s must remain reliable and dependable under all
conditions.

In conclusion, automotive electronics must fulfil all classical design challenges:
low cost, fast time-to-market, complete functionality, low power consumption,
testability : : : On top of this they must also be designed according to the highest
safety and reliability standards, cope with high voltages and large supply variations,
function up to high temperatures, sustain large ESD pulses, not disturb neighboring
applications and remain functional in the presence of large EMC and transient
interferences.
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7.3.1 Quality and Safety

The automotive industry has always been known for its very high reliability
requirements. All classical reliability techniques are used in design and test: six
sigma design, worst case and degradation simulation, high test coverage, IDDQ,
Vstress and other advanced tests : : : On top of this other reliability engineering
methods are used such as FMEA (Failure Mode and Effect Analysis) and FTA (Fault
Tree Analysis). The former is a bottom-up, inductive evaluation of failure effects and
becomes tedious for complex systems. The latter is a top-down, deductive chain-of-
events tree model leading to the accident and assumes independence of failures,
which is not always true.

Safety however is not the same as reliability [11, 12]. Where reliability focuses on
component failures and their MTTF (Mean Time To Failure), safety of a complex
system can be impacted even when no components fail their specification due to
e.g. incomplete concepts and specifications or human or procedural interactions.
The contrary can also occur. Therefore ISO 26262 [13] is now used to make safety
part of all phases of the product lifecycle: management, concept, system, hardware,
software, development, production, operation, service : : :

From the discussion above on autonomous driving, it is clear that the require-
ments for safety of the complete ADAS will not decrease but become more stringent
in the future.

7.3.2 High-Voltage

The mainstream lead-acid battery is a fairly reliable and production proven supply
but it shows large fluctuations. While the nominal voltage is 14 V, the minimum can
drop to less than 7 V and the maximum can rise to more than 19 V when charged by
the alternator. On top of this large tolerance, the distribution of the battery voltage
over the car-body adds another spread and makes it vulnerable to interferences from
high-power actuators and EMC. These interferences create all sorts of spikes on the
supply voltage but do not drastically change the DC value of the battery. A special
case occurs when the battery is disconnected or defective and the alternator charges
the electronic system of the car without the stabilizing effect of the battery. This is
the load-dump condition. Since the low voltage alternator is very inefficient, it will
react slowly on the generated overvoltage and, if not clamped, the voltage will rise
to more than 100 V peak during half a second. A clamped load-dump limits this rise
below 40–60 V. Finally, the battery connections can be reversed and a series diode is
used to prevent this. This results in a battery voltage between 5 V and 40 : : : 60 V
with high voltage (150 : : : 200 V) short impulses (ISO 7637 [14, 15]) and EMC
interferences.

Due to the ever increasing peak power demand in high-end cars, new electronic
applications which are difficult and inefficient to build on a 14 V supply and the
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Fig. 7.2 Voltage ranges for the 14 V lead-acid and the 48 V NMC car-batteries

low efficiency of the 14 V alternator, a study to define a future automotive electrical
system was conducted in MIT [16]. This resulted in the “42 Volt Powernet” draft
specification in 1997, based on a 42 V lead-acid secondary battery (three times
the 14 V battery). For different technical and commercial reasons, this was never
implemented in large series production cars. But the underlying necessity for a
higher power battery and alternator remained. With an extra push from the lower
emission requirements for 2020, work on a high voltage battery has resumed and
a new 48 V standard has been proposed in 2011 by five German carmakers. This
battery is based on state-of-the-art battery technology (lithium nickel manganese
cobalt oxide: NMC). Luxury and mild-hybrid cars are the first ones to use this
new secondary battery. This battery voltage is less polluted by the load-dump than
the 14 V battery and the maximum ECU supply voltage is in both cases quite
comparable and remains below the shock hazard protection limit for DC voltages:
60 V (Fig. 7.2).

Various technology families with many different types of DMOS transistors
have been developed for these high voltage applications. These technology families
follow their own roadmap but they lag the mainstream CMOS roadmap by roughly
three generations. As a result, the high voltage chips have a limited digital content
and are usually at the border of the ECU, interfacing with the supply, the sensors,
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the actuators and the communication channels. The complex signal processing in
MCU’s and DSP’s remains within the ECU and uses low voltage state-of-the-
art technologies. The high voltage DMOS transistors have a quite complicated
Safe Operating Area (SOA). The SOA is confined by instant overvoltage and
overcurrent failures, by rapid heating degradation and by various field-related
degradation mechanisms. The high voltage design requires different layout and
circuit techniques while the high power induces self-heating and large temperature
gradients on the chip [17].

With the advent of the new 48 V Powernet secondary supply and a 48 V alternator
with much higher efficiency than the 14 V alternator, the power bottleneck for
high-end cars and for power-hungry applications is relieved. There will be no push
for higher voltages in the near future especially since this would exceed the 60 V
shock hazard protection limit for DC voltages and would require costly and heavy
protections and shieldings throughout the car.

7.3.3 High Temperature

High temperatures in the car typically rise to 150 : : : 170 ıC ambient in the
engine compartment or in the chassis near the breaks. Close to the exhaust the
maximum temperature can even exceed 200 ıC ambient [18]. Junction temperatures
are typically 20–50 ıC higher than the ambient and can rise to a maximum value
of 170 : : : 200 : : : 250 ıC, far beyond even military specifications. Shielding the
electronics from the high temperature is expensive and there is a strong demand
for higher temperature electronics in the car.

With appropriate components and design techniques, bulk silicon can handle
temperatures up to 200 : : : 300 ıC. SOI technologies are even better and go up to
250 : : : >300 ıC. If higher temperatures are needed, GaAs, GaN and SiC technolo-
gies have to be used. The main circuit design issue is the exponential increase of
junction leakage with temperature up to the point that the material becomes intrinsic
and the junction becomes a short-circuit. This intrinsic temperature limit drops with
lower majority concentrations in the junction. Hence high-voltage junctions cannot
go as high in temperature as low voltage junctions. Here again, SOI has a large
advantage over bulk silicon [19] (Fig. 7.3).

Silicon, bulk or SOI, can handle the required high temperatures up to e.g. 200 ıC
or even higher but the packaging is now the limiting factor [20]. Especially wire
bonding degradation and depolymerization of classic plastic packages limit the
maximum temperatures to much lower values. More expensive or newer plastic
packages and chip connection techniques can be used to extend this limit.

The demand for higher ambient temperature electronics in automotive will
continue. The chips also contain increasingly more high power devices and complex
signal processing blocks. Both give rise to an increase of the maximum junction
temperature, the former directly, the latter tempered by technology improvements.
High temperature capability will continue to be an asset for silicon manufacturers.
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Fig. 7.3 Freeze-out and intrinsic temperatures for high-voltage (lowly doped) and low-voltage
(highly doped) semiconductor junctions

An increase of the maximum temperature requires advancements on all levels:
technology, characterization, chip layout and design, package materials and package
to chip connections, PCB and ECU materials and connections : : :

7.3.4 EMC Interferences

The U.K. Defense Standard 59-41 describes EMC as: “Electro Magnetic Compati-
bility is the ability of electrical and electronic equipments, subsystems and systems
to share the electromagnetic spectrum and perform their desired functions without
unacceptable degradation from or to the specified electromagnetic environment”.

EMC deals with electromagnetic fields, which are completely described by
Maxwell’s laws at the device and vehicle scale. These laws describe the fields in
time and three-dimensional space for all signals, linear and non-linear, in all materi-
als, homogeneous or not. They are virtually impossible to solve analytically except
for very simplified structures but they can be solved by various EM simulation
techniques for low complexity two and three-dimensional structures [21].

Small dipole and loop antennas with dimensions much smaller than the wave-
length of the EM-field can be solved analytically. They radiate very low energy into
the far field and most of their energy is kept in the near field, where it behaves as
capacitive, respectively inductive coupling. The field behavior of these antennas can
then be neglected and only the coupling behavior has to be taken into account. This
can be modeled with classic capacitors and inductors in SPICE-based simulators.
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Fig. 7.4 EMC can be modeled by coupling at chip level. EMC has to be treated as a radiating field
at ECU and vehicle level

Dimensions up to 2–3 mm can be treated as small antennas for frequencies below
3 GHz and slopes slower than 100 psec, Chip circuits, blocks and subsystems fall in
this category and only for large chips and packages some on-chip antennas can start
to radiate at the highest frequencies and fastest slopes. PCB’s, ECU’s and the wiring
harness of the vehicle are much larger and must be treated as radiating antennas.
Radiated emission and immunity is hence a major problem for ECU’s and the wiring
harness but not for the chip (Fig. 7.4).

The chip however generates fast and large differential and common-mode current
and voltage changes at its outputs and power pins, which are transformed into
a radiating field by the efficient antennas in the ECU and the wiring harness.
Conversely, the efficient ECU and wiring harness antennas transform an incident
EMC radiation field into conducted interference signals to the chip.

In short, EMC is treated at chip level as a non-radiating, conductive coupling
while it is treated at ECU and vehicle level as a radiation. The translation
between the EM radiating field and the conducted currents and voltages at the chip
boundaries is very complex since it is dependent on the three dimensional structure
of the ECU and on the complex impedances at the chip boundary. This results in a
difficult situation where the car manufacturer and the Tier one suppliers think in EM-
fields and are very uncertain (and conservative) in translating this into conductive
specifications for the chip manufacturer. Only with a lot of experience and a close



7 Trends and Characteristics of Automotive Electronics 139

cooperation between the chip and module manufacturers this division can be bridged
and adequate conduction limits for the chip designers can be set.

This is also reflected in the component radiation standards IEC 61967 and IEC
62132, which contain different measurement methods for radiated and for conducted
emission and immunity measurements [22, 23].

Even with good conductive specifications, the simulation of EMC at chip level
remains a very difficult task. With EMC frequencies into the GHz range, very
small parasitic components and couplings on the chip and in the package have
to be included in the simulation deck. Large EMC interferences can cause non-
linearities, breakdown and substrate currents. Resonances between parasitics and
components are difficult to detect in simulation. Charge pumping due to large signal
distortion and charge accumulation requires large signal transient simulations with
many parasitics and couplings over a long simulation period.

EMC interferences will further increase in the future, mainly in frequency and to
a lesser extent in power. There is however also an ongoing push to limit the discrete
protection devices in the ECU’s. This increases the EMC power requirements with
respect to immunity and requires higher accuracy power and communication drivers
for emission control.

7.4 Conclusions

Electronics are a major driver in the evolution of the car and the human mobility.
Due to the relentless advancements of sensors and software, the electronic system
in a car is more and more taking over the operation of the human driver itself.
This is a disruptive evolution which ultimately can transform the car in a personal
public transport with high comfort and flexibility. This will not only transform traffic
and human mobility but can also have a large impact on life organization and city
urbanization. This will however not happen overnight due to the human reluctance
to accept and adopt these new possibilities.

The evolution of automotive electronics towards autonomous cars requires very
high levels of safety. The increasing power demand for advanced driver assistance
systems can only be satisfied by high voltage supplies. It is also not expected that
high temperature spots in the car will disappear and the interferences from EMC
radiations will increase in power and extend into higher frequencies. The specific
automotive characteristics of automotive electronics will hence remain important
design and technology challenges in the future.
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Chapter 8
Next Generation of Semiconductors
for Advanced Power Distribution
in Automotive Applications

Andreas Kucher and Alfons Graf

8.1 Introduction

Power distribution is a quite complex topic in vehicles. One of the major legal
requirements is the regulation for reduction of CO2 given by the European Union.
In Fig. 8.1, the development of the average CO2 of major car makers fleets from
2007 to 2011 is shown.

The CO2 target for 2015 was 130 g/km, for 2021 this target is decreased to
95 g/km. Please refer to [1]. Exceeding the targets given by European Union leads
to a penalties for the car maker. This penalty is up to 95AC/g. Most of the car makers
met the 2015 limits, nevertheless the 2021 limit will be much more difficult to attain.
All the low hanging fruits (e.g. start/stop functionality) for reduction of emission are
already implemented. To achieve lower values significant effort must be spent.

One gram of CO2 is equivalent to 40 W electrical power dissipation. A similar
consideration can be done with mass. Reduction of one gram CO2 is equivalent to
20 kg mass reduction. Thus any reduction of power dissipation or mass helps to
reduce CO2.

For electrical system major trends can be seen in the market:

• Mechanical components are replaced by electro-mechanical.

– Examples for this are water pump, oil pump, fan, turbo boost or power
steering. The advantage of electro-mechanical components is the possibility
of efficient and demand orientated control.
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Fig. 8.1 Development of CO2 emission for major carmakers from 2007 to 2011

• Reduction of electrical idle losses.

– All operating currents of devices result in power dissipation. Semiconductors
have here a clear advantage compared to standard relays.

• High reliability

– The acceptance of a failure in the car is decreasing from year to year with the
clear target: zero defects.

– Due to increased number of loads and increased load activations high robust-
ness is mandatory.

• Lower system cost

In parallel to the classical 12 V power network several carmakers have introduced
the 48 V power net. The driver for this new voltage class is the supply of high power
loads, energy recuperation and the use of the starter as motor for torque boosting in
hybrid vehicles. Beside 48 V specific challenges the 48 V power network face the
same challenges than the 12 V power net.
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8.2 Power Network

8.2.1 Classical Centralized Power Network

In Fig. 8.2 a typical 12 V power network is shown. The system contains three fuse
boxes.

Usually the pre-fuse box is located directly at the battery terminal thus the line
from battery terminal to the pre-fuse box is a non-protected line. A broken pre-fuse
is very rare, thus the pre-fuse box need not be accessible by driver or mechanics.
The other two fuse boxes are located in the front (e.g. under the hood) and/or in the
rear of the vehicle (e.g. trunk). Those two fuse boxes must be accessible by driver
and must have the possibility to replace a fuse without going to the garage. Those
requirements lead to a centralized power net.

The wiring harness of such a typical power net has approximately a mass of
30 kg, contains 90 fuses and 20 relays. The cable length of all wires is approximately
of 2 km.

Fig. 8.2 Typical 12 V centralized power network
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Fig. 8.3 Typical relay and
fuse box

Fig. 8.4 Semiconductor switch inside relay housing

Figure 8.3 shows a typical classical relay and fuse box:

8.2.2 Enhanced Classical Centralized Power Network

Some vehicle functions (e.g. start/stop) require switching cycles larger than
200,000. Today those functions are driven by semiconductor switches since a
relay has a limited number of switching cycles and does not fulfill the requirements.

In this system the relay box is a mix of relays, fuses and semiconductors. The
change from relays to a semiconductor switch can be done even without having to
make a change in the fuse box itself. Figure 8.4 shows the simplest way to replace a
relay. This is done by placing semiconductors as a power switch inside the housing
of a relay. This type of relay is called Solid-State Relay (SSR).

This simple relay replacement enables a high number of switching cycles,
high reliability and low idle current consumption. A mechanical relay has power
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Fig. 8.5 Equivalent circuit diagram of relay and semiconductor switch

dissipation (Pdiss) of (see Fig. 8.5):

Pdiss D Iload � Vconnect C Vbat
2= Rcoil (8.1)

While Iload is the load current, Vconnect the voltage drop across mechanical switch,
Vbat the battery voltage and Rcoil the resistance of the coil driving the relay. For a
semiconductor device Iin is the operating current of the switch itself and Rdson is the
on resistance of the power switch.

The semiconductor switch (see Fig. 8.4) has a power consumption of:

Pdiss D Iload
2 � Rdson C Iinx Vbat (8.2)

A high current relay can have a power dissipation of 5 W typical. A semiconductor
switch has below 1 W typical. In the case of replacing five relays in one vehicle
this is a power dissipation reduction of five times 4 W D 20 W. 20 W is equivalent
to a CO2 saving of half a gram. Beside the standard relays there also exists a more
expensive bi-stable relay where current through the coil is needed only in case of
switching transition.

Some applications require reverse blocking. This means no current through the
switch in case of reverse battery. Unfortunately the semiconductor power transistor
has an intrinsic body diode which is conducting in reverse battery condition. In case
of reverse blocking requirement a second power transistor is required to be used in
serial connection as shown in Fig. 8.6. The mechanical switch of a relay has inherent
reverse battery blocking.

To have the same Rdson compared to a single switch the Rdson of the two switches
in serial have to be reduced by half of the original value. This leads to significant
higher semiconductor cost.
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Fig. 8.6 Possible concept for reverse blocking semiconductor switch

Fig. 8.7 Classical vs. semiconductor based electronic power distributing box with semiconductor
relay and fuse function

8.2.3 Semiconductor Based Centralized Power Network

To completely remove accessible fuses from a power distribution box a “semicon-
ductor only system” approach is required. Figure 8.7 shows how a replacement
of the fuse box could look like without changing the power network. Please refer
to [2].

In addition to not having any accessibility requirements, the advantage of such
a system is optimal usage of wires, small volume, enhanced diagnosis, low idle
current and high reliability. The weight of this system is reduced by 50 % compared
to a classical fuse and relay box. The three relays in this system implement the
reverse blocking requirement.
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Graph 8.1 Current over time capability of cable, fuse and semiconductor

Let’s have a more in-depth look on the optimal usage of wires.
The need of a certain current at the load determines what wire diameter is

required and the wire determines what fuse is required. Aging, tolerance and
temperature behavior of the fuse must be considered as well. To ensure safe
operation the wire with its dedicated diameter must be able to handle more current
over time than the fuse. With all the fuse tolerances and a wire more robust than the
fuse, the safety margin of the wire compared to the load is usually quite significant.

A semiconductor power switch provides the possibility of a real time current
measurement and the wire diameter can be optimized to the load profile. The safety
margin of current over time of load versus wire depends on the current measurement
accuracy of the semiconductor only.

Graph 8.1 shows the current over time diagram with two different wire
diameters.

The black line is the current over time characteristic of the fuse. In this example
the reference wire (green line characteristic) is needed to ensure a more robust wire
compared to fuse. The use of a reduced wire diameter with the fuse would cause
the risk of a damaged cable in case of overload at 40 up to 80 A. In this region
the fuse has more current capability than the reduced wire. Using a semiconductor
controlled by a microcontroller the overload protection can be programmed slightly
below the maximum allowed value of the reduced wire diameter. This is an optimal
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use of the wire. Please refer to [3]. This saves cost and weight. For reliability reasons
the absolute maximum dynamic peak current of semiconductors has to be limited.
This has a positive effect to connectors or PCB traces, but also on voltage dips at the
power net. On the other hand it has to be considered carefully in case high inrush
currents are needed to load capacitors.

8.2.4 Semiconductor Based Decentralized Power Network

To gain even more saving potential there is the possibility to change from a
centralized to a completely different decentralized power network (see Fig. 8.8).

This system can be realized as a backbone power network (see Fig. 8.9). In this
system there is a main backbonefeed line across the vehicle. The backbone system
provides a significant saving of wires.

For locations where power is needed there are small subsystems connected to the
feed line with a low number of switches which supply the loads close to point of
load. To avoid power losses the switches have to be in the low one digit m� area or
even below. The subsystem (see Fig. 8.10) has a microcontroller and communication
unit (e.g. Lin/CAN) on board.

A further new challenge is the current consumption in the on state. Some of the
switches must be in on state even during parking/key off. Here the big challenge is to

Fig. 8.8 Example of decentralized power network
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Fig. 8.9 Decentralized backbone system

Fig. 8.10 Example of a
subsystem—demonstrator by
Infineon

have a very low current consumption. On vehicle level the total current consumption
has to be in the mA range. For a single switch this means a current consumption
of less than 30 �A. To have an optimal use of the system current sensing and
wire protection has to be active during key-off as well. In off state such a current
consumption is no challenge. Today’s products have already a quiescent current
significant lower than 1 �A typical in the off state.

At high currents the energy stored in magnetic fields of the wire inductance can
be tremendous. In case of emergency switch off caused by a short circuit or overload,
during turn off the semiconductor device must be able to dissipate the energy of the
wire inductance. Therefore a high energy capability of the power semiconductor
for single or repetitive pulses is a significant advantage. An alternative is the use of
external freewheeling or suppressor diode which is additional cost to the system.

Infineon provides here the highly integrated PROFET™ switches which incor-
porates a broad range of smart features like diagnose and protection. The intelligent
power high side switches consist of a DMOS power transistor and CMOS logic
circuitry for complete built-in protection and diagnosis. They offer protection
against e.g. overload, over temperature, short circuit for all kinds of automotive
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applications. The family provides switches with an ON resistance down to 1 m�

which is applicable for load currents up to 40 A DC typical.
In case of higher load currents discrete MOSFETs are suitable as switches.

To control MOSFETs an external driver IC is needed. One drawback of the
discrete solution is the increased board space on printed circuited board. Further the
implementation of diagnosis, protection and robustness is more difficult to achieve.
Modern MOSFETs are optimized for low on resistance but have low repetitive
energy capability in comparison to PROFET™ switches.

In case of reverse blocking requirement one additional switch at input may be
required. This switch is needed only once per module.

8.2.5 Comparison of Different Components and Systems

In Tables 8.1 and 8.2 a summary of all properties at component and system level
can be found.

Table 8.3 shows the description of rating:

8.3 Conclusions

For carmakers power distribution is “the” hot topic regarding power net architec-
tures. They are forced to adapt their power network to the new requirements.

Semiconductors will be the enabler for this change. Advantages are optimal
usage of wires, removal of accessibility requirements, small volume, enhanced
diagnosis, low idle currents and high reliability.

Although semiconductors can be more expensive than relays and fuses at the
component level, the change on system level will pay off due to savings in wiring
harness, weight and power dissipation.

The main challenges for semiconductors are increased power density, precise
diagnosis, high reliability, low idle/quiescent currents and acceptable costs.
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Table 8.3 Description of
rating

Symbol CC C o � ��
Rating Very good Good Neutral Poor Very poor
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Chapter 9
High-Voltage Fast-Switching Gate Drivers

Bernhard Wicht, Jürgen Wittmann, Achim Seidel, and Alexis Schindler

9.1 Introduction

Gate drivers are key circuit blocks with growing importance for various automotive
applications like fast switching DC-DC conversion and motor bridge drivers. New
challenges arise from the introduction of the 48 V automotive board net and
growing e-mobility with battery voltages in the range from 12 to 400 V. Increasing
voltage requirements have influence on circuit design for power train control, power
conversion between high- and low-voltage batteries, safety electronics and more. At
the same time, the growing amount of electronics in cars demands for compact and
cost efficient solutions with a high integration level.

More than hundred switched-mode converters with an output power of typically
less than 10 W are installed in a car, for example. Converters have to be small in size
and low in cost. This is achieved by increasing the switching frequency to the multi-
MHz range, as the passive filter components of switching converters scale down.
This results in very small on-times of the power switch [1].

Compact high-voltage converters demand for highly integrated gate drivers with
galvanic isolation at even faster transition slopes. With wide bandgap semiconduc-
tors, such as GaN or SiC, converters with switching frequencies in the MHz-range
and voltage slopes of >100V/ns are already achieved. This raises challenges also
for the gate driver design, including compact layout with low parasitic inductances
as well as robust transmission of gate driver control signals over a galvanic isolation
barrier with small and matched propagation times [2].

With increasing switching frequency and steeper switching edges, electromag-
netic compatibility (EMC) is a major concern in automotive. Gate drivers with slope
control optimize EMC while maintaining good switching efficiency.
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After a brief overview of gate driver fundamentals in Sect. 9.2, Sect. 9.3 covers
fast-switching drivers for 12 V and 48 V board net applications. Highly integrated
gate drivers, suitable for high-voltage applications up to 400 V and above, are
addressed in Sect. 9.4. The emphasis of Sect. 9.5 is on EMC and EMC optimized
gate drivers.

9.2 Gate Driver Fundamentals

Driver Configurations and Building Blocks Figure 9.1 shows the fundamental
power switch and driver configurations. Due to the lower on-resistance, the majority
of power switches are n-type devices. This is in particular true in automotive
applications. Depending on the location of the power switch, a low-side switch
(Fig. 9.1a) and a high-side switch (Fig. 9.1b) can be distinguished. Both switches
together form a half-bridge (Fig. 9.1c) and two half-bridges a full-bridge, also called
H-bridge. Figure 9.1c indicates possible typical applications, an inductive DCDC
converter and a DC motor driver, respectively.

A complete driver design includes several circuit blocks, some are highlighted in
Fig. 9.1a, b. The control logic delivers the turn-on or turn-off signal for the power
stage, usually in a pulse width modulated fashion. A level shifter converts the driver
control signal from the low-voltage domain into the driver voltage domain. In a
high-side driver, the control signal is shifted up with reference to the input supply
voltage VIN of the power stage. The high-side driver may include a galvanic isolation
for safety reasons (in case of high-voltage) and as part of the signal transfer. The
gate supply provides the gate overdrive voltage Vdrv . Many gate drivers utilize a
linear regulator or a shunt regulator from VIN to generate Vdrv. For an n-type high-
side power transistor, a high-side gate supply of (VIN C Vdrv) needs to be available
in order to keep the power transistor turned on. This can be accomplished with a
bootstrap supply or a charge pump. If the power stage is configured as a half-bridge,
a dead-time control is mandatory to avoid damage at the power stage due to cross
conduction.

Gate Driver Operation and Key Characteristics The gate driver has to turn
on a power transistor with sufficient gate overdrive voltage Vdrv. Figure 9.2a shows

Fig. 9.1 Power stage and driver configurations: (a) low-side driver; (b) high-side driver; (c) half-
bridge
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the circuit principle of a low-side gate driver. To turn-on the power transistor, its gate
gets connected to Vdrv , while its gate is pulled to ground (or more precisely to the
source potential of the power transistor) to turn it off, each with a finite on-resistance
Rdrv (which may be different in each path). Many applications use a CMOS inverter
as a gate driver, especially for on-chip power stages with drive voltages Vdrv � 5 V.
However most discrete power transistors require Vdrv > 5 V. PMOS devices in
this voltage class, suitable for a driver design, are usually not area-efficient [3].
In some high-voltage technologies the PMOS transistor has up to 30 times larger
resistance compared to the NMOS transistor. Therefore, an output stage with two
NMOS transistors can be used [3–5]. A bootstrap circuit is required to provide the
gate overdrive voltage for the NMOS transistor in the pull-up path. This will be
covered in more detail in Sect. 9.4. While such configurations can be classified as
hard switching drivers, few applications use current mode drivers, which essentially
represent a current source output. Such stages are useful for EMC optimized drivers
as discussed in Sect. 9.5.

The power transistor represents a capacitive load equal to the equivalent gate
capacitance Cgate (see Fig. 9.2a). The larger the gate current Igate, the faster the rate
of change of the gate voltage Vgate. The dc characteristics in Fig. 9.2b relates the
gate voltage Vgate to the current Igate. While hard switching drivers are limited by

Fig. 9.2 Low-side gate driver: (a) equivalent circuit; (b) dc and (c) transient characteristics
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their finite on-resistance Rdrv , current source drivers provide a nearly constant gate
current over a wide range of Vgate. If the x-axis is chosen as indicated in the graph,
the curve is valid for both the turn-on and turn-off case.

The transition starts at Igate D 0, reaches a maximum current after some delay
and goes back to Igate D 0 after the transition has finished. This is illustrated in
Fig. 9.2c for the two driver types. The absence of the current over-shoot represents
a major advantage of the current mode driver with respect to EMC. This will be
further explored in Sect. 9.5.

Optimization for Speed, Power, Area Fast switching with low propagation
delay can be achieved by cascaded drivers. This approach has been used originally
for CMOS digital drivers to drive large off-chip (capacitive) loads, e.g. for I/O
buffers. The driver is designed such that the W=L-ratio of the transistors increases
from stage to stage. The most common approach is based on a fixed scaling factor
˛ [6, 7]. A minimum delay can be achieved by optimizing the scaling factor ˛ and
the number of stages n with the general relationship expressed by

˛ D n

s

Cgate

Cinv

; n D ln Cgate

Cinv

ln ˛
: (9.1)

While the model in [7] proposes an ideal scaling factor of ˛ D e � 2:71, practical
designs achieve a minimum delay for typical values of ˛ D 3 : : : 6.

The optimization for minimum delay does not necessarily correspond to mini-
mum power loss in the driver. The shoot-through current and dynamic gate charge
losses in each inverter stage contribute to the overall power losses. Loss optimization
typically results in less number of stages (larger scaling factor) compared to speed
optimization. Usually power optimization comes along with reduced layout area,
hence losses and area can be minimized concurrently.

dv/dt Robustness Once the driver is optimized for speed and/or power, there
is one more design goal to be fulfilled. The driver needs to be strong enough to be
robust against dv/dt transients. Referring to Fig. 9.2a, if the power transistor is turned
off, the switching node transient causes a capacitive charging of CGD. The pull-down
path of the driver needs to be strong enough, so that the gate-source voltage of the

power transistor does not reach the threshold voltage, i.e. Rdrv � Vth=
�

CGD
@VDS

@t

�

.

If this condition requires to increase the driving strength of the final stage (i.e. wn�1),

the scaling factor ˛ recalculates to ˛ D n�1

q
Wn�1

W1
with the width W1 of the first stage

inverter.

9.3 Fast Switching Drivers

High-speed requirements for gate drivers are often derived from low-power switch-
ing converters in automotive systems. One battery supplies a large amount of
applications like electrical motor control, safety, infotainment, lighting. Supply



9 High-Voltage Fast-Switching Gate Drivers 159

wires are often long and converters are implemented in the applications at the
point of load to supply micro-controllers, control circuits, interfaces and sensors.
Converters have to be small in size and low in cost. This is achieved by increasing
the switching frequency to the multi-MHz range, as the passive filter components of
switching converters scale down.

9.3.1 Fast Switching Gate Driver Stage

A conversion from 50 to 5 V at a switching frequency of 10 MHz requires an on-
time of the switch of less than 10 ns with rise/fall times in the range of 1 ns. This
also minimizes frequency dependent transition losses. The on-time pulse has to be
transferred properly to the power switches by the level shifter and gate driver. The
whole driver and in particular the level shifter have to be robust against coupling
currents caused by fast switching transients. A cascaded gate driver as described in
Sect. 9.2 is suitable to achieve these high-speed requirements. An implementation
of a high-speed gate driver is shown in Fig. 9.3.

For Cinv D 7 pF and Cgate D 145 pF the driver in Fig. 9.3 provides a good
trade-off between die size and propagation delay for n D 6 inverter stages with
a scaling factor of ˛ D 5:24 per stage [8]. To improve dynamic losses, which
become dominant towards higher switching frequencies, cross currents have to be
avoided, in particular in the last driver stage. This is accomplished by splitting up
the driver stage into two branches, as shown in Fig. 9.3. This allows to control the
PMOS and NMOS transistor of the last driver stage separately. There is no area
penalty, since each branch has to drive approximately half of the capacitive load.
Cross currents in the last stage are eliminated by asymmetric sizing within each

Cinv

DRV_GND

DRV_OUTPWM

Vdrv / VBoot

DRV_GND
Asymmetrical Driver Strength

Stage 1 Stage 2  ... …  Stage n
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tion delay and current consumption
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inverter stage [1, 9]. This assures that the PMOS in the last driver stage is always
turned off before the NMOS turns on and vice versa. An asymmetry factor of 20 %
is used in this design, i.e., the width of the strong transistors is increased and the
width of the weak transistors is decreased by 20 % with respect to the nominal value
(based on Eq. (9.1)). This way, the losses in gate drivers can be reduced by up to
25 %, confirmed by simulations.

9.3.2 Comparison of NMOS and PMOS Power Switch

Figure 9.1 has shown the use of an NMOS transistor as a high-side switch, which
results in lower on-resistance and lower area consumption compared to a PMOS
switch. On the other hand, its gate supply based on a charge pump or bootstrap
circuit requires a higher effort and adds more complexity. The PMOS power switch
generates also less switching noise, because its gate voltage receives a swing in
between two constant voltages, VIN and HSGND D VIN � 5 V, which is typically
generated by an on-chip linear regulator. The main requirement for the PMOS
level shifter is a fast switching speed and to propagate short on-time pulses of a
few ns. This can be achieved with current mirror based [1, 10] or capacitive level
shifters [11].

For an NMOS high-side transistor as shown in Fig. 9.1b, the source of the
transistor is at the switching node VSW, which becomes also the ground reference
of the gate driver and the high-side portion of the level shifter. The gate supply
VBoot is above VSW by Vdrv (typically 5 V) to safely turn on the NMOS transistor
if VSW ! VIN. VBoot is generated by a bootstrap circuit [12] or by a charge
pump. Figure 9.4 shows how VBoot follows the switching transition at VSW. Slopes
larger than 20 V/ns charge/discharge the parasitic capacitances of the high-side
isolation, resulting in large peak currents. Coupling currents in the mA range get
superimposed to the level shifter signal currents, which are in the lower µA range.
Existing level shifter concepts for PMOS transistors cannot directly be utilized
for NMOS transistors, as they are sensitive to in-coupling and would cause faulty
switching during fast high-side transitions. They would also not be fast enough for
multi-MHz operation, as will be discussed in the next section.

9.3.3 Conventional Level Shifters

Several fast switching level shifters for NMOS power transistors have been pub-
lished [13, 14], which achieve a very fast propagation delay, but a transfer of short
PWM on-time pulses in the low nanoseconds range is not supported. In conventional
level shifter concepts, the signal is typically transferred by a high-voltage switch on
the low-side, which creates a voltage drop on the high-side across a resistor or a
current source, as shown in Fig. 9.5. This voltage drop is detected on the high-side
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by a digital circuit, e.g. a latch. As the high-side circuits use low-voltage transistors,
the voltage drop across the resistor or current source has to be clamped to not violate
the maximum ratings. Figure 9.5 shows two ways of commonly used clamps, based
on a cascode (a) and diode (b), respectively. Both clamping components need to be
low resistive and, hence, add significant parasitic capacitance to the INHS node. The
charging time is in the range of 20 ns to >100 ns in a 180 nm BiCMOS technology,
for instance. Pulses within this time are completely filtered. Capacitive level shifters
[15] provide an alternative option for fast signal transfer. However, they also need
some kind of clamping and suffer from large parasitic coupling currents during high-
side transitions. In conclusion, the speed of conventional level shifters is too low for
multi-MHz switching.

9.3.4 High-Speed Level Shifters

For the control of a PMOS power transistor, the level shifter depicted in Fig. 9.6a
is suitable and provides several advantages [1, 8, 16]. A symmetrical single-stage
amplifier with its output stage referred to HSGND generates a rail-to-rail control
signal PWMHS on the high-side. To achieve the required delay, a small 1 ţA pre-bias
current keeps the bias voltages of the current mirrors above the threshold, reducing
the voltage swing during switching significantly. This way, a total propagation delay
in the level shifter in the range of 3 ns is achieved.
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Figure 9.6b shows the level shifter implementation [17], which provides a fast
and robust control of a power stage with NMOS high-side transistor. High-voltage
switches MN0 and MN1 create a differential voltage �Vsig between nodes A and
B, which is detected by a high-speed comparator. The differential voltage range at
the nodes A and B is limited by clamping diodes as shown in Fig. 9.6b. If the low-
side switch MN0 or MN1 is turned on, the according node A or B is held at the
lower boundary by the clamps DHA or DHB, respectively (see signals in Fig. 9.6b).
Accordingly, when the low-side switch is turned off, the clamps DLA or DLB hold
the voltage at A or B at the upper voltage boundary, while the clamp conducts the
active load current Iup. The clamping voltages are designed such that none of the
diode stacks is conducting in between the upper and lower voltage boundary. A
high-impedance region is obtained, in which the differential signal between A and
B can change its state at very high speed.

After the state change of PWM, the NMOS power transistor is turned on or off
by the gate driver. A high-side transition of the switching node follows, in which
the voltage rails VBoot and VSW experience a voltage step up to VIN with a slope
of 20 V/ns and faster. The parasitic capacitances at the drain of MN0 and MN1
are charged. Even for small parasitic capacitances, coupling currents Icoupling in
the range of 2 mA are generated, which are superimposed to the signal currents
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in the range of 50 µA. At rising high-side transitions, the forward voltages across
the clamps DHA and DHB cause the voltages at nodes A and B to fall significantly
below the lower boundary of the high-impedance region. The overlapping diode
clamps are designed such that the high-impedance region typically has a range of
a few hundred millivolts and occurs in the center between VBoot and VSW. This
allows the nodes A and B to drop by nearly two volts below the high-impedance
region. With a large common mode input range of the comparator, a very large
forward voltage across the clamps can be tolerated. Thus, the clamps can be
designed small (low capacitance) to handle the full coupling currents. This is a major
advantage, compared to clamps of Fig. 9.5, which occupy large area (hence, large
capacitance). At falling high-side transitions, the coupling currents are clamped by
DLA and DLB to HSGND, accordingly.

This concept allows to transfer PWM signals with on-time pulses smaller than
3 ns to the high-side with high robustness against the fast high-side transitions. Thus,
the level shifter is suitable to operate at frequencies >10 MHz at large input voltage
and high conversion ratios VIN=VOUT.

Besides the coupling into the signal path, large disturbances in sub-circuits on
the entire IC can occur by coupling currents into the substrate, caused by parasitic
capacitances of the high-side isolation well during fast switching transients. The
high-side isolation (typically implemented as n-well on a p-substrate) is required to
isolate the level shifter and gate driver from the low-voltage circuits on the substrate.
To effectively dissipate the coupling currents, which can be in the range of hundreds
of milliamperes even at switching transients below 10 V/ns, dedicated diverting
structures have to be placed on the substrate. Back-side metalization, conducting
trenches or p-guardrings are suitable [18].

9.4 High-Voltage Drivers

Gate drivers are essential for automotive applications in electric vehicles, running
from voltages above 300 V. Figure 9.7 shows a typical setup of a high-voltage gate
driver and power transistor. The area-efficient implementation of fully integrated
gate drivers is discussed in Sect. 9.4.1. Section 9.4.2 covers galvanic isolation
between the low-side driver control circuit and the high-side driver.
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9.4.1 Driver Output Stage

Typical gate drive voltages of high-voltage power transistors are above 10V. In fully
integrated gate drivers, a large portion of die area is occupied by the driver output
stage, consisting of two or more transistors with voltage ratings for 15 V and above.
NMOS transistors are preferred because of their lower RDSon per area, but they
require a bootstrap supply for the gate overdrive. Placing a PMOS transistor in
parallel to the NMOS pull-up transistor in the driver output avoids the need for a
bootstrap supply. However, a parallel PMOS transistor still occupies significant area,
as in most technologies only high-voltage NMOS devices (LDMOS) are optimized
for high current density. Dependent on technology, an output stage with two NMOS
transistors provides an area-efficient solution, utilizing the effect of high-voltage
charge storing as part of an on-chip bootstrap circuit [19, 20]. The operation of a
conventional bootstrap circuit is shown in Fig. 9.8a1. For simplified explanations,
the diode forward voltages are assumed to be 0 V. If IN D 0 V and the level shifter
output signal LvlSh_OUT is ‘low’ the driver is turned off and the node OUT is
shorted to ground by MN2. CBoot is charged to 5 V by the supply voltage V1.
By setting IN to high, MN2 turns off, and MN1 is switched on by LvlSh_OUT
and the buffer B2. The OUT node rises to Vdrv while DBoot prevents CBoot from
discharging to V1. VCBoot serves as floating voltage supply and has to provide the
charge Qtot for B2, the gate capacitance of MN1 and the level shifter. The gate charge
for the actual power transistor is provided separately by Vdrv. A typical value for
Vdrv is 15 V. The charge that is available from CBoot to achieve a voltage dip Vdip

at VCBoot can be calculated as

Qtot D CBoot � Vdip: (9.2)
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The MOSFET buffers B1 and B2 in Fig. 9.8 are tapered buffer stages similar to
Fig. 9.3 as discussed in Sects. 9.1 and 9.3. They have a typical undervoltage level
of 4–4.5 V [21], assuming a nominal gate-source voltage of 5 V for MN1, MN2.
An upper voltage limit is given by its breakdown voltage which is 5:6 V in this
case. Hence a bootstrap capacitor charged to 5 V can only be discharged by Vdip D
0:5�1 V. It has to be observed that in a real circuit V1 must be �5:7 V to compensate
the forward voltage of DBoot. The conventional bootstrap circuit suffers from small
charge allocation in respect to the whole stored charge in the bootstrap capacitor.
This represents a significant area limitation for an on-chip bootstrap capacitor.
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The bootstrap concept in Fig. 9.8a2 [19, 20], is an extension of the conventional
bootstrap circuit. Figure 9.8b (option 1) shows the corresponding simulated transient
voltage signals. A second bootstrap capacitor CBoot2 is charged by V3, a higher
voltage than V1, e.g., 15 V, Fig. 9.8b1. For V3 the same voltage as Vdrv could be
used. If the output node OUT rises, MP1 conducts as VBoot2 exceeds V3 by more
than a threshold voltage of MP1, Fig. 9.8b2. DBoot2 blocks the current from CBoot2
to V3 and CBoot2 automatically discharges to CBoot, to the gate node of MN1

and to the circuits supplied by VCBoot (Fig. 9.8b1 and b3) through MP1. A charge
balance between CBoot, CBoot2 and any additional load capacitance (mainly the
gate capacitance of MN1) occurs. In first order, CBoot2 discharges from a value of
V3 to V1, e.g., from 15 to 5 V. Z1 protects the circuit at CBoot against overvoltage
in case of failure, like an overcharged capacitor CBoot2. Since the large voltage
swing Vdip2 (Fig. 9.8b1) results in a high amount of charge (Eq. (9.2)) a significantly
smaller bootstrap capacitor CBoot can be used. Area is saved, even with the addition
of capacitor CBoot2.

A disadvantage of the circuit in Fig. 9.8 is that MP1 turns on after OUT rises.
Before this, the required charge comes from CBoot, leading to a short voltage
dip at VCBoot until CBoot is recharged from CBoot2, Fig. 9.8b3. A voltage dip
larger than specified can influence circuit blocks supplied from VCBoot, such as
faulty switching in the level shifter. In addition, the circuit of Fig. 9.8a2 requires a
relatively large PMOS transistor MP1.

A second option of the driver output stage, shown in Fig. 9.9, solves these
disadvantages (circuit option 3 in [19]). The corresponding transient voltage signals
are shown in Fig. 9.8b (Option 2). MN3 directly connects CBoot2 to the gate node of
MN1 after MN4 turns off, both controlled by the signal Lvlsh_OUT via the buffers
B3 and B2b. Before the driver output voltage OUT rises, the charge for the gate
node MN1_G is supplied directly from V3 without discharging CBoot2 and CBoot.
This increases the voltage stability of VCBoot and reduces the total required charge
from CBoot2 and CBoot, resulting in a smaller voltage dip Vdip in the end of the
switching phase, Fig. 9.8b3. When VGS1 reaches the turn-off level of gate NAND1,
MP4 turns on and MN1_G is fully charged by CBoot. While VGS1 rises, the gate-
source voltage of MN3 decreases and is finally turned-off. CBoot2 is still connected
to CBoot by MP1. The high-voltage PMOS transistor MP1 is optional, because
the low-voltage transistor MP4 keeps MN1 in its on-state. Nevertheless, MP1 is
advantageous for recharging CBoot after driver turn-on, Fig. 9.8b3.

Sizing guidelines for CBoot and CBoot2 are given in [19], considering worst
case of operation and process corner. For circuit option 2, CBoot is calculated with
�76 pF and CBoot2 with 19 pF to get a voltage dip < 1 V at VCBoot.

A comparison to a conventional bootstrap circuit can be based on Eq. (9.2). With
Qtot;max D 246 pC and Vdip;max D 1 V, CBoot_conv results in 246 pF. Considering
the same worst case parameters as used for the calculations of CBoot and CBoot2,
CBoot_conv results in 324 pF. A decrease of the overall capacitor area by about
70 % can be achieved in case that CBoot2 can be placed on top of CBoot, while
CBoot2 can be implemented as high-voltage metal-metal capacitor and CBoot as
a low-voltage poly-nwell capacitor. The metal-metal capacitor is assumed to have
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a capacitance density of 25 % of a poly-nwell capacitor. For area comparison
CBoot_conv was assumed to be a stacked capacitor, consisting of a metal-metal and
poly-nwell capacitor, as well. Even if CBoot2 is placed next to CBoot, a decrease
of >50 % in area is achieved, compared to a non-stacked conventional capacitor
CBoot_conv.

9.4.2 Galvanic Isolation with Signal and Energy Transfer

For safety or robustness reasons, galvanic isolated gate drivers are required. There
are mainly four physical ways to supply gate drivers with energy and control signals
over the isolation barrier: (1) Inductively, with discrete or integrated transformers,
(2) optically, with opto couplers or fibre optics, (3) electrically, with capacitors and
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(4) mechanically, with piezo elements. For applications in a power range < 100 kW,
transformers and opto couplers are widely used [22]. Opto couplers provide a signal,
but no energy transmission, and they have relatively large propagation times [23].
Transformers have the possibility for energy transfer and signal transmission.
Separate transformers are typically used for each signal and energy channel
[22, 24]. In [25], high performance energy and unidirectional signal transmission
is realized by microwave circuits with high complexity and cost. An unidirectional
capacitive signal transmission is proposed in [15] with parallel energy transfer via
a transformer. With the goal to further reduce the size and component count, the
approach in [26] uses the existing signal transformer for energy transfer in addition
to a conventional bootstrap gate supply, as indicated in Fig. 9.7. The additional
energy transfer eliminates the duty cycle limitation of conventional bootstrapping, as
the driver does not need to be switched off periodically for bootstrap recharge. While
bootstrapping is the main supply for high current peaks during the driver switching
phase (gate charge of the driven power switch), the transfer via the transformer
provides the energy to supply the high-side driver electronics and to compensate
any leakage currents once the driver is turned on.

Figure 9.10 shows the implementation of energy and bidirectional signal trans-
mission according to [26]. The corresponding voltage signals from a measurement
are shown in Fig. 9.11. By alternating switch S1, the transferred energy of VL1 is
distributed to two high-side supply rails, VDD15 D 15 V (for the gate overdrive
of the external power transistor) and VDD8 D 8 V (for high-side circuit blocks),
Fig. 9.10. The driver control signal Ctrl_IN from low to high-side is transmitted by
a frequency modulated (FM) signal (VL1, 10=20 MHz), generated by a resonance
circuit on the low-side. On the secondary side the signal is demodulated by a
frequency demodulation circuit for driver control, switching a high-side power
transistor with load (VLoad). As a key function, the power distribution switch S1 is
utilized also for amplitude modulation (AM_IN) for a backward signal transmission,
Fig. 9.10. If S1 is turned-off, VL1 oscillates with an amplitude of up to two times of
VDD15. If S1 is turned-on, the amplitude is clamped to an amplitude of nearly two
times of VDD8. The switching frequency of S1 must be chosen significantly lower
than the lowest frequency of the FM signal (e.g. 1 MHz << 10 MHz). Alternating
S1 according to the signal AM_IN enables a very energy efficient and well detectable
modulation (AM_recovered) in combination with the energy supply. This is an
advantage over conventional load modulation, which demands a trade-off between
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Fig. 9.11 Measured signal transmission over the transformer with a test setup shown in Fig. 9.7
(Iload D 1:2 A, HV D 100 V)

power efficiency due to power loss in the load resistor and good detectability of the
modulated signals [27, 28].

For very fast switching applications, enabled by new fast switching devices like
GaN devices, a short propagation delay and very good delay matching become
increasingly important. Both parameters can be significantly improved by pushing
the carrier frequency of the FM signal to higher frequencies or by applying pulsed
signal transmission concepts.

9.5 EMC and Switching Losses

With the increase in switching speed, a reduction in switching losses and in PCB
area can be achieved. At the same time, the electromagnetic emissions (EME) are
vastly increased because of the fast transition speeds in the power switches. In the
following subsections the EMC influencing factors in gate driver design and a trade-
off between switching losses and EMC are discussed [29].

9.5.1 EMC Influencing Factors

The EME of a half-bridge circuit can be approximated with the fourier transform
of a trapezoidal signal, Fig. 9.12a. This is shown in Eq. (9.3) with the simplification
that the risetime 
r is equal to the falltime 
f [30].
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The first term shows the DC magnitude, which is mainly influenced by the amplitude
A of the signal and the on-time 
 of the pulse width modulated (PWM) switching
signal. The second term marks the first breakpoint, at which the energy contained
in the signal will begin to fall with �20 dB/decade. According to (9.3) the second
term is set by the on-time 
 of the trapezoidal signal. As the amplitude A, the on-
time 
 and the PWM frequency f are given by the application, the first and the
second term in (9.3) cannot be influenced by the gate driver. Only the third term
remains to reduce the EME of the voltage transition. This term shows the second
frequency breakpoint at which the signal begins to decrease with �40 dB/decade.
To reduce the EME, the risetime 
r of the trapezoidal signal has to be increased
by reducing the gate current of the active MOSFET. This is shown by simulation
in Fig. 9.12b. The result is a lower emission in the higher frequency range. An
often not considered factor is the influence of the current transition on the EME
spectrum. In a bridge setup, the commutation current and the parasitic inductances
of the printed circuit board traces, interconnects, packaging and especially the bond
wires of the semiconductors cause voltage overshoots and ringing, Fig. 9.12a. These
effects are superimposed to the trapezoidal shaped voltage signal. This changes
the EME at the ringing frequency of the signal as demonstrated in Fig. 9.12c by
a Matlab®simulation (at 50 MHz ringing frequency in this example). It can be
concluded that there are two main levers to optimize the EMC performance of a
half bridge setup with the gate driver. With the voltage transition, the spectrum can
be optimized for all frequencies above the second break point of the trapezoidal
signal. By reducing the speed of the current transition, it is possible to reduce EME
caused by the ringing effects of the commutating load current. Both measures take
effect in the higher frequency range. The EME in the lower frequency ranges has to
be reduced by effective filter circuits, because it is not possible to reduce them with
the gate driver.
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9.5.2 Switching Losses vs. EMC

If di/dt and dv/dt are slowed down, the EME is minimized, but the switching
losses in the switch(es) are maximized. The multiplication of VDS and IDrain forms
a switching loss triangle as shown in Fig. 9.13. One slope of the triangle is given
by the transition of the current and the other slope is defined by the transition of
the voltage (see also Fig. 9.2c). Usually the current slope is much steeper than the
voltage slope, i.e. the voltage transition is the main contributor to the switching
losses. By controlling the di/dt and dv/dt, the gate driver can optimize the switching
profile for better EMC performance or for lower switching losses. The profile can
also be adjusted for optimized EME in an specific area of the spectrum by adjusting
the transition speed with the highest influence in that area.

To be able to influence the transitions of MOSFET bridges separately, a gate
driver with a highly variable output current has to be used. A topology with a voltage
controlled current source (VCCS) output stage is shown in Fig. 9.14. The output
stage can be used as a high-side or low-side driver and is able to switch between
freely adjustable current levels with transition times of less than 10 ns.
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9.5.3 Experimental Results

The driver in Fig. 9.14 was tested in a half bridge configuration driving a 300 µH air
coil at a switching frequency of 20 kHz. The bridge voltage is VBat D 13:5 V and
the load current is IDrain D 5 A. EMC measurements were taken at the output node
of the half bridge with the 150 Ohm method [31]. In the following measurements,
the gate current is always set to 200 mA for the phases tpre and tpost, Fig. 9.13. With
a continuous gate current of 200 mA, the voltage transition takes 100 ns whereas
the current transition is 20 ns. A large current spike of 3 A at the end of the current
commutation is observed with a ringing frequency of 16 MHz, which corresponds
to the peak in the EME spectrum in Fig. 9.15c. When the gate current is reduced to
20 mA for tvt and tct the resulting voltage slope takes 300 ns and the current ringing
is reduced from 3 to 1 A. This results in an improved EME as shown in Fig. 9.15c.

In the second setup, the gate current is switched from the initially constant
200 mA setting to 20 mA for the duration of the voltage transition tvt, Fig. 9.16a.
As expected, the EME is reduced for frequencies of 1 MHz and above, because of
the shift in the second break point in the spectrum, Fig. 9.15a. The average EME
reduction in this frequency range amounts to 10 dB. At higher frequencies, the
spectrum is equal to the one without gate current reduction in tvt, because of the
emissions generated by the current transition.

To reduce the EME caused by the current transition, the gate current is now
reduced to 20 mA only for tct, Fig. 9.16b. With this setup, the EME is reduced
by 15–20 dB in the frequency range from 7 to 60 MHz, Fig. 9.15b. Slowing down
the current transition time eliminates most of the ringing, caused by the parasitic
inductances of the PCB. The switching losses of the four switching setups were
also measured and analyzed, Fig. 9.17. As to be expected, the switching losses are
highest with both transitions in low gate current mode and lowest with the constant
high gate current setting. The transitions with only voltage or only current transition
in low gate current mode both show a tradeoff between EME and switching losses.
With a reduced gate current setting in the current transition the switching loss
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Fig. 9.16 Turn-on transition with reduced gate current in (a) the voltage transition phase tvt,
(b) the current transition phase tct
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Fig. 9.17 Switching loss analysis of the four different switching cases

increase is moderate compared to the other options, while still reducing a large part
of the EME. In the measurements the broadband EME between 7 and 60 MHz is
reduced by up to 20 dB. At the same time the switching losses increased from 4.79
to 10.41 µWs. This results in an increase of 117 % compared to the constant current
setting, but is 52 % lower than the switching losses with both transitions slowed
down. The trade-off between EME and switching losses can be adjusted by the gate
current settings for the individual transitions, if the gate driver can switch between
current states fast enough. Reducing the transition speed of the di/dt is often the
better trade-off between switching losses and EME, because the current transition
is shorter and therefore has less impact on the losses. The decision, which transition
to modify, is always highly influenced by the application and board layout. With a
variable current gate driver the switching speed can be reduced during the transition,
which enables significant EME reduction.
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9.6 Conclusions

Gate drivers are key circuit blocks with growing importance for various automotive
applications. They need to support increasing voltage levels, arising from the
introduction of the 48 V board net and HV drive train with >300 V. Compact and
cost efficient solutions require fast switching and highly integrated driver solutions.
Cascaded drivers achieve high-speed operation and ensure low switching losses
in the power stage. The driver itself can be further optimized for low power.
In particular, asymmetric sizing eliminates cross-currents in the last driver stage.
Fast switching is also enabled by appropriate level shifters. A 50 V level shifter
is discussed, which achieves high-speed 3 ns minimum pulses and robust signal
transfer for transition slopes of 20 V/ns.

The concept of on-chip high-voltage charge storing enables area-efficient, fully
integrated high-voltage gate driver output stages. Combined signal and energy
transfer via one single transformer is a way to further reduce size. The growing
amount of electronics in cars and faster switching require more effort to meet EMC
requirements. By means of a current mode driver, which can change the gate current
within 10 ns, the EMC influence of the di/dt and dv/dt transitions have been studied.
A trade-off between EMC and switching losses can be achieved.

References

1. J. Wittmann, B. Wicht, MHz-converter design for high conversion ratio, in 2013 25th
International Symposium on Power Semiconductor Devices and ICs (ISPSD) (2013),
pp. 127–130

2. A. Lidow, GaN Transistors for Efficient Power Conversion (Wiley, Chichester, 2014)
3. Y. Xue, Z. Wang, L. Tolbert, B. Blalock, Analysis and optimization of buffer circuits in high

current gate drives, in 2013 IEEE Transportation Electrification Conference and Expo (ITEC)
(2013), pp. 1–6

4. M. Huque, R. Vijayaraghavan, M. Zhang, B. Blalock, L. Tolbert, S. Islam, An SOI-based High-
Voltage, High-Temperature Gate-Driver for SiC FET, in IEEE Power Electronics Specialists
Conference, 2007. PESC 2007 (2007), pp. 1491–1495

5. R. Greenwell, B. McCue, L. Tolbert, B. Blalock, S. Islam, High-temperature SOI-based gate
driver IC for WBG power switches, in 2013 Twenty-Eighth Annual IEEE Applied Power
Electronics Conference and Exposition (APEC) (2013), pp. 1768–1775

6. H. Lin and L. Linholm, “An optimized output stage for MOS integrated circuits. IEEE J. Solid-
State Circuits 10(2), 106–109 (1975)

7. R. Jaeger, Comments on “An optimized output stage for MOS integrated circuits” [with reply].
IEEE J. Solid-State Circuits 10(3), 185–186 (1975)

8. J. Wittmann, A. Barner, T. Rosahl, B. Wicht, A 12V 10MHz buck converter with dead time
control based on a 125 ps differential delay chain, in 41st European Solid-State Circuits
Conference (ESSCIRC) (Graz, 2015), pp. 184–187

9. F. Hamzaoglu, M. Stan, Split-path skewed (SPS) CMOS buffer for high performance and
low power applications. IEEE Trans. Circuits Syst. II: Analog Digit. Signal Process. 48(10),
998–1002 (2001)



9 High-Voltage Fast-Switching Gate Drivers 175

10. H. Ma, R. van der Zee, B. Nauta, An Integrated 80-V Class-D power output stage with 94%
efficiency in a 0.14 	m SOI BCD process, in 2013 Proceedings of the ESSCIRC (2013),
pp. 89–92

11. Z. Liu, H. Lee, A 100V gate driver with sub-nanosecond-delay capacitive-coupled level
shifting and dynamic timing control for ZVS-based synchronous power converters, in 2013
IEEE Custom Integrated Circuits Conference (CICC) (2013), pp. 1–4

12. S. Finco, P. Tavares, A. Fiore De Mattos, M. Castro Simas, Power integrated circuit drives
based on HV NMOS, in 2002 IEEE 33rd Annual Power Electronics Specialists Conference,
vol. 4 (2002), pp. 1737–1740

13. Y. Moghe, T. Lehmann, T. Piessens, Nanosecond delay floating high voltage level shifters in a
0.35 	m HV-CMOS technology. IEEE J. Solid-State Circuits 46(2), 485–497 (2011)

14. G. Maderbacher, T. Jackum, W. Pribyl, S. Michaelis, D. Michaelis, C. Sandner, Fast and robust
level shifters in 65 nm CMOS, in 2011 Proceedings of the ESSCIRC (ESSCIRC) (2011),
pp. 195–198

15. S. Zeltner, Insulating IGBT driver with PCB integrated capacitive coupling elements, in 2010
6th International Conference on Integrated Power Electronics Systems (CIPS) (2010), pp. 1–6

16. J. Xu, L. Sheng, X. Dong, A novel high speed and high current FET driver with floating
ground and integrated charge pump, in 2012 IEEE Energy Conversion Congress and Exposition
(ECCE) (2012), pp. 2604–2609

17. J. Wittmann, T. Rosahl, B. Wicht, A 50V high-speed level shifter with high dv/dt immunity
for multi-MHz DCDC converters, in ESSCIRC 2014 - 40th European Solid State Circuits
Conference (ESSCIRC) (2014), pp. 151–154

18. J. Wittmann, C. Rindfleisch, B. Wicht, Substrate coupling in fast-switching integrated power
stages, in 2015 IEEE 27th International Symposium on Power Semiconductor Devices IC’s
(ISPSD) (2015), pp. 341–344

19. A. Seidel, M. Costa, J. Joos, B. Wicht, Area efficient integrated gate drivers based on high-
voltage charge storing. IEEE J. Solid-State Circuits 50(7), 1550–1559 (2015)

20. A. Seidel, M. Costa, J. Joos, B. Wicht, Bootstrap circuit with high-voltage charge storing for
area efficient gate drivers in power management systems, in ESSCIRC 2014, Proceedings of
the 40th European Solid State Circuits Conference (2014), pp. 159–162

21. Fairchild Semiconductor Corporation, Design Guide for Selection of Bootstrap Components.
Application Note AN-9052 (2008)

22. R. Herzer, Integrated gate driver circuit solutions, in 2010 6th International Conference on
Integrated Power Electronics Systems (CIPS) (2010), pp. 1–10

23. M. Munzer, W. Ademmer, B. Strzalkowski, K. Kaschani, Insulated signal transfer in a
half bridge driver IC based on coreless transformer technology, in The Fifth International
Conference on Power Electronics and Drive Systems, PEDS 2003, vol. 1 (2003), pp. 93–96

24. B. Chen, Isolated half-bridge gate driver with integrated high-side supply, in IEEE Power
Electronics Specialists Conference, PESC 2008 (2008), pp. 3615–3618

25. S. Nagai, Y. Yamada, N. Negoro, H. Handa, Y. Kudoh, H. Ueno, M. Ishida, N. Otuska, D. Ueda,
A GaN 3x3 matrix converter chipset with drive-by-microwave technologies, in 2014 IEEE
International Solid-State Circuits Conference Digest of Technical Papers (ISSCC) (2014),
pp. 494–495

26. A. Seidel, M. Costa, J. Joos, B. Wicht, Isolated 100% PWM gate driver with auxiliary energy
and bidirectional FM/AM signal transmission via single transformer, in 2015 IEEE Applied
Power Electronics Conference and Exposition (APEC) (2015), pp. 2581–2584

27. G. Wang, W. Liu, M. Sivaprakasam, G. Kendir, Design and analysis of an adaptive transcuta-
neous power telemetry for biomedical implants. IEEE Trans. Circuits Syst. I: Reg. Pap. 52(10),
2109–2117 (2005)

28. S. Atluri, M. Ghovanloo, Incorporating back telemetry in a full-wave CMOS rectifier for RFID
and biomedical applications, in IEEE International Symposium on Circuits and Systems, ISCAS
2007 (2007), pp. 801–804



176 B. Wicht et al.

29. A. Schindler, B. Koeppl, B. Wicht, EMC and switching loss improvement for fast switching
power stages by di/dt, dv/dt optimization with 10ns variable current source gate driver, in
2015 10th International Workshop on the Electromagnetic Compatibility of Integrated Circuits
(EMC Compo) (2015), pp. 18–23

30. C.R. Paul, Introduction to Electromagnetic Compatibility, 2nd edn. (Wiley-VCH, Hoboken,
2006)

31. T. Steinecke, M. Bischoff, F. Brandl, C. Hermann, F. Klotz, F. Mueller, W. Pfaff, M. Unger,
Generic IC EMC test specification, in 2012 Asia-Pacific Symposium on Electromagnetic
Compatibility (APEMC) (2012), pp. 5–8



Chapter 10
A Self-Calibrating SAR ADC for Automotive
Microcontrollers

Carmelo Burgio, Mauro Giacomini, Enzo Michele Donze,
and Domenico Fabio Restivo

10.1 Introduction

Automotive microcontrollers make use of SAR ADC converters to manage a large
variety of sensor input signals. In fact, this converter is able to achieve very good
absolute accuracy and has the capability to manage, with proper multiplexing,
several inputs with the same converter instance.

In the new generation of microcontrollers for automotive applications, we
observe a significant increase of the required converter performances and the
number of converters to be hosted, to achieve the required bandwidth and the
capability of simultaneous sampling of several signals.

In order to avoid diverging cost of the converters, it is key to be able to reach the
desired performance in a compact way.

Analog-to-Digital Converters (ADCs) require high linearity and so low voltage
coefficient capacitors. A built in self-calibration and digital-trim algorithm correct-
ing static mismatches in capacitive Digital-to-Analog Converter (CDAC) block is
proposed.
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10.1.1 Conventional SAR ADC Calibration/Trimming

Many techniques can be applied to compensate random mismatch errors in the
matching-critical components for data converters. They can be divided into four
categories: trimming, calibration, switching-sequence adjustment, and dynamic
element matching (DEM).

Trimming compensates the random mismatch errors by regulating the component
parameters at the wafer stage. It requires accurate test equipment to continuously
measure and compare trimmed parameters with their nominal values. There are
mainly two types of trimming: one is to change the physical dimensions of the
circuit. The second is to connect/disconnect an array of small elements using fuses
or MOS switches [1, 2].

Calibration can be seen as an improved version of trimming since it characterizes
errors on chip or board and subsequently corrects them. Yet, the obtained accuracy
level is limited by the resolution and accuracy of error measurement circuits and
correction signals [3, 4].

Switching-sequence adjustment is commonly used in layout designs to compen-
sate the systematic gradient errors for some electrical parameter [5, 6].

DEM is another popular solution to the critical components random mismatch
errors. It dynamically changes the positions of mismatched elements at different
time so that the equivalent component at each position is nearly matched on a
time average. Unlike the static random mismatch compensation techniques, DEM
translates mismatch errors into noise. However, the translated noise is only partially
shaped where the in-band residuals could possibly affect the data converters’ signal-
to-noise ratio (SNR). Furthermore, the output will be inaccurate at one time instant
since DEM only guarantees matching on average [7, 8].

10.2 SAR ADC Overview

The SAR principle of operation is widely and perfectly known: essentially, it
performs a binary search algorithm to converge to the input signal. At the heart
of the SAR there are two components: a comparator and a DAC.

The DAC generates a “guess” of the analogue level and the comparator evaluates
the difference between the DAC output and the actual, analogue input (Fig. 10.1).

Very often the Track&Hold structure is merged with the DAC for implementation
efficiency and holding simplicity.

The sequencing logic and SAR register sets the next “guess” level, according
to a binary search algorithm, in order to match the DAC output and the analogue
input voltage. At the end, this process generates the digital code correspondent to
the analogue input.



10 A Self-Calibrating SAR ADC for Automotive Microcontrollers 179

Fig. 10.1 SAR ADC
standard architecture

There is a strict correlation between the conversion result and the accuracy of
the DAC converter: any non-ideality in the DAC components has an impact in the
behavior of the SAR ADC system.

The main requirements of the comparator section are an offset compatible with
the accuracy required, a noise contribution in line with the converter resolution and
an evaluation speed adequate to the conversion timings.

10.2.1 DAC Architecture

A set of binary weighted physical elements, normally capacitors or resistors, is the
most straightforward implementation of the DAC component. This implementation
is putting heavy constraints on the accuracy of the elements especially if good
linearity and the absence of missing codes have to be granted.

A different DAC organization can reduce the matching needs: a structure
containing a set of identical elements thermometer coded implements the msb bits
by while binary coded elements implement lsb bits.

This approach, while granting by construction the monotonicity of the thermo-
metric DAC and reducing the matching requirements to ensure a good DNL at the
transition between thermometric and binary DAC, requires the usage of a much
wider set of switches to control the various elements that can have a not negligible
impact on the area of the converter. The partitioning of the DAC elements in a
number of a thermometric bits (msb) and binary bits (lsb), depends on the accuracy
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to be reached by the converter, on the matching parameters of the unit element
(technology parameter) and on the area taken by the switches portion.

The selection of this kind of arrangement (driven by accuracy requirements)
automatically implies a series of consequences that we use, favorably, in our
calibration process.

In our implementation, the DAC has been fully realized with capacitors given the
stringent requirement for speed and reference consumption. In fact, avoiding
the usage of resistors, remove any DC current component on the reference and
the settling time of the DAC will depend on the time constant associated to the
switches and the capacitors: switches resistance can be lowered without affecting
the reference consumption.

The proposed architecture implements a six bits thermometric DAC and a six bits
binary DAC.

10.2.2 Thermometric and Binary Elements Organization

As said before the thermometric organization provides advantages in terms of
linearity at the expense of a certain redundancy in the circuitry to select the elements.
This redundancy normally is not exploited because the thermometric sequence is
hard coded in the decoding logic.

The principle of the calibration method presented in this paper consists in the
smart usage of the intrinsic redundancy offered by the thermometric decoding.
The sequence of the thermometric elements is not hard coded but can be changed
arbitrarily.

Notice that in our implementation the thermometric DAC is built by a complete
set of elements able to generate all the 2NbitThC1 (where NbitTh is the number of bits
thermometric coded) reference levels from VrefN to VrefP. The reason for this choice
will become clear later on.

Therefore, the binary DAC will not be realized as a fully additive DAC, but will
be able to provide both positive and negative voltage values as well.

Figure 10.2 represents a conventional approach for the generation of the refer-
ences using a thermometric and a binary DAC arrangement while Fig. 10.3 describes
the decoding strategy used for the proposed DAC.

As it can be noticed, another redundancy is generated in our implementation
because, in principle, we have the possibility to generate voltage references even
above VrefP. We will use favorably also this kind of redundancy in the measurement
process.
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Fig. 10.2 Conventional approach for thermometric and binary DACs assembly
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Fig. 10.3 Approach used in this paper for thermometric and binary DACs assembly

10.3 Thermometric Elements Calibration

Any calibration process is based on the capability to measure the system to be
calibrated: in our case it is the set of unit capacitors constituting the thermometric
DAC but the concept equally works with different physical elements as well (e.g.:
current sources).
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The accurate evaluation of the values of the thermometric elements is, without
doubt, a critical step in the calibration procedure: wrong measurements will
produce, invariably, bad calibration results.

To be effective from an industrial point of view, the final calibration process has
to satisfy two basic requirements:

1. no area relevant, extra analogue HW has to be designed and implemented in
silicon for the calibration feature

2. no high-accuracy references (internal and/or external) have to be requested by
the calibration procedure

10.3.1 Thermometric Elements Measurement

We can easily recognize that with the hardware in our hands and without the help of
any external equipment, we can measure, against a given arbitrary voltage reference,
the difference between any of the two capacitors of the thermometric set.

In fact, what we really need to know is not the absolute value of each
thermometric element (i.e. the capacitance values in fF), but the difference between
every element and its ‘ideal’ value. In reality, as we will see later on, the difference
between each thermometric element and only one of them chosen arbitrarily as a
reference is sufficient to carry on the calibration procedure.

This is achieved by performing a simple SAR conversion of an error voltage
generated on purpose by using the two capacitors under measurement.

Let’s sample the voltage VrefP on an arbitrarily chosen thermometric element,
CTh-ref, while sampling VrefN on all the other elements.

After the sampling phase is ended, so the signal is frozen on the thermometric
capacitors, we connect the CTh-ref capacitor to VrefN while connecting the capacitor
to be measured, CTh-k, to VrefP.

The voltage at the input of the comparator will change by an amount equal to

�Vk D CTh�k � CTh�ref

NthX

jD1

Cj

� �VrefP � VrefN
�

(10.1)

At this point, the error signal generated can be converted in a digital code by means
of the binary DAC. Obviously �Vk can be either positive or negative but, as we said
before, the binary DAC can provide both positive and negative output voltage levels
as well.

To improve the resolution of the measurement, the reference used by the binary
DAC can be scaled down (VrefP_Cal): in our implementation, the scaling factor
can be 8 or 16 providing an equivalent measurement resolution of 15 or 16 bits if
compared to the resolution of the final converter. It has to be noted that the accuracy
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Fig. 10.4 Self-calibrating SAR ADC proposed architecture

of the calibration voltage reference has no impact on the accuracy of the calibration
process so the area required to implement it is negligible compared to the area of
the SAR ADC.

To enable the calibration process the structure of the SAR ADC needs to be
modified according to Fig. 10.4. The overhead of the calibration process is very
low, being confined to a small analog add-on and a digital block modification that
in a 40 nm technology is for sure negligible.

In the mathematical computation terms, let us call Tk the generic thermometric
element.

The ‘ideal’ value is simply the average value of the elements, because in case all
the Tk would have the same value, they realise a perfect thermometric DAC.

Tave D Tideal D

NthX

kD1

Tk

Nth
D Ttot

Nth
(10.2)

where Nth is the number of thermometric elements.
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As described before, with the HW available it is easy measure the following
quantity, Ej,k:

Ej;k D Tj � Tk

Ttot
j; k 2 f1 : : : Nthg (10.3)

This quantity is the basic element of the calibration process.
Selecting arbitrarily as reference for all measurements Tk 	 Tref, the value of

Eq. (10.3) is evaluated for all the thermometric elements, Tj, using always the fixed
chosen element Tref.

Other, different, measurement policies can be adopted, but we will develop the
next steps with the above assumption.

At the end of the measurement process, we have a numbered set of Nth values,
Ej, representing the starting point of the calibration algorithm.

Ej D Tj � Tref

Ttot
8j; j 2 f1::Nthg I ref 2 f1::Nthg (10.4)

Again, Tref is a chosen element of the array.
The choice of this ‘reference’ element, Tref, is not univocal and it affects

numerically the computations to be carried out during the calibration process.
Notwithstanding, it is possible to demonstrate that it has no impact on the result.

The Ej itself does not represent directly the difference of the value of each
thermometric element Tj from Tideal, but it is possible to make a convenient use
of it during the calculations.

10.3.2 Measurement Procedure

The measurements of the values of Ej are carried out using the binary section of the
SAR ADC; the technology guarantees for this subsection a high degree of accuracy
and we take advantage of it.

Moreover, the values to be measured are intrinsically very small. We are mea-
suring the difference between two thermometric elements, assumed very similar by
technology. This to say that a limited dynamic range for the measurement is needed
and the SAR binary subsection dynamic range is adequate for that task.

Notwithstanding, a single measure of Ej is not enough accurate due to the
intrinsic noise of the comparator and the quantization error. An average on a certain
number of measurements is mandatory.

In case of an ideal measurement environment, the repetition of the measure does
not give any real advantage: the code readout from the ADC is invariably the same
(Fig. 10.5).
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Fig. 10.5 Noiseless ADC conversion
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ADC output spreads around ‘2’

The average operation is effective

Fig. 10.6 Noisy ADC conversion

However, the situation is radically different if a limited, but not negligible,
amount of noise is present. In such a case, the readout of the measurements will
spread around a certain interval and the average action is effective (Fig. 10.6).

The more noise is present, the more codes are exercised, while an excess of noise
can damage the measurement process.

In fact, there is an optimum level of noise given the number of measurements
available for the average or vice-versa. Given the noise level it is possible to fix the
optimum number of measurements (Fig. 10.7).

It is evident that the accuracy of the measurement depends on the noise level,
given the number of samples used in the average. In this case, a noise around 0.5
lsb is enough to guarantee a precision of almost 0.02 lsb after an average on 4096
samples. In fact the ‘signal’, in this case a constant value, increases linearly with
the number of measurements used in the average, Nave, whilst the noise, adding in
power, increases like sqrt (Nave). At the end the ‘signal’ to noise ratio increases like

Navep
Nave

D
p

Nave (10.5)

Every doubling of the number of samples the accuracy increases by 3 dB, i.e. ½ lsb.



186 C. Burgio et al.

Fig. 10.7 Error after 4096 samples averaging vs RMS noise (in lsb)

10.3.3 Calculations and Data Processing

Let us assume there are Nth thermometric elements in a DAC converter.
The output voltages generated by this DAC for every input code are:

Vk D

kX

jD1

Tk

Ttot
Vref k 2 f1::Nthg (10.6)

It is implicit that for the ground level (code 0) no elements are used and V0 D 0;
for the last level, where all elements are used, VNth D Vref, independently on the
values of the Tk. Ground level and full scale level are always, by definition, correctly
positioned, i.e. their INL is 0.

It is a matter of fact, due to the technology limitations, that the Tk have different
values, each of them being affected by an error respect to the ideal value, Tideal

Tk D Tideal C tk k 2 f1::Nthg (10.7)

where tk is the deviation of element from the ideal value or, otherwise stated, the
DNLk. By consequence, the DAC output voltage level becomes:
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Vk

Vref
D

kX

jD1

�

Tideal C tj
�

Ttot
D

kX

jD1

Tideal

Ttot
C

kX

jD1

tj

Ttot
k 2 f1::Nthg (10.8)

Note that, by definition, for full scale level the following is valid:

NthX

jD1

Tj

Ttot
D

NthX

jD1

�

Tideal C tj
�

Ttot
D NthTideal

Ttot
C

NthX

jD1

tj

Ttot
D 1 )

NthX

jD1

tj D 0 (10.9)

The sum of all the DNL errors is 0, as it has to be by INL definition.
The error between every level and the perfect level, i.e. the INLk, is:

INLk D

kX

jD1

�

Tideal C tj
�

Ttot
�

kX

jD1

Tideal

Ttot
D

kX

jD1

tj

Ttot
k 2 f1::Nthg (10.10)

By definition:

INL0 D INLNth D 0 (10.11)

Here the main point: the INLk depends not only on the tk values, but on their
ordering as well and the proposed implementation takes advantage of this property:
changing the ‘sequence of firing’ of the Tk elements, the INL characteristic changes
as well. The problem is the identification the best permutation of the thermometric
elements in order to minimize the INL error.

Using the measurement results, Ek, it is possible (see Appendix), to evaluate both
DNL and INL errors:

DNLk D Ek �

X

all

En

Nth
(10.12)

INLk D
kX

jD1

Ej � k

X

all

En

Nth
(10.13)

It is worth pointing out that both INL and DNL expressions do not imply the
knowledge, as previously claimed, of the selected reference element Tref.

Every permutation of the thermometric elements generates a different INL
characteristic for the DAC. Actually this is a huge number of possibilities (Nth!)
even for relatively low numbers of thermometric elements and an exhaustive search,
trying all possible permutations, is practically impossible.
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10.3.4 Calibration Algorithms

At this point, after the Ek measurements, it is possible to evaluate the INL
characteristic of the DAC for all the possible permutations of the thermometric
elements. The identification the best one, without perform an exhaustive search,
is strongly desirable. Using metaheuristic optimization approaches (Simulated-
Annealing and Tabu-Search), simulations show a remarkable probability of trapping
in local minima.

A deterministic approach solves the issue.

10.3.4.1 Calibration Algo I

The discussion of the rationale behind the calibration algorithms (Algo) and the
placement strategy for the thermometric elements follows in the next paragraphs.

Calibration Algo I: Discussion

In a ‘perfect’ DAC, every thermometric element has a ‘perfect’ value, Tideal. In such
a case, building conceptually the INL characteristic, when an element is placed in
the position ‘k’, the characteristic increase by Tideal and the resulting INL is 0.
Actually, every element is affected by an error DNLk and we have to place all
of them; including the element having the worst DNL value, DNLworst. Our ideal
setup process, eventually, places this element as well, defining the best possible
accuracy for INL. In fact, the best option we have is to place it exactly across the
ideal staircase, fixing in this way the best INL performance of the current DAC at
DNLworst/2. Given the measurement results, we immediately know the best possible
INL performance for the DAC under test. Now we need a strategy able to identify
one (out of many) permutation satisfying the following relationship (Figs. 10.8 and
10.9):

max .abs .INLk// � DNLworst=2 8k; k 2 f1 : : : Nth�1g (10.14)

Calibration Algo I: Elements Placement

Let us assume that the distribution law for the thermometric element is Gaussian
around their average value, Tideal; accordingly, a substantial number of them are
placed near Tideal, showing good accuracy.

By definition, the INL error value at the extremes (ground and full scale) is
zero. So, starting from one of these points is possible ‘to build’, if not the optimal
sequence, at least a very good approximation of it.
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Fig. 10.8 General DAC
characteristic

Tideal

DNLworst

Fig. 10.9 Best possible INL
profile

DNLworst/2

Here is the procedure:

0. Select ground (or full scale) as ‘Current INL level’. Initialise the “Set of elements
to be placed” with all elements.

1. Select the element with the worst DNL, DNLworst, in the set of elements to be
placed.

2. Taking advantage of the accurate elements having low DNL error, approximate
as much as possible DNLworst/2 value, paying attention never exceed C/- 0.5
DNLworst

3. Place the low DNL error elements sequence, followed by the DNLworst element,
after the ‘Current INL level’.

4. Remove the used elements from the “Set of elements to be placed”.
If the DNLworst/2 value has been accurately approximated, the DNLworst

element will ‘jump’ from DNLworst/2 to -DNLworst/2.
5. Update ‘Current INL level’ to the level after DNLworst element (the last one).
6. If the “Set of elements to be placed” is not empty, restart from step 1), otherwise

INL is 0 (it has to be, by construction) and stop.

This procedure, consuming systematically the thermometric elements having
high DNL error, takes advantage of the relative large number of elements with small
DNL error. Most of the times, only elements with small DNL error will remain at
the end of the process. The result is the ‘stretching’ at the end of the INL plot, as
sketched in Fig. 10.11.
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10.3.4.2 Calibration Algo II

Calibration Algo II: Discussion

The value of the DNLworst element limits the “Algo I” calibration process perfor-
mance. That element appears in the INL two times: the first one in the numerator of
Eq. (10.6), when k 
 ‘worst’ index; the second one in the denominator, contributing
to Ttot jointly with all the other elements. In the denominator it does not generate
any trouble; it is a problem, conversely, in the numerator, where it introduces a big
‘jump’ in the INL characteristic of the DAC at k D ‘worst’. Then a possible solution
could be to use, in the numerator, only the elements having low DNL errors.

The following paragraph sketches the strategy adopted in order to avoid the
presence of the elements with high DNL error in the numerator.

Calibration Algo II: Elements Selection and Placement

It is already established that

X

all

DNLk D 0 (10.15)

Now we can split the set of thermometric elements into two subsets; let us call them
for the time being ‘set A’ and ‘set B’:

X

A

DNLk C
X

B

DNLk D 0 (10.16)

or, equivalently:

X

A

DNLk D �
X

B

DNLk (10.17)

this means that, splitting the thermometric set into 2 subsets, the sum of subset ‘A’
will be always the opposite the sum of subset ‘B’, independently of the selection of
the elements.

Now we can run the following procedure:

1. split the thermometric element set into two subset of Nth/2 elements
2. The first subset, let us call it the ‘Good’ set, contains the elements with lower

DNL; the remaining elements belong to the second subset, called the ‘Bad’ set.
3. The ‘Good’ subset obeys to supplemental criteria: minimize the absolute value

of the sum of the DNL of all the elements; by consequence, the ‘Bad’ set will
have the same DNL sum value, with the opposite sign. Ideally, that value should
be zero; in practice it is possible to get a value very near to that target, with a
value lower than the majority, if not all, of the DNL errors.
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Fig. 10.10 Thermometric elements statistical distribution

4. The ordering of the elements of the ‘Good’ set can be established with an
algorithm similar to ‘Algo I’ (Fig. 10.10)

Then, for every DAC measurement, apply the following strategy:

1. Use, for the first half of the thermometric scale, only the ‘Good’ set
2. For the second half of the thermometric scale proceed to:

(a) Substitute the ‘Bad’ set in place of the ‘Good’ set in the lower section of the
array.

(b) Use again the ‘Good’ set in the higher section of the array, but with the
elements used in the reversed order.

The substitution of the ‘Good’ to ‘Bad’ is seamless if the sum of the ‘Good’ set
is zero or very near to zero.

There is a price to pay for that procedure: the DAC characteristic is not monotonic
‘by construction’ any more. Notwithstanding, it is a matter of fact that, with a careful
selection strategy, it is always possible to have an extremely good matching between
the ‘Good’ and ‘Bad’ set, much better than 1 lsb, avoiding in this way the inference
of non-monotonicity.

In this way:

1. Only the elements having low DNL error appear in the numerator as single step
‘increment’. These DNL values are, now, the limiting factor for the DAC under
test performance.

2. The discontinuity at half scale is minimized in the splitting procedure of the
thermometric set in ‘Good’ and ‘Bad’ sets.
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10.4 Statistical Simulations

A behavioral, statistical, MATLAB model evaluates the performances of the
above calibration concept. That model takes into account all the main technology
parameters, includes an accurate model of the analog part and the above described
calibration algorithms. It predicts the behavior of the pre- and post-calibration INL
characteristic for a single ADC and pictures the statistical behavior of a set of many
ADC as well.

10.4.1 Calibration Algo I Statistical Simulation

Figure 10.11 represents, for a single ADC, the profile of the INL before (native) and
after calibration with Algo I.

Figures 10.12 and 10.13 represent the simulation result on a population of
1024 elements. As evident in Fig. 10.13, the statistical distribution of the INL is
compacted by roughly a factor of six.

Fig. 10.11 Algo I—single ADC INL pre- and post-calibration behavior (simulation)
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Fig. 10.14 Algo II—single ADC INL pre- and post-calibration behavior (simulation)

10.4.2 Calibration Algo II Statistical Simulation

Figure 10.14 represents, for one particular case of the statistical distribution, the
profile of the INL before (native ADC) and after calibration with Algo II.

Figures 10.15 and 10.16 represent instead the result on a population of 1024
elements. The statistical distribution of the INL is even more compacted with respect
to Algo I (improvement of a factor of eight), reducing significantly the minimum
value. The worst case DNL of the thermometric elements is not the limit any more
(Fig. 10.17).

10.5 Silicon Measurements

The following paragraphs carry out a comparison of the simulation results vs. the
laboratory measurements. All the measurements refer to the same device.
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Fig. 10.15 Algo II—statistical pre- and post-calibration behavior (simulation)

10.5.1 Uncalibrated ADC Silicon Measurement

The first measure (Fig. 10.18) shows the native INL characteristic. Due to the initial,
random, distribution of the thermometric elements values, the maximum INL error
is larger than 1 LBS.

The root cause of the oscillatory behavior (�0.15 lsb) is in the inaccuracy of
the binary ADC implemented for the six lsb bits. Figure 10.19 shows the details of
characteristic of the binary section of the ADC.

Using the self-measurement capability of the calibration procedure, it is possible
to estimate the native INL characteristic of the device without the aid of any external
instrument. Figure 10.20 compares such estimation with the INL measured in the
laboratory.
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Fig. 10.16 Algo II—statistical pre- and post-calibration behavior detail (simulation)

10.5.2 Calibration Algo I Silicon Measurement

Figure 10.21 shows the complete INL characteristic of the device after self-
calibration using Algo I. The typical shape of Algo I has a good matching with
the behavioral simulation results (Fig. 10.8).

Figure 10.22 depicts the matching, after calibration, between the estimation and
the actual measure of the INL of thermometric elements only.

10.5.3 Calibration Algo II Silicon Measurement

Figure 10.23 sketches the INL after self-calibration using Algo II. It is evident the
peculiar symmetry around the central code of this calibration procedure.

Figure 10.24 depicts the matching, after calibration, between the estimation and
the actual measure of the INL of thermometric elements only. Also in this case, the
agreement between the calculated characteristic and the measured one is quite good.
The deviation is in the range of 0.15 lsb @ 12Bit and we suspect this is mainly
due to inaccuracy of the measurement of the ADC characteristic after calibration
(Figs. 10.25 and 10.26).
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Fig. 10.18 Self-calibrated SAR INL measure before calibration
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Fig. 10.19 Self-calibrated SAR INL measure before calibration (detail)

Fig. 10.20 Self-calibrated SAR INL before calibration. Thermometric elements only

10.6 Conclusions

A low cost, high performance calibration method for SAR ADC has been presented.
The theory, the simulation and the experimental results show a perfect alignment,
leading to an improvement of the performance up to a factor of eight reaching 0.15
lsb of INL for the calibrated thermometric elements.

The overhead in terms of silicon area is negligible and there is no need of
external, high precision instruments. The quality of the calibration measurements
is high enough to allow the calculation of the native and calibrated INL profile with
an error in the range of 0.15 lsb @ 12bit.
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Fig. 10.21 Algo I—self-calibrated SAR INL measure after calibration

Fig. 10.22 Algo I-thermometric calibration: INL measure vs. estimation

A.1 Appendix

The detailed calculations for DNLk and INLk follow, using the measurements Ek.
Let us start from the quantities measured in the Analog Section:

Ej D Tj � Tref

Ttot
8j; j 2 f1::Nthg I ref 2 f1::Nthg

Solving for Tj:

Tj D Tref C EjTtot 8j; j 2 f1::Nthg I ref 2 f1::Nthg
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Fig. 10.23 Algo II—self-calibrated SAR INL measure after calibration

Fig. 10.24 Algo II-thermometric calibration: averaged INL measure vs. estimation

Let us evaluate:

Ttot D
NthX

jD1

Tj D
NthX

jD1

�

Tref C EjTtot
� D NthTref C Ttot

NthX

jD1

Ej

Using

Ttot D NthTref C Ttot

NthX

jD1

Ej ) Tref

Ttot
D

1 �
X

all

Ej

Nth
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Fig. 10.25 Self-calibrated SAR layout

Fig. 10.26 ADC integration (40 nm technology)
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It is possible now the evaluation of INLk:

INLk	

kX

jD1
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Ttot
� k

Nth
D

kX

jD1

�

Tref C EjTtot
�

Ttot
� k

Nth
D
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Ej
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Nth

D k
Tref

Ttot
C

kX

jD1

Ej� k

Nth

Substituting the previous result, we can eliminate Tref:

INLk D k
Tref
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C

kX

jD1

Ej � k
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D k
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all

Ej

Nth
C
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Moreover, by definition:
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Chapter 11
Advanced Sensor Solutions for Automotive
Applications

Paolo D’Abramo, Alberto Maccioni, Giuseppe Pasetti, and Francesco Tinfena

11.1 Introduction

A sensor is a device whose input is a physical phenomenon and whose output is a
quantitative measurement of that physical phenomenon. In the world of electronics,
sensors provide the interface between physical or chemical quantities and electrical
signals. Direct or indirect measurements are provided depending on whether the
output of the sensor is the interesting quantity or it acts as an information carrier
for another quantity. Position, velocity, linear and angular displacement, electrical
currents are examples of physical signals that can be indirectly measured.

Nowadays sensor signal-conditioning electronics, which performs the necessary
analog and digital signal processing, is often provided by integrated circuits and in
many cases the sensor itself is fabricated using IC technologies (either on the signal
processing die itself or on a separate die). Sensors with integrated electronics are
a powerful support in many applications over a broad range of mankind activities,
particularly in the automotive environment [1].

The importance of electronics in automotive is constantly increasing and the
growth of the number of electronic devices in modern cars is in large part due to
the high quantity of sensors that are required for reliable vehicle operation and
for achieving higher levels of efficiency, safety and comfort [2]. In fact, sensors
with integrated electronics are involved in the engine control and contribute to
improve performance, increase efficiency, reduce fuel consumption and cut harmful
emissions to fulfill the stringent emissions limits set by environmental pollution
standards. They are also used in almost all the safety systems of vehicles, whether
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the active ones, which help to avoid accidents, or the passive ones, which help to
reduce the effects of accidents. Particularly the sensors play an essential role in
all the active safety processes for crash avoidance (e.g. brake assistance, traction,
steering and stability control), in all the active advanced driver assistance systems
and also in some passive crashworthy devices (like airbags). Furthermore there
are many essential comfort components and many desirable comfort features that
operate sensing the environment and interacting with the passengers (e.g. seat
occupancy detection, gesture sensing).

Whatever is their function, in the automotive applications the sensors have
to operate in one of the harshest environment for electronic components and, at
the same time, they have to ensure excellent reliability and durability levels. In
terms of electrical constraints, the sensors have to fulfill especially more and more
stringent requirements for Electro-Magnetic Compatibility (EMC): they have to
operate correctly when exposed to strong electromagnetic fields caused by other
equipment and also emit very low levels of radiated and conducted disturbances
that may interfere with other electronic equipment on car. In order to guarantee
this, all sensor solutions for vehicles have to undergo many severe EMC tests and
fulfill the limits defined by automotive OEMs and international standards (CISPR25,
IEC61967, ISO7637 and ISO11452 just to mention the main ones).

Examples of physical and chemical quantities that need to be monitored in
automotive are: proximity, position, linear and rotational speed, linear and angular
displacement, acceleration, torque, temperature, pressure, electrical current, humid-
ity, airflow, fluid level, fluid concentration, selective gas concentration.

Many advanced sensor technologies are used to sense these quantities. One of the
most interesting is based on the measurement of the capacitance variation between
two electrodes, which is caused by the variation of the quantity to be indirectly
sensed. The transducers that use this measurement principle are in general referred
to as capacitive sensors and they are able to detect many of the physical and chemical
quantities indicated above [3, 4].

A key advantage offered by capacitive sensors is that indirect measurements are
performed without any contact between sensing device and mechanical system.
This allows achieving high performance with a relatively easy, robust and cheap
construction and for this reason they are widely used in automotive.

On the other hand, depending on the architecture, they could be very sensitive to
electro-magnetic fields or they could be an efficient emitting source of disturbances.
In particular there are capacitive sensors (e.g. for seat occupancy detection) where
at least one of the electrodes needs to have a significant physical extension and
act as an antenna, picking up the external electromagnetic fields and/or emitting
disturbances.

This poses a huge challenge on the design of the signal conditioning electronics
for those sensors: the read-out circuitry has to withstand and suppress the unwanted
electromagnetic fields collected by the sensor electrodes while the drive circuitry
needs to minimize the emission of unnecessary electromagnetic components. The
next chapters describe several architectures for capacitive sensor interfaces and the
design aspects to be considered for achieving excellent electromagnetic immunity
and emission performance as required in automotive applications.
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11.2 Architectures for Capacitive Sensor Interfaces

Different architectures are possible depending on the sensor configuration and the
characteristics of the sensor capacitance.

Sensor can be (Fig. 11.1) “grounded” i.e. one of the two terminals is permanently
grounded or “floating” i.e. both the terminals are accessible and can be controlled.
This constraint has to be taken into account when choosing the sensor interface
architecture.

Moreover sensors can have different characteristics in terms of capacitive range,
offset value, resistive component (series or parallel), frequency response and so on.
Based on these and the specific requirements of each application, the architecture of
the sensor interface with the optimal trade-off has to be chosen.

The simplest method to measure the capacitance is to charge it with a constant
current and measure the time to charge it until a reference voltage [5, 6]. Figure 11.2
shows the principle implementation.

The capacitance value Csense can be obtained measuring the time delay between
the falling edge of the “CLK” signal and the rising edge of the “Comp_out” signal:

Csense D Ibias � Delay=VRef (11.1)

The robustness of this architecture can be improved using a reference capacitor and
a symmetrical circuit. In this way, errors due to the variation of components, like
bias current and reference voltage, can be reduced drastically since the common
mode errors do not impact the measurement result. Figure 11.3 shows the improved
architecture. In this architecture, the value of the capacitance can be derived from
the duty cycle of the “OUT” signal:

DutyCycle D Csense= .Csense C CRef/ (11.2)

Main advantages of the above mentioned approaches are the low complexity, a very
low power consumption and fast measurement.

Capacitive Sensor 
Frontend

Grounded Sensor

Capacitive Sensor 
Frontend

Floating Sensor

Fig. 11.1 Possible sensor configuration (grounded or floating)
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Fig. 11.3 Duty-cycle measurement concept

Unfortunately in terms of electromagnetic immunity, any disturbance on the
electrodes affects the result of the measurement and it can only be minimized
averaging multiple readings, with a negative impact on response time and power
consumption.

In terms of electromagnetic emissions, the speed of the charge and discharge
ramps should be as low as possible but this is constrained by the required response
time; moreover, the lower the slope of the charging ramp, the more susceptible the
front-end is to internal noise (high jitter) and external disturbers (low immunity).
An additional constraint to the useful ranges of charge and discharge slopes are the
parasitic resistive (series and parallel) and inductive components of the sensor.

A more sophisticated architecture makes use of a Sigma-Delta converter where
the sensor capacitance acts as one of the modulator capacitor in the switched
capacitor amplifier (Fig. 11.4) [7, 8].
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Fig. 11.4 Sigma-Delta switched-capacitor measurement concept

The sensor capacitance value can be calculated according to Eq. 11.3, where M
is the mean value at output of the comparator and OSR is the oversampling ratio of
the Sigma-Delta converter:

Csense D M
OSR

Cref (11.3)

Main advantages of this architecture are the low noise and the high dynamic range.
The desired trade-off between accuracy, settling time and power consumption can
be achieved choosing the appropriate oversampling ratio.

In terms of electromagnetic immunity the Sigma-Delta provides good filtering,
while the fast commutations of Csense terminals are still critical for the emissions.

The main disadvantage of this architecture is that it requires a floating sensor
where both terminals of the capacitor can be driven. This is often not the case for
many applications like proximity and gesture detection.

To achieve optimal EMC performance without the need of a floating sensor, the
architecture shown in Fig. 11.5 can be used, where the capacitive component of
the sensor impedance is measured forcing a known AC voltage and sensing with
synchronous demodulation the quadrature current sourced by the driver.

The “drive path” provides the current required to drive the sensor electrode at
the excitation frequency (chosen based on the application requirements and sensor
characteristics) while keeping the spurious harmonic content at the minimum.

The quadrature component of the current sourced by the driver is sensed by
the “pick-up path”, which suppresses the potential interfering signals thanks to the
synchronous demodulation and adequate filtering.

The next two chapters highlight the specific design aspects to be considered
in this architecture in order to achieve optimal electromagnetic emissions and
immunity performance respectively.
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Fig. 11.5 Complex impedance measurement concept

11.3 Design Considerations for Electromagnetic Emissions

The critical part in terms of emissions is the drive path that generates the sinusoidal
excitation of the electrode: on one hand the electromagnetic energy injected by the
driver into the sensor is radiated by the electrode and on the other hand the AC
current that the driver sinks from the supply may cause conducted emissions through
the corresponding wire.

Ideally a pure sinusoidal excitation signal would limit the emission spectrum to a
single tone at the selected operating frequency. This can be achieved quite well using
an oscillator with high spectral purity as signal source. Unfortunately the application
requires the programmability with very fine steps of the operating frequency over a
wide range which would make such an implementation too large in area (multiple
oscillators with large trimming structures are needed).

In order to fulfill those requirements within an acceptable silicon area, the
excitation signal is generated by digital synthesis and a sinusoidal DAC.

The sinusoidal DAC gives a good approximation of the sinewave, but, because
of non-idealities (e.g. quantization, mismatch of the levels, switching transients),
the spectrum of the output signal contains harmonic components of the chosen
operating frequency, which can be attenuated adding a low-pass filter between the
output of the DAC and the input of the electrode driver.

For the particular application the best trade-off to achieve the required harmonic
content while keeping current consumption and silicon area to an acceptable level
needs a 16 phases DAC (Figs. 11.6 and 11.7). Special attention has to be taken
care also in the DAC layout to minimize the sources of the above mentioned non-
idealities.

The high frequency clock to generate the DAC phases is obtained using a multi-
phase (16 in this case) PLL locked on the fundamental excitation frequency; using
an oscillator at 16 times the sinewave frequency would require much higher current
with a negative impact on the conducted emissions.
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The sinusoidal DAC output is a low power signal which can’t drive directly the
electrode. An output driver is needed in order to provide the required current (5 mA
for a 100 pF sensor driven with 400 mV at 20 MHz). In order to avoid introducing
additional unwanted harmonic components, the design of the driver has to ensure
that its linear operation region (avoiding saturation effects both at the input and
the output stages) covers the dynamic range of the sinusoidal signal with a proper
margin over process, supply voltage and temperature variations.

Last but not least, any parasitic couplings between blocks operating at different
frequencies inside the IC have to be minimized. Those introduce crosstalk that can
generate intermodulation products between two or more frequencies, leading to
additional components in the emission spectrum: for example a parasitic coupling
between the electrode excitation frequency and the fixed digital clock frequency will
generate an unwanted component which is not a harmonic of the excitation signal
itself.

It can be caused by many sources (e.g. parasitic resistance of the supply and
ground connections, parasitic capacitive coupling via the substrate or the metal
routing, parasitic coupling via common bias blocks) and appropriate measures
have to be taken in both schematic and physical design: proper concept for the
generation and distribution of reference voltages and bias currents, dedicated supply
and ground routing from the pad to each sensitive block, shielding of sensitive signal
routing.

The conducted emissions through the supply pins, generated by the drive path but
also by other blocks like the digital part, are also a concern, which can be addressed
using a LDO to generate the 5 V supply from the 12 V battery voltage with adequate
load regulation to suppress all the high frequency components of the IC supply
current.

Also the level of the excitation frequency itself may exceed the allowed emission
limits. In this case a spread-spectrum scheme can be implemented to vary the
operating frequency using a periodic function so that the signal energy is distributed
over a wider band and the peak emission level is reduced. When using this, the
pick-up path (especially the ADC sampling clock) needs to be synchronized to the
periodic modulation signal, in order not to generate measurement ripples.

11.4 Design Considerations for Electromagnetic Immunity

The disturbances can reach the IC through either the sensing electrode or the power
supply. The main function of the pick-up path is exactly to amplify and isolate the
signal component (AC current in quadrature to the sensor excitation signal), which
is then converted into the digital domain for further processing.

Regarding the disturbance collected directly by the sensing electrode, the
inherent selectivity in the frequency domain of the architecture is used to reject
unwanted input signals that are at different frequencies or not coherent with the
excitation signal.
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However, the previous sentence is true only if adequate measures are taken in the
design to ensure that the all the blocks, for both the drive and the pick-up path, do
not saturate even in presence of the worst external interferers.

In particular, the operating current of the electrode driver for a 100 pF sensor
operated with 400 mV amplitude at 20 MHz is equal to:

Zsense D 1=
�

2� �f�C
� D 1=

�

2� �20 M�100 p
� D 80 � (11.4)

Iout D Vout=Zsense D 400 m=80 D 5 mA (11.5)

But in the given application experimental measurements show that during immunity
tests up to 15 mA can be induced on the sensor electrode, three times higher than the
operating current! This implies that, as first step to achieve optimal performance in
terms of electromagnetic immunity, the driver has to be sized to handle up to 20 mA
without saturating.

The same consideration applies to the whole pick-up path, which has to sense
such a current still keeping a linear response. Only under these conditions, the
high selectivity of the synchronous demodulator and related filters can guarantee
an effective suppression of the interferers while extracting correctly the amplitude
of the sensor excitation current.

The disturbances reaching the IC through the power supply are handled using a
LDO with adequate PSRR over the relevant frequency range to generate the supply
voltages of the different IC blocks, which need also to be optimized with respect to
PSRR. Special care has also to be taken, as mentioned already, both in schematic
and physical design to avoid crosstalk between blocks.

Of course the most appropriate trade-off between selectivity of the pick-up path
and the other application requirements (e.g. response time, noise, temperature drift)
has to be determined. In the specific application single digit fF measurement errors
could be achieved with conversion times below 100 �s and current consumption
below 100 �A (in low-power mode, required when the car is parked).

Last but not least, in case a strong but narrow-band disturber is within the pick-up
receiving band, a frequency hopping scheme can be adopted switching dynamically
the excitation frequency to a different one far enough from such an interfering
signal.

11.5 Conclusions

Sensors are more and more widely used in many applications over a broad range of
mankind activities, particularly in the automotive environment.

Among these, the capacitive sensors play a significant role because they can
indirectly monitor many different physical quantities with the advantage of a
contactless implementation.
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In this work several architectures for capacitive sensor interfaces have been
presented, with special focus on the design aspects to be considered for achieving
excellent electromagnetic immunity and emission performance as required in
automotive applications.
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Chapter 12
A Low-Power Continuous-Time Accelerometer
Front-End

Piero Malcovati, Marcello De Matteis, Alessandro Pezzotta, Marco Grassi,
Marco Croce, Marco Sabatini, and Andrea Baschirotto

12.1 Introduction

Smart sensor devices exploiting CMOS mixed-signal interface circuits are widely
used in several applications, where continuous monitoring of physical, chemical,
or biomedical variables is required [1–5]. These systems are often battery operated
or even intrinsically self-powered and, therefore, maintaining a sufficiently large
signal-to-noise ratio (SNR) while minimizing the power consumption is the main
design issue.

Among smart sensor devices, MEMS capacitive accelerometers are extensively
used in several fields, including, for example, automobiles, smartphones, and body
networks [1, 3]. In all of these application the MEMS accelerometer capacitance
variation has to be read out and digitized by a suitable analog front-end (AFE)
circuit.

In this paper we present a complete AFE circuit for 3-axes MEMS capacitive
accelerometers, which exploits a continuous-time (CT) constant-voltage approach
for reading out the sensor capacitance. The CT topology used allows a significant
power consumption reduction with respect to conventional switched-capacitor (SC)
discrete-time (DT) solutions. In order to make the proposed CT approach viable, the
proposed AFE circuit exploits a novel sensor biasing technique to achieve reliable
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operation even in the presence of strong sensor leakage currents as well as process,
voltage, and temperature (PVT) variations.

The paper is organized as follows. Section 12.2 describes the basic operating
principle of a MEMS capacitive sensor, as well as the possible AFE circuit
topologies that can be used for reading out the sensor capacitance variations. The
specifications of the proposed AFE circuit are derived in Sect. 12.3, while Sect. 12.4
describes in detail the AFE architecture and the various building blocks. Finally, the
experimental results obtained from an integrated AFE circuit prototype are reported
in Sect. 12.5, while in Sect. 12.6 we draw some conclusions.

12.2 MEMS Capacitive Sensors

In its simplest form, a MEMS capacitive sensor consists of a parallel-plate capacitor
with a fixed plate and a movable plate, as shown in Fig. 12.1a. The measurand
MS (e.g. the acceleration) affects the distance x between the plates. Therefore, the
capacitance of a generic MEMS capacitive sensor can be expressed as

C.MS/ D �0A

x.MS/
D �0A

x0 C �x.MS/
; (12.1)

where A is the area of the smallest capacitor plate and �0 is the vacuum dielectric
permittivity.

Considering that C D Q=V , as for any capacitive sensor, there are two possible
ways to transform the capacitance variation into an electrical signal (a voltage V or
a charge Q):

• the constant-charge approach, for which the output signal is a voltage (V D
Q=C);

• the constant-voltage approach, for which the output signal is a charge (Q D CV).

Denoting with C0 the MEMS capacitance in quiescent conditions, i.e. when x D x0,
and assuming linear the relationship between the measurand MS and the deformation
x (�x D ��MS), which is actually true for �x � x0, we can calculate the output
signals (�V and �Q) as a function of �MS in the two cases.

With the constant-charge approach, the MEMS capacitor is initially charged
to a fixed voltage VB. If the capacitor is well insulated, the charge stored on it

Fig. 12.1 Simplified
structure (a) and equivalent
circuit (b) of a MEMS
capacitive sensor VBx(MS)

Fixed Plate

Movable Plate

a b

CP1 CP2

RP

VOUT

C(MS)
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(Q D C0VB) remains constant. As a consequence, the capacitance variation due
to a variation of the measurand �MS leads to a voltage signal (�V) given by

�V D Q

C.MS/
� Q

C0

D Q�x

�0A
D �C0VB�MS

�0A
D �V�MS; (12.2)

where V denotes the voltage sensitivity of the sensor.
With the constant-voltage approach, a fixed voltage VB is applied and maintained

across the MEMS capacitor. The capacitance variation due to a variation of the
measurand �MS, assuming �x � x0, leads to a charge signal (�Q) given by

�Q D VB ŒC.MS/ � C0� � �VBC2
0�x

�0A
D C2

0VB�MS

�0A
D Q�MS; (12.3)

where Q D VC0 denotes the charge sensitivity of the sensor.
According to (12.2) and (12.3), both V and Q depend on the bias voltage VB.

Therefore, in order to increase the sensitivity and, hence, the SNR of the sensor, the
value of VB has to be at least of the order of few V.

In practical implementations, a MEMS sensor is not just a capacitor, but some
additional parasitic components have to be taken into account. The equivalent
circuit of an actual device is shown in Fig. 12.1b. Besides the variable capacitance
C.MS/, the equivalent circuit includes two parasitic capacitances CP1 and CP2,
connected between each plate of the MEMS sensor and the substrate, as well as a
parasitic resistance RP, connected in parallel to C.MS/. The value of these parasitic
components depends on the specific implementation of the sensor, but typically CP1

and CP2 are of the order of few pF, while RP is in the G� range.
The AFE circuit for a MEMS capacitive sensor has to read out the electrical

signal �V or �Q and convert it in the digital domain. Digital output is, indeed,
a must in most applications, in order to gain a competitive advantage over
conventional devices, in terms of area and cost at system level. Therefore, the AFE
circuit for a MEMS sensor, whose block diagram is shown in Fig. 12.2, typically
consists of some sort of preamplifier followed by an analog-to-digital converter
(ADC).

The topology and the functionality of the preamplifier in a MEMS capacitive
sensor AFE circuit is different depending on the approach used to read out the
capacitance variation.

Fig. 12.2 Typical block
diagram of the AFE circuit
for a MEMS capacitive sensor ADC

Digital Output 
MEMS Sensor

Preamplifier

MS
AV

VB
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Fig. 12.3 Block diagram of the preamplifier for the constant-charge approach without (a) and with
(b) parasitic capacitance bootstrapping

12.2.1 Constant-Charge Approach

With the constant-charge approach, the preamplifier has to buffer the sensor output
voltage, eventually introducing some gain, providing a suitable signal, with low
output impedance, to the subsequent ADC, as shown in Fig. 12.3a. In this case,
the input impedance of the preamplifier has to be extremely high (larger than
10 G�), in order to guarantee that the charge stored on the sensor capacitance is
maintained, while providing, at the same time, a suitable dc bias voltage at the
preamplifier input node. The biasing network at the preamplifier input is, therefore,
very critical and represents typically the most challenging part of the preamplifier
design. The solutions usually adopted to implement RB are based on inversely biased
diodes or switched networks. Resistor RB introduces a high-pass filter with cut-
off frequency fHP � 1= .2�RBC0/. The bandwidth requirement of the preamplifier
with the constant-charge approach depends only on the bandwidth of the measurand
(typically few kHz).

The parasitic capacitance at the preamplifier input (CPA) is also particularly
important, considering that the output voltage of the sensor �V , given by (12.2),
in the presence of parasitic capacitances (both CP2 and CPA), is actually attenuated,
leading to

Vin;PA D �V
C0

C0 C CP2 C CPA
D ��MS

VC0

C0 C CP2 C CPA
: (12.4)

This attenuation can often be quite substantial, thus leading to a degradation of the
actual sensor sensitivity and, hence, of the SNR. This problem can be mitigated by
bootstrapping CP2 and, eventually, also CPA, as shown in Fig. 12.3b. In this case, the
voltage across the parasitic capacitances is maintained constant, independently of
the signal, and, therefore, Vin;PA � �V . In order to achieve proper bootstrapping,
the gain of the preamplifier (or, at least, of the preamplifier first stage) has to be
unitary and, hence,

VOUT D �V�MS: (12.5)
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Fig. 12.4 Block diagram of
the preamplifier for the
constant-voltage approach
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12.2.2 Constant-Voltage Approach

With the constant-voltage approach, the preamplifier has transform the charge �Q
provided by the sensor, given by (12.3), into a voltage signal, with low output
impedance, suitable to drive the subsequent ADC, as shown in Fig. 12.4. In this
case, therefore, the preamplifier is actually a charge amplifier, whose output voltage
is given by

VOUT D �Q

CFB
D C2

0VB�MS

�0AVCFB
D Q�MS

CFB
D V

C0

CFB
�MS: (12.6)

The input charge �Q is obtained by connecting the sensor capacitance alternatively
to VB or to ground with switching frequency fS. The feedback capacitance CFB is
also reset periodically at the same frequency. As a consequence, the bandwidth
requirement of the preamplifier with the constant-voltage approach is determined by
fS, which has to be much larger (at least one order of magnitude) than the bandwidth
of the measurand.

The voltage swing at node Vin;PA with the constant-voltage approach is quite
small, thus making the effect of the parasitic capacitances CP2 and CPA negligible.
Moreover, since Vin;PA, in this case, is a low-impedance node, the DC biasing of the
preamplifier input is not critical.

12.2.3 Constant-Charge vs. Constant-Voltage

Apparently, the constant-voltage approach looks more attractive than the constant-
charge approach, since both the parasitic capacitance effect and the biasing of
the input node are less critical. However, the constant-charge approach has three
significant advantages, which make it appealing, especially for ultra-low-power
applications.

Firstly, according to (12.5) and (12.6), the output voltage VOUT in the constant-
voltage approach does not depend only on V , as in the constant-charge approach,
but also on the ratio C0=CFB, which is not well controlled (C0 and CFB are realized
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with different technologies and depend on different process parameters). Therefore,
the overall sensitivity of sensor and preamplifier (VOUT=�MS) features a much
larger variation with the process in the constant-voltage approach, where the spread
is due to V , C0 and CFB, than in the constant-charge approach, where the spread is
only due to V .

Secondly, in the constant-charge approach, the voltage reference that generates
VB does not have to provide any current, besides at system startup, whereas in
the constant-voltage approach it has to deliver the signal charge �Q also during
normal operation. As a consequence, in the constant-voltage approach the voltage
reference specifications are more stringent, especially in terms of output impedance
and, hence, of power consumption, in order to avoid distortion of the signal, due to
dynamic variations of voltage VB correlated with the measurand �MS.

Finally, and most importantly, with the constant-charge approach the preamplifier
bandwidth requirement is at least one order of magnitude lower than with the
constant-voltage approach, leading to a potentially lower power consumption.

12.3 System Specifications

In the considered application, the MEMS capacitive accelerometer can be modeled
as a bridge of four variable capacitors [1]. According to (12.1), each capacitance
value (CV ) as a function of the acceleration (a) is given by

CV D �0A

x0 ˙ �x.a/
D C0

1 ˙ aa
; (12.7)

where C0 D �0A=x0 � 450 fF is the capacitance value in the absence of acceleration
(offset capacitance), while a D �x

x0a is the raw sensitivity of the device (about 47 �
10�6 g�1, considering a expressed in g).

Since aa � 1, (12.7) can be linearized, leading to

CV � C0 � Ca; (12.8)

where C D 0:016 fF=g is the actual sensitivity of the capacitive MEMS accelerom-
eter. Considering a full-scale acceleration value of ˙3000 g, the maximum sensor
capacitance variation (�CV jmax ) turns out to be as large as ˙48 fF. To achieve
these performance parameters, the sensor area and volume have to be large,
leading to fairly low parallel resistances (RP in Fig. 12.1b) and, hence, to large
dc leakage currents flowing through the sensor capacitors (IL � ˙10 pA for
VB � 600 mV, VB being the sensor bias voltage). Moreover, these leakage current
can be significantly different in the four sensor capacitors, leading to both common-
mode and differential components at the input of the AFE circuit. The accelerometer
stand-alone achieves a SNR D 60 dB in the 1-Hz-to-4-kHz bandwidth and a
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Table 12.1 Accelerometer
features

Parameter Value

Bandwidth (B) 1–4 kHz

Full-scale acceleration (�CV jmax ) ˙3000 g

Sensitivity (C) 0.016 fF=g

Offset capacitance (C0) 450 fF

Leakage currents (IL) ˙10 pA

Table 12.2 AFE circuit specifications

Parameter Value

Technology 130-nm CMOS

Power supply voltage (VDD) 1.2 V

Differential full-scale output signal (VFS) 1.2 Vpp

Signal-to-noise ratio (SNR) > 63 dB

Total harmonic distortion at full-scale (THD) < �30 dB

ADC resolution 10 bits

ADC sampling frequency (fS) 1 MHz

Power consumption < 100 µW

THD � �28 dB. Such distortion is mainly due the intrinsically non-linearity of
the acceleration-to-capacitance conversion law given by (12.7).

The AFE circuit has to read out the sensor signal without degrading the SNR
and the THD, while maintaining the overall power consumption below 100 µW,
including both static and dynamic contributions. Moreover, the AFE circuit has to
feature a low-frequency (<1 Hz) high-pass transfer function to reject low-frequency
sensor artifacts (such as the leakage currents). The main sensor features and
the resulting AFE circuit specifications are summarized in Tables 12.1 and 12.2,
respectively [6].

12.4 Analog Front-End Circuit Design

Most CMOS AFE circuits for MEMS capacitive accelerometers available in
literature [7–10] are based on the constant-voltage approach and exploit SC DT
techniques, which are intrinsically robust against many sensors non-idealities
(such as leakage currents), but, as discussed in Sect. 12.2, require larger power
consumption than CT solutions based on the constant-charge approach.

Therefore, in some recent battery-operated applications [1, 11], where power
consumption is the most critical specification, SC AFE circuits turn out to be too
power hungry and, hence, CT AFE circuits potentially represent the most suitable
solution, provided that some critical issues, such as sensor biasing and robustness
against sensor leakage currents, are properly handled.
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Fig. 12.5 Complete schematic diagram of the proposed AFE circuit

In this scenario, for the proposed AFE circuit we adopted a CT solution based on
the constant-charge approach. The AFE circuit, whose complete schematic diagram
is shown in Fig. 12.5, consists of the cascade of the following stages:

• the MEMS bias network, which guarantees constant charge in the sensor capaci-
tors and prevents the sensor leakage currents from reaching the preamplifier input
nodes;

• the preamplifier, which performs signal amplification, gain calibration, and anti-
alias filtering;

• the ADC, which digitizes the sensor signal, exploiting oversampling;
• the decimator, which reduces the ADC sampling rate and concurrently increases

the SNR.

12.4.1 MEMS Bias Network

The top plates of the accelerometer capacitors are biased using the AFE circuit
power supply voltage (VDD D 1:2 V) and ground, thus avoiding the need for an
additional voltage reference (eventually higher than VDD), whereas the bottom plates
are connected to voltage V1 D 600 mV by means of transistors MB1 and MB2,
which feature very large resistance (>50 G� in nominal conditions). This approach
allows a significant reduction of the system power consumption at the expense of
a reduction of VB D VDD � V1 D 600 mV and, hence, of the sensitivity V given
by (12.2), thus stressing the gain requirements of the preamplifier.

Transistors MB1 and MB2 guarantee charge conservation in the sensor capacitors,
but, because of their very high impedance, in the presence of significant sensor
leakage currents, they produce a large voltage shift at the sensor output nodes
VSC and VS� (with both common-mode and differential components if the leakage
currents are mismatched).
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Fig. 12.6 Simulated sensor
common-mode output voltage
as a function of the sensor
leakage current
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Figure 12.6 shows the simulated sensor common-mode output voltage VSC

CVS�

2

with a sensor leakage current IL of ˙10 pA. The leakage current, flowing through
MB1 and MB2, slightly reduces their impedance and changes their drain-source
voltage, shifting the sensor common-mode output voltage (equal to V1 D 0:6 V
without leakage current) in the range from 0.52 to 0.78 V, which is unacceptable for
the preamplifier, which has then to be protected against it.

For this reason, we introduced capacitors CAC , which decouple at dc the
preamplifier input nodes from the sensor output nodes. The preamplifier input nodes
are then biased at voltage V2 D V1 D 600 mV, independently of the sensor
leakage currents, by means of two diode-connected transistors (MB3 and MB4),
using the same technique adopted for biasing VSC and VS�. The resistance of
MB3 and MB4 (RB) together with CAC determines the high-pass pole of the circuit
fAC D 1

2�CACRB
� 0:1 Hz (CAC D 45 pF).

This bias technique for both the sensor and preamplifier input nodes preserve also
signal integrity in terms of SNR, since all the noise contributions from MB1, MB2,
MB3, and MB4 are low-pass filtered with a cut-off frequency equal to fAC. Figure 12.7
shows the simulated noise power spectral density (PSD) due to MB1, MB2, MB3,
and MB4, referred to the preamplifier input nodes, as well as the sensor signal
transfer function. The noise PSD peak value is 25 �V=

p
Hz at 0.1 Hz, then the

PSD decreases, resulting in an overall in-band integrated noise at the preamplifier
input nodes of 5 µVrms. The signal at the preamplifier input nodes for full-scale
acceleration is about 40 mV over the frequency range from 1 Hz to 4 kHz.
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Fig. 12.8 Schematic diagram of the preamplifier

Fig. 12.9 Simulated
frequency responses of the
closed-loop preamplifier and
of the open-loop operational
amplifier

10–2 100 102 104 106 108

Frequency [Hz]

–40

–20

0

20

40

60

80

M
ag

ni
tu

de
 [d

B
]

Operational Amplifier
Preamplifier

900 kHz

12.4.2 Preamplifier

The preamplifier infinite input impedance, needed to avoid parasitic current flow
through MB3 and MB4, requires the use an operation amplifier in non-inverting
configuration. However, in order to effectively process the differential sensor signal
a differential-difference topology has to be adopted, as shown in Fig. 12.8. In this
topology, a differential stage (M3 and M4) is used to close the operational amplifier
feedback loop through R1, R2, and C2, thus determining the preamplifier gain, while
a second differential stage (M1 and M2) receives the sensor differential signal.

The preamplifier pass-band gain is set to 1 C R2

R1
. In order to accommodate

different accelerometer sensitivity values, while maintaining the same ADC dif-
ferential input range (1.2 Vpp), programmable gain is implemented by selecting the
value of R1 (from 10.5 to 15 dB with 1.5-dB steps, i.e. with a 2-bit control word).
To guarantee stability for the different gain levels, also the Miller compensation
capacitance CC is adjusted by the same digital control word.

The simulated frequency responses of the closed-loop preamplifier for different
gain settings and of the open-loop operational amplifier are plotted in Fig. 12.9. The
effect of the operational amplifier finite bandwidth at high frequency improves the
aliasing rejection for the subsequent ADC, without degrading stability. The loop-
gain magnitude and phase as a function of frequency are shown in Fig. 12.10 for
minimum gain (10.5 dB, the worst case scenario for stability). A phase margin of
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Fig. 12.10 Simulated
preamplifier loop-gain
magnitude and phase as a
function of frequency
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Table 12.3 Preamplifier features

Parameter Value

Preamplifier gain (GPA) 15 dB, 13.5 dB, 12 dB, 10.5 dB

R2 50 k�

R1 @ GPA D 10:5 dB 15 k�

C2 16.5 pF

In-band input referred noise PSD 95 nV=
p

Hz

Integrated in-band output noise 50 µVrms

Operational amplifier dc gain (A0) 61 dB

Operational amplifier GBW 900 kHz

Maximum input offset voltage (Vos) 0.75 mV

Total current consumption (IT ) 26.7 µA

112ı has been achieved with a gain-bandwidth product (GBW) of 600 kHz. The
simulations have been performed using an equivalent capacitive output load equal
to 0.39 pF, which corresponds to the maximum input grounded capacitance of the
following ADC. A summary of the most important preamplifier features is reported
in Table 12.3.

The preamplifier current consumption is shared between input stage (6 µA, i.e.
the minimum current required to properly bias the large input devices to guarantee
the target GBW) and output stage (7 µA, i.e. the minimum current required to
drive the subsequent ADC). This amount of current guarantees that the operational
amplifier thermal noise is lower than the ADC quantization noise. The operational
amplifier achieves a dc gain (A0) of 61 dB, with a GBW of 900 kHz and a power
consumption of 32 µW.

Preamplifier Offset

The CT AFE circuit topology adopted prevents the use of DT offset-cancelation
techniques (such as auto-zero). As a consequence, we used very large operational
amplifier input devices (W D 100 µm, L D 0:5 µm), which operate in the sub-
threshold region. The output offset voltage of the operational amplifier is given by
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Vos;out D Vos

�

1 C R2

R1

�

; (12.9)

where the input offset voltage Vos can be, in first approximation, calculated by using
the mismatch parameter �Vth , available for the used 0.13-µm CMOS technology,
according to

Vos � 3
�Vthp

WL
D 0:75 mV: (12.10)

Considering that the maximum preamplifier gain is 15 dB, the overall output
differential offset is about 4.5 mV. Since the ADC differential input range is 1.2 Vpp,
such offset can be effectively managed by the AFE circuit.

Preamplifier Noise

The large operational amplifier input devices, required to minimize the offset, also
minimize the flicker noise contribution, which, in the considered application, is very
important due to the limited bandwidth.

Therefore, the preamplifier output referred noise PSD (V2
n;;out) is mainly due

to the thermal noise of the resistors used for setting the closed-loop gain and of
the transistors of both input stages of the differential-difference amplifier, whose
transconductance is gm D 50 �A=V, resulting in

V2
n;out � 8kTR1G2

PA C 8kTR2 C 64

3

kT

gm
G2

PA: (12.11)

This noise PSD is limited by the low-pass frequency response pole defined by
capacitor C2 D 16:5 pF, leading to an equivalent in-band integrated noise at
the output of the preamplifier of approximately 50 µVrms. Since the maximum
differential output signal swing is 1.2 Vpp, the SNR turns out to be about 78.5 dB.

12.4.3 ADC

In the proposed AFE circuit, the ADC has to achieve a SNR larger than 63 dB, a total
harmonic distortion (THD) lower than �36 dB, and minimum power consumption.
The large difference between the SNR and THD specifications can be exploited to
minimize the power consumption, by choosing an ADC topology in which only the
THD depends on component matching, such as a successive-approximation register
(SAR) ADC with capacitive DAC. In this ADC topology the mismatch among the
DAC capacitive elements affects the THD, while the SNR depends only on the
total capacitance of the DAC. This is not true for other ADC topologies, such as
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pipeline or algorithmic ADCs, while inherently high-performance ADCs, such as
†� modulators, would consume too much power in the considered application. In
view of this considerations, we chose the SAR topology to implement the ADC in
the proposed AFE circuit.

In order to exploit the preamplifier frequency response as anti-aliasing filter, the
sampling frequency of the ADC is fixed to fS D 1 MHz. This leads to a large
oversampling ratio (OSR), that can be exploited in the decimator (implemented in
the companion off-chip microprocessor), in order to increase the SNR. Considering
the signal bandwidth B D 4 kHz, the SNR is increased proportionally to the
OSR D fS

2B D 125, i.e. about 20 dB. For the target 63-dB SNR, therefore, only 43 dB
are required at Nyquist-rate in the ADC. In order to keep a reasonable safety margin,
we adopted a 10-bit SAR topology. In this case, the ADC power consumption is
dominated by the reference voltage generator required for driving the capacitive
DAC. Therefore, the total capacitance of the DAC has to be minimized. This has
been achieved by exploiting a bridge configuration, whose only drawback is a
THD degradation due to capacitance mismatch (which is not critical). The DAC
capacitance minimization is also important to reduce the capacitive load of the
preamplifier during sampling.

The schematic diagram of the implemented ADC, including the SAR structure
and the buffered reference voltage generators (VrefC, Vref �, and Vcm), is shown in
Fig. 12.11.

The 10-bit capacitive DAC consists of two 5-bit stages, coupled by a bridge
capacitor (CX) [12, 13].

The ADC operates with an internal clock (clk) activated by the start-of-
conversion (SoC) signal. During the first clock cycle the input signal is sampled
on the DAC capacitive array, while the next 10 cycles are used for the actual
A/D conversion, based on the successive-approximation algorithm, resulting in a
1 MS=s maximum input-to-output data rate. The S&H digital signal is automatically
generated every 11 clock periods by the SAR logic (whose clock frequency is,
therefore, 11 MHz), provided that the SoC signal is active. This allows the ADC
to be operated also with modulated conversion rate, as required in many sensor
systems.

C0 C0 C1 C2 C3 C4 C5 C6 C7 C8 C9

CX

C0 C0 C1 C2 C3 C4 C5 C6 C7 C8 C9

CX

Vout,op

Comparator

–

+

–

+

SAR Logic
(Digital)

Start-of-Conversion

10 Bits

10 Bits

S&H
bc<0:9>

clk

out_comp

Vcm

Vref+

Vref–

Capacitor Array

SoC

Fig. 12.11 Schematic diagram of the ADC
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Fig. 12.12 Schematic diagram of the comparator

The comparator used for the successive-approximation algorithm, whose
schematic diagram is shown in Fig. 12.12, is based on latched sense amplifier,
featuring rail-to-rail output swing and negligible static power consumption [14]. In
order to reduce the kickback noise, which typically affects latched comparators, the
input stage has been implemented with a CT topology. In this way, the input signals
are shielded from the switching comparator output stage.

The values of the capacitances used in the DAC array are given by

8

<

:

Ci D 2iC0 for i D 0; 1; 2; 3; 4

Ci D 2i�5C0 for i D 5; 6; 7; 8; 9

CX D 32
31

C0

; (12.12)

where C0 is the unit capacitance. The total capacitance of the array is then given by

CTOT � 26C0: (12.13)

The equivalent load capacitance for the preamplifier and for the reference voltage
generators turns out to be

CL � 25C0: (12.14)

This value is significantly lower with respect to a conventional binary-weighted
capacitance array (CL � 210C0).

In order to avoid ADC performance degradation due to thermal noise, the value
of CL used for the sampling operation must comply with the minimum limit given by

2kT

CL
<

LSB2

12
) CL D 25C0 >

24kT

LSB2
� 70 fF; (12.15)

where LSB D 1:2 V
210 � 1:2 mV. Starting from the thermal noise limit given

by (12.15), a numerical optimization has been carried out, considering the THD <

�36 dB specification and the capacitor mismatch model in the used technology,
given by
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� �C
C

D kCp
WL

; (12.16)

where kC D 0:6 � 10�1 µm. As a result, keeping a safety margin for PVT variations,
the selected unit capacitance is 12 fF. The resulting value of CL is then about 390 fF
(higher than the thermal noise limit). The thermal noise contribution, therefore,
becomes about 146 µVrms, which is well below the quantization noise (338 µVrms).

The complete ADC, including on chip reference generators and buffers, con-
sumes 60 µW (including static and dynamic power).

12.5 Experimental Results

The entire AFE circuit has been implemented in a 0.13-µm CMOS technology
and operates from a single 1.2-V power supply, consuming 90 µW (32 µW in the
preamplifier and 58 µW in the ADC, including dynamic power). The photograph of
the chip, including three equal AFE channels for the three accelerometer axes, is
shown in Fig. 12.13. The total chip area is 1.24 mm2.

The functional scheme of the measurement setup is shown in Fig. 12.14.
The proposed AFE circuit has been designed taking into account the possibility to

separately test the two main building blocks (preamplifier and ADC), by exploiting
two test-points (i.e. TP1 and TP2 for preamplifier and complete AFE circuit,
respectively).

Fig. 12.13 Chip photograph

Accelerometer AFE ASIC (DUT) TP1–

TP1+

TP2+

TP2–
Preamplifier ADC

5 GW

IL Generator Oscilloscope

OFF-CHIP Instrumentation

VDC 1 V
VDC 2 V

Power Supply

Logic Analyzer
001001Waveform

Generator

OFF-CHIP
Instrumentation

Fig. 12.14 Functional scheme of the measurement setup
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Fig. 12.15 Frequency
response of the preamplifier
for different gain settings
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12.5.1 Preamplifier Characterization

For characterizing the preamplifier, the ADC clock signal (clk) and the SoC binary
signal have been disabled, thus completely switching off the ADC. Under these
conditions, the whole DAC capacitive array is connected to the preamplifier output
nodes (i.e. CL D 0:39 pF), which is the worst case scenario for the preamplifier
capacitive load.

The measured preamplifier frequency response, obtained by applying a voltage
signal directly at the preamplifier input nodes, is shown in Fig. 12.15. The circuit
features a high-pass pole at a frequency lower that 0.1 Hz, thus demonstrating that
indeed MB3 and MB4 implement a very high impedance. In this measurement, MB1

and MB2 are in parallel to the signal source and, therefore, they are short-circuited.
The achieved in-band gain ranges form 10.5 to 15 dB, as expected.

In order to verify also the correct operation of MB1 and MB2, the preamplifier
frequency response at gain equal to 12 dB has been measured again by applying the
input signal through two external decoupling capacitors and emulating the sensor
leakage current through two 5-G� resistors connected to a voltage source. Both
common-mode (CM) and differential mode (DIFF) leakage currents in the ˙10 pA
range are considered. The resulting frequency responses are shown in Fig. 12.16.
Thanks to the ac coupling provided by CAC, no significant variation of the high-pass
pole frequency has been observed, thus demonstrating the capability of the AFE
circuit to operate with large (even unbalanced) sensor leakage currents.

Figure 12.17 shows the measured transfer characteristic of the preamplifier. The
achieved 1-dB compression point is 1.4 Vpp, which is 23 % higher than the output
swing in the presence of full-scale acceleration (i.e. 1.2 Vpp). The preamplifier
output spectrum at full scale is shown in Fig. 12.18. The achieved THD is lower
than �45 dB.

The integrated output noise spectrum of the preamplifier is shown in Fig. 12.19.
Over the considered 4-kHz bandwidth the achieved integrated noise is �76 dBV,
corresponding to 151 µVrms (the noise level in Fig. 12.19 is 20 dB higher, since a
low-noise amplifier has been used at the output of the preamplifier for interfacing
the spectrum analyzer). The full-scale SNR at the preamplifier output is 69 dB.
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Fig. 12.16 Frequency
response of the preamplifier
for gain equal to 12 dB in the
presence of common-mode
(CM) and differential (DIFF)
leakage currents
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Fig. 12.18 Output spectrum
of the preamplifier at full
scale
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12.5.2 ADC Characterization

For characterizing the ADC, the preamplifier has been switched off and a signal
source has been connected to its output nodes (TP1), while a logic analyzer has
been connected to the AFE circuit output nodes (TP2). The obtained ADC integral
(INL) and differential (DNL) non-linearity plots are illustrated in Figs. 12.20 and
12.21, respectively. The peak INL is 8.1 LSB, while the peak DNL is 7.8 LSB. For
a full-scale input signal the THD is approximately �45 dB, as expected.

The proposed AFE circuit has been designed to operate with an on-chip
decimator and, therefore, the ADC output digital port driving capability has been
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Fig. 12.19 Integrated output noise spectrum of the preamplifier

Fig. 12.20 INL of the ADC
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Fig. 12.21 DNL of the ADC
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sized to manage an output load of about 200 fF, whereas the capacitive load in
the measurement setup is actually much larger, due to the intrinsic large input
capacitance of the available probes. This limits the possible clock frequency of the
ADC to 1.1 MHz, corresponding to 100-kHz sampling rate (ten times lower than
the nominal sampling rate of 1 MHz). However, this condition does not affect the
performed linearity measurements.
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Fig. 12.22 Output spectrum
of the ADC with a 400-Hz,
�3:1-dBFS sinusoidal input
signal and fS D 100 kHz
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The ADC output spectrum, obtained with a 400-Hz, �3:1-dBFS sinusoidal input
signal and fS D 100 kHz, is shown in Fig. 12.22. The achieved THD is lower than
�48 dB (i.e. 0.39 %), outperforming the specification, while the SNR and the signal-
to-noise and distortion ratio (SNDR) over the Nyquist bandwidth (fS=2 D 50 kHz)
are 44.3 and 42.8 dB, respectively.

12.5.3 AFE Circuit Performance

The limited sampling frequency (fS D 100 kHz), imposed by the measurement
setup, prevents the effective exploitation of oversampling in the AFE circuit with
a bandwidth B D 4 kHz. However, assuming, as reasonable, that the ADC noise
does not change significantly when fS is changed from 100 kHz to 1 MHz (i.e. the
SNR over the Nyquist bandwidth remains the same as in Fig. 12.22), then we expect
the ADC SNR under nominal operating conditions (fS D 1 MHz) over the nominal
bandwidth (B D 4 kHz) at full scale to be SNR D 44:3 dB C 3:1 dB C 10 log fS

2B D
68:3 dB, corresponding to ENOB D 11 bits.

Combining the preamplifier (69 dB) and the ADC (68.3 dB) SNR values, the SNR
of the complete AFE circuit becomes 65.1 dB, corresponding to ENOB D 10:5 bits,
which is in line with the specifications. On the other hand, the THD is dominated
by the preamplifier and, therefore, for the complete AFE circuit we obtain THD D
�43:4 dB. A summary of the AFE circuit performance compared with the state-of-
the-art is reported in Table 12.4.

12.6 Conclusions

A complete AFE circuit for MEMS capacitive accelerometers has been proposed.
The main task of the AFE circuit is to read out the acceleration signal coming
from the sensor and to convert it into digital domain. The proposed AFE circuit,
designed in a 0.13-µm CMOS technology exploits a CT constant-charge topology



234 P. Malcovati et al.

Table 12.4 AFE circuit performance summary

Parameter [7] [9] [11] This work

Sensitivity (C) 0.4 fF=g – – 0.016 fF=g

Bandwidth (B) 2 kHz 30 Hz 20 kHz 4 kHz

Signal-to-noise ratio (SNR) 77 dB 69 dB 63 dB 65.1 dB

Total harmonic distortion (THD) �65 dB �40 dB �70 dB �43:4 dB

Effective number of bits (ENOB) – – – 10.5 bits

Power supply voltage (VDD) 5 V ˙2:5 V 1.8 V 1.2 V

Power consumption (P) 30 mW 0.9 µW 810 µW 90 µW

CMOS technology 0.5 µm 1.5 µm 0.35 µm 0.13 µm

for achieving 65.1 dB of SNR and �43:4 dB of THD, while consuming only 90 µW
from a 1.2-V power supply. Thanks to a novel sensor biasing technique, the
proposed AFE circuit achieves reliable operation even in the presence of strong
sensor leakage currents and PVT variations, demonstrating that the CT constant-
charge approach has indeed the potential for achieving lower power consumption
than conventional SC DT solutions.
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Part III
Power Management

The third part of this book is dedicated to recent developments in power man-
agement. The proliferation of low-power mobile devices has driven the need
for efficiency optimization and on-chip or in-package integration. The first three
chapters focus on three different DC/DC converter topologies, based on switched-
capacitor, resonant, and inductive converters. The fourth chapter discusses precision
issues due to packaging stress. The last two chapters present examples of power
management for two emerging applications.

The first chapter, by Ravi Karadi, Gerard Villar Piqué, and Henk Jan Bergveld,
describes switched-capacitor power converters, which are an interesting candidate
for integrated converters but can also be used with discrete external capacitors.
It discusses and compares alternative circuit topologies, and describes how these
topologies can be synthesized. Further, two-phase and multi-phase topologies are
studied and compared.

In the second chapter, by Jason T. Stauth, Christopher Schaef, and Kapil
Kesarwani, the development of resonant and multimode switched-capacitor power
converters is discussed. It is shown how these topologies compare with more
classical power converter topologies, and theoretical and practical limitations are
discussed as well. The chapter concludes with several design examples that were
implemented and verified by measurements.

The third chapter, by Bruno Allard, Florian Neveu, and Christian Martin, gives
an overview of inductive DC/DC converters. In order to minimize the values
of the passive components, and thus enable in-package or ultimately on-chip
integration, a focus of this work is to maximize the switching frequency. The chapter
further describes the technology choices needed to minimize losses. Implemented
prototypes are discussed using a special interposer with integrated capacitors as well
as other advanced integration techniques.

The fourth chapter, by Mario Motz and Udo Ausserlechner, takes a different
direction and gives an extensive overview of the problems caused by mechanical
stress drift in precision analog circuits. It is shown how this stress occurs, how it can
be modeled, and what the impact on various circuits, such as sensors, oscillators, and
voltage references can be. Circuit techniques to measure and even compensate stress
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effects are described, and besides theory, many results from actual measurements are
presented and analyzed.

In the fifth chapter, Stefan Dietrich and Stefan Heinen describe the application of
LED drivers for illumination applications. Various topologies for these drivers are
described and compared. Techniques for control and dimming are also discussed.
After that, the design and implementation of a single-inductor multiple-output
driver is elaborated which can drive multiple LED strings while using only a single
inductor.

The sixth chapter, by Stefano Stanzione, Chris van Liempd, and Chris Van Hoof,
describes an ultra-low-power DC/DC converter for energy harvesting applications.
In such applications, the available power from harvesting can be very low, thus a
key issue is to develop a converter that can maintain a decent efficiency when the
power level is scaled down and to implement control loops that cause very little
overhead. This work describes the theoretical background and shows the results of
an implemented prototype.



Chapter 13
Switched-Capacitor Power-Converter Topology
Overview and Performance Comparison

Ravi Karadi, Gerard Villar Piqué, and Henk Jan Bergveld

13.1 Introduction

In our modern society, the use of data-centric electronic devices has become
ubiquitous. Due to the consumer demand of being able to use these devices
anywhere, a multitude of battery-powered devices exists, including laptops, smart
phones, smart watches and other so-called wearable electronic devices. Depending
on the usage demands, energy storage in these devices can be implemented with
a variety of different battery chemistries, where either primary (non-rechargeable)
or secondary (rechargeable) batteries are used. In many cases, Li-ion batteries are
used due to their superior energy density. Depending on the used battery chemistry
for energy storage, the input voltage to the electronic device spans a relatively large
range. At the same time, a large number of different load voltages for internal supply
and for accommodating external interfaces need to be derived from the input voltage
in the electronic device [1]. Bridging the gap between the input voltage range and
the necessary load voltages in the electronic device can be accommodated by the
power management block in Fig. 13.1 [2]. As can be seen in the figure, both voltage
up and down conversion may be needed to bridge the voltage gap.

Voltage conversion in the power management block in Fig. 13.1 can be imple-
mented in three different ways, i.e. with a continuous-time voltage regulator, an
inductive or a switched-capacitor power converter (SCPC) [3]. In a continuous-time
voltage regulator a dissipative pass device only allows implementing voltage down
conversion from input voltage Vin to a lower output voltage Vout at a maximum
efficiency of Vout/Vin. Despite their favorable Electro-Magnetic-Interference (EMI)
behavior, in cases where Vout is much lower than Vin, the low efficiency may
become a problem, especially at high power levels. Switched-mode circuits using
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Fig. 13.1 Mismatch between energy storage voltage and load voltage [2]

reactive component(s) for temporal energy storage can implement both up and
down DC/DC conversion at higher efficiency. If the primary reactive energy-storage
component is an inductor, an inductive DC/DC converter can be implemented with
two power switches and an inductor. Depending on how the switches and inductor
are connected, either a down, an up, or an inverting up-down DC/DC converter can
be constructed [4]. The ratio between input and output voltage is controlled by the
duty cycle at which the power switches are operated. If the primary reactive energy-
storage component is a capacitor, an SCPC can be implemented with a set of power
switches and one or more so-called floating capacitors. As this paper will discuss
in detail, the topology in which these switches and capacitor(s) are connected
determines the ratio between input and output voltage. The output impedance of
the converter is controlled to maintain a fixed output voltage when output current
and/or input voltage vary.

Besides maximizing the run time of the battery-powered electronic devices by
increasing the energy density of batteries and increasing the efficiency of voltage
conversion, reducing the power consumption of the load is also important. For
digital loads, increasing the power efficiency while maintaining the performance has
led to the introduction of fine-grained power-management schemes, such as scaling
the digital supply voltage with the activity of the connected block [5]. This need for
local supply-voltage generation has sparked the development of DC/DC converters
that are integrated with the load [1, 3].

Various methods exist to integrate the inductor with an inductive DC/DC
converter [1, 3]. First, the inductor can be integrated on the same die as the converter
power switches, converter control block and load, either as an air-core inductor
[6, 7], or as post-processed thin-film inductor with magnetic core, e.g. based on
CoZrTa alloys [8]. Alternatively, the inductor can be integrated elsewhere in the
package, e.g. using bondwires [9] or package-trace air-core inductors [10], or real-
izing the inductor on a separate passive-integration die co-packaged with the active
CMOS die [11]. In all cases, integrated inductive converters are used for relatively
high output powers above 100 mW [3], because the efficiency performance of
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integrated inductive DC/DC converters decreases when realized for lower output
power in smaller areas, in contrast to that of their integrated capacitive counterparts
[12]. This makes SCPCs an attractive candidate for monolithic integration in the
power range below 100 mW, but even when external SMD capacitors are used to
realize higher output powers, competitive power densities compared to inductive
DC/DC converters with external inductor can be shown [13].

Several monolithic capacitor integration possibilities exist for SCPCs, such as
using the gate capacitance of MOSTs (MOSCAPs), using inter-metal capacitance
in fringe capacitors (usually placed on top of MOSCAPs), or, when available,
using Metal-Insulator-Metal (MIM) capacitors [1, 3]. Higher power densities can
be obtained when non-standard capacitor realizations such as trench capacitors
are used [14]. Besides purely inductive or switched-capacitor DC/DC converters,
intermediate solutions are also appearing. On the one hand, floating capacitors
are added to integrated inductive converters to create multiple voltage levels at
the switching node [15, 16]. This reduces the ripple current in the inductor and
the blocking voltage in the switches and therefore increases efficiency. On the
other hand, inductors are added to integrated capacitive converters to reduce losses
associated with (dis)charging the capacitors [17].

This paper deals with the fundamental aspect in SCPCs of how to realize the
needed voltage conversion ratios in different ways, and how the resulting different
topologies compare in performance. Section 13.2 gives a basic theoretical back-
ground on switched-capacitor power conversion. Sections 13.3 and 13.4 describe
two-clock-phase and multi-clock-phase topology examples and how to synthesize
these. A performance comparison of the various topologies in Sects. 13.3 and 13.4
is made in Sect. 13.5. Finally, conclusions are drawn in Sect. 13.6.

13.2 Theoretical Considerations for Switched-Capacitor
Power Converters

The basic model of an SCPC is shown in Fig. 13.2a [3]. An ideal DC transformer
multiplies the input voltage Vin with voltage conversion ratio M. As will be described
in more detail in Sects. 13.3 and 13.4, this ratio M depends on the used circuit
topology, i.e. how the capacitors are connected during the different clock phases of
the converter. The average equivalent output impedance of the converter is modelled
by Rout. As shown in Fig. 13.2b, Rout shows asymptotic behavior for both low and
high values of switching frequency, fs [18]. For low values of fs, the asymptote is the
Slow-Switching Limit (SSL), whereas for high fs values the Fast-Switching Limit
(FSL) defines the asymptote. In the SSL, the currents flowing into capacitors are
impulsive and reach zero at the end of each clock phase, and Rout depends on fs
and the used floating capacitance. In the FSL, the voltage across the capacitors does
not change during the conductance phase and Rout depends on the resistance in the
charge and discharge path of the floating capacitors, i.e. mostly the on-resistance of
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Fig. 13.2 (a) Averaged model of an SCPC, (b) equivalent output impedance Rout as function of
switching frequency fs

the power switches. The asymptotes cross at corner frequency, fc. The overall curve
for Rout can now be approximated by:

Rout D
q

R2
FSL C R2

SSL (13.1)

As can be seen from Fig. 13.2a, the maximum possible efficiency of an SCPC equals
Vout/MVin. However, since the averaged model does not consider the switching
nature of the converter, in reality the achieved efficiency will be lower due to the
occurrence of switching losses. These losses are caused by charging and discharging
the parasitic capacitances associated with the plates of each floating capacitor in the
converter, also known as bottom-plate losses, and by driver losses from turning the
power switches on and off. Besides switching losses, conduction losses occur with
a value of (MVin � Vout)Iout, as can be inferred from Fig. 13.2a.

In order to maintain a relatively high efficiency in cases where either Vin or Vout

or both, have a large range, multiple values of M need to be used. In a multi-ratio
SCPC, these multiple values of M can be generated using a single circuit [3]. A
recent example of using eight values of M to maintain an efficiency above 90 %
across the full range of a Li-ion battery as input source is given in [13]. Another
important aspect in the design of any switched-mode power converter is the output
voltage ripple. As with inductive DC/DC converters, interleaving can be applied
in SCPCs as well to reduce output voltage ripple [3, 19]. This can be achieved
by splitting up a large converter that delivers charge packets Q to the output at
time instants Ts D 1/fs apart, in N identical parallel converters or modules, each
delivering a charge packet Q/N to the output consecutively at time instants Ts/N
apart. For integrated converters, splitting up a converter in parallel modules is not
an issue. Scaling a converter for higher or lower output power then entails placing
more or fewer of these modules in parallel. Finally, the control of output voltage Vout

involves selecting the correct value of M (in case a multi-ratio converter is used),
which usually is implemented open-loop using a look-up table, and modulating the
value of Rout in a closed control loop [3]. Modulation of Rout is mostly done by
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Table 13.1 All possible values of M in relation to number of floating capacitors

# floating capacitors Possible conversion ratios M

1 1
2
I 1I 2

2 1
3
I 1

2
I 2

3
I 1I 3

2
I 2I 3

3 1
5
I 1

4
I 1

3
I 2

5
I 1

2
I 3

5
I 2

3
I 3

4
I 4

5
I 1I 5

4
I 4

3
I 3

2
I 5

3
I 2I 5

2
I 3I 4I 5

4
1
8
I 1

7
I 1

6
I 1

5
I 1

4
I 2

7
I 1

3
I 3

8
I 2

5
I 3

7
I 1

2
I 4

7
I 3

5
I 5

8
I 2

3
I 5

7
I 3

4
I 4

5
I 5

6
I 6

7
I 7

8
I 1

8
7
I 7

6
I 6

5
I 5

4
I 4

3
I 7

5
I 3

2
I 8

5
I 5

3
I 7

4
I 2I 7

3
I 5

2
I 8

3
I 3I 7

2
I 4I 5I 6I 7I 8

varying fs (in the SSL), but can also be achieved by varying the floating capacitance
(in the SSL) or modulating the on-resistance or the duty cycle of the power switches
(in the FSL).

For a given number of floating capacitors, all possible values of M that can be
realized using these capacitors can be calculated based on the Fibonacci number
series [3, 20]. This is illustrated in Table 13.1 [3].

Though Table 13.1 shows which values of M can be realized, the systematic
synthesis of each of these values has not been addressed so far. In many cases,
the ratios given in Table 13.1 can be realized in multiple ways, leading to different
performance tradeoffs. This paper describes the different ways that exist to realize
a desired value of M, using either two clock phases (Sect. 13.3) or more than two
clock phases (Sect. 13.4), and their performances are compared in Sect. 13.5.

13.3 Two-Clock-Phase Topologies

In two-clock-phase SCPCs, the floating capacitors are charged and discharged
in two consecutive clock phases, both clock phases fitting within one switching
period, Ts. In steady state, the charging and discharging in the two clock phases are
balanced. Section 13.3.1 gives an overview of the historically used two-clock-phase
topologies, while Sect. 13.3.2 describes a synthesis method for two-clock-phase
SCPC topologies.

13.3.1 Overview of Known Topologies

As described in Sect. 13.1, SCPCs can accommodate both voltage up and down
conversion. In fact, a converter designed for a voltage conversion ratio M can
also be used for the voltage conversion ratio 1/M by swapping input and output
connections. As Table 13.1 shows, for each M that is realizable with a given number
of floating capacitors, there is a corresponding 1/M value. Therefore, only voltage
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Fig. 13.3 Most well-known SCPC topologies for M D 1/8: (a) Dickson, (b) ladder, (c) series-
parallel, (d) fractional-1, (e) recursive [24]

down conversion is considered in this section, but the five basic topologies shown
also hold for up conversion [21, 22]. The five most well-known switched-capacitor
power conversion topologies for M D 1/8 are shown in Fig. 13.3. For each topology,
the circuit constellations in the two clock phases �1 and �2 are depicted, without
showing the switch topology necessary to achieve these two states in a single
circuit. The floating capacitors are denoted by Ci and the DC voltage across them
is indicated as normalized to Vout, whereas the output buffer capacitor is Cout with
voltage Vout D Vin/8 across it.

The Dickson topology is shown in Fig. 13.3a. This topology was inspired by the
Greinacher or Cockroft-Walton topology, which effectively implements an AC/DC
voltage conversion and therefore is not considered here. The Dickson topology is
primarily applied in voltage up converters, since one of the switches in the charging
path of each floating capacitor can be replaced with a diode, which simplifies
converter control. To accommodate a voltage conversion ratio of M or 1/M, M � 1
floating capacitors are needed, leading to seven floating capacitors in Fig. 13.3a.
The ladder topology consists of two chains of series-connected floating capacitors
that slide up and down along each other, which sets it apart from the other four
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topologies, since within each string the floating capacitors remain connected in the
same order in both clock phases. To accommodate a voltage conversion ratio of M
or 1/M, 2M � 3 floating capacitors are needed, corresponding to thirteen floating
capacitors in Fig. 13.3b. This inefficient use of the available capacitance makes the
ladder topology less practical, but since all intermediate voltages are available at the
ladder taps, it can be used as auxiliary converter to realize the needed drive voltages
in a main SCPC [23].

The series-parallel topology shown in Fig. 13.3c uses M � 1 floating capacitors
to achieve a voltage ratio of M or 1/M. In contrast to the Dickson topology, each
floating capacitor has the same DC voltage across it in steady state. Figure 13.3d
shows one example of a fractional topology using the minimum possible number of
capacitors to realize M D 1/8 according to Table 13.1, i.e., four floating capacitors.
Due to this most efficient use of capacitance compared to the other four topologies,
many examples of fractional SCPCs can be found in the literature. However, though
Table 13.1 shows what ratios are possible, in practice a fractional topology to realize
a desired value of M is usually derived by trial and error.

A larger number of capacitors compared to the fractional topology of Fig. 13.3d
can be used to achieve equally spaced voltage conversion ratios using a modular
approach [24], as shown in Fig. 13.3e. With the smart reconfiguration of multiple
replicas of the same 2:1 unit cell (M D 1/2) consisting of two floating capacitors,
2N � 1 voltage ratios can be achieved using N unit cells, so 2N floating capacitors.
Though less voltage ratios are possible for a given number of floating capacitors
compared to Table 13.1, the recursive approach of placing the same unit cell in series
or parallel makes this topology easily reconfigurable. This can be an advantage
compared to the fractional topology, especially when a multi-ratio converter is
needed to maintain efficiency over a wider input or output voltage range.

13.3.2 Topology Synthesis

To break away from the trial and error aspect for the topology synthesis in
Fig. 13.3d, a generic iterative algorithm for synthesizing SCPC topologies was
developed [25]. A short summary of the method is given in this section. Figure 13.4
shows a conceptual block diagram of a two-clock-phase SCPC consisting of nc

floating capacitors with three external terminals.

Fig. 13.4 Conceptual SCPC
with nc floating capacitors
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Table 13.2 Valid configuration pairs for nc D 2, 3 and 4 (redundant pairs omitted)

Description Config. identifier Configuration pairs qˆ1, qˆ2 qsum

nc D 2 2 [c1˚c2] & [c1jjc2] 1,2 3
nc D 3 3.1 [(c1˚c2)˚c3] & [(c1jjc2)jjc3] 1,2C1 4

3.2 [(c1˚c2)jjc3] & [(c1jjc2)˚c3] 1C2,2 5
3.3 [(c1˚c2)jjc3] & [c1jj(c2˚c3)] 1C1,1C1 4

nc D 4 4.1 [c1˚c2˚c3˚c4] & [c1jjc2jjc3jjc4] 1,3C1 5

4.2 [(c1˚c2˚c3)jjc4] & [(c1jjc2jjc3)˚c4] 1C3,3 7
4.3 [(c1˚c2˚c3)jjc4] & [c1jjc2jj(c3˚c4)] 1C1,2C1 5
4.4 [((c1˚c2)jjc3)˚c4] & [((c1jjc2)˚c3)jjc4] 3,2C3 8
4.5 [(c1˚c2)jj(c3˚c4)] & [((c1jjc2)˚c3)jjc4] 2,2C1 5
4.6 [(c1˚c2˚c4)jjc3] & [((c1jjc2)˚c3)jjc4] 3,2C1 6
4.7 [(c1˚c2)jjc3jjc4] & [(c1jjc2)˚c3˚c4] 3C2,2 7
4.8 [((c1˚c2)jjc3)˚c4] & [c1jj(c2˚c3)jjc4] 2,2C2 6
4.9 [(c1.c2)jj(c3.c4)] & [c1jj(c2.c3)jjc4] 2,2C1 5
4.10 [((c1.c2)jjc3)jjc4] & [c1jj(c2.c3.c4)] 1C1,2C1 5
4.11 [((c1.c2)jjc3)jjc4] & [(c1.c4)jj(c2.c3)] 2C2,2 6

ci˚cj implies the same charge flows through ci and cj, cijjcj implies charge is shared between ci
and cj

The Fibonacci limit for the achievable conversion gains of SCPCs was introduced
in Table 13.1. According to this limit, with nc floating capacitors all conversion
ratios given by Eq. (13.2) can be realized:

M.nc/ D Vout

Vin
D 1 � P � FncC1

1 � Q � FncC1

(13.2)

where P and Q are integers and Fn is the ncth Fibonacci number. The synthesis
algorithm for a target conversion ratio, M D P/Q, is divided into two steps:

I) Iterative generation of configuration pairs: In this step, all valid configuration
pairs (without considering connections to the external terminals) with the
required number of floating capacitors, as given by the Fibonacci limit of Eq.
(13.2), are generated through iteration. For each configuration pair, nc floating
capacitor voltages and the output voltage Vout need to be resolved, so valid
configuration pairs are the ones that yield nc C 1 valid KVL(Kirchoff Voltage
Law) equations while maintaining charge balance for each floating capacitor.
These valid configuration pairs are depicted in Table 13.2, where ci denote the
floating capacitors, and q˚1 and q˚2 are the effective charge coefficients during
the two clock phases, and qsum D q˚1 C q˚2. A configuration pair describes
charge flow through the floating capacitors and corresponds to the set of KVL
equations for each clock phase.

II) Terminal assignment: A converter with a desired voltage conversion ratio,
M D Vout/Vin D P/Q has charge conversion ratio qout/qin D 1/M D Q/P. After
normalization, qout D Q and qin D P. With terminal assignment, the three exter-
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Fig. 13.5 (a) Charge flow diagram for configuration pair (4.4) in Table 13.2, (b) synthesized
alternative fractional-2 SCPC topology to realize M D 1/8

nal terminals are connected to the configuration pairs with qsum 
 max(P,Q) such
that the charge conversion ratio is satisfied over the two phases ˚1 and ˚2.

A more detailed example of applying the two synthesis steps is given in [25]. To
further illustrate the application of this algorithm, consider M D 1/8, which implies
P D 1, and Q D 8. Following the steps of the algorithm:

1) nc D 4 from the Fibonacci limit on the possible conversion ratios, see Table 13.1.
2) Table 13.2 gives all possible configuration pairs for nc D 4. The exact explana-

tion of this table can be found in [25].
3) Out of 11 possible configuration pairs, only the configuration pair (4.4) satisfies

qsum 
 max(P,Q), since it has a value qsum D 8. Its charge flow diagram is
shown in Fig. 13.5a. The terminal assignment with P D 1 and Q D 8 can
be done in two different ways resulting in two different topologies with the
same M. Figure 13.3d shows the results of polarity assignment to the capacitors
corresponding to assignment (1) and Fig. 13.5b shows it for assignment (2).

It should be noted that the floating capacitors of the two topologies with M D 1/8
have identical charge coefficients as defined in [18], hence the same SSL and FSL
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Fig. 13.6 SCPC topology using three clock phases for M D 6 [26]

impedances. However, they differ in the capacitor and switch blocking voltages,
hence one topology can be better suited over the other in a given application. This
point will be developed further in Sect. 13.5.

13.4 Multi-Clock-Phase Topologies

The Fibonacci constraint on the minimum required number of floating capacitors
can be extended by employing additional clock phases within each switching period
Ts. In these multi-clock-phase topologies, the charge balance of the capacitors can
occur over more than two clock phases. Two recent examples of multi-clock-phase
SCPCs are given in Sect. 13.4.1, while Sect. 13.4.2 shows examples of alternative
synthesized multi-clock-phase topologies.

13.4.1 Overview of Known Topologies

An example of a topology using three clock phases achieving a voltage up-
conversion ratio M D 6 using three floating capacitors is shown in Fig. 13.6 [26]. By
exploiting an additional clock phases, this topology uses one less floating capacitor
to realize M D 6. The operation of the converter is as follows:

• ˆ1: C1 and C2 are charged to Vin while C3 is unconnected: normalized charge
coefficients qc1 D 2, qc2 D 2, qc3 D 0.

• ˆ2: C1 and C2 are placed in series with Vin and C3 is charged to 3Vin: charge
coefficients qc1 D �1, qc2 D �1, qc3 D 1.

• ˆ3: C1, C2 and C3 are in series with Vin to charge Cout to 6Vin: charge coefficients
qc1 D �1, qc2 D �1, qc3 D �1.

The charge coefficients in the three clock phases reveal an important difference
between multi-clock-phase and two-clock-phase topologies: in multi-clock-phase
topologies, the amount of (dis)charge supplied to a floating capacitor does not need
to be the same during each clock phase unlike the two-clock-phase topologies.
The charge balancing of the floating capacitors occurs over more than two clock
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Fig. 13.7 Binary eight-clock-phase topology providing M D 1/8 [27]

phases, with some capacitors potentially being inactive during certain phase(s). This
feature will result in different output impedance characteristics for a multi-clock-
phase topology compared to a two-clock-phase topology. In the realization of the
switched-capacitor up converter using this topology, the capacitance values of C2

and C3 were increased to enable the reduction of the capacitance of C1 and hence its
full integration, leaving only two SMD floating capacitors. Therefore, the potential
of this multi-clock-phase topology to realize the desired M with a lower number
of capacitors than prescribed by Table 13.1 was fully exploited to yield a high-
efficiency, low-volume DC/DC converter.

Another approach to realizing multi-clock-phase converters is based on binary
topologies [27]. The binary topologies employ 2nc clock phases with nc floating
capacitors to provide the binary conversion ratios given by:

M D 1 � P � 2nc � 1

2nc
(13.3)

Figure 13.7 shows an example with M D 1/23 D 1/8 that uses three floating capac-
itors with eight clock phases. A unit charge is supplied to Vout during each clock
phase, resulting in a total of eight units of charge over a complete switching period.
Therefore, the charge coefficient of each floating capacitor, when it is used, is
always 1/8, the minimum possible. This minimum charge coefficient will result
in the lowest SSL impedance as will be discussed in Sect. 13.5 (given the same
total amount of floating capacitance and the same switching frequency). In [27],
this topology has been implemented using a cascade of N 2:1 unit cells (M D 1/2)
operating in successively doubling frequencies, which is the same as having a single
switching frequency with 2N clock phases. This approach has the advantage of
modularity, similar to the two-clock-phase variant in Fig. 13.3e.
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Fig. 13.8 Alternative M D 1/8 topology with four clock phases, including charging behaviour

Two observations can be made about this topology: (1) from the charge-flow
point of view, the configurations in the phases ˚2, ˚4, ˚6, and ˚8 are identical
to each other, just as the configurations in phases ˚3, and ˚7 are identical to each
other, (2) each configuration has only one KVL loop. This means that there are
actually only four unique configurations in this topology. This is consistent with
the requirement of four linearly independent loops to uniquely resolve the voltages
across the capacitors and the output voltage Vout [25].

13.4.2 Topology Synthesis

By combining the configurations with identical charge flow in Fig. 13.7 in a single
phase, a multi-clock-phase fractional topology using four clock phases instead of
eight clock phases can be made as shown in Fig. 13.8. The (dis)charging behavior
of this topology is depicted in the table shown in the inset, normalized to qin D qout/8.

By manipulating the table in Fig. 13.8, other multi-clock-phase topologies can
be generated. As an example, consider a target conversion ratio of M D 1/7. This
converter delivers a normalized total charge of 7qin to Vout over one switching
period. To achieve this, the last two rows of the table in Fig. 13.8 can be adapted,
resulting in the (dis)charging behavior of the table in Fig. 13.9. The (dis)charging
of the floating capacitors has also been changed to maintain charge balance. The
resulting topology is shown in Fig. 13.9 resulting in a four-clock-phase topology
with M D 1/7. In general, with nc floating capacitors, topologies with a conversion
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Fig. 13.9 Four-clock-phase topology to generate M D 1/7 including charging behavior

ratio given by:

M D 1 � P � 2nc

1 � Q � 2nc
(13.4)

can be realized using a maximum of nc C 1 clock phases (discounting repetition of
configurations with identical charge flow, as in the case of binary multi-clock-phase
topologies).

13.5 Topology Performance Comparison

13.5.1 Comparison Between Alternative Two-Clock-Phase
Topologies

As described in previous sections, there are many different topologies that can
provide the same conversion ratio M. However, they might present different
advantages or disadvantages that makes them more or less suitable for different
applications. From the functionality point of view of an SCPC, the most important
parameter besides M, is the amount of output impedance Rout (see Fig. 13.2). In the
SSL region, the output impedance RSSL can be computed as follows:

RSSL D m

fsCT
(13.5)
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where fs is the switching frequency, CT is the total amount of floating capacitance
and m is a topology-dependent parameter that is determined by circuit analysis [18].

In the FSL region, the output impedance RFSL only depends on the on-resistance
of the switches (neglecting the interconnect parasitic resistances) and the topology,
and can be expressed as follows:

RFSL D p
ksw

AswT
(13.6)

where p is a topology-dependent parameter obtained by circuit analysis [18], AswT

is the total area of the switches in [mm2], and ksw is a technology-related parameter
that states the on-resistance of the switches per unit of silicon area (assuming the
same voltage rating for all the devices), in [��mm2]. Therefore, the inverse ratio
AswT /ksw describes the amount of conductance that is used by the design.

Table 13.3 shows the values of the p and m parameters for a number of different
topologies that provide the same conversion ratio (M D 1/8) with a different number
of floating capacitors nc. As shown, all the different two-clock-phase topologies
(A–E) have the same m and p values, which means that actually all the considered
topologies will present the same output impedance provided that they operate at the
same switching frequency, use the same amount of total floating capacitance and the
same total amount of area for the switches.

Topologies F and G in Table 13.3 represent the two different multi-clock-phase
topologies that were introduced in Sect. 13.4, also providing M D 1/8. However,
because of their multi-clock-phase nature, conclusions from the comparison with
the two-clock-phase topologies cannot be derived directly. This will be commented
in Sect. 13.5.2, along with the content of the last two columns.

In more detail, the parameters shown in Table 13.3 can be described as follows:

– nc ! the number of required floating capacitors.
– nsw ! the number of power switches.
– m ! product of RSSL, the switching frequency and the total amount of floating

capacitance (given the optimum relative sizing of all the floating capacitors), see
Eq. (13.5).

– p ! ratio between RFSL and the amount of conductance, given the optimum
relative sizing of all the power switches, see Eq. (13.6).

– l ! this parameter can be used as an indication of the bottom-plate power losses
that a topology suffers from. If all the energy spent to charge and discharge the
parasitic bottom-plate capacitors is considered lost (pessimistic approach), the l
parameter is calculated as:

l D
nCX

iD1

CRiV
2
Ri (13.7)
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where CRi is the value of each floating capacitor normalized to the total amount
of floating capacitance CT , and VRi is the voltage across each floating capacitor,
normalized to the input voltage Vin. From the l parameter definition in Eq. (13.7), it
becomes straightforward to compute the total amount of bottom-plate losses:

Pbot D V2
infs˛CT l (13.8)

where ˛ is a technology-dependent ratio representing the average of both top-plate
and bottom-plate parasitics of the floating capacitors relative to their capacitance.

– The summation of the g�Voff
2 (conductance g and blocking voltage Voff ) values of

all the power switches. The blocking voltage is squared because conceptually, the
on-resistance of a power switch increases with the square of its blocking voltage.
This parameter provides an intuitive indication about the size of the switches,
and as a result, also about the energy that needs to be spent to drive their gates.

– The summation of Vci�qci for all the floating capacitors. This parameter becomes
especially relevant in fully integrated solutions, since the relative sizes of the
floating capacitors is proportional to the amount of charge flowing through them
and the operating voltage across them.

– VCi ! The voltage across each of the floating capacitors Ci (normalized to the
output voltage Vout D Vin/8), as shown in Sects. 13.3 and 13.4.

– qCi ! The amount of charge flowing through each of the floating capacitors
Ci (normalized to the amount of input charge per switching period
qin D qout/8 D Iout�Ts/8).

Based on comparing only the p and m parameters of two-clock-phase topologies
A–E, it could be concluded that all the different topologies would provide the
same performance. However, looking at the rest of the table content, substantial
advantages could be obtained by making a proper topology choice for a particular
application-technology combination. Below, different possible scenarios will be
discussed.

13.5.1.1 Scenario 1: Floating Capacitors Realized with External
SMD Capacitors

For this scenario, the most interesting options would be the fractional topologies
(D and E), because they require the smallest number of capacitors and pins. Since
the amount of bottom-plate parasitics of SMD capacitors is normally negligible, in
case of a high-voltage application, the fractional-1 topology (D) would represent a
better fit since the operating voltage across the floating capacitors is smaller. On the
other hand, if this becomes irrelevant, e.g. because of the relatively low voltage of
the application, then the fractional-2 topology (E) would be preferred because of
the lower combination of conductance and blocking voltage of the power switches,
which would likely result in lower switching losses.
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13.5.1.2 Scenario 2: Fully Integrated Switched-Capacitor
Power Converter

In the fully-integrated scenario, the relative importance of the different parameters
changes quite significantly. In the integrated domain, the number of floating
capacitors is not a problem by itself, but their total size is. If the application is
sufficiently low-voltage enough, so that the voltage across the capacitors does not
impact their implementation towards a lower capacitance density, then a Dickson
topology (A) would clearly be the best choice due to its extremely low bottom-plate
losses, and low area required for the switches. On the other hand, when a particular
application runs at a relatively high voltage, a series-parallel topology (B) could
become interesting due to the minimization of the voltage across all the floating
capacitors, despite the significantly larger amount of bottom-plate and switching
losses. The fractional-2 topology (E) shows a good trade-off between blocking
voltage and conductance of the required switches, as well as very low bottom-plate
power losses and applied voltage across the floating capacitors. Despite not standing
out in any of the main converter parameters, the recursive topology (C) provides
a very interesting modular approach to implement a multi-ratio SCPC by means
of smart interconnection of unit cells that implement M D 1/2. This implies that a
single cell could be designed, replicated and smartly used to easily create a large
range of conversion ratios (though not all the possible ones). Unfortunately, in cases
where extremely high or low ratios are needed, the number of needed unit cells and
therefore floating capacitors would make a design based on external components
(scenario 1) unpractical.

It is important to take into account that all parameter values shown in Table 13.3
are merely indicative of a trend, and would only apply to cases where the voltage
rating of devices (both floating capacitors and power switches) could be gradually
adjusted in a continuous way. Unfortunately, most technology processes provide
devices with very specific voltage ratings that change in discrete steps. This
clearly precludes the existence of an absolute optimum choice for every different
application-technology combination.

13.5.2 Comparison Between Two-Clock-Phase
and Multi-Clock-Phase Topologies

In this section, the more conventional two-clock-phase topologies will be compared
to multi-clock-phase topologies, in terms of the achievable gains and performance
considering similar parameters to the ones used in Sect. 13.5.1.

Although parameters related to output impedance (p and m) and the possible
conversion ratios are common to all the two-clock-phase topologies (besides the
ladder topology of Fig. 13.3b), this is not the case with topologies operating with
multiple clock phases. As a result, the two-clock-phase topologies will be compared
to the approach presented in [27] (as illustrated by the binary multi-clock-phase
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Fig. 13.10 Comparison between achievable voltage conversion ratios M for fractional two-clock-
phase and binary multi-clock-phase topologies

topology F, Fig. 13.7), since this is the finest example of a multi-ratio multi-clock-
phase topology that the authors are aware of. This particular approach allows for a
systematic way to synthesize a different number of binary-scaled conversion ratios
that operate in multi-clock-phase, with a small number of floating capacitors. As
introduced in Sect. 13.4.1, a smart connection of voltage-halver stages is used that
each operate at twice the frequency of its precedent, resulting in a particular case of
multi-clock-phase design (with 2nc clock phases for nc floating capacitors).

Figure 13.10 shows the achievable number of conversion ratios M (up/down)
that can be obtained from a fractional two-clock-phase (see Table 13.1) and a binary
multi-clock-phase topology, as a function of the number of floating capacitors. As
expected from Sect. 13.4, multi-clock-phase topologies are able to achieve a higher
maximum ratio for a given number of floating capacitors than fractional two-clock-
phase ones. However, it is the density of available ratios in a particular gain range
that allows multi-ratio designs to keep a high power efficiency over a certain range
of input or output voltage.

As observed from Fig. 13.10, a fractional two-clock-phase design could provide
more conversion ratios in a particular gain range than the binary multi-phase
approach, eventually resulting in a higher average power efficiency. As an example
of that, Fig. 13.11 compares the theoretical maximum power efficiency (Vout/MVin)
available from multi-ratio designs using four floating capacitors based on either a
two-clock-phase or a binary multi-clock-phase topology. In this example an output
voltage of 5 V has been considered for an input voltage range corresponding to Li-
ion batteries (2.6–4.2 V), as in [13]. In this example, the two-clock-phase fractional
topology delivers an average efficiency across the input voltage range of 96.4 %,
compared to 95.4 % for the binary multi-clock-phase topology. However, the more
evenly distributed ratios from the binary multi-clock-phase topology makes the ratio
control easier by increasing the linearity.

Besides the conversion ratios that can be generated from a particular approach
(either using two or multiple clock phases), the performance of an SCPC is also
strongly determined by its output impedance and switching losses. Figure 13.12a
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Fig. 13.11 Impact of achievable voltage conversion ratios with fractional two-clock-phase and
binary multi-clock-phase topologies in practical multi-ratio converters

shows, as a function of the step-down conversion ratio M, the ratio between the
switching frequency of a multi-clock-phase design (fmph) and a two-clock-phase
(f2ph) design. Both designs provide the same RSSL with the same total amount of
floating capacitance CT . It is clearly noticeable that multi-clock-phase topologies
require a lower fs to provide the same amount of impedance, although they have a
higher number of switching events due to their higher number of clock phases within
each switching period Ts. From Eq. (13.5), for a given value of RSSL, the value of m
varies with that of fs. Therefore, the ratio of switching frequency coincides with the
ratio of m values of each family of topologies.

Both binary multi-clock-phase and two-clock-phase topologies can also be
compared based on their RFSL value. Figure 13.12b shows the ratio of the total
amount of area spent on implementing the power switches for the multi-clock-
phase case (Amph) and for the two-clock-phase designs (A2ph), as a function of the
implemented conversion ratio M. From this graph it becomes clear that the two-
clock-phase topologies will require less area spent in the switches, thus making them
more appealing when implementing an SCPC with external floating capacitors,
especially when high output power is needed and a lower switch area leads to a
lower cost [13]. Similar to the m ratio corresponding to the fs ratio in Fig. 13.12a,
the switch-area ratio in Fig. 13.12b coincides with the ratio of p values according to
Eq. (13.6).

Considering that multi-clock-phase topologies require larger power switches (for
the same RFSL) but require lower fs (for the same RSSL and CT ) albeit with having
more switching events per cycle, it is relevant to compare their expected amount
of switching losses. An indication of the amount of switching losses that can be
expected from either design approach could be computed as the product of the
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Fig. 13.12 Comparison of two-clock-phase vs. binary multi-clock-phase topologies in terms of
(a) switching frequency, (b) switch area and (c) switching losses indication, as a function of the
step-down conversion ratio M

switching frequency and the amount of area that is switched per cycle. In case of
two-clock-phase topologies, the amount of area that switches per cycle is the same
as the total amount of area spent in switches (AswT). However, in multi-clock-phase
designs, some switches might be turned-on/off more than once per switching period
Ts, meaning that the amount of area that switches is bigger than AswT by a factor
switching_events/nsw (if all the switches are equally sized, as in the binary multi-
clock-phase topology). To address this issue, the following parameter is defined as
an indicative parameter of the amount of switching losses:

H D fsAswT
switching_events

nsw

�
2 phases ! switching_events D nsw

mult:ph ! switching_events > nsw
(13.9)
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Figure 13.12c shows the ratio of this parameter for both the multi-clock-phase and
two-clock-phase topology (Hmph/H2ph), as a function of the conversion ratio M. It is
observed that in general higher switching losses should be expected from multi-
clock-phase designs providing the same conversion ratio and output impedance,
despite the lower switching frequency. As in previous results, both approaches
coincide for M D 1/2, for which a single floating capacitor is used and only two
clock phases are possible.

Unfortunately, the amount of bottom-plate losses and the blocking voltage of
the different devices could not be included in the results of Fig. 13.12b, c without
loss of generality, due the wide variety of two-clock-phase topologies that could be
implemented, providing the same conversion ratio. In case that not all the devices
of a particular design could have the same voltage rating, this should also be taken
into account when considering the different design strategies.

For completeness, the multi-clock-phase designs of Figs. 13.7 and 13.8, pro-
viding M D 1/8, have also been included in Table 13.3 (topologies F and G,
respectively). For the particular case of M D 1/8, the different two-clock-phase
topologies A–E can be compared to multi-clock-phase designs F and G, including
the blocking voltages of the devices as well as bottom-plate losses. The relative
amount of bottom-plate losses is obtained from the ml product which takes into
account the difference in switching frequency. To compute the relative amount of
switching losses taking into account the blocking voltage of the power switches
(last column of the table), which switch is used more than once needs to be carefully
considered for the multi-clock-phase topologies, as well as their relatively lower fs
(represented by the m value). From the Table 13.3, the following is observed:

• Multi-clock-phase topologies are clearly an interesting solution for designs with
discrete floating capacitors, where reducing the number of components and pins
is important.

• Multi-clock-phase topologies operate at lower fs, although their bottom-plate
losses are not necessarily smaller. However, when using discrete floating capaci-
tors, this may be irrelevant.

• Multi-clock-phase designs require a larger amount of area for the switches, which
is relevant for high-power designs [13, 27].

• Despite operating at lower fs, no lower switching losses result from multi-clock-
phase designs since they have more switching events per cycle.

13.6 Conclusions

Various SCPC topologies are possible to realize a desired voltage conversion ratio
M. A major distinction between possible topologies is the number of clock phases
that is used within a switching cycle. Within the group of two-clock-phase SCPCs,
different topologies are possible that use different numbers of floating capacitors to
realize a desired value of M. The fractional topology uses the minimum number of
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floating capacitors to realize a given M value according to the Fibonacci limit, but
the synthesis of such a fractional topology is usually performed by trial and error.
Instead, this paper gives an example of systematic derivation of two-clock-phase
topologies. Comparing the performance of various two-clock-phase topologies to
each other, the output impedance is the same given the same switching frequency,
total floating capacitance and total switch area. However, this paper has shown that
depending on the application, performance differences e.g. in the amount of bottom-
plate losses, the voltages appearing across the floating capacitors or the blocking
voltages of power switches, different topologies come out favorably for different
applications.

Using more than two clock phases allows the extension of the achievable range
of M values of two-clock-phase converters. This allows realizing a target M with
a lower number of floating capacitors, which can be advantageous in applications
using external floating capacitors. A comparison between two-clock-phase and
binary multi-clock-phase topologies shows that though the range of M values is
smaller, the density of available M values in a certain needed range is higher
in two-clock-phase topologies. This increases the achievable average efficiency
across e.g. the desired input voltage range compared to binary multi-clock-phase
topologies. Moreover, two-clock-phase topologies use less area to implement the
power switches, which may be favorable for high-power applications. However,
the modular approach to generate different conversion ratios with the binary multi-
clock-phase reduces complexity in generating a larger number of conversion ratios.
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Chapter 14
Resonant and Multimode Switched Capacitor
Converters for High-Density Power Delivery

Jason T. Stauth, Christopher Schaef, and Kapil Kesarwani

14.1 Introduction

Modern power electronics are driven by a constant need to improve efficiency in
the effort to extend battery life of portable electronics, relax thermal constraints in
power intensive applications, and help mitigate CO2 emissions by reducing wasted
energy. However, in a variety of applications, size, form-factor, and ultimately the
power-density of the energy-management subcomponents are becoming critical
as these constrain both cost and size of the packaged system [1–3]. By far, the
most common power delivery architectures are based on inductive energy storage.
For example, buck, boost, and transformer-coupled DC-DC converters currently
dominate the market for typical low-moderate voltage and power applications. This
places substantial pressure on inductive components to achieve both high volumetric
energy- and power-density and also low loss at increasing switching frequencies [2].

To illustrate this, consider the well-known relationships for current and voltage
ripple (�iL and �vC) in a conventional buck converter:

�iL / VIN

fSWL
; (14.1)

and

�vC / �iL
fSWC

: (14.2)
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In Eqs. (14.1) and (14.2), VIN is the supply voltage, fSW is the switching frequency, L
and C are the inductance and capacitance respectively. Also note that the units of (1)
are [V-s/H] and units of (2) are [A-s/F]. Here, the tradeoffs among voltage, switching
frequency, and size of passive components are readily apparent. For a fixed input
voltage, the only way to improve the [V-s/H] FOM is by utilizing higher frequency
or larger inductance. To improve the [A-s/F] FOM for a fixed �iL requires utilizing
higher frequency or larger capacitance. To ultimately achieve higher power-density,
these trends drive up switching frequencies, but demand also that active and passive
components remain efficient [2–4].

Fortunately, trends in active devices are generally in support of higher switching
frequencies. Scaled CMOS technologies are approaching fmax levels in the near-
THz regime [5], providing increasingly efficient operation at switching frequencies
appropriate for even the fastest power converters, although notably also trending
towards lower breakdown voltages. At higher voltages, wide-bandgap technologies
are gaining higher levels of integration while relaxing tradeoffs among breakdown
voltage, frequency, and efficiency [6]. Capacitor technologies are also improving,
one example being deep-trench technologies with densities approaching many 100 s
of nF/mm2—orders of magnitude higher than traditional MIM and MOS capacitors
[7–9]. However, inductor components remain a key limitation in traditional buck
and boost topologies, especially given the need for higher inductance-density while
maintaining low-loss at high frequency. Available magnetic materials scale poorly to
frequencies above 10 MHz, and air-core topologies remain practically constrained
to (at most) 10’s of nH for mm-scale geometries [2].

In the past decade, switched-capacitor DC-DC converters have gained academic
and commercial interest due to a number of favorable architectural advantages and
scaling properties [9–11]. In [12], it was shown that SC converters can outperform
conventional magnetic-based topologies (buck and/or boost) purely in terms of
conduction loss across a wide range of power and voltage levels. This is related
to the active device figure of merit, the V-A product, which relates the breakdown
voltage and peak current rating needed for all active devices in the circuit. More
generally, the SC approach eliminates bulky and expensive magnetic components
which often dominate size and cost, and limit operating frequencies due to core
and winding loss. Another advantage that has emerged in favor of SC topologies is
the ability to segment designs into large numbers of interleaved phases [9, 10, 13].
This capability enables two main advantages: in principle, interleaving can reduce
input and output voltage ripple to near-negligible levels, permitting elimination of
bypass capacitance and therefore full utilization of the available capacitance density
for energy transfer. Interleaving also opens up the possibility of soft-charging the
parasitic bottom-plate component, significantly reducing its impact on efficiency
[8, 14].

However, the switched capacitor approach also has several limitations. First, it
relies heavily on the capacitance density available in a given technology. While
capacitive energy storage is often touted as superior to inductive energy storage
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due to the relatively higher energy density of capacitors as compared to inductors,
[3, 15], to fully realize this advantage, a given converter must be able to access
and utilize the available energy-density. In the case of SC converters, accessing the
available energy density comes with a penalty of higher charge-sharing losses. To
mitigate charge sharing losses, SC converters remain constrained by a fundamental
relationship similar to (2) and necessitate either high frequency or high capacitance
to minimize conduction loss in the circuit. Therefore, an argument can be made that
some of the recent performance gains in the SC area are derived largely from nascent
component technologies (e.g. deep-trench capacitors) or advanced process options
(e.g. deep submicron silicon-on-insulator technologies). Finally, while variable
regulation can be achieved with SC designs through linear modulation of the
output impedance, architectural reconfiguration [8–10], and recursive topologies
[16], these approaches tend to result in lower efficiency and/or power-density. This
is caused by the additional stray junction capacitance of reconfigurable architectures
and higher series resistance in recursive approaches. It can also be appreciated that
techniques which vary switching frequency to modulate output impedance trade off
power loss for regulation capability and also cannot boost the output voltage above
the nominal level.

Hybrid, soft-charging, and resonant operation of SC converters is increasingly
promising to address some of the above-mentioned limitations [17–22]. In the
resonant switched capacitor (ReSC) approach, the efficiency and power density
of SC architectures are improved through the use of small magnetic components
that resonate with flying capacitors and tune out their reactive impedance [23].
This approach also enables soft- or zero-current-switching (ZCS) which reduces
power loss and stresses in the semiconductor components. Other developments
in the ReSC area include the use of multi-mode operation to achieve variable
conversion ratios and voltage regulation, and also to increase efficiency across the
output power range [19–22]. Importantly, the ReSC concept extends and merges
with a variety of SC architectures spanning Dickson, series-parallel, and flying-
capacitor multilevel (FCML) topologies [19, 24]. While an inductive impedance is
still needed, compared to traditional buck and boost topologies, the hybrid approach
can operate with much smaller inductance as the switched-capacitor (SC) front end
can reduce the energy storage requirements (volt-second product) in the inductor by
a significant margin (potentially 10–100�).

This paper will provide an overview or resonant and soft charging switched-
capacitor DC-DC converters. Section 14.2 will discuss nominal resonant operation
and a generalized comparison of SC and ReSC topologies. Section 14.3 will present
candidate circuit architectures and their advantages and disadvantages. Section 14.4
will discuss an expanded suite of operating modes for hybrid and resonant SC
converters. Section 14.5 will present implementation examples and future work in
the space.
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14.2 Resonant Switched Capacitor Converters

Consider Fig. 14.1a, b which shows simplified switching cells for nominally 1:1
SC and resonant switched capacitor (ReSC) converters. Here a flying impedance is
switched between two voltage sources with a net voltage difference of �V. From the
perspective of the flying impedance, this process presents a square wave of voltage,
which in turn drives a respective current waveform. In the switched capacitor case,
the current waveform is impulsive and is governed by the RESR � CX time constant,
where RESR represents the total resistance in the flying impedance loop and CX is
the flying capacitance. In the ReSC case, assuming the frequency of the voltage
waveform is at the fundamental resonant frequency, f0, of the impedance, the current
waveform is sinusoidal with amplitude 2

�
�V
R . These representative waveforms are

shown in Fig. 14.1d. By integrating to get the charge transferred between voltage
ports per cycle, it can be shown that in both cases, the process can be modelled as
using an ideal transformer model with output resistance, REFF (Fig. 14.1c) [12, 18].

The equations that describe the parameter, REFF, for the 1:1 switching cells in
Fig. 14.1a, b are shown as Eqs. (14.3) and (14.4). Here it should be noted that
while the SC case is accurate for any switching frequency (fSW ), the ReSC case
assumes operation at the fundamental resonant frequency (fSW � fO). Another
distinction here can be made for the SC converter class: the ‘coth’ relationship
in (3) governs the transition of the converter between the ‘slow-switching limit’
(SSL) and ‘fast switching limit’ (FSL). For example at low switching frequencies,
(3) will approximate to REFF_SC � .fSWCX/�1, while at high frequencies to
REFF_SC � 4RESR. The boundary between the FSL and SSL is therefore defined
here as fFSL�SSL 	 .4RESRCX/�1.

The ReSC relationship can be appreciated by examining the argument of the
tanh in (4), which depends on the quality factor, QX , of the resonant network.
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Fig. 14.1 Ideal switching cells and behavioral transformer model. (a) SC cell; (b) ReSC cell;
(c) behavioral; (d) respective current waveforms
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For example, at high-Q, the relationship simplifies to REFF_ReSC � �2

2
RESR. Then

consider the ratio of REFF_SC/REFF_ReSC, while maintaining the assumption that
fSW D f0 << fFSL�SSL, and that CX is the same for both. The result follows as:

REFF_SC

REFF_ReSC
� 4

�

1

2�f0CXRESR
D 4

�
QX (14.5)

Essentially, this indicates that at a given frequency, assumed resonant for the ReSC,
and where f0 � fFSL-SSL (operation below the FSL boundary), the effective resistance
of the ReSC topology is �QX times lower than the equivalent SC topology. The
following conclusions can therefore be made:

1. For SC and ReSC topologies with the same CX and RESR, at the same frequency,
the ReSC topology can operate with Q times lower REFF (or conduction loss).

2. Given the same CX and RESR, but now assuming the converters operate with the
same REFF, the ReSC topology can operate at �Q times lower frequency (or
switching loss)

On the one hand, this seems like a compelling argument for the resonant topology
as it provides a degree of freedom beyond what is available in the SC topology to
minimize total power loss (or maximize efficiency). However, a limitation to the
above analysis is that it neglects the additional losses associated with the inductor,
which ultimately limits the achievable performance benefit. Another way to phrase
this is that for the ReSC topology, it is essential to consider the ESR of the additional
inductor component and its effect on power loss and efficiency.

In order to provide a more accurate assessment of the ReSC topology as
compared to a comparable SC converter, a realistic model for available magnetic
components must be included. Figure 14.2 provides one such comparison. Here,
the power loss of a representative SC converter and ReSC converter is shown
versus switching frequency. For the comparison, a fixed flying capacitance of

Fig. 14.2 Comparison of optimized SC and ReSC designs (nominally 2:1) given ideal and realistic
assumptions about inductor ESR



268 J.T. Stauth et al.

10 nF with 1 % bottom plate ratio and load current of 1A was used. Also, all
designs are assumed to be implemented in the same, representative CMOS process
technology. It is also the case that all points on the curves are optimized at the given
switching frequency (e.g. CMOS switches are sized to minimize total switching and
conduction loss).

In-line with the analysis in [10], it can be appreciated that the SC converter
optimization requires both a consideration of device sizes and switching frequency.
In Fig. 14.2, the curve for the SC converter shows a minimum power loss at a
switching frequency �100 MHz. This happens to occur near the SSL-FSL boundary,
as is found to be common in high power-density designs [18]. All power loss levels
in Fig. 14.2 are normalized to the minimum SC power loss.

The curves for the ReSC case consider two scenarios: one where the inductor
is assumed to add no parasitic resistance (QL D 1, such that the effective quality
factor, QX , is dominated by switch resistance only), and another case where a
realistic mm-scale air-core inductor is used. For the QL D 1 case, the conclusion is
simply that the ReSC converter power loss scales in proportion to

p
fSW . However,

it can be appreciated that this is oversimplified because at fixed capacitance, lower
switching frequency implies a larger inductor. Assuming the volume of the inductor
is fixed, the ESR will scale in approximate proportion with inductance [2]. To
second order, however, we assume that AC resistance in the inductor scales with
RAC � k

p
fSW . Therefore, for a given base inductor model, ESR scaling depends

both on inductance and frequency.
A representative curve for realistic ReSC performance is also shown in Fig. 14.2.

Here it can be seen that, similar to SC designs, there is a minimum power loss
associated with a particular operating frequency range. The predicted performance
for the exact inductor base model, in this case coilcraft 0806SQ 6.9 nH with added
40 m� DC contact resistance, is able to achieve a factor of two reduction in loss
compared to the best case SC design. This also occurs at �5� lower frequency.
The design could be very slightly improved by scaling the base inductance to an
incrementally smaller level as indicated by the ‘scaled’ Min ReSC point. In all
cases, the curves converge in the SC FSL. This is to be expected, as in the FSL,
switch resistance dominates any reactive impedance in the circuit. Also note that an
expanded set of ‘realistic’ ReSC curves can be generated by considering a range of
inductor base models and physical size or volume [18].

14.2.1 ReSC Topologies

The simplified circuit schematics for two representative, nominally 2:1, ReSC
topologies are shown in Fig. 14.3. Figure 14.3a shows the schematic of what we
will term the ‘indirect’ ReSC. Here, four transistors, M1-4 (assumed n-channel for
simplicity), are controlled by switching signals S1-4. In resonant operation, S1 and S3

are operated in phase, with S3 shifted to the common mode of M3. Switch signals S2

and S4 are operated complementary to S1 and S3. Assuming a nominal load current,
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Fig. 14.3 ReSC topologies. (a) Indirect ReSC topology; (b) direct ReSC topology (3-level)

IDC, VOUT will be slightly lower than VIN/2, driving a resonant current excitation in
the flying impedance, assuming operation at the resonant frequency. Similar to the
discussion of Fig. 14.1, the current in the inductor, LX , will be sinusoidal with mean
value of zero (CX blocks DC current).

Figure 14.3b shows the schematic of what we will term the ‘direct’ ReSC. In
this topology, the inductor directly connected to the output terminal. The switching
process now modulates only the flying capacitance, CX , similar to a nominal 2:1 SC
converter. Also, RESR is shown as lumped with CX , but in principle it should capture
all resistance in the full resonant loop which includes switches, CX , LX , and one
of Cbp. It should be apparent that the schematic in Fig. 14.3b is equivalent to the
more well known 3-level buck converter, [25–27], which is a version of the general
class of flying-capacitor multilevel DC-DC converters [28]. However, when we
discuss this as the ‘direct ReSC converter,’ we are supposing operation at a resonant
frequency. Also, the ‘direct’ vs ‘indirect’ distinction is similar to the distinction
made in buck-boost DC-DC converters where in the ‘direct’ conversion case, the
inductor current is unidirectional and couples directly to the output terminal in all
phases.

Figure 14.4 shows representative current waveforms for the indirect and direct
ReSC converters. In the indirect topology, it can be appreciated that all of the
power in the inductor current waveform is concentrated at the fundamental resonant
frequency. However, because the current waveform in the indirect topology appears
as full-wave rectified, it has an appreciable DC component. It has been shown that
approximately 80 % of the power in the indirect waveform is concentrated at DC
[18]. The remaining spectral content appears at even harmonics of the fundamental
resonant frequency.

Figure 14.5 overlays the power spectral densities of these waveforms (normalized
to the total power) with the quality factor and ESR of a representative mm-scale air-
core inductor versus frequency. In the modestly simplified inductor profile, the ESR
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Fig. 14.4 Current waveforms

iLx indirect

t

t

iLx direct

πIDC/2

πIDC/2

Fig. 14.5 PSD comparison: direct vs indirect

follow the DC resistance up until a frequency where the skin depth is approximately
equal to the conductor radius. At higher frequencies ESR is dominated by AC
resistance: RAC � k

p
fSW . Here, the advantages of the ‘direct’ approach are more

apparent. Because of the large DC term in the PSD of inductor current, the direct
topology has the advantage of lower effective resistance in the inductor component.
As AC resistance may be much higher than DC resistance, this can provide a
substantial reduction in power loss in the direct ReSC topology. A similar argument
can be made for core loss, if cored inductors are considered, [19].

However, there are tradeoffs and cases where it may be more favorable to use the
indirect approach. One disadvantage of the ‘direct’ topology is more complicated
gate drive circuits and potentially higher voltage stresses on the CMOS switches. For
example, the switches are exposed to the full voltage swing on the flying capacitor,
CX . The peak-peak voltage swing on the flying capacitor for the 2:1 converter in
Fig. 14.2b. can be written as:

�VCs D �QXIDCRESR � 8

�
QX�V; (14.6)
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where �V is again the net voltage difference between VOUT in its nominal and
loaded states (Fig. 14.1). Therefore, switches may be exposed to a voltage much
greater than just VIN/2 plus the loaded voltage difference, �V. Also, it is seen in
(14.6) that this is a function of both the load and quality factor of the converter.
However, in the indirect topology, switches are only exposed to �V itself because
they are always coupled to common voltages constrained by bypass capacitors.
Therefore the indirect topology may be able to achieve higher power or power-
density levels for a given peak voltage stress on switching components, although
with potentially lower efficiency.

14.3 Hybrid and Multimode Operation

Another opportunity in the hybrid SC converter area is the potential to leverage
an expanded set of operating modes to affect variable regulation and higher
efficiency across the output power range. For example, consider the direct (three-
level) converter in Fig. 14.3b. In addition to nominally resonant operation, this
converter can use additional switching states to couple the inductor to either ground
or VIN . The converter can also use high impedance (deadtime) states to provide
discontinuous conduction mode (DCM-like) behavior. Similar operating modes
have also been used for the indirect topology [21, 22].

Figure 14.6 shows an expanded set of operating states for the converter in
Fig. 14.3b. As is well known in the 3-level buck converter literature, in scenarios
with output voltages higher than VDD/2, the converter can configure the inductor
to VDD for a portion of the switching cycle to increase the average voltage at the
switching node, VSW . Similarly, for scenarios with output voltages lower than VDD/2,
the converter can configure the inductor to ground for a portion of the switching
cycle to decrease the average voltage at the switching node. This process results in
equivalent 3-level operation because the voltage on CX should attain a nominal level
of VDD/2.

The benefits and challenges of 3-level operation are well known. A primary
benefit is the ability to reduce the inductance by a factor of four. A first factor of
two reduction is achieved due to the additional mid-rail voltage level (reduces V in
the [V-s/H] FOM). A second factor of 2 is achieved because the switching frequency
is effectively double as there are now 4 switching states per cycle (reduces s in the
[V-s/H] FOM). This advantage scales with higher conversion ratio (N-level) FCML
topologies: in general, inductance scales inversely with N2 for a constant [V-s/H]
FOM or equivalently, constant current ripple.

However a central challenge of the 3-level (or N-level FCML) converter is
maintenance of voltage balance on the flying capacitor(s) [28]. Without some
mechanism to measure and correct for variation in the nominal voltage on CX , this
voltage can drift due to minor asymmetries in switch timing and load transients.
Variation in the voltage on CX can result in a reduction of efficiency or at worst,
higher switching stresses and potentially breakdown failures of the power devices.
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Fig. 14.6 Operating states for variable regulation modes

Here it should be noted, that while this problem is known in the 3-level and FCML
converter classes, in [19], it was shown that the same problem affects all hybrid
inductive SC converters.

While the 3-level converter is most well known as an augmented form of the
buck converter, it merges into the ReSC circuit class. For example, depending
on the switching frequency and voltage conversion ratio, the inductor current
may take on a variety of forms spanning resonant, quasi-resonant, continuous,
and discontinuous conduction. Figure 14.7 shows these possible operating modes
segmented by voltage ratio and conduction angle. For the 2:1 3-level converter, the
factor, k, is ½, but it can be appreciated that similar operating modes are possible in
a wide range of converter topologies with different nominal conversion ratios.

Here, the inductive mode is identical to the 3-level buck converter. Also, similar
to the standard treatment of the buck converter, the switching frequency is well
beyond the LC corner and the inductor current approximates a triangle wave. The
duty cycle can be used to affect variable output regulation both above and below
the nominal conversion ratio 1:k (note that only step-down modes are shown in
Fig. 14.7). Also, depending on the load current level, the converter may operate



14 Resonant and Multimode Switched Capacitor Converters for High-Density. . . 273

DCM

CCM

DCM/CCM
boundary

iL

iL

iL iL

iL

iL

iL

iL

iL

resonant: Vout =kVin quasi-resonant: Vout<kVin inductive: Vout<<kVin

Fig. 14.7 Multimode operating scenarios: inductor current

more efficiently in continuous conduction mode, CCM (at high load current), or
DCM (at low current). Pulse frequency modulation (PFM) control is also possible,
and is treated here as a form of DCM.

As switching frequencies are reduced, however, the hybrid inductive-SC topol-
ogy enters a quasi-resonant mode of operation. For example, in the switch states
that couple LX and CX directly, resonant operation happens when fSW � f0. The
quasi-resonant mode is therefore used when both lower frequency operation is most
efficient and when variable regulation is needed. In quasi-resonance and when the
output voltage is less than the nominal conversion ratio, the inductor current follows
a partial resonant cycle (during State-1 and State-3 in Fig. 14.6) and then is linear
during a hard switched state (State-2 and State-4 in Fig. 14.6). For the case where
output voltage is greater than the nominal conversion ratio, the linear and resonant
states are switched to affect a higher average voltage at the switching node, VSW , but
the same principle applies.

In pure resonant mode, the inductor current waveform can take several trajec-
tories depending only on the switching frequency. For example, when fSW D f0,
the converter operates in resonance with zero-current switching transitions. If a
long dead-time is inserted between these transitions, the converter can operate in
a DCM mode. This mode is the same as the dynamic off-time modulation (DOTM)
mode discussed in [22]. DCM is useful to affect variable output regulation by tuning
the loadline of the converter, much like in the SC case. It is also useful to provide
higher efficiency in light load as it can be shown that both conduction and switching
loss scale linearly with switching frequency. At higher switching frequencies, the
converter enters CCM where zero-current-switching no longer occurs. CCM is
useful at high load currents as this can be used (much like in conventional buck
converters) to reduce the ratio of RMS/DC current in the inductor, providing higher
efficiency [19].

Figure 14.2 is a plot of output impedance, REFF, normalized to the total (parasitic)
series resistance, RESR. The x-axis is switching frequency, normalized to the SSL-
FSL boundary frequency for an equivalent SC converter. The plots include the
cases for pure (direct) ReSC converter, SC converter, and the hybrid approach
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discussed above. Each of the circuits operate with the same total flying capacitance,
CX , and assume the same parasitic resistance, RESR. While the resonant and hybrid
cases must accommodate the additional ESR of the inductor component, for
simplicity this is neglected here.

Across the operating frequency range, it can be seen that the SC output
impedance (curve 1) follows an expected relationship, i.e. (3). The pure ReSC
converter (which assumes the ‘direct’ topology) also follows the expected behavior,
quantitatively detailed in [18, 19]. However, the hybrid multimode approach traces
out a more favorable curve than both previous topologies. For example, below the
resonant frequency, the hybrid approach maintains the advantage of Q times lower
REFF than the SC topology, while still permitting a linear tradeoff between switching
and conduction loss. Above the resonant frequency, the hybrid approach enters
CCM and the effective resistance approaches RESR, but at approximately Q times
lower frequency than the equivalent SC converter. While derivation of the equation
for REFF versus frequency for the hybrid topology is complicated, it can be captured
by a behavioral model somewhat similar to the ‘root-sum-squared’ model [12], often
used for the SC approach:

REFF_hybrid D ˛

s

1 C
�

�2f0
8fSW

�˛

� RESR: (14.7)

In Eq. (14.7), f0 is the resonant frequency, fSW is the switching frequency, and ’ is a
behavioral term that can be fit in a regression model for the given converter. It can
be shown that a value of ˛ � 9:2 provides a behavioral fit to the actual model with
a worst case error of approximately 2 %.

Importantly, what is shown in Fig. 14.8 and Eq. (14.7) is that the behavior of the
hybrid inductive-SC DC-DC converter family is quite similar to the behavior of the
underlying SC circuit family. The advantage can be quantified by the quality factor,
QX , of the converter and the resonant frequency. While the control, gate driving,
and design procedure is somewhat more complicated than a pure SC design, the

Fig. 14.8 Normalized output impedance: REFF vs switching frequency
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macro-behavior is similar and can be generalized into a unified relationship, (14.7).
However, while the variety of operating modes permit loss minimization across the
output power spectrum, the hybrid converter class has the advantage that it can
also provide variable voltage regulation without reconfiguring the native converter
architecture.

14.4 Implementation Examples

To justify some of the above discussion, here we present several recent implementa-
tions of hybrid-multimode, nominally resonant switched capacitor designs. In 2014
[22], presented a nominally 2:1 ReSC that utilized DOTM or the DCM concept
highlighted in Fig. 14.7 to regulate the output voltage below the nominal level. This
design used die-attached mm-scale air-core inductors and on-chip flying and bypass
capacitors to achieve 85 % efficiency at 0.64 W/mm2 in 180 nm bulk CMOS. In
2015 [21], presented a nominally 2:1 ReSC with 3-phase interleaving and an all
N-channel power train to further improve efficiency and power-density to 89 % at
0.75 W/mm2. The three-phase design used mm-scale printed circuit board (PCB)
trace inductors with inductance values of 1.1 and 4.5 nH. Regulation was achieved
using quasi-resonant modes similar to those in Fig. 14.7 to boost the output voltage
above the nominal 2:1 level, and reduce it below this level as well. An overview of
these designs and specifications is shown in Table 14.1.

More recently, several discrete implementations were built to explore further
aspects of multimode operation of nominally resonant SC converters. The work
in [19] explored hybrid multimode operation of 3-level and 4-level flying capacitor
multilevel (FCML) DC-DC converters. The 3-level prototype operated exclusively
at nominally 2:1 conversion ratios. By varying the frequency, as shown in Fig. 14.7,
the converter was able to seamlessly transition from CCM operation (high fre-
quency), to resonant operation, and finally to DCM by inserting a variable deadtime
in between resonant transitions. Figure 14.9 shows measured efficiency for the 24
to 12 V step-down converter for load currents ranging between 100 mA and 10 A
(�1.2 W to 120 W output power). While peak efficiency in the resonant mode was
over 99 %, the converter was able to seamlessly transition to CCM at higher current
and DCM at low current to maintain high efficiency (over 98 %) for most of the load
range.

In another implementation, operation across the full suite of possible operating
modes was explored. Figure 14.10 shows the printed circuit board design that can
be operated as a 3-level or 4-level FCML. Ceramic flying capacitors (4.7 �F, X7R)
and an inductance of 600 nH were used with a resulting resonant frequency of
approximately 100 kHz. All different operating regimes described in Sect. 14.3 were
tested in 3-level operation and measured inductor current waveforms are shown in
Fig. 14.11. These can be compared to the theoretical waveforms in Fig. 14.7. It
can be seen that based on the required conversion ratio and resulting duty cycle
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Table 14.1 Highlights of previous designs using resonant-multimode operation

Source Kesarwani et al. [22] Schaef et al. [21]

Die photo

Converter 2-Phase nominally 2:1 ReSC 3-Phase nominally 2:1 ReSC
Regulation Dynamic off-time modulation

(DOTM or DCM)
Variable quasi-resonant buck and boost
modes

Power train Complementary N-channel with bootstrapped gate drive
Inductor(s) Die attached mm-scale air-core

(1.9–5.5 nH)
Printed circuit board trace inductors
(1.1–4.5 nH)

Capacitor(s) Flying �18 nF MIMBypass
�22 nF MIM

Flying �25 nF MIMBypass �12 nF
MIM

Process 180 nm Bulk CMOS 180 nm Bulk CMOS
Size �3 � 3 mm �3.8 � 2.6 mm
Frequency �20–30 MHz �20–50 MHz
Efficiency @
power density

�85 % @ 0.64 W/mm2 �85 % @ 0.91 W/mm2 (1.1 nH)�89 %
@ 0.75 W/mm2 (4.5 nH)

Fig. 14.9 Measured efficiency vs load current: discrete, nominally 2:1 (24 V:12 V) ReSC
converter using multimode operation [19]
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Fig. 14.10 Printed circuit board prototype: 3-level and 4-level FCML DC-DC converter
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Fig. 14.11 Measured operating waveforms for discrete converter prototype shown in Fig. 14.10.
These can be compared to the theoretical curves in Fig. 14.7

that the converter shows resonant, quasi-resonant or inductive behavior. Moreover,
the frequency can be modulated to achieve DCM or CCM behavior to maximize
efficiency for various load currents.

These operating modes can be demonstrated for 4-level operation and generally
apply to all resonant or hybrid switched capacitor converters. However, the resonant
frequency in different phases of operation can vary and careful tuning of the
individual periods is required to achieve efficient operation as shown in Fig. 14.12
for the 4-level converter. As different flying capacitor configurations are connected
in series with the inductor, the pulse widths in resonant operation need to be tuned to
the resulting resonant periods in each phase to maintain the required voltage balance
on the flying capacitors. Moreover, the pulse-widths need to be adjusted across the
different operating regimes, e.g. in CCM operation the pulse-widths need to be of
equal length to maintain charge-balance. Efficient multi-mode operation is therefore
not only a design challenge but also requires careful consideration of the control
strategy.
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Fig. 14.12 Measured operation of the 4-level FCML in resonant mode: note that resonant
frequencies in different phases is variable and requires careful tuning

14.5 Conclusions

In order to meet the challenges of future high-density power management appli-
cations, there is a need to explore architectures that break from the fundamental
constraints that limit conventional DC-DC architectures. While the switched capac-
itor approach is favorable for many of these applications, it also has limitations
that will continue to constrain efficiency, power-density, and the capability for
efficient voltage regulation. Hybrid and resonant SC converters show tremendous
promise to address some of these challenges. While the limitations of current
inductor technologies must be factored in, the hybrid approach has many of the
same scaling features and promising attributes of the SC circuit class. In this paper,
we have shown also that hybrid-inductive SC converters have many of the same
capabilities as more conventional DC-DC converters: the ability to regulate output
voltage efficiently, and the capability for multi-mode operation to maintain high
efficiency across the output power range. However these topologies benefit greatly
from merging the advantages of both SC and inductive converters: the volume and
inductance of magnetic components are greatly reduced while the utilization of the
capacitor energy density is increased.

Going forward, there is a great opportunity for future work on hybrid, soft-
switching, and resonant switched capacitor converters as these topologies will
undoubtedly find a strong niche in a range of future applications.
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Chapter 15
Heterogeneous Integration of High-Switching
Frequency Inductive DC/DC Converters

Bruno Allard, Florian Neveu, and Christian Martin

15.1 Introduction

Many electronic products are designed for compactness as shown in Fig. 15.1. Each
sub-block is designed accordingly. The camera example in Fig. 15.1 features a tiny
board crowded with a lens, a connector and a dedicated power supply (bottom
right zone). This power supply occupies a significant part of the board and passive
components are the major contributors.

It is a common knowledge that an industrial trend is to improve dramatically the
power density of the power supply. Innovations cover the following fields: converter
architectures, passive devices, control, design and packaging [1]. Recent literature
covers many demonstrations of switched-capacitor converters either on-chip or in-
package. Beyond the impressive results [2], switched-capacitor converters face a
limitation due to the available capacitance density. This translates into a limitation
in power density [3] where inductive converters offer a better trade-off at similar
level of efficiency. This article will now on focus on high power density inductive
buck converters for embedded products: this is called Power-System-on-Chip
[1, 4]. Reviews of high switching frequency buck converters are available in [5, 6].
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Fig. 15.1 Teardown of a commercial electronic product (left), zoom on the embedded camera
(right) [on-line: www.ifixit.com/Teardown/Xbox+One+Kinect+Teardown/19725]

• The natural corner frequency of the output filter of the converter correlates
with the switching frequency: the high switching frequency is used to enhance
the converter transient performances but this is not a driving design indicator
so far. Higher switching frequency is intended to reduce the values of passive
components.

• The efficiency drops with increasing frequency. The efficiency figure must also
be related to the output-to-input voltage conversion ratio. Selecting the literature
results for given ratios, the different peak efficiency values drop in a similar
manner. One result seems to be above the general trend (ratio of 0.5, [7, 8]).

• Efficiency profits from thin silicon technologies whatever the switching fre-
quency.

• A penalizing effect of thin technologies is the limitation in input voltage range.

There is then a real challenge to handle a standard input voltage range (3.3 V) with a
thin technology (CMOS 40 nm, 1.2 V). Efficiency in the vicinity of 90 % is reported
in literature but for a high ratio of output-to-input voltage (larger than 0.85) [9]. A
challenge is evidently to achieve similar efficiency but for a ratio below 0.5.

Various strategies are reported in literature to fight power losses inside a non-
isolated DC/DC converter, namely a buck converter as considered here.

• Soft switching, either zero-voltage or zero-current schemes, has been applied to
integrated buck converters [10]. Variability and parasitic devices are limitations
to the optimization of the architecture. Moreover a shift in the actual switching
frequency complicates the filtering of generated noise.

• Multi-phase architecture: the current is shared upon several phases and the Joule
losses are reduced [10]. Independent inductors are considered generally. A phase
shedding scheme enables to adjust the number of operating phase according to
the actual output current, i.e. operates the exact amount of silicon necessary at
one moment with respect to the output current.

www.ifixit.com/Teardown/Xbox+One+Kinect+Teardown/19725
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• Multiple inductors may be coupled [11]. One magnetic device will then be
affected by a current waveform at twice the switching frequency. At similar
inductance values, the ripple is reduced. At similar ripple and inductance values,
the switching frequency can be lowered, i.e. the switching losses in the active
devices are reduced.

• Resonant gate drivers have been experimented [12]. The gain on losses is rather
limited and does not compensate the penalty on silicon area to accommodate the
air-core inductance needed for each single driver.

• Transistor width segmentation is an ultimate solution to adapt on the fly the
silicon area to the actual output current [12]. This necessitates an evaluation of
the output current. The scheme superimposes a modulation to the pulse-width
modulation generally considered at high switching frequency. A risk exists for
the stability of the converter.

• High-voltage MOSFETs create more switching and conduction losses than low
voltage counterparts. Cascode association of low-voltage MOSFETs has been
experimented to recreate a high-voltage MOSFET but with lower losses [13].
If a thin CMOS technology is to considered, a cascode power stage is a solid
candidate to stand high input voltage [7, 14].

With respect to the challenges considered here-above, it is reasonable to select
hard switching operation at C100 MHz switching frequency. A cascode power stage
fits the objective to rely on standard MOFSETs of the thin CMOS technology. Using
coupled inductors inside a multi-phase architecture enables to reduce the values
of passive components for a targeted output current ripple. The targeted system is
pictured in Fig. 15.2 (left). Other specifications are listed in Table 15.1. Transient
performances will not be considered here. In [15] is detailed a large-bandwidth
voltage converter. The analogue voltage-mode control loop accounts for only 1.5
point of efficiency. In [15] is reported 78 % peak efficiency at the output power
considered here with similar voltage conditions at input and output. The article
details a proposal of a power stage that will limit power losses at similar switching
frequency value. The power stage is detailed in Sect. 15.2.

As explained later, interconnections are crucial for high-switching frequency
operation. Moreover the converter should benefit from a high-quality decoupling
at the input. A 2.5 D approach is introduced with a capacitive interposer intended
to receive the active part of the converter and the passive devices (Fig. 15.2, right).
A high quality decoupling is obtained as detailed in Sect. 15.3. Measurements are
given in Sect. 15.4.

15.2 Power Stage

The choice for a cascode configuration power stage stands as an alternative to
the standard power stage, either with complementary transistors or with dual
N-transistors, when the input voltage is of higher value than the transistor nominal
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Table 15.1 Specifications of
the target converter

Name Min Typ. Max Unit

VIN 3.0 3.3 3.6 V

VOUT – 1.2 – V

ILOAD 50 280 500 mA

ISLEEP – 15 – mA

ISTANDBY – 150 – uA

Static voltage accuracy �2.5 – C2.5 %

Dynamic voltage accuracy �6 – C6 %

Efficiency at ILOAD;TYP 90 – – %

Efficiency at ILOAD;MIN 80 – – %

Efficiency at ISLEEP 70 – – %

FSW 100 – – MHz

Ambient temperature �40 55 125 Celsius

Package height – 1.2 4 mm

Total area – – 10 mm2

Technology platform 40 nm bulk CMOS by Infineon

LOUT

COUT

»300 mA
IOUT 

1.2 V
VOUT

CIN

3.3V
VIN

IIN

+100 MHz

< 1 mm2active area in 40 nm

< 10 mm2
 passive/total area

Input power

»350 mW
output power

+90 % efficiency 

0.36 conversion ratio 

< 1.2 mm 
thickness

Fig. 15.2 Schematic of the targeted power stage (left) and interconnection proposal (right)

drain-to-source voltage. Figure 15.3 shows three options. Details on the limitations
of the standard power stage at high switching frequency have been reported
in [15]. The 2-transistor cascode configuration has been reported in [7, 14]. Good
results have been experimentally demonstrated and the conclusion is favorable
to the cascode behavior. The configuration is generic and can theoretically be
extended to a large number of transistors, due to the systematic arrangements [16].
The 3-transistor cascode power stage is pictured in Fig. 15.3 (right): physical
implementation was first reported in literature by B. Serneels in [19, 20] in the
context of high-voltage driver. Recently it was demonstrated in the context of a
class-D amplifier [21]. Besides the capability of the 3-transistor cascode power stage
was not demonstrated at high switching frequency.

The selected technology for silicon implementation (Table 15.1) must be consid-
ered here as a case where the nominal technology voltage (1.2 V) is not in range
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VLX

VIN/2

VIN
VLX

VIN/3

2VIN/3

VIN

Fig. 15.3 Typical power stage configurations: standard (left), 2-stage cascode (center), 3-stage
cascode (right)

Fig. 15.4 Figure-of-merit for
transistor options in a
standard CMOS 40 nm node

with input voltage (3.3 V). High-voltage transistors may be designed as Lateral-
Drain (LDMOS) or Extended-Drain (EDMOS) structures. Transistors impact the
power stage configuration in terms of losses and silicon area. Second-order issues
are safe-operating-area, sensitivity to temperature or electro-magnetic-interference.
Losses are related to the static on-state resistance and parasitic capacitances for
given operating conditions (voltage, current, frequency, temperature). Depending
on the channel width of a transistor, it is possible to evaluate the losses for given
operating conditions. In nominal operating conditions for the targeted power stage,
it is then easy to compare the impact of various transistor options depending on
channel width or silicon area. Figure 15.4 pictures iso-value curves of losses in the
(Ron; QG:VGS) plane as dashed lines. Lower losses are toward the bottom left corner.
The figure-of-merit of several transistor options are then plotted. As expected the
standard transistor is better in terms of losses and silicon area but can not stand
the targeted input voltage. The 5 and 3.3 V transistor options are readily available
to stand the input voltage but will not help reach the efficiency target. Fortunately
stacking 3 standard transistors offers a better trade-off, hence the interest for the
cascode power stage.
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Fig. 15.5 Schematic of the power stage

As no transistors in the power stage is to stand more than 1.2 V, a systematic
arrangement in the design leads to the schematic in Fig. 15.5. To take care of the
Safe Operating Area of each power MOSFETs inside the cascode power stage,
polarization MOSFETs have been added to the power stage.

The 3-floating drivers in Fig. 15.3 (right) are distributed on two-rows of local
drivers, shared between the 3 transistors in the stack. This design is scalable to any
odd number of transistors in the stack. Local intermediate voltage levels are required
as 1/n of the transistor number in the stack. The generation of these local voltage
levels as well as the associated efficiency are discussed at the end of the article. The
power stage requires 3 driving signals with perfect synchronization. Skew within
these latter signals is the key figure for robustness of the power stage. At 100 MHz
(10 ns period), an accuracy of less than 100 ps has to be considered. Otherwise a
transistor in the arrangement may have to stand a voltage higher than the nominal
rating, hence inducing stress and aging. The layout of the power stage must comply
to this objective: propagate synchronous signals from the global control input to the
drivers’ inputs through dedicated level-shifters to take care of the local change in
voltage swings.

The power stage has been designed in a first step for continuous conduction mode
(CCM) as the objective is to demonstrate the capability of a cascode configuration
and the benefit of the 2.5 D assembly. In Fig. 15.6, a color code represents the
voltage levels from input voltage to ground respectively in red, blue, green and gray.
In CCM operation Fig. 15.6 gives the mapping of voltages when the output voltage
is respectively high (left) or low (right).

Active-well transistor is mandatory to cancel polarization of parasitic junctions in
the cascode stage (Fig. 15.7, left and center). The final layout is pictured in Fig. 15.7
(right) where the power stage has been optimized for 150 mA output current and
100 MHz operation. A standard power stage with 3.3 V transistors was also designed
for similar specifications and with similar care for purpose of comparison.

The full power stage requires 4 decoupling capacitors for the various input
voltages. These capacitors, as well as the output filter capacitor, are removed off-
chip to the passive interposer where the active die and the inductor will also take
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Fig. 15.6 Operation of the 2-stage cascode in CCM: high voltage on output (left), low voltage on
output (right)
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Fig. 15.7 Cross-section of the active-well transistor (left), 3-transistor cascode parasitic junctions
(center), Layout of the power stage (right)

place. Decoupling capacitors’ values and the inductance value have been optimized
with respect to output current ripple and output voltage accuracy constraints.
Decoupling of main input voltage requires 33 nF with ESR accounted for 100 m�.
Other decoupling capacitors are set to 11 nF with an accounted ESR of 150 m�.
Finally the output filter capacitor is set to 16 nF (150 m� maximum ESR value and
accompanied by an inductor of 60 nH (reference PFL1005-60NMRU).

15.3 High Quality Decoupling

In [12] is demonstrated a single stage of a buck converter for 200 MHz operation.
Passive components are placed off-chip. Results show that dumping resistors had to
be implemented on-chip to kill oscillations introduced by parasitic devices (L and C)
between the off-chip devices and the on-chip power stage. Authors report a penalty
of at least 2 points of efficiency. It is of utmost importance to reduce the length of
interconnection between the decoupling capacitors and the power stage. The active
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Fig. 15.8 Active die with off-chip passive devices on a board

Fig. 15.9 Capacitive
interposer manufactured by
IPDia [17]

Table 15.2 Measured
parameters of designed
capacitor structures

CMEAS (nF) ESR (m�) SRF (MHz)

CIN 33 70 330

COUT 16 110 490

CREF1;2;3 11 150 630

die has been tested in a chip-on-board configuration with on-board passive devices.
Figure 15.8 pictures the lengthy connections accounting for large parasitic devices.

In the present case, an interposer was manufactured by IPDiA to accommodate
all decoupling capacitors, the output filter capacitor and all landing pads necessary
to the flip-chipping connection of the active die and the inductor [17], Fig. 15.9.
Table 15.2 lists the experimental performances of the embedded capacitors.

The various steps of converter manufacturing are summarized in Fig. 15.10. The
obtained converter is pictured in Fig. 15.11 (left). It is ready to be connected to a
system. For test purpose, samples are connected to a board through wire bonding
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Fig. 15.10 Main steps of the 2.5 D converter manufacturing

Fig. 15.11 Converter sample (left) and assembly on board (right)

(Fig. 15.11, right). No extra passive devices are added. Standard power stage and
cascode power stage have been experimentally compared to interpret the benefit of
interposer on the one hand, and the benefit of a cascode stage on the other hand.
Measurements are presented in Sect. 15.4.

Measurements are not easy due to the compactness of the assembly. For the sake
of internal signal sensing, the interposer in Fig. 15.9 is not optimal in geometry.
Figure 15.12 gives the main parasitic devices awaited in the assembly when probing
the power stage output voltage (VLX) and the converter output voltage (VOUT).
Unfortunately this system of parasitic devices creates ringings and interferences in
several configurations. Not all signals could be measured. As an example, Fig. 15.13
pictures the VOUT node voltage when a probe is connected or not to the VLX node.
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Fig. 15.12 Equivalent circuit to the 2.5 D converter from parasitic device point of view

Fig. 15.13 Measurements of
output voltage in two sensing
configurations
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15.4 Measurements

One important thing is to asses the behavior of the cascode power stage. Synchronic-
ity or skew are key parameters for the power stage robustness. So far experimental
observation is carried out on observable signals. As said previously not all of them
may be sensed without detrimental interference. The voltage at VOUT node has been
monitored in various operating conditions for both the standard and cascode power
stage on the interposer with the same inductor value (60 nH) and same switching
frequency (100 MHz). As shows Fig. 15.14, it is impossible to detect a difference
between the switching waveforms.

Efficiency is measured from total input and output power. The standard power
stage has also an input voltage (3.3 V) and separate input voltages for the drivers.
A mechanism of charge recycling between the drivers of the cascode power stage
has not been explained but the consequence is that the currents drawn from the
intermediate input voltages are very low. Figure 15.15 details some major results.
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IOUT D 150 mA, fsw D 100 MHz)

First column compares the performance of the standard power stage on board and
on interposer. It is obvious that in similar operating conditions, the interposer offers
a benefit on efficiency of at least 4 points. This is mainly due to the reduction in
interconnection parasitics. Voltage ringing is indeed very low and no particular
precautions is to be taken inside the active part. Otherwise a technique is to
insert resistance to dump ringings at the cost of additional losses. The first row in
Fig. 15.15 shows that the cascode power stage offers superior performances than the
standard counterpart. Somewhere 10 points of efficiency have been gained. They
are repaid by some complexity in the design but the silicon penalty is affordable
(C 0.006 mm2, i.e. C 14 %). This efficiency budget can be used to operate the
cascode power stage at 200 MHz with performances still comparable to that of
the standard power stage at half the switching frequency. The converter footprint
would be smaller if smaller passive component values are selected to keep the output
current and voltage ripples equal.

Results in Fig. 15.15 are given in terms of losses in Fig. 15.16. Losses in the
drivers and total losses from input voltages are separated for both power stages.
Post-layout simulation (PLS) results are added as well. Distribution of losses
over the standard and cascode power stages reflect the trend as given globally
by efficiency figures. PLS results are in good agreement with measurements for
drivers but not for other losses. In this case PLS results do not take into account the
interconnection parasitics.

Finally it is interesting to look at the cascode power stage sensitivity to operating
conditions around values considered for optimization (nominal current, nominal
output reference voltage, nominal frequency). Figure 15.17 (left) indicates that the
switching frequency does not significantly affect the efficiency in contrary to the
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Fig. 15.15 Efficiency of standard and cascode power stages, on board or on interposer

input-to-output voltage ratio. Figure 15.17 (right) indicates that power transistor
silicon area optimization is very sensitive. Drivers’ losses remain insensitive to the
output current and efficiency drops heavily apart from the optimization point. This
corroborates the interest for multiphase architectures where the maximum output
current is handled over the full number of phases. Lower output current values open
the possibility of phase shedding.

15.5 Perspectives

The 3-transistor cascode power stage has been demonstrated in CCM and open-loop
operation. One improvement will be to integrate the generation of the intermediate
voltage level from the main input voltage through a switched-capacitor DC/DC. A
redesign of the power stage is necessary to introduce two global input signals so as
to be able to turn-off both the top and bottom side of the output stage. Voltage-mode
control has already been demonstrated at 200 MHz for a standard power stage. This
control option can be applied without any changes for the cascode power stage.
More interestingly sliding-mode control could benefit from the rather insensitivity
of efficiency to the switching frequency if the frequency range is limited. The
fabricated interposer possesses landing pads for one inductor. A new version of the
interposer must be fabricated to accommodate coupled inductors. Such a magnetic
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device has been manufactured by Tyndall Institute upon specifications as pictured in
Fig. 15.18 [18]. A rather discrete test board as pictured in Fig. 15.19 is unfortunately
not sufficient as the magnetic device no more benefits from the proximity of the
capacitive interposer.
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Fig. 15.19 Test board ready
for functional verification of
the two-phase buck converter

15.6 Conclusion

Low footprint DC/DC converters and/or low form factor DC/DC converters require
further integration. When considered for System-on-Chip, the switched-capacitor
architectures are preferable but high efficiency is related to the quality of embed-
ded capacitors and on-chip deep trench capacitors are quite expensive. When
the targeted power density leads to select an inductive architecture, the switch-
ing frequency is the degree of freedom to push the converter in the era of
air-core inductors, compatible with on-chip manufacturing. However output power
capability is limited. An intermediate solution to accommodate magnetic-core
inductors is a 2.5 D assembly using a capacitive interposer. Each part of the system
is to be manufactured with the cost-optimal industrial process compatible with
the awaited performances. The article has shown the benefit of an interposer as
interconnections between devices are shortened, hence lower parasitic effects at high
switching frequency. On the other hand this article has reported the performances of
a 3-transistor cascode power stage as a better trade-off between high input voltage
and high efficiency in advanced CMOS technology nodes.
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Chapter 16
Electrical Compensation of Mechanical Stress
Drift in Precision Analog Circuits

Mario Motz and Udo Ausserlechner

16.1 Introduction: Why Do We Need Stress
Compensation Circuits?

It has been known for a long time that (i) mechanical stress alters the parameters of
electronic devices [1], and (ii) that integrated circuits are subject to large mechanical
stress caused by wafer manufacturing and package assembling processes [2, 3].
In practice, these effects are often negligible, because the principles of circuit
design engineering heavily rely on matching of paired devices instead of absolute
values of individual devices. For example, the gain of amplifiers is defined by
ratios of resistances and the offset depends on the matching of differential input
transistor pairs and current mirrors. Although some parameters of single devices
are notably altered by package stress (roughly by 10 %), both elements of the
pairs vary synchronously, so that their ratio is constant. Of course, this holds only
for homogeneous stress and adequate layout techniques like common centroids or
interdigitated arrangements [4, 5].

Nonetheless, occasionally circuit designers are bound to rely on absolute values
of parameters of single devices, because they define voltages, currents, frequencies,
or sensitivities of transducers (temperature, pressure, or magnetic field sensors). In
these cases, it is straightforward to trim the circuits after packaging and store the
calibration data in on-board memories. Yet, this strategy fails to cope with lifetime
drifts of mechanical stress. Sensor designers seem to have been the first ones to note
that these drifts are indeed relevant.
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Originally, there were many candidates that might cause these stress drifts [6],
but in the course of time, it became apparent that moisture ingress from ambient air
into the mold compound of plastic encapsulated packages is the major contributor
to mechanical stress drift in the field [7]. In 2002 we conducted an in-house
investigation with a stress-sensor testchip after the principles of [8] (Fig. 16.1):
MOS-current mirrors with current flow directions in orthogonal directions were
used as stress-sensitive elements. The advantage of such a system is that the signal
is in the current domain and so it is simple to multiplex an array of elements onto
a single terminal in a package like PG-SSO-4-1, which offers only four terminals
(two supply terminals, one input and one output current terminal). A moderately
“wet” condition of the mold compound was provoked by storing the package in
boiling water for 3 h and a moderately “dry” condition was established by storing
the package three hours at 180 ıC in an oven, which was flushed with dry air. Due
to the principle of stress measurement, only the difference of in-plane normal stress
components �xx–�yy and the in-plane shear stress component �xy were accessible
[9]. Thereby the long edges of the chip are parallel to the x-direction and the short
edges are parallel to the y-direction. The patterns of both stress components in dry
state agree with [10, 11]. These stress components show an increase in the dry state
over wet state by roughly a factor of two. Near the middle of the long edge of the
chip, the difference �yy–�xx increases by about 20 MPa.

We assembled a Hall plate with biasing circuit and amplifiers for the output
signal in the same package [12] and stored it at ambient moisture for several days.
Then we measured the magnetic sensitivity while forcing the following sequence of
temperatures: start at ambient temperature, then cool down to �40 ıC and ramp up
to 160 ıC, wait there for three hours, then ramp down to �40 ıC, and finally ramp
up to room temperature. The measurement results in Fig. 16.2 reveal a hysteretic
behavior: prior to bake out at 160 ıC the mold compound of the package was soaked
up with ambient moisture, which causes less compressive stress on the chip and
thus more magnetic sensitivity of the Hall plate than after bake out. Between start
and stop the magnetic sensitivity exhibits a drift of nearly 2 %. This drift can be
reduced to about 0.75 % with optimized mold compounds, but it cannot be avoided
altogether for packages, which have to comply with automotive quality standards.
Interestingly, when the sample remains in the test fixture over week-end at constant
ambient moisture, the magnetic sensitivity drifts back to its original value. So, the
package did not disintegrate irreversibly but the stress changes reversible with the
water content of the package. This has also been verified by other investigations
[7, 13].

These findings led us to the idea to measure the relevant stress components
on-chip and feed them into an electronic compensation circuit, which counteracts
the systematic effects of the now known mechanical stress on the main circuit
(Fig. 16.3). Such a method is versatile: it works for arbitrary packages and silicon
technologies. Although the general idea is straightforward, there are challenges:
which stress components are relevant, and how can we measure them accurately
despite process tolerances and over a wide temperature range.
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Fig. 16.1 Stress in small plastic encapsulated package (PG-SSO-4-1) as measured with a stress
test chip: comparison of wet vs. dry condition at room temperature. The x-axis is parallel to the
long edge of the chip and points in [-110] direction of the silicon crystal. The y-axis is parallel to
the short edge of the chip and points in [-1-10] direction of the silicon crystal (cf. Fig. 16.7). The
silicon chip is 0.22 mm thick, the copper leadframe is 0.2 mm thick, and the overall package is
1 mm thick. Plotted values are averages over 15 devices
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Fig. 16.2 Hysteretic effect of the magnetic sensitivity of a smart Hall sensor due to drift of
mechanical stress caused by moisture absorption in plastic encapsulated package PG-SSO-4-1
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Fig. 16.3 Electronic compensation of drift of main circuit caused by drift of mechanical stress

In the future, more circuits may benefit from electronic compensation of stress
related drift: not only do the requirements (accuracy, lifetime stability) increase, but
also more inhomogeneous, less predictable, and less stable mechanical stress will
be caused by modern package technologies with thinner chips, thinner leadframes,
and higher packaging density (Fig. 16.4). Stress compensation circuits also reduce
drifts caused by soldering and over-molding.
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Fig. 16.4 Stress in modern package technologies tends to be higher, less homogeneous, and less
predictable with more tensor components

16.2 Some Basics About Mechanical Stress
on Micro-Electronic Circuits?

Electronic circuit designers are familiar with temperature drifts and how to compen-
sate them, but usually they are not fluent with mechanical stress and its effects on
circuit devices. In spite of some similarities between temperature and stress drift
there is one main difference: temperature is a scalar, whereas stress is a tensor
quantity. Basically, stress is the force per unit area, which acts inside a rigid body
under mechanical load. One can make this force visible, by cutting the rigid body in
two parts. Then one has to apply this force on the sectional area of the cuts in order
to keep the body under the same load. However, the cut through the body may have
various orientations and this also changes the force on the cut area. So the force—
which is a vector—depends on the orientation of the cut, too. Thus, this force (D
the stress) must have more than three degrees of freedom. Figure 16.5 shows a small
block cut out of a rigid body. The block has cut areas perpendicular to x-, y-, z-axes.
We can decompose the force on each cut area into components pointing in x-, y-, z-
directions. On each cut area we have one component perpendicular to the area: this
is the normal stress �xx with two equal indices specifying the direction of this force.
On each cut area we have two mutually perpendicular components parallel to the
area. These are the shear stresses �xy, �xz with two different indices: the first index
specifies the direction of the surface and the second index specifies the direction of
the force. In total we have nine components: three cut surfaces, each one with one
normal stress and two shear stress components. The forces on the opposite areas
(the negative shores with normal vectors in negative x-, y-, z-directions) are equally
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Fig. 16.5 The stress tensor
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Fig. 16.6 Typical stress pattern in a PG-SSO-4-1 package at 20 ıC

large with negative sign. Applying the equilibrium of moments to the block shows
that shear stresses are equal when their indices are swapped: �yz D � zy, �xz D � zx,
�xy D �yx. So eventually, we end up with six independent components of the stress
tensor: three normal stresses �xx, �yy, � zz and three shear stresses �yz, �xz, �xy.

Fortunately, we seldom have to deal with all six stress components, because
micro-electronic packages are usually so-called laminates where the lateral (x,y)-
dimensions are much larger than the thickness (z-dimension). A typical stress
pattern on the chip surface in a package is shown in Fig. 16.6. The PG-SSO-4-1
package serves as an example but other packages of similar technology yet different
size show analogous stress patterns. In particular, the amount of stress near the
center of the chip surface does not depend on the lateral size of the laminate. Over
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the main center region of the chip surface (i) the sum of the in-plane normal stress
components is homogeneous and negative �xx C �yy � �300 MPa, and (ii) the in-
plane shear stress component vanishes �xy � 0 MPa. Both values agree with Figs. 5
and 6 in [11]. Negative stress means compressive stress and this is simple to explain,
because the mold compound solidifies at elevated temperature and when it cools
down, it shrinks more than the silicon chip and the metal leadframe. Interestingly,
the curvature of the package is convex: for a homogeneous beam in a bending
experiment this shape would mean positive, tensile stress above the neutral fiber,
but in the laminate the neutral fiber is shifted (in fact the stress is a zig-zag curve
along the thickness [14]). Hence, it is a widespread misconception that the warpage
of a package easily defines whether the chip is under compression or tension.
Figure 16.6 also shows that near the edges and near the corners all stress components
are very inhomogeneous. Thus, we should avoid placing stress sensitive circuitry in
an annular region with a width comparable to the chip thickness—this follows from
the principle of Saint-Venant [11]. All other stress components (the out-of-plane
stress components) vanish on the chip surface, except along the perimeter.

Note that a comparison of stresses in Figs. 16.1 and 16.6 gives �xx � �150 MPa
and �yy � �100 MPa at positions near the centers of the long edges. In the sequel
we will see that some circuit devices respond only to �xx C �yy (which means that
they respond equally to �xx and �yy) and most other devices can be modified in
their layout to have the same stress response. This makes the life for circuit design
engineers easy, because one only needs to care about a single combination of tensor
components �xx C �yy. Fortunately, �xx C �yy is invariant against in-plane rotations
so that we can treat this sum of in-plane normal stress components as a scalar just
like the temperature in a temperature compensation circuit!

16.3 How Does Mechanical Stress Alter the Parameters
of Electronic Devices?

Mechanical stress deforms the crystal lattice, which changes the atomic distances,
and this alters the band structure of the semiconductor. The main effect is a change
of the curvature of conduction and valence bands, leading to different effective
masses of the charge carriers and this affects their mobility.

16.3.1 The Piezo-Resistance Effect

A plain resistor stripe of length L, width W, and thickness t has the resistance

R D �
1

t

L

W
with � D 1

qn	
(16.1)



304 M. Motz and U. Ausserlechner

with the specific resistivity �, the elemental charge q, the charge density n, and the
mobility 	. Mechanical stress alters the resistance according to

ıR D R � R0

R0

D �R

R0

D ��

�0

� �t

t0
� �W

W0

C �L

L0

(16.2)

where R is the resistance at stress, and all quantities with lower index “0” denote
their values at zero stress. The last three terms on the right hand side are the pure
geometrical changes (i.e. the strain). The change of specific resistivity is the piezo-
resistance effect. In most cases, it is much larger than the strain terms. Resistivity
and stress are second rank tensors, which are more conveniently written as six-
component vectors
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In (16.3) resistivity and stress are measured in the coordinate system of the single
crystal. They are related by the piezo-resistive coefficients � i,j. For low n- and
p-doped (<1018/cm3) single crystal silicon at room temperature it holds [15]

�n
11 D �102:2 %=GPa; �n

12 D 53:4 %=GPa; �n
44 D �13:6 %=GPa (16.4a)

�
p
11 D 6:6 %=GPa; �

p
12 D �1:1 %=GPa; �

p
44 D 138:1 %=GPa (16.4b)

With larger doping the piezo-resistive coefficients become slightly smaller and with
larger temperature they decrease roughly by �0.3 %/ıC [15]. Transforming (16.3)
from the crystal- into the chip-reference frame [16] gives for (100)-silicon

ıRx Š �11 C �12 � �44

2
�xx C �11 C �12 C �44

2
�yy C �12�zz (16.5a)

ıRy Š �11 C �12 C �44

2
�xx C �11 C �12 � �44

2
�yy C �12�zz (16.5b)

ıRz Š �12

�

�xx C �yy
�C �11�zz (16.5c)

We use the “approximately equal”-sign (Š) because we neglect the strain terms
against the piezo-resistive terms. The x-direction is equal to the direction [-110] of
the single crystal silicon, the y-direction is equal to [-1-10], and the z-direction is
equal to [001] (see Fig. 16.7). Rx and Ry are lateral resistances, where the current
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VDD

Iin Iout

[-110]
[110]

I  ~ ( xx – yy)
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I  ~ xy 

y = [-1-10]

[100]
[010]

x = 
[-110]
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primary  flat

σ σ σ σ σRL ~ ( xx + yy)

L-layout

δ δ δ

Fig. 16.7 Orthogonal MOS-FET current-mirrors can be used as stress sensors: ¢xx–¢yy (PMOS-
FET), ¢xy (NMOS-FET). Crystallographic axes in (100)-silicon. Also shown: L-layouts for lateral
resistors in parallel and series connection

flows along the x- and y-axes of the chip, respectively, whereas Rz is a vertical
resistance with current perpendicular to the chip surface. The vertical resistance
has the nice property that it depends equally on �xx and �yy (we may neglect � zz

because it vanishes on the main part of the chip surface). The lateral resistances
depend differently on �xx and �yy, however, we can add both of them in a so-called
L-layout (see Fig. 16.7) to obtain the desired stress dependence [17]

ıRL Š �11 C �12

2

�

�xx C �yy
�C �12�zz (16.5d)

with RL D Rx C Ry (series connection) or RL D Rx // Ry (parallel connection).
Inserting (16.4a) into (16.5a–d) we get for low n-doped resistors

ıRn
x Š �17:6 %=GPa � �xx � 31:2 %=GPa � �yy C 53:4 %=GPa � �zz (16.6a)

ıRn
y Š �31:2 %=GPa � �xx � 17:6 %=GPa � �yy C 53:4 %=GPa � �zz (16.6b)

ıRn
z Š 53:4 %=GPa � ��xx C �yy

� � 102:2 %=GPa � �zz (16.6c)

ıRn
L Š �24:4 %=GPa � ��xx C �yy

�C 53:4 %=GPa � �zz (16.6d)

Inserting (16.4b) into (16.5a–d) we get for low p-doped resistors

ıRp
x Š �66:3 %=GPa � �xx C 71:8 %=GPa � �yy � 1:1 %=GPa � �zz (16.7a)

ıRp
y Š 71:8 %=GPa � �xx � 66:3 %=GPa � �yy � 1:1 %=GPa � �zz (16.7b)

ıRp
z Š �1:1 %=GPa � ��xx C �yy

�C 6:6 %=GPa � �zz (16.7c)
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ıRp
L Š 2:8 %=GPa � ��xx C �yy

� � 1:1 %=GPa � �zz (16.7d)

P-doped vertical resistors and resistor-L have lowest stress dependence [18]. The
largest difference in stress dependence between two types of resistors in (100)-Si is
for n-doped vertical resistors and lateral resistors in L-layout.

Unsilicided poly-silicon resistors consist of crystallites with a small number
of orientations [19], yet there seems to be no preference for x- and y-directions.
Therefore, a single poly-silicon resistor has the same isotropic stress-dependence
law (16.5d) as single crystal resistors in L-layout. But, the total resistance of
poly-silicon is a mixture of inter-grain and intra-grain contributions and this gives
piezo-resistive coefficients of equal sign, but smaller magnitude than single crystal
resistors in L-layout. For low-ohmic n-poly-Si with 100 �/square we measured a
(�xx C �yy)-dependence of �4.9 %/GPa, and for high-ohmic n-poly-Si with 1 k�

/square we found �8.8 %/GPa.

16.3.2 The Piezo-MOS Effect

Mechanical stress alters the mobility 	 of the charge carriers in the channels of
MOS-FETs [8], which leads to a piezo-resistive stress dependence. The mobility
enters the current gain ˇ but not the threshold voltage Vth. The drain current is

ID D
�

ˇ .VGS � Vth � VDS=2/ VDS for VDS < VGS � Vth

.ˇ=2/ .VGS � Vth/2 for VDS 
 VGS � Vth
(16.8)

In (16.8) VGS and VDS are gate-source and drain-source voltages, respectively. The
current gain is ˇ D 	 ("ox /tox) (W/L) with dielectric constant "ox and thickness tox

of the gate oxide, and with width W and length L of the channel. Thus, NMOS-
FETs are comparable with n-doped resistors and PMOS-FETs are similar to p-doped
resistors if we replace ıˇ D �ˇ/ˇ0 Š ı	 D –ı� (here again we neglect pure strain
effects on the channel geometry). As explained in [8] one can use the piezo-MOS
effect to make temperature compensated stress sensors for �xx–�yy and �xy (but
unfortunately not for �xx C �yy, see Fig. 16.7).

16.3.3 The Piezo-Junction Effect

Mechanical stress alters the mobility 	B of minority carriers in the base of a bipolar
transistor [20]. This is in contrast to piezo-resistive and piezo-MOS effects, which
act on the majority carriers. Stress also acts on the intrinsic carrier density ni,B in the
base. Both effects change the saturation current IS.
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IC D IS exp .VBE=VT/ with VT D kbT=q and IS D kbT .AE=WB/
�

n2
i;B=NB

�

	B

(16.9)

IC is the collector current, VBE is the base-emitter voltage, VT is the thermal voltage,
kb Boltzmann’s constant, T the absolute temperature, AE the emitter area, WB the
base width, and NB the doping of the base. The intrinsic carrier density leads to a
notable non-linear dependence of saturation current on mechanical stress, so that we
need to add second order terms

ıIS;ij D �IS;ij=IS0 D ��ijkl�kl � �ijklmn�kl�mn (16.10)

� ijkl and � ijklmn are 1st and 2nd order piezo-junction coefficients. Not all coefficients
are known and the reported values of some are also inconsistent (perhaps due to
different doping levels or different intrinsic stress). For vertical bipolars in (100)-
silicon we use the following rough numbers

ıIVPNP
S Š �13:8 %=GPa � ��xx C �yy

� � 30:8 %=GPa � �zz

C 66 %=GPa � ��xx C �yy
�2 C 220 %=GPa � �2

xy

(16.11a)

ıIVNPN
S Š �43:4 %=GPa � ��xx C �yy

�C 28:4 %=GPa � �zz

C 37:5 %=GPa � ��xx C �yy
�2 C 366 %=GPa � �2

xy

(16.11b)

Vertical PNPs (VPNPs) are less sensitive to mechanical stress than vertical NPNs
(VNPNs) [21]. The situation is more complex for lateral bipolars, because the
current flow direction also enters the stress dependence. However, one can again
use L-layout to obtain isotropic behavior [21]. Nevertheless, we prefer vertical
over lateral bipolars due to practical reasons (less surface effects, size, no L-layout
required, availability in standard design packages). For practical use we only need
to remember that bipolars should have layouts with 90ı symmetry in the (x,y)-
plane and they should be placed at regions on the chip where only the in-plane
normal stress components are present. Then, their saturation currents have linear
and quadratic terms proportional to �xx C �yy and (�xx C �yy)2.

16.3.4 The Piezo-Hall Effect

Mechanical stress alters the Hall coefficient, which leads to a change in the current
related magnetic sensitivity SiHall. In (100)-silicon it holds for hall plates [22]

ıSiHall D �SiHall=Si0Hall D P12

�

�xx C �yy
�C P11�zz (16.12)

For the piezo-Hall coefficients of low n-doped silicon [22, 23] report P11 D
–88 %/GPa and P12 D 45 %/GPa for a doping level of 1.8 � 1014/cm3 at 20 ıC.
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At larger doping concentration or larger temperature, the piezo-Hall coefficients get
slightly smaller. In our technologies we measured P12 D 42 %/GPa. (100)-silicon
has the largest piezo-Hall effect, whereas (111)-silicon of old bipolar technologies
gives the smallest piezo-Hall effect [24].

To sum up, for all common devices we can use layouts which respond equally
to normal stress in both in-plane lateral directions (x and y). Other components of
the stress tensor can be neglected. The piezo-coefficients have negative temperature
coefficients. Thus, at low temperature the devices are most susceptible to mechanical
stress. Moreover, thermo-mechanical stress is largest at low temperature, because
the package constituents were joined at elevated temperature and stress builds up
due to mismatch of thermal expansion between them. Besides, the stiffness of the
mold compound is larger at low temperature. Consequently, low temperature is the
worst case for stress drifts of circuits.

16.4 How to Make an On-Chip Stress Sensor for � xx C � yy?

It is common practice to place stripes of resistors with different direction on a chip
in order to measure various components of the stress tensor on the chip surface.
However, these are not self-sufficient on-chip stress sensors, because the changes
in resistance values are measured by an off-chip Ohmmeter, which is not subject
to the stress, and so it can serve as a stable reference. In order to compensate
mechanical stress drifts we need a sensor that outputs a signal with large sensitivity
to mechanical stress but only small sensitivity to other effects like temperature.
Moreover, since it is not possible to apply stress changes during the production and
testing of the circuit, the sensitivity of the stress sensor needs to be stable against
process spread.

In principle, one can use any two of the devices discussed in the previous
Sect. 16.3, and compare their stress-dependent parameters by some circuit.

(1) n/nC stress resistor in L-layout:
We may compare low and high n-doped resistors, both of lateral type and in L-
layout. They have stress sensitivities according to (16.5d), yet the resistor with
the larger doping has a smaller piezo-resistive coefficient than the low-doped
one. The maximum differential sensitivity between both resistors is somewhat
less than 20 %/GPa and for p/pC stress resistors in L-layout it is about ten times
smaller. The process spread between both types of resistors is large, because the
two implantation processes do not correlate with each other: They have different
sheet resistance, different temperature coefficient of resistance (TCR), and large
spread of both parameters. Yet the piezo-coefficients are less affected by spread
of doping concentration. So, one can trim off sheet resistances and TCRs in
an end-of-line test. However, the residual errors after trimming are likely to be
problematic because of the small stress sensitivity.
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(2) n/p stress resistors in L-layout:
If we compare low n- and p-doped lateral resistors in L-layout, the situation is
slightly better: n- and p-resistors still have a large mismatch of sheet resistance,
but smaller TCR mismatch and their differential stress sensitivity is 30 %
higher: 27.2 %/GPa according to (16.6d, 16.7d) [25]. Instead of comparing
just two resistors in L-layout one can also use four resistors in L-layout in a
Wheatstone bridge circuit [26].

(3) lateral/vertical n-doped stress resistors:
A significantly higher stress sensitivity is obtained, if we compare a low n-
doped lateral resistor in L-layout (Rx C Ry) with a low n-doped vertical resistor
(Rz): 77.8 %/GPa according to (16.6c, d). In BiCMOS technologies with n-
epitaxial layer and n-buried layer we make a vertical resistor where the current
flows from a contact to the buried layer, then sideways in the low ohmic
buried layer and up again into a second contact (Rn

V in Fig. 16.8). Yet the
contacts should reach as close as possible to the lateral boundaries of the
device to establish straight vertical current flowlines. If there is a spacing
between contacts and lateral isolating boundary the current flowlines exhibit
some curvature (current crowding into the contact) and this mixes some lateral
piezo-resistive portion to the vertical one so that the overall device has less than
77.8 %/GPa stress sensitivity [27].

Fig. 16.8 Lateral, vertical and combined stress resistors in technologies with and without buried
layer. The arrows indicate current streamlines. Only one branch of the L-layouts of resistors is
shown
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On the other hand, the size of the contact controls the curvature of the current
flowlines and so one can achieve nearly all piezo-resistive coefficients between
pure lateral and pure vertical current flow (�24.4 : : : C53.4 %/GPa) (Rn

V,L : : :

Rn
V in Fig. 16.8).
We can use the same tub for vertical and lateral resistors, if we split up

the large contact into two smaller ones with a spacing in-between (Rn
L,V in

Fig. 16.8). Then the current flow between the two smaller contacts has larger
lateral contribution than the vertical current flow. Since the same tub is used,
the process spread should have smaller effect on mismatch between the two
devices. If the doping profile versus depth is constant, one should be able to
realize vertical and lateral resistors with very similar TCR.

In pure CMOS technologies without buried layers one can make lateral
resistors having smaller contribution of vertical current flowlines (see Rn

L in
Fig. 16.8). However the vertical resistors are worse, because they have larger
contributions of lateral current flowlines (see Rn

L,V in Fig. 16.8). Moreover, the
piezo-resistive coefficients are smaller because the doping of the n-CMOS well
is two orders in magnitude larger than in n-epitaxial layers.

16.5 Circuits for Compensation of Mechanical Stress Drift

16.5.1 Stress Compensation with n/p-Resistors in L-Layout

Historically, we applied the electronic compensation of mechanical stress drift for
the first time in a smart Hall sensor (Fig. 16.9) [28, 29]. The basic idea was that
the stress sensor detects the very same mechanical stress component, which causes
a drift in the Hall sensor. According to (16.12) the relevant stress component is
�xx C �yy as long as the Hall-plate is near the center of a (100)-silicon chip. So
we used lateral resistors in L-layout with low n- and p-doping as stress sensor
and placed them close to the Hall plate. The process spread in sheet resistances
between n- and p-stress resistors was trimmed at room temperature via a trimmable
ratio of current mirrors. Unfortunately, the low n- and p-doped stress resistors have
quite different TCR: they can differ by 0.4 %/ıC. An on-chip temperature sensor
(T) was added near the Hall-plate and the stress-resistors to remove temperature
errors between n- and p-stress-resistors. The signals of stress sensor Sraw,sum and
temperature sensor T need only a small bandwidth so that we can digitize them with
the same multiplexed ADC. After packaging, the output Sraw,sum of the stress sensor
was measured versus temperature and stored as a reference Sref,sum(T) in an on-chip
memory. Later on during operation in the field the system only uses the stress drift
dSsum.

dSsum D Sraw;sum � Sref;sum.T/ (16.13)
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Fig. 16.9 First stress compensation circuit used for long-term stability of magnetic sensitivity of
Hall sensor. The stress sensor signal Vraw,sum was A/D-converted and a versatile compensation was
implemented with digital signal processing

The main signal of the Hall-plate was also digitized with another ADC. In the digital
domain the three signals of Hall-plate Hraw, temperature sensor T, and stress-sensor
dSsum are conveniently combined to remove temperature- and stress-dependencies
of the Hall signal.

Hcomp D Hraw
�

1 C TCH1 T C TCH2 T2 C � � � �
�

1 C EPC1 dSsum C EPC2 dS2
sum C � � � � (16.14)

where Hcomp is the compensated Hall output signal, Hraw is the uncompensated
(raw) signal of the Hall plate, TCH1 and TCH2 are the first and second order
temperature coefficients of the system, and EPC1 and EPC2 are the first and second
order effective piezo-coefficients of the system. The effective piezo-coefficients
comprise all effects of stress on all relevant circuit components. In practice we
do not need to know which devices and to which extent they are affected by
mechanical stress as long as we assure that all delicate devices depend only on
�xx C �yy and that the stress values on different devices at different locations are
sufficiently correlated. This means that these devices must not be too close to the
perimeter of the chip and they must have a layout, which avoids stress dependence
different from �xx C �yy. The effective piezo-coefficients may again depend slightly
on temperature EPC1 D EPC10 C TCEPC1 � T.

The exact numbers for TCH1, TCH2, EPC1, EPC2 are conveniently found by
empirical investigation, although for the purpose of circuit design one needs rough
guesses according to Sects. 16.2, 16.3, and 16.4. To this end we have to subject
the chip to different temperatures and different mechanical stress while recording
the signals Hraw, T, and dSsum. Note that we do not need to know the exact values of
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Hraw / Hraw(0h) = 1 – 1.6E-04 dSsum
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Fig. 16.10 The measurement of normalized magnetic sensitivity of a Hall sensor and the drift of
a ¢xx C ¢yy stress sensor after a severe lifetime load show good correlation and detectability of
delamination in plastic encapsulated packages

mechanical stress (in terms of MPa), because we only need to extract the correlation
coefficients between the three signals. The application of different stress can be done
by wafer bow experiments [25], by bending of stripes cut out of wafers [30], by
comparing pre- and post-package assembling tests, by moisture absorption of plastic
encapsulated packages [25], by applying mechanical force to packaged devices [25,
31], or by comparing different packages with different mechanical stress (e.g. with
different thicknesses of leadframe and chip or with different mold compounds).

Figure 16.10 shows an example of a strong correlation between drift of normal-
ized magnetic sensitivity of a Hall plate and the stress drift signal dSsum. It was
measured in the course of a temperature humidity cycling test which was continued
until finally the plastic encapsulated package disintegrated. The delamination at
various mechanical interfaces caused a reduction in compressive stress which means
a positive stress change on the Hall-plate and this led to an increase in magnetic
sensitivity of about 4 : : : 5 %. With the piezo-Hall coefficient of (16.12) we conclude
that the delamination caused a relaxation in stress �xx C �yy by 100 MPa. This is a
good example how a stress sensor can detect serious mechanical flaws which might
occur during lifetime. In a similar way comparison of stress sensor readouts in pre
and post packaging tests can be used to monitor the quality of package assembly
process. Finally, stress changes due to soldering the IC-package to a printed circuit
board can also be screened.

Figure 16.11 shows the final performance of the stress compensated Hall sensor
circuit. Stripes were cut out of the silicon wafer and mechanical stress was applied
to them with a four-point bending bridge. The plot compares normalized magnetic
sensitivity of the circuit with and without stress compensation at low and high
temperature. An improvement of factor 7 can be observed.
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Fig. 16.11 Measured drift of magnetic sensitivity of a Hall sensor with and without stress
compensation in a wafer stripe bending experiment

Fig. 16.12 Improved digital stress compensation of a Hall-plate with lateral/vertical n-doped
stress resistors having larger stress sensitivity and smaller difference in TCR

16.5.2 Stress Compensation with Lateral and Vertical Resistors

A stress sensor with lateral/vertical n-doped stress resistors has three times higher
stress sensitivity than the n/p stress resistors in L-layout (Fig. 16.12). Moreover, the
TCRs of lateral/vertical n-doped stress resistors differ only in the order <0.1 %/ıC,
which is four times less than the TCRs of n/p resistors.
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A major problem with all stress sensors for �xx C �yy is the difference in TCR
between the two types of stress resistors. A systematic (nominal) TCR difference
can be stored as reference Sref,sum(T), but this requires an on-chip memory and
a multi-temperature test after package assembly. For some products this is too
expensive. We can reduce the errors caused by nominal TCR difference of the stress
resistors by the replica circuit of Fig. 16.13. A bandgap kernel is used to generate
a voltage VP1of appropriate temperature dependence. If this bandgap kernel also
uses devices with mere �xx C �yy stress dependence the voltage shows a small
dependence on �xx C �yy, which simply adds to the stress dependence of Hall-
plate and stress sensors, and it can be compensated together with all other circuits.
Besides, the stress dependence of this voltage is an order in magnitude smaller than
the stress dependence of the Hall plate, especially if the bandgap kernel uses vertical
PNPs and low-ohmic poly-silicon resistors. The input voltage VP1 is replicated to
the vertical n-doped stress resistor Rn

V in a feedback loop comprising a controlled
current source and an OTA. With VV D VP1 the current through Rn

V becomes stress
and temperature dependent. It is mirrored to the lateral L-shaped n-well resistor Rn

L.
The resulting voltage VL can be adjusted with a trimming at a single temperature to
match the voltages VV D VP1. Yet, even at zero stress the TCR difference between
vertical resistor Rn

V and lateral resistor Rn
L would lead to an unwanted voltage

between them. However, since VV D VP1 and VP1 is defined by the bandgap kernel,
we can use the same bandgap kernel to construct a further voltage VP2, which has
again only tiny stress dependence and whose temperature dependence is chosen
such as to guarantee VP2(T) D VL(T) at zero stress for all temperatures. In other
words, the temperature dependence of VP2 is designed to cancel out the systematic
TCR differences between Rn

V and Rn
L. Any process spread between VP1 and VP2 is

minimized by the bandgap principle. This circuit technique makes use of the fact
that the systematic TCR difference and the stress dependence of the resistors is
much more stable than the spread of the sheet resistances (which is about ˙20 %).
Finally, we can superimpose the same temperature coefficient on VP1 and VP2 to
set the temperature dependence of the stress sensitivity of the stress sensor to any
arbitrary value. This can be used to cancel out the temperature dependence of the
piezo-resistive coefficients.

16.5.3 Stress Compensation for Different Sensitivity
in � xx and � yy

The lateral n-doped stress resistor in Fig. 16.13 comprises four resistor stripes
connected in a Wheatstone bridge circuit. Two resistors are aligned in x-direction
(i.e. [-110] crystal direction) and the other two resistors are aligned in y-direction
(i.e. [-1-10]). According to (16.6a, b) the digitized output voltage Sraw,diff of the
Wheatstone bridge is proportional to �xx–�yy with a sensitivity of 6.8 %/GPa. An
even ten times higher stress sensitivity could be obtained if the four resistors were
p-doped instead of n-doped. In both cases the output voltage vanishes for �xx D �yy
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Fig. 16.13 Temperature compensation for measurement of ¢xx C ¢yy and ¢xx � ¢yy

for all temperatures, if we disregard mismatch between the four resistors. So the
signal Sraw,diff has much less errors caused by process spread and temperature
excursion than the signal Sraw,sum. Therefore it is not necessary to store reference
values Sref,diff(T) recorded during a multi-temperature test and compute a subsequent
drift dSdiff D Sraw,diff � Sref,diff(T) as we did in the case of Sraw,sum (see above). Instead,
we can directly use Sraw,diff in the stress compensation algorithm. The accuracy of
Sraw,diff is quite good and comparable to MOS-stress sensors (Fig. 16.7).

So the system of Fig. 16.13 has in fact two mechanical stress sensors: one for
the sum (Sraw,sum) and one for the difference of in-plane normal stress components
(Sraw,diff). This can be useful if a parameter of a circuit responds differently to
mechanical stress in x- or y-directions. Reasons for such an anisotropic behavior
may be a device layout which lacks x-y-symmetry (because the device is too large
to add a second one in L-layout) or silicon technologies, where inhomogeneities in
the bulk material (such as deep trenches or the edges of the die) may lead to a cross
coupling of different components of the stress tensor. An example of such a case
is shown in Fig. 16.14, where the output frequency of an RC-relaxation oscillator
increases with 11.7 %/GPa stress in x-direction, while it decreases with �2.3 %/GPa
stress in y-direction. A compensation of the drift of this oscillator frequency caused
by mechanical stress can be done like this.

f osz
comp D f osz

rawCcorr .T; dSsum; Sraw;diff/ (16.15a)

Ccorr
�

T ; dSsum; Sraw;diff
� D �

1 C TC1 T C TC2 T2 C � � � �

�
�

1 C EPC1 dSsum C EPC2 dS2
sum C � � � C EPC0

1 Sraw;diff C EPC0
2 S2

raw;diff C � � �
�

(16.15b)
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Fig. 16.14 The output frequency fosc of an RC-relaxation oscillator shows different drift when
stress is applied in x- and y-directions. Measurement was done in silicon-stripe bending experi-
ments at room temperature
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Fig. 16.15 Brokaw-bandgap with VNPNs and NTAT precision bandgap kernel

where EPC’1, EPC’2, : : : are effective piezo-coefficients for �xx–�yy stress depen-
dence. In (16.15a) Ccorr is an analog or digital compensation factor that scales the
oscillator frequency. In a practical circuit this can be the integration current or the
fractional divider in a feedback loop of a PLL. If the oscillator frequency would
also be sensitive to in-plane shear stress �xy it is straightforward to add a shear
stress sensor (e.g. like in Fig. 16.7) in the same way as the �xx–�yy sensor and to
add according terms in (16.15b). So the compensation principle (16.15) is versatile
and can take account of all components of the stress tensor if necessary.
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16.5.4 Compensation of Mechanical Stress on Precision
Bandgap Circuits

Bandgap circuits in standard plastic encapsulated packages exhibit a notable drift
of 1 : : : 4 mV due to changes of mechanical stress on the circuit. These drifts are
minimized by the use of vertical PNPs [33]. In the past a lot of effort was undertaken
to improve temperature stability by chopping, dynamic element matching (DEM),
and curvature-correction techniques [32]. Electrical lifetime drift is tackled by
cascoding, applying symmetrical voltage stress on matched transistors, and by
dynamic element matching DEM. By now the dominant residual error term seems
to be mechanical stress drift [35]. The temperature stable voltage in Fig. 16.15 is

Vbg D �

R�=R
�

VPTAT C VT ln .VPTAT/ � VT ln .RIS/ (16.16)

with VPTAT D �VBE D VT ln(8). The voltage VPTAT is proportional to absolute
temperature. It depends only on the ratio of collector current densities of the
bipolars, and so it does not depend on mechanical stress. Therefore, it is ideally
suited for temperature sensors. The resistors R and R* are p-doped poly—high
ohmic resistors with a stress dependence of less than 5 %/GPa. With proper layout
their ratio does not depend on mechanical stress. Hence, only the last term in (16.16)
is affected by mechanical stress. So the mechanical stress drift of the bandgap
voltage is caused by drifts of resistor R and saturation current IS.
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(16.17)

In (16.17) we wrote the complete stress tensor � ij , but for poly-silicon resistors and
vertical bipolar transistors not too close to the perimeter of the die only the sum of
in-plane normal stress components �xx C �yy is relevant.

The compressive stress on the circuit in a plastic package at dry condition may
be �xx C �yy D �250 MPa. During operation in the field the stress at the same
temperature may relax by 90 MPa to �160 MPa due to moisture uptake. Then
(16.11b) predicts a reduction of the saturation current of the VNPN by 4.7 %. With
(16.17) this gives a rise of 1.1 mV in the bandgap-voltage. If the resistors R and R*

were n-doped vertical resistors with a stress dependence according to (16.6c) they
would roughly compensate the drift of the VNPNs and the bandgap-voltage would
decrease by 0.15 mV. In fact the stress sensitivity of pure vertical n-resistors is too
strong so that it over-compensates the VNPN-drift. Thus, one can use Rn

V,L instead
of Rn

V in Fig. 16.8 to adjust its stress dependence. This approach is explained in
more detail in Sect. 16.5.6 for Hall sensors, where it is better suited. For bandgap
circuits it seems preferable to use resistors with smaller TCR than the low doped
stress resistors Rn

V and Rn
V,L because smaller TCR gives less troubles with curvature

of bandgap voltage versus temperature. For less stringent requirements of analog
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Fig. 16.16 Correlation between bandgap voltage of Fig. 16.15 and output of digital stress sensor
for a typical sample. Stress was ramped up and down (0 : : : 125 MPa) at various temperatures in a
wafer stripe bending experiment

bias currents it is sufficient to mirror out an NTAT current generated by a VPNP,
which is less stress dependent than a VNPN (see Fig. 16.15).

We implemented the circuit of Fig. 16.15 in a test chip and added a stress sensor
with lateral/vertical n-doped resistors according to section 16.4(3) [34]. Then we
measured a strong correlation between bandgap-voltage and stress sensor output
during a wafer stripe bending experiment (Fig. 16.16). The bandgap voltage varies
linearly with stress sensor output and with a constant slope at all temperatures. In
practice the moisture drift in plastic encapsulated packages may reach values up to
90 MPa (for �xx C �yy) and in Fig. 16.16 this means a drift of about 1 mV.

A stress compensation of a reference voltage is preferably done digitally on
system level instead of trimming it by analog means, which add further random
errors. To this end, the system only needs a compensation factor Ccorr as a function of
temperature- and stress-signals similar to the RC-oscillator in (16.15). Figure 16.17
shows the performance of this compensation. There, stress was applied in a wafer
stripe bending experiment to five devices at various temperatures. With a single
value of effective piezo-coefficient for all five devices, the compensation algorithm
reduces the stress drift times seven.

Figure 16.18 shows repeated thermal cycling on a packaged sample in “wet”
condition. Without stress compensation, the curve 1 shows a clear hysteresis of
1.4 mV. If the compensation factor Ccorr uses a constant value for the effective piezo-
coefficient, then the hysteresis is only 0.4 mV. However, if Ccorr uses an effective
piezo-coefficient with �0.4 %/ıC linear temperature coefficient, the hysteresis gets
as small as 0.2 mV in the entire automotive temperature range.

Figure 16.19 shows an example how to combine stress compensation with
precision analog circuit techniques like chopping, auto-zeroing, and digital assisted
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Fig. 16.17 The bandgap voltage of Fig. 16.15 without (LHS) and with (RHS) compensation of
mechanical stress. Stress between 0 and 125 MPa was applied on five devices (#1 : : : #5) in a wafer
stripe bending experiment

Fig. 16.18 Five thermal cycles applied to the circuit of Fig. 16.15 in PG-TISON-8-1 package
measured after moisture soaking for 16 h in water at 85 ıC. The effective piezo-coefficient is zero
(curve 1), a fixed value (curve 2), and a temperature dependent value (curve 3)

signal processing in an economic and robust way [36]. Offset errors caused
by mismatch and mismatch drift are equally large as mechanical stress related
drifts, and therefore one has to combine mismatch cancellation techniques with
stress compensation. The bandgap kernel is kept as simple as possible to make it
predictable and robust against process spread: it only uses VPNPs and resistors
with low TCR. Curvature correction, mechanical stress compensation, and single
trim are shifted into the digital part. A control loop comprising an OTA pulls the
bandgap kernel into its operating point. Offset and offset drift of the OTA (versus
temperature, stress, lifetime) are cancelled out by chopping the OTA. This leads to
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Fig. 16.19 Chopped bandgap reference in 0.13 �m technology with mechanical stress sensors for
¢xx C ¢yy and digital assisted chopper ripple compensation

an offset ripple at chopper frequency at the output of the bandgap circuit. A digital
assisted feedback loop compensates this offset ripple: The auto-zero comparator
shifts the offset ripple from the chopper frequency into the baseband. There the
offset is singe-bit quantized, which means that we throw away the amplitude
information and only keep the sign. Therefore requirements for gain, speed, and
linearity of the auto-zero comparator are relaxed. The sign-signal is integrated
digitally by a simple up-down counter to get a multi-bit signal. This signal is
fed into a DAC, which compensates the offset in the OTA. The requirements for
gain accuracy and linearity of the DAC are also uncritical—it only needs to be
monotonic. At transients of temperature or mechanical stress there is a decaying
offset ripple at the output. Conversely, at steady state the system may freeze the
DAC output, which opens the feedback loop. Then also the chopper can be switched
off, to reduce residual glitches at the bandgap output and to save power. The chopper
and the feedback loop can be re-activated if notable changes in temperature or stress
are detected.

Drifts of mechanical stress and temperature are measured by respective sensors
operated at low update rate. These drifts are cancelled out by versatile digital
signal processing with a digital compensation factor Ccorr. The idea is to use the
uncompensated bandgap voltage Vbg as on-chip reference for ADCs in a system
on chip and multiply the ADC output signal by Ccorr. This digital multiplication is
simpler than analog methods and it avoids additional errors.
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The bandgap voltage and its residual temperature coefficient can be trimmed
simultaneously at a single temperature, because the only errors left after chopping
are PTAT errors [37]. At the same instant, the stress sensor output is trimmed to
zero. All these trimming values define the digital compensation factor Ccorr. The
temperature dependence of the stress sensor can be designed to be nominally zero
(Fig. 16.13) and the piezo-coefficients show little process spread.

16.5.5 Mechanical Stress on an LC-Oscillator

Figure 16.20 shows the drift of an LC-oscillator which was calibrated in a dry
plastic package at several temperatures with an accuracy of ˙25 ppm [38]. After
48 h storage in wet condition, the oscillator frequency was re-measured versus
temperature starting at �40 ıC and a larger error of C70/�125 ppm was observed.
It was also verified that a water droplet on the top of a naked silicon die does not
change the oscillator frequency, which rules out purely dielectric effects. A plausible
explanation for the observed drift is that the moisture uptake expands the mold
compound, which reduces the compressive stress on the die. Thus, the size of the
coil changes and this leads to a drift in the inductance and in the oscillator frequency.
Yet, electronic compensation of this drift is more involved, because strain and not
stress is at the origin of the drift. In a laminated package, strain and stress are not
simply related via Young’s modulus of silicon, but parameters of other package
constituents also have an influence. The question is, if the correlation between
strain and stress is stable enough for a given package so that one may still use
a stress sensor. Further investigations are ongoing to examine the possibility for
compensation of strain related drift. The target is to replace crystal and MEMs
oscillators with on-chip LC-oscillators in certain applications in the future.

Fig. 16.20 Frequency drift of an LC-oscillator in plastic package: first calibrated vs. temperature
in dry condition—then moisture uptake and re-measurement
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Fig. 16.21 Analog pre-compensation of Hall-plate without explicit stress sensor

16.5.6 Analog Pre-Compensation

In (100)-silicon vertical n-type resistors (incidentally) have only 20 % stronger stress
dependence than n-doped Hall-plates (see (16.6c) and (16.12)). This can be used
to pre-compensate the magnetic sensitivity against mechanical stress: A voltage of
appropriate temperature dependence is generated by a bandgap kernel and copied
onto a vertical n-type resistor. The resulting current is used as supply current for the
Hall plate (Fig. 16.21). Thus, an increase in mechanical stress by 100 MPa increases
the resistance of the vertical n-type resistor by 5.34 % while the bandgap referred
voltage remains nearly constant versus stress. Consequently the current through
the Hall plate decreases by the same percentage, yet the current related magnetic
sensitivity increases by 4.5 %. The total magnetic sensitivity is proportional to the
multiplication of Hall input current times current related magnetic sensitivity and
therefore it decreases by 5.34–4.5 % D 0.84 %. So the stress dependence of the
magnetic sensitivity of the Hall plate is reduced by a factor of 4.5/0.84 D 5.3. In
practice the doping of Hall plates is larger than in (16.12), which reduces the piezo-
Hall coefficient.

Yet, in practice, vertical n-type resistors always have some small lateral current
flow contributions (see the bending of the current streamlines at the contacts of
Rn

V,L in Fig. 16.8). For a better pre-compensation over a large temperature range
one can add two currents derived from lateral (Rn

L) and vertical (Rn
V ) resistors via

replica circuits from voltages with dedicated and adjustable temperature dependence
like in Fig. 16.13 and adjust their ratio. The same principle can be used to reduce
the mechanical stress sensitivity of Vertical Hall-effect devices (Fig. 16.22) [39].
Their current related magnetic sensitivity exhibits a roughly ten times smaller stress
dependence than Hall-plates and it is also anisotropic (i.e. they respond differently
to normal stress in x- and y-directions). One can adjust the size of the contacts in
vertical resistors (Rn

V,L) or the spacing of the contacts in lateral resistors (Rn
L,V) in

order to trim the piezo-resistive coefficients of the n-type resistors to perfectly match
the piezo-Hall coefficients of the n-type Vertical Hall-effect device.
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Fig. 16.22 Analog pre-compensation of vertical Hall-effect device

It should be mentioned that for magnetic field sensors it is also possible to use
closed loop systems to make the magnetic sensitivity more stable against mechanical
stress and temperature (and other) drifts [13]. They use on-chip coils placed near
the magnetic sensor element to apply a magnetic reference field. However, the
stability of the system is limited by the stability of the coil current. If the current
is defined by an off-chip component (resistor), it suffers from tolerance, residual
temperature coefficient, parasitics at the additional package terminal and/or EMC
hazard and costs. If the current is defined by an on-chip resistor, one still needs a
stable one, e.g. p-doped resistors in L-layout or on-chip metal resistors (which have
even lower piezo-resistance) and one has to cope with its temperature dependence.
Even more problematic is the fact that the system needs significant current (several
milli-amps) to produce sufficiently strong field on sensors with moderate magnetic
sensitivity like Hall effect devices. Conversely, the stress sensor needs only minute
power (some 10 �A), space and extra system resources and it offers the additional
advantage to monitor the package quality and detect its end of life.

Figure 16.23 shows layout suggestions how to arrange stress and temperature
sensors around circuits which are compensated. These common centroids cancel
out errors caused by linear stress gradients and temperature gradients.
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Fig. 16.23 Layouts of stress sensors and temperature sensors for thermal and stress symmetry and
linear gradient rejection

16.6 Conclusions

In this paper we proposed electronic compensation circuits, which reduce the
drift of integrated precision analog circuits caused by mechanical stress. This
method reduces mechanical stress related drifts by a factor of 3 : : : 10, thereby
significantly improving overall accuracy and lifetime stability. This helps to meet
the requirements for power efficient Li-ion battery management systems. Practical
examples of Hall-plates, vertical Hall effect devices, bandgap voltages, system
references, RC- and LC-oscillators were discussed. It was elaborated, that a crucial
element for stress compensation circuits is a stress sensor that detects the sum of in-
plane normal stress components. A more general mechanical stress compensation
method was proposed, which uses additional sensors for other components of the
mechanical stress tensor. Significant drifts of mechanical stress in common plastic
encapsulated packages were found. They are provoked by moisture absorption,
soldering, chemical cure shrink, and package disintegration. Mechanical stress
sensors can detect these effects with negligible extra costs in terms of space and
power consumption, thereby increasing the reliability of packaged ICs.
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Chapter 17
Power Electronics for LED Based General
Illumination

Stefan Dietrich and Stefan Heinen

17.1 Introduction

In 2005, the generation of grid-based electrical light consumed about 19 % of the
total global electricity [1]. With an annual growth rate of 2:4 %, it is expected
that the generation of light will remain one of the biggest causes of greenhouse
gas emissions worldwide [1, 2]. Incandescent lamps are identified by their poor
energy efficiency of only 12 lm/W [1]. Modern technological advances in solid-
state lighting (SSL) counteracts this trend and leads to higher energy efficiency of
electrical light in comparison to traditional electrical light sources [1, 2]. SSL shows
the most promising approach to achieve these goals with a reported energy efficiency
of more than 220 lm/W [2]. To even speed up the commercial breakthrough of SSL,
governments tend to prefer the novel technology with various formalities [3–7].

17.2 Driver Background and Origin

An LED can be operated by controlling the forward voltage of the LED, or by
controlling the current through the LED. Due to the diode nature of the device,
it is much simpler to control the current through the LED. This parameter has a
direct influence on the emitted light of the LED. Controlling the forward voltage
leads to defective control, since it differs with the emitted wavelength of the LED
and strongly varies with temperature. Various methods to control the LED current
are available. Whereas all LED driving topologies offer several advantages and
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Fig. 17.1 Resistor-based
LED driver LED

Vin

Rvar

ILED

disadvantages, it is obvious that this mass product always tries to minimize the
costs to compete with low-cost compact fluorescent lamps (CFL). As a matter of
fact, higher system costs with integrated circuits always come with an increased
functionality. This increase in functionality includes high dimming ranges from
0:1 to 100 %, high efficiency in high dimming ranges, as well as multicolored red-
green-blue-white (RGBW) light, and color mixing. Starting from an arbitrary DC
input voltage, the easiest way to control the current of an LED is by adding a series
resistance to the LED to limit its peak current. The simplest form of an LED driver
is given in Fig. 17.1 and is used as a starting point for all discussions.

This technique offers a fixed LED current with a fixed color temperature and
already clearly exceeds the power efficiency of light bulbs. When the DC input
voltage is close to the LED forward voltage plus the resistive voltage drop, no further
DC-DC voltage conversion is necessary. In case of a grid-level AC supply, the DC
conversion may be done by passive rectification and a big input capacitor prior to
the LED string. To cope with the high DC potential and to provide the LED and
resistor from too high forward voltage, the number of series LEDs is increased.
In any case, further DC-DC conversion will be required to provide an optimum
LED string voltage. This DC-DC conversion can be done by linear regulation, e.g.
with LDOs. Or by using switch-mode DC-DC conversion to maintain high system
efficiency.

In [8], different switch-mode LED driving methods are introduced. An overview
of the topologies is done in Fig. 17.2. Besides single-stage AC-DC LED drivers
shown in (a), two-stage AC-DC and DC-DC LED drivers in (b) are used. Single-
stage AC-DC LED drivers typically generate light of a fixed color temperature and
try to minimize the electrolytic capacitors [9]. To offer higher functionality, two-
stage AC-DC and DC-DC LED drivers are favored.

Both topologies provide an LED string voltage Vout to supply the LED string
and to ensure a reasonable control voltage headroom Vfb. Process variations in R
limit the application of the resistor. It may lead to variations in the brightness of the
LED driver and also leads to higher voltage drop and unnecessary resistive losses
in the LED string. Hence, the resistor needs to be substituted in a more reliable
solution. To get rid of the increased voltage drop and the lack of current control, a
controlled current source is used [10, 11]. Other groups focus on the minimization
of the resistive losses in the string and across the resistor itself [12–14].
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Fig. 17.2 AC connected (a) single-stage, (b) two-stage LED drivers

17.3 LED Dimming and Control Techniques

LED dimming is done by modulating the LED current. There are two ways to
dim an LED. The first way is done by amplitude modulation (AM), whereas the
second technique uses pulse-width modulation (PWM) of the LED peak current
[15]. Both techniques are followed by several advantages and disadvantages. AM
is a resistive control of the LED current and may be done by linear regulation. It is
quite simple and achieves high luminous efficacy, but leads to color shifts in the
resulting color [15–17]. This effect is based on the LED sensitivity on changing the
LED current. PWM is more accurate than AM dimming. Controlling the “on” and
“off” times of LEDs is easier than controlling the amplitude of the LED current.
In addition, color shifts are reduced with PWM dimming, since the LED is always
supplied by the peak current. However, every kind of switch-mode power conversion
introduces electromagnetic radiation. Especially LED drivers with their high output
power might cause unwanted EMI. One method to reduce the frequency noise is to
use a distributed frequency spectrum of the PWM modulated current [18]. When
it comes to high dimming levels, e.g. 0:1 % and low PWM frequencies, flickering
might occur. This effect is discussed in the IEEE standard PAR1789.

A summary of the standard is given in [19], where a minimum visible frequency
of 165 Hz is reported. Hence, the PWM frequency has to stay above the minimum
required frequency to avoid flickering. Switch-mode DC-DC converters introduce a
continuous conduction mode (CCM) and a discontinuous conduction mode (DCM)
[20]. Especially the DCM is used to maintain high system efficiency under light load
conditions. In the case of single LED current PWM, these two operation modes can
not be used and the LED is operated either with its peak current, or with zero.

To combine the advantages of AM and PWM, hybrid AM/PWM dimming
techniques are used [21]. Hybrid AM/PWM increases the color resolution of
each dimming method by the resolution of the other technique. It is of higher
complexity but also eliminates color shifts of the two techniques. A switch-mode
DC-DC LED driver is operated with its optimum operation mode and therefore high
system efficiency is realized under every load current. Furthermore, the dimming
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Fig. 17.3 Single-channel DC-DC LED driver

range is increased without flickering. Low LED current then requires an amplitude
reduction and remains a high switching frequency to stay above the minimum visible
frequency.

17.4 LED Driver Topologies

17.4.1 Single-Inductor Single Output

A single-channel buck type LED driver is presented by Anghel et al. [22] and Park
et al. [23]. The topology is shown in Fig. 17.3. The transistor M and diode D are
used to charge and discharge the inductor L in series to the LED string [20]. The
current control uses a sense resistor Rsense to feed back the current information to
the converter.

The converter operation is separated into an inductor charge period and an
inductor discharge period. To charge the input voltage referred inductor, transistor
M is turned “on” and the switch-node equals to zero. The voltage across the inductor
equals to the input voltage Vin minus the LED string forward voltage m � VF. Due to
the positive voltage across L, IL rises and the LEDs start to emit light.

When the current is above the control threshold of the converter, the voltage
drop across the sense resistor is high and the converter turns “off” the transistor
M. Due to the remaining inductor current IL, the high-ohmic switch-node voltage
starts to increase. When Vsw is a diode voltage above the input Vin, the diode is
forward biased and discharges the inductor, due to the negative voltage across L.
The LEDs still emit light and the converter turns “on” the transistor again, as soon
as the voltage drop across the sense resistor is small.

In the topology of Fig. 17.3, the LED string is an active part of the converter
operation. The inductor charge and discharge periods are influenced by the forward
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voltage of the LED string. This is a first step towards a specialized LED driver. In
typical DC-DC converters, the load is only passive. The converter introduced by
Park et al. [23] neglects the output capacitor. The minimum application integrates
the buck converter half-bridge, so that only the external inductor remains. However,
even if the form factor reduces to a minimum, the extension of this application
towards multichannel drivers to generate tunable white light offers some drawbacks.
With the presented single-channel drivers of [22–24] this is only realized by a linear
increase in external components with the number of wanted colors.

In particular, the number of inductors increase with the number of wanted colors,
e.g. red, green, blue, and white. These colors are typically used to generate so-called
tunable white light. External inductors are cost intensive, so that the bottleneck of
these systems is the single-channel characteristic. Hence, other topologies have to
be used to generate tunable white light.

Converters with a single current control and without storage capacitors for a
defined output voltage only apply for PWM dimming. AM dimming and discon-
tinuous operation modes in converters without a defined output voltage are quite
challenging. To calculate the inductor charge and discharge periods, inductor volt-
second balance or capacitor charge balance are applied [20]. An additional idle
period like in DCM demands for both equations to calculate the correct idle time
[20]. Due to the absence of capacitors, the set of equations is under-determined. To
overcome this issue, typically the output of the feedback error amplifier is used. The
current control technique then applies for a constant “on” time and valley current
control to detect the zero current.

17.4.2 Single-Inductor Multiple Output

To overcome an increased bill of materials (BOM) for multichannel LED drivers, the
single-inductor multiple output (SIMO) concept is presented [25]. It is well-known
in battery powered portable electronics and reduces especially the size, weight, and
cost of power management devices. Hence, an adaption of this concept in LED
background lighting of liquid-crystal displays (LCD)s is identified [26–28]. These
topologies only apply for a single inductor and output capacitor. An overview of the
boost type converters is given in Fig. 17.4.

The two switches M1 and M2 are used to charge and discharge the inductor
L, which supplies the output capacitor C. The string selection transistors S1. . . Sn
multiplex the inductor current and enable color mixing when turned “on”. The
strings are supplied by the shared output voltage Vout and only provide low output
current < 100 mA per string to drive the RGB colors in the LCD display. Boost
type topologies are used, due to the high number of LEDs in a LCD display. In
these applications, the number of RGB LEDs in each string typically equals. The
required output voltage headroom for each string is in the same range. Hence, only
two external components are used, which is the inductor L and output capacitor C.
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Fig. 17.4 Boost type SIMO LED driver

In LED backlight applications, the number of LEDs in each string is equal.
However, the application of general illumination LED drivers for tunable white
light differs from backlight applications. In particular, tunable white light demands
for LED strings with a much higher number of white LEDs compared to colored
LEDs. As a result, the shared output voltage of the parallel LED strings is too
high for the strings with colored light. This leads to high string selection transistor
voltage and may destroy the devices with a small number of LEDs in series. This
drawback has been identified by Zhang et al. [24] and Hsieh and Chen [28] who
introduce an output voltage hopping and charge recycle technique. However, in [28]
further external components account for the recycle technique. This issue has been
identified by Zhang et al. [24] but without the ultimate consequence to completely
neglect the output capacitor.

17.4.3 AC-DC LED Drivers

Apart from the two-stage AC-DC and DC-DC LED driver approach reported in [8],
single-stage AC-DC LED drivers are numerous. Their compact architecture is the
main advantage, since they are also used to retrofit old lamp installations [8, 29].
For stand-alone AC-DC LED drivers, a flyback architecture as shown in Fig. 17.5
is commonly used. The diode-based bridge rectifier generates a non-constant DC
potential Vrec, which is stored on the input capacitor Cin. To reduce the expensive
capacitor size Cin, the input voltage range of the switch M driver is high and several
control strategies are presented. Further EMI filters and circuits for power factor
correction (PFC) are optionally implemented prior to the bridge rectifier, or between
the input capacitor and the transformer. The transistor M operates the inductor in
boundary switch-mode to avoid the transformer from being saturated. The switch
current on the secondary side is then rectified by the diode D and capacitor Cout to
generate the DC output power for the LED string.
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Fig. 17.5 AC-DC flyback LED driver

Flyback AC-DC LED drivers are preferred due to the single high-voltage
connected switch M. Furthermore, the galvanic isolation by the transformer in
this topology is beneficial. Never the less, especially the bulky capacitor and
high-voltage connected driver limit the application. The capacitors are not only
expensive, but also shrink the lifetime of the whole LED driver product [9, 30–32].
Therefore, various groups focus on the reduction or negligence of bulky AC-DC
input capacitors [9, 30, 32–34]. For high functionality in multicolor LED light, the
complex color control is better implemented in the low voltage domain. Hence,
for multicolor LED light, the two-stage AC-DC supply and DC-DC LED driver
approach is favored.

17.5 Capacitor-Free Single-Inductor Multichannel

Some research efforts are done on floating output single-inductor multichannel
devices. The objective of this driver is the minimization of external components
to offer the smallest possible form factor. Hence, only a single inductor besides
several high current high brightness LEDs is used for general illumination. To
generate tunable white light, the number of LEDs in each string differ. Without
introducing further components, string isolation and selection is performed by
a single double-diffused DMOS transistor per string. An all-digital integration
provides the necessary performance for the single current control and color mixing.
The topology of the integrated capacitor-free SIMO LED driver is given in Fig. 17.6
[35]. It consists of a high-side PMOS transistor M0 connected to the DC input
voltage Vin. The inductor L is in parallel to four LED strings for each of the colors
white, red, green, and blue. An external sense resistor Rsense of nominal 50 m� is
used for the current control.

Key component of the LED driver is the inductor and a stable steady-state
operation as presented in [20] is realized. During a switching period Ts, the inductor
is charged by turning “on” the PMOS transistor. The switch-pin voltage Vsw D Vin
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and the inductor is charged. To discharge the inductor, a single LED string is enabled
and the free-wheeling inductor current biases the LEDs in forward direction. Hence,
the LED current equals to the inductor current and a color is turned “on” during
each switching period Ts. The inductor discharge and hence the converter switching
periods are a function of the number and forward voltage of each LED string. This
results in the characteristic switch-pin waveforms illustrated in Fig. 17.7.
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The inductor voltage during PMOS “on” is always constant. However, a varying
discharge period appears. This is indicated by the variable discharge across the green
LED string in period Ts1, the white string during Ts2, and the red string during Ts3.
When L is high, the current ripple in the LEDs is low and the LED current is similar
to a PWM controlled string in a state-of-the-art converter. The color mixing is
therefore a result of a high converter switching frequency and a non-visible integral
of several enabled colors in a color sequence [36].

To introduce a safety margin to the minimum visible frequency in [19], the
minimum color sequence in the SIMO LED driver is set to 500 Hz. Hence,
the resolution of a mixed color during a complete sequence is determined by the
minimum visible frequency and the converter switching frequency. With a nominal
switching frequency of 500 kHz, 10 bit PWM color resolution is achieved. A further
increase in color resolution is the implementation of the 9 bit inductor current AM
to realize a hybrid AM/PWM dimming of [21]. This method increases the PWM
resolution by the resolution of the current sense and also allows the realization of
the DC-DC converter CCM and DCM.

However, a single current control during DCM is complex. To calculate the
converter steady-state conversion ratio, capacitor charge balance or inductor volt-
second balance is applied [20]. Due to the absence of capacitors, capacitor charge
balance cannot be used during DCM to calculate the converter idle time [20]. Hence,
a digital inductor charge balance is implemented and the operation is presented in
Fig. 17.8 [37].

The inductor current during DCM is identified by the characteristic triangular
shape. Whereas the PMOS “on” time is set, the NMOS “on” time is a function
of the LEDs in each string. To calculate the idle time, the reference current
during a switching period is kept constant and results in a rectangular shape. As
soon as the idle time tidle starts, the inductor current triangle is bigger than the
reference rectangular. By constantly adding to the reference rectangle, the idle time
is calculated to
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Fig. 17.9 Photograph of the multichannel LED driver (a) chip micrograph, (b) prototype PCB
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It can be seen from Eq. (17.1) that the idle time is a function of the reference current
IDC, the input voltage Vin, and the LED specific discharge D2. As soon as both
integrals equal, the idle time is determined and the control decides whether to stay
in DCM, or to change to the CCM.

A prototype capacitor-free SIMO LED driver has been fabricated in a 0:18 µm
high-voltage (HV) CMOS technology. Figure 17.9 (a) shows a micrograph of the IC
and (b) illustrates the prototype PCB with the chip in QFN48 [35].

The die area in (a) is 3:3 mm � 3:4 mm. The main part of the chip consists of the
double-diffused low-side DMOS transistors. The size of each transistor is 1:1 mm2

with its individual driver of 0:39 mm2. In the upper right corner, the PMOS and
its driver is placed. The current sense interface is in next to the PMOS driver. The
size of high-side current sense amplifiers is 0:146 mm2 and the SAR ADC occupies
0:076 mm2. The digital part to the left occupies 0:4 mm2. In part (b) of the figure,
the prototype PCB is illustrated. It is a two layer FR-4 PCB with an area of 55 mm
� 55 mm. The active area of the LED driver is less than 25 mm � 25 mm. At the
bottom of the chip, the external inductor can be seen. To its left, the external shunt
resistor is mounted. The six LEDs are placed to the left of the IC.

A transient color sequence during steady-state CCM is given in Fig. 17.10. The
sequence consists of five converter switching periods. It starts at � 34 µs and
represents the colors white-white-red-white-blue. In the upper part of the figure,
the inductor current IL is given. A DC inductor current of 450 mA is achieved and
the current ripple is between 250 and 600 mA with a 68 µH inductor.
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Fig. 17.10 Continuous conduction mode with enabled color sequence

The switching frequency of the converter is � 200 kHz, since the five switching
periods of the color sequence end at 59 µs. The lower part shows the switch-pin
voltage Vsw and the drain of the white string DMOS VD;w. When the PMOS transistor
is turned “on”, the switch-pin voltage Vsw equals to the input voltage Vin. It can
be seen from the figure, that the input voltage Vin D 20 V and VS D 9 V for
the transient measurements. The inductor discharge periods across the white LED
string are identified by the drain voltage of the white DMOS. When the white LED
string discharges the inductor at 36 µs, the drain of the DMOS transistor equals to
VD;w D VS � jVDSj.

During the discharge across the colored LED strings, Vsw is higher in amplitude.
This equals to a discharge across a single colored LED of a parallel string. The
discharge times are increased and the switching period is higher than for the
white LED string. The white DMOS drain is higher than Vsw and higher than VS.
This indicates a disabled DMOS and no white light emission. When the PMOS
transistor is turned “on”, the white DMOS drain is higher than Vin. Due to the slow
step response of the diodes compared to the switch-pin voltage Vsw, the forward
voltage across the LEDs is preserved and the drain is increased. This fact rises
the demand for high voltage capability of the low-side double-diffused DMOS
transistors above the input voltage Vin. Figure 17.11 show the same color sequence
during DCM. A sequence is shown between 22 and 78 µs, so that the converter
switching frequency reduces to � 90 kHz. The explained characteristics of the CCM
are also found during DCM.
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Fig. 17.11 Color sequence
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conduction mode

0

200

400

I L
[m

A
]

10 20 30 40 50 60 70 80

0

10

20

30

Time [μs]

V
ol

ta
ge

[V
]

Vsw
VD,w

Two additional effects arise in the shown color sequence. When the colored LEDs
are turned “off” at 50 and 72 µs, parasitic body diode conduction is identified. The
explanation is found in the inductor current waveform. The integrated digital DCM
control applies for a minimum current before the DMOS transistors are turned “off”
to enter the idle period. For the white LED string, the triangle discharge to zero
current is achieved. Due to the steeper current slope with the white LED string,
the propagation time of the converter control delays the DMOS disable until zero
current is reached. However, for a less steep discharge across the colored LEDs,
an undefined current at the end of the inductor discharge remains. As soon as the
DMOS transistors are “off”, the current is dissipated across the body diodes of
all parallel LED strings. A current ringing of a rather high amplitude is affected.
However, the control is not affected by this effect, since the triangle calculation of
the digital control is disabled during the idle period.

17.6 Conclusions

This work presents an overview of state-of-the-art LED driver topologies for general
illumination. Starting from the most simple topology to operate LEDs, several
control and dimming techniques are introduced. Furthermore, stand-alone AC-DC
LED drivers are discussed, as well as DC-DC LED drivers. Throughout this work,
a special focus is done on the reduction of external components, such as inductors
and capacitors. Since these elements add to the application costs of a LED driver,
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a minimization has to be taken place to compete with low-cost architectures. As a
promising prototype for a minimum application, a capacitor-free single-inductor
multiple-output (SIMO) LED driver is presented. The multichannel LED driver
accounts for three white high current, high brightness LEDs in series and one
LED for red, green, and blue in parallel. The external components have been
reduced to a single inductor to offer the smallest possible form factor. Further
components are neglected and LED string isolation, as well as color mixing has
been provided by double-diffused DMOS switches. A prototype LED driver has
been fabricated in a 0:18 µm high-voltage (HV) CMOS technology. The all-digital
converter implementation accounts for a single hysteretic inductor current control.
With a nominal converter switching frequency of 500 kHz and an integrated 9 bit
high-side current sense ADC topology, a modern combined amplitude-modulation
and pulse-width modulation (AM/PWM) dimming technique is realized.
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Chapter 18
An Ultra-Low-Power Electrostatic Energy
Harvester Interface

Stefano Stanzione, Chris van Liempd, and Chris van Hoof

18.1 Introduction

Solid-state electronics develop enormously every year, thanks not only to circuit
design innovation, but also to the development of better technologies. All this allows
to constantly reduce power consumption of electronic systems, while keeping the
other performance metrics almost unchanged. In this scenario, energy harvesting is
becoming more and more interesting as it allows to reduce the cost of an application
by avoiding a periodic replacement of the batteries or by reducing their size, or even
allowing the implementation of battery-less systems. There are many environmental
energy sources that can be exploited for these purposes (e.g. light, temperature
gradient, mechanical vibrations, electromagnetic). The choice of the best source
of energy clearly depends on the application. Usually the most abundant form of
energy is chosen, even if there are exceptions due to system size and shape.

The focus of this chapter is in the field of industrial machines and vehicle
monitoring, in which the sensing electronic systems are positioned usually in
inaccessible places (the moving parts), where the cabling can be expensive or almost
impossible. The most abundant form of energy in the moving parts of machines is
clearly mechanical and so vibrational harvesters are chosen in these systems. There
are many types of vibrational harvesters: piezoelectric, electrostatic, magnetic. This
chapter will focus on the interfacing of electrostatic harvesters. Basically, these
devices are charged capacitors with one plate fixed (or just connected to a bigger
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inertial mass) and the other moving because of the environmental accelerations. In
[1], a circuit capable to both bias the variable capacitor and extract power from
its movement is proposed. A drawback of this design is that part of the power
extracted is used for the polarization of the capacitor. Additionally, this design
strategy limits the capacitor polarization voltages to the maximum voltage ratings
of the chosen IC manufacturing technology, which most of the times is lower than
the polarization voltage for the harvester itself. A solution for scavenging more
efficiently energy from the environmental vibrations consists in building a partially
isolated structure, in which the variable capacitor is pre-charged with a certain
potential and then isolated from the outside world. In this case, the charged electrode
is called electret and the harvesters fabricated in this way are denoted as electret-
based electrostatic energy harvesters. Recently, this type of harvesters attracted
quite some attention, thanks to their capability to generate a large amount of
power, even at low accelerations [2]. Unfortunately, these harvesters have extremely
large internal impedances, making challenging the design of interfacing circuits for
efficient power extraction. In particular, those circuits need to be at the same time
ultra-low-power and resistant to several tens of Volts applied on their inputs. In
[3] an interfacing circuit working with an input voltage range between 5 and 60 V
has been proposed. The main disadvantage of that circuit was mainly the power
consumption, as it was not working under 25 �W of available power.

18.2 Open-Loop Inductive Buck Converter at Low
Available Powers

Considering the large voltage ranges required by the applications, the best choice is
an inductive converter. As shown in Fig. 18.1a, the basic structure of an inductive
DC-DC buck converter is consisting of a switch connected to the input and a diode
(implemented with passives or, more often, with active circuits). Given the low
available power in energy harvesting applications, the converter should be used in
Discontinuous Conduction Mode (DCM), meaning that during the period T there
will be some time in which the inductor current will be constant and equal to zero.

Fig. 18.1 Basic implementation of a DC-DC buck converter (a) and inductor current in discontin-
uous conduction mode (b)
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This is particularly efficient at low power levels because many control circuits can
be turned off when there is no conduction of current to the load. A typical waveform
in DCM is shown in Fig. 18.1b. Assuming that the input voltage of the converter is
almost constant (the input capacitor has to be large enough), we can easily calculate
the input resistance of the converter if operating in open-loop (as charger and not
as voltage regulator) by calculating the ratio of the input voltage over the average
inductor current flowing during the TON time (when the switch is ON).

In particular, we get the following expression:

RIN D 2LTVIN

T2
ON .VIN � VOUT/

(18.1)

Note that, for energy harvesting purposes, the input resistance needs to match the
source resistance of the harvester RS. This means that a Maximum Power Point
Tracking (MPPT) algorithm needs to be implemented in order to achieve power
matching. So, in a Pulse Frequency Modulation (PFM) scheme, the period T would
have to be modified according to the following law:

T D RST2
ON .VIN � VOUT/

2LVIN
(18.2)

As it can be easily recognized, if the input voltage gets close to the output
voltage, the period T needs to be decreased by the MPPT algorithm in order to
efficiently extract power from the harvester. Assuming that most of the control
circuit consumption happens during the conduction time and considering that the
conduction time is TON*VIN/VOUT, the total power consumption is then given by:

PCTRL D PQ C k1

TON

T

VIN

VOUT
C k2

T
(18.3)

where PQ is the quiescent power, k1 is a constant equal to the power consumed by
the blocks turned ON during the conduction phase and k2 a constant equal to the
energy dynamic losses due to the switching operations. By substituting (18.2) in
(18.3), we obtain:

PCTRL D PQ C
�

k1TONVIN

VOUT
C k2

�
2VINL

.VIN � VOUT/ T2
ONRS

(18.4)

Calculating the limit of (18.4) for VIN tending to VOUT, we get that PCTRL tends
to infinite. So, when the available power from the harvester decreases, the control
power increases, reducing dramatically the converter efficiency. A similar reasoning
can be applied to PWM schemes. In this case, the control power results:

PCTRL D PQ C k1VIN

VOUTT

s

2VINTL

RS .VIN � VOUT/
C k2

T
(18.5)
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It can be appreciated that also in PWM schemes the control power tends to go
to infinity when the available power tends to zero. Equations (18.4) and (18.5)
represent a problem that needs to be solved in order to lower significantly the power
consumption of electrostatic harvester interfaces.

18.3 Hybrid Modulation Scheme

Both PFM and PWM modulation schemes have the characteristic of varying only
one parameter: TON or T. However, from equation (18.1) we can see that the period T
is proportional to TON

2. This means that, while maintaining resistance matching, the
period T could be increased of ’2 if TON is increased of a factor ’. Of course, TON is
not a parameter that we can freely choose, because it defines the peak current in the
inductor IP. Since, for a given power train, an optimal peak current for maximizing
energy efficiency exists, TON cannot be increased ad libitum in order to reduce the
operating frequency. A good compromise is easily found and consists in fixing the
peak current in the inductor to a value close to its optimal value. This means that
TON is chosen at each period in order to keep the peak current constant and then the
period T can be calculated:

T D RSI2
PL

2VIN .VIN � VOUT/
(18.6)

In this case, the period tends to infinity for input voltages close to the output
voltage. To verify that this approach solves the problem, we can calculate the power
dissipation of the control circuits:

PCTRL D PQ C 2VIN .VIN � VOUT/

I2
PLRS

	
k1VINLIP

VOUT .VIN � VOUT/
C k2




(18.7)

The limit of PCTRL for VIN tending to VOUT is then equal to:

lim
VIN ! VOUT

PCTRL D PQ C 2V2
INk1

IPRSVOUT
(18.8)

Notice that now the control power tends to PQ when the available power (VIN
2/4RS)

tends to zero.

18.3.1 Proposed Implementation

The design architecture needs then to generate the proper period T at each cycle,
following equation (18.6). Given the relative complexity of equation (18.6), it may
seem hard to do it in a simple way. In reality, the problem can be solved pretty easily
by using the system shown in Fig. 18.2a.
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Fig. 18.2 Proposed implementation of the timing control circuit (a) and its waveform (b)

Assuming now that the conversion period starts when the capacitor voltage VC

becomes lower than a certain reference VREF, we get:

T D

TONZ

0

IUP.t/dt

IDOWN
(18.9)

Imposing that (18.9) needs to be equal to (18.2), we get that IUP needs to be a scaled
copy of the inductor current and IDOWN a current proportional to the input voltage:

�

IUP D iL
N D .VIN�VOUT /

NL t
IDOWN D kMPPTVIN

(18.10)

where N is the scaling factor of the inductor current copy and kMPPT is a factor used
by the MPPT algorithm in order to change the input resistance of the converter. In
particular the input resistance will result equal to 1/(N*kMPPT). Finally, note that,
for fixed values of input and output voltages, IUP increases linearly in time during
the interval of time TON and IDOWN is constant. Therefore, the capacitor voltage VC

will behave like depicted in Fig. 18.2b.

18.3.2 Circuit Implementation

The proposed system architecture is shown in Fig. 18.3, with the integrated blocks
highlighted in grey and the die photo on top. Excluding harvester, rectifier and load,
there are 4 external components: 2 decoupling capacitors (CIN D 100 nF and COUT

larger than 10 �F), 1 inductor (L D 10 mH) and 2 resistors (RDC D 10 G� and
RBIAS D 100 M�).
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Fig. 18.3 Proposed system architecture and die photo

The resistors RBIAS and RDC are used respectively for defining a bias current
of about 10 nA and for providing a basic bias current in start-up conditions. In
particular, this start-up bias current is used by a level shifter which shorts the input
to the output. All the control mechanisms are based on inductor current sensing. In
particular, the sensed copy of the inductor current is used for the timing control,
the peak current control and also for the MPPT algorithm, which has to calculate
the output power variation. Additionally, in order to allow battery-less operation,
the system includes also a shunt regulator and a smart load activation circuit, which
connects the load to the output and allows the load to request to be disconnected
after it has performed all its operations.

Figure 18.4 shows the circuit implementation of the timing control block. The
copy of the inductor current ILC1 is mirrored into transistor MP2 and integrated
by the capacitor C. Simultaneously, the inductor current is also mirrored by MP7,
with the aim to perform the peak current control and define the ON-time TON with
the voltage VPLN. As indicated in the previous sub-section, the down current has
to be proportional to the input voltage VIN. In order to avoid additional external
components, the input voltage is sensed in an indirect way: the inductor current
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Fig. 18.4 Proposed timing control block

(proportional to VIN-VOUT) is mirrored by MP3 and summed to another current IP4

proportional just to VOUT. The resulting diode voltage of MN4 is then sampled and
used to bias a current DAC, which receives as input the MPPT settings b0-b15.

18.3.3 Measurements

The chip has been fabricated in 0.25 �m BCD technology, and in particular using
a flavor with 60 V-tolerant MOSFETs. The characterization has been carried out
for various values of source resistance, between 500 k� and 25 M�. The MPPT
efficiency (input power over available power) and the end-to-end efficiency (output
power over available power) are shown respectively in Figs. 18.5 and 18.6.

Focusing on the left side of the previous figures (around 1 �W available power),
the MPPT efficiency is less than 50 %, while the end-to-end efficiency is larger
than 10 %. This means that the total power dissipation in this condition is lower
than 500 nW, demonstrating the impact of the adopted hybrid modulation scheme.
At higher power levels, the MPPT efficiency and end-to-end efficiency reach up to
99 % and 85 %, respectively. As shown in Table 18.1, this work is at state-of-art level
even if compared with uncomplete designs (e.g. without MPPT, start-up circuits or
load regulation) or not capable to interface high input voltages. In fact, [4] and [5]
have no cold-start, only [6] implements an MPPT algorithm but dissipates much
more power.
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Fig. 18.5 MPPT efficiency as function of available power

Fig. 18.6 End-to-end efficiency as function of available power

18.4 Conclusions

We have presented an electrostatic harvester interface, based on an ultra-low-power
and high-voltage inductive DC-DC converter. Thanks to the proposed modulation
scheme, the quiescent current of the converter is lower than 500 nW. The minimum
operational available power is 1 �W and the maximum input voltage is 60 V. The
chip is fully autonomous and includes start-up, shunt regulation and maximum
power point tracking. The converter is capable of tracking source resistance
variations between 0.5 M� and 25 M�.



18 An Ultra-Low-Power Electrostatic Energy Harvester Interface 351

T
ab

le
18

.1
C

om
pa

ri
so

n
w

it
h

st
at

e-
of

-a
rt

de
si

gn
s

H
si

eh
[4

]
H

ua
ng

[5
]

Sh
im

[6
]

C
he

n
[7

]
D

an
zh

u
[8

]
T

hi
s

w
or

k
[9

]

Pr
oc

es
s

0.
25

�
m

C
M

O
S

0.
25

�
m

C
M

O
S

0.
25

�
m

B
C

D
0.

18
�

m
C

M
O

S
0.

35
�

m
0.

25
�

m
B

C
D

M
ax

.i
np

ut
vo

lt
ag

e
(V

)
2.

5
2.

5
7

1
6

60
O

ut
pu

tv
ol

ta
ge

(V
)

1
1

1–
8

0.
35

–0
.5

2.
5

0–
5

In
pu

tp
ow

er
1

�
W

–1
00

m
W

1
�

W
–5

0
m

W
33

�
W

–1
0

m
W

50
nW

–1
0

m
W

2.
5

�
W

–2
50

m
W

1
�

W
–1

m
W

Fu
nc

ti
on

O
ut

pu
tv

ol
ta

ge
re

gu
la

ti
on

ha
rv

es
te

r
in

te
rf

ac
e

ha
rv

es
te

r
in

te
rf

ac
e

C
M

PP
T

ha
rv

es
te

r
in

te
rf

ac
e

B
at

te
ry

or
ha

rv
es

te
r

in
te

rf
ac

e
ha

rv
es

te
r

in
te

rf
ac

e
C

M
PP

T
H

ar
ve

st
er

ty
pe

R
F

R
F

Pi
ez

oe
le

ct
ri

c
Ph

ot
ov

ol
ta

ic
R

F
or

V
ib

ra
ti

on
al

ha
rv

es
te

r
E

le
ct

re
t-

ba
se

d
E

E
H

A
rc

hi
te

ct
ur

e
B

uc
k

B
uc

k
B

uc
k-

B
oo

st
B

uc
k

B
uc

k
B

uc
k

C
on

tr
ol

po
w

er
(n

W
)

22
5

21
7

N
.A

.
N

.A
.

10
0

50
0

M
ax

im
um

M
PP

T
ef

fic
ie

nc
y

(%
)

N
.A

.
N

.A
.

99
N

.A
.

N
.A

.
99

M
ax

im
um

en
d-

to
-e

nd
ef

fic
ie

nc
y

(%
)

N
.A

.
N

.A
.

80
N

.A
.

N
.A

.
85

A
re

a
(m

m
2)

0.
21

0.
39

5.
5

1.
44

2.
88

3



352 S. Stanzione et al.

References

1. E.O. Torres, G.A. Rincón-Mora, A 0.7-�m BiCMOS electrostatic energy-harvesting system IC.
IEEE J. Solid State Circuits 45(2), 483–496 (2010)

2. T. Masaki, K. Sakurai, T. Yokoyama, M. Ikuta, M. Doi, T. Seki, M. Oba, Power output
enhancement of vibration-driven electret generator using concave electrodes, in Power MEMES,
pp. 57–60, Dec 2010

3. S. Stanzione et al., A self-biased 5-to-60V input voltage and 25-to-1600� integrated DC-DC
buck converter with fully analog MPPT algorithm reaching up to 88% end-to-end efficiency, in
IEEE ISSCC, pp. 74–75, Feb 2013

4. C.Y. Hsieh, Y.H. Lee, Y.Y. Yang, T.C. Huang, A battery-free 225 nW buck converter for wireless
RF energy harvesting with dynamic on/off time and adaptive phase lead control, in Symposium
on VLSI Circuits, pp. 242–243. June 2011

5. T.C. Huang, C.Y. Hsieh, Y.T. Yang, T.C. Kang, K.H. Chen, C.C. Huang, Y.H. Lin, M.W. Lee, A
battery-free 217 nW static control power buck converter for wireless RF energy harvesting with
’-calibrated dynamic on/off time and adaptive phase lead control. IEEE J. Solid State Circuits
47(4), 852–862 (2012)

6. M. Shim et al., Self-powered 30 �W-to-10 mW piezoelectric energy harvesting system with
9.09 ms/V maximum power point tracking time, in IEEE ISSCC, pp. 406-407, Feb 2014

7. P.-H. Chen et al., A 50nW-to-10mW output power tri-mode digital buck converter with self-
tracking zero current detection for photovoltaic energy harvesting, in Prep-Publication IEEE
JSSC, Jan 2016

8. L. Danzhu et al., A 110nA quiescent current buck converter with zero-power supply monitor
and near-constant output ripple, in IEEE CICC, Sept 2015

9. S. Stanzione et al. A 500nW batteryless integrated electrostatic energy harvester interface based
on a DC-DC converter with 60V maximum input voltage and operating from 1�W available
power, including MPPT and cold start, in IEEE ISSCC, Feb 2015


	Preface
	The Topics Covered Before in This Series
	Contents
	Part I Continuous-Time Δ Modulators for Transceivers
	1 WiFi Receiver Evolution in a Dense Blocker Environment
	1.1 Introduction
	1.2 The Receiver Chain as a Full Featured and Fair ADC Verification Environment
	1.2.1 The TIA-ADC Lineup
	1.2.2 The RF-ADC Lineup
	1.2.3 The Gm-ADC Lineup

	1.3 The Measurement Results
	1.4 Conclusions
	References

	2 High-Resolution Wideband Continuous-Time ΣΔModulators
	2.1 Introduction
	2.2 Architectural Choices
	2.2.1 Sampler
	2.2.2 Filter
	2.2.3 ADC
	2.2.4 Multi-Stage Noise-Shaping (MASH)

	2.3 Non-Idealities
	2.3.1 Metastability
	2.3.2 Excess Loop Delay (ELD)
	2.3.3 Non-Linearity
	2.3.4 Phase Noise

	2.4 High-Resolution Wideband Delta-Sigma Modulator Designs
	2.4.1 A Continuous-Time MASH Delta-Sigma ADC
	2.4.2 A 4 GHz CT Delta-Sigma ADC with 125 MHz Bandwidth
	2.4.3 A 25 MHz BW CT Delta-Sigma ADC with <−100 dB THD

	2.5 Conclusions
	References

	3 Sigma-Delta ADCs with Improved Interferer Robustness
	3.1 Introduction
	3.2  Modulators in an Interferer Environment
	3.2.1 RF  Modulators
	3.2.2  Modulators DR Requirements
	3.2.3  Modulators Internal Dynamics
	3.2.4  Modulators Jitter Issues

	3.3 State-of-the-Art Filtering  Modulator Techniques
	3.3.1 Improved STF Behavior Based on Classical  Modulator Loop Filters
	3.3.2 Improved STF Behaviour Based on Enhanced  Modulator Loop Filters

	3.4 Conclusion
	References

	4 Design Considerations for Filtering Delta Sigma Converters
	4.1 Introduction
	4.2 Signal Transfer Function Tailoring
	4.3 Embedding a Filter into a CTΣΔM 
	4.3.1 Offset, Flicker and Thermal Noise
	4.3.2 Linearity

	4.4 Architectural Considerations
	4.4.1 Offset and Flicker Noise Reduction by Chopping

	4.5 Implementation Details and Measurements
	4.5.1 Modulator with Upfront Filter (H1-ΣΔ)
	4.5.2 Modulator with Embedded Filter (Δ-H1-Σ)
	4.5.3 Measurement Results

	4.6 Conclusions
	References

	5 Blocker and Clock-Jitter Performance in CT  ADCs for Consumer Radio Receivers
	5.1 Introduction
	5.2 CT Δ ADC STF and Loop Robustness to the FIR Feedback DAC
	5.3 Filtering CT Δ ADCs
	5.3.1 In-Band Conversion Efficiency Degradation from Filtering in CT  ΣΔs
	5.3.2 ADC Out-of-Band Performance

	5.4 Flat STF CT Δ ADCs
	5.5 Clock Jitter in CT Δ ADCs
	5.6 Conclusion
	References

	6 Continuous-Time MASH Architectures for Wideband DSMs
	6.1 Introduction: Wideband Δ ADC for Communication Applications
	6.2 Background: Power-Efficient ADC
	6.3 Single-Loop Δ ADCs for Low-OSR Applications
	6.4 Continuous-Time MASH Δ ADCs for Low-OSR Applications
	6.5 Residue Generation in Continuous-Time MASH ADCs
	6.6 MASH Δ ADCs Implementations in 28 nm CMOS
	6.7 Conclusions
	References


	Part II Automotive Electronics
	7 Trends and Characteristics of Automotive Electronics
	7.1 Introduction
	7.2 Trends in Automotive Electronics
	7.2.1 Automotive Electronics Evolution
	7.2.2 Steps Towards Autonomous Driving

	7.3 Characteristics of Automotive Electronics
	7.3.1 Quality and Safety
	7.3.2 High-Voltage
	7.3.3 High Temperature
	7.3.4 EMC Interferences

	7.4 Conclusions
	References

	8 Next Generation of Semiconductors for Advanced Power Distribution in Automotive Applications
	8.1 Introduction
	8.2 Power Network
	8.2.1 Classical Centralized Power Network
	8.2.2 Enhanced Classical Centralized Power Network
	8.2.3 Semiconductor Based Centralized Power Network
	8.2.4 Semiconductor Based Decentralized Power Network
	8.2.5 Comparison of Different Components and Systems

	8.3 Conclusions
	References

	9 High-Voltage Fast-Switching Gate Drivers
	9.1 Introduction
	9.2 Gate Driver Fundamentals
	9.3 Fast Switching Drivers
	9.3.1 Fast Switching Gate Driver Stage
	9.3.2 Comparison of NMOS and PMOS Power Switch
	9.3.3 Conventional Level Shifters
	9.3.4 High-Speed Level Shifters

	9.4 High-Voltage Drivers
	9.4.1 Driver Output Stage
	9.4.2 Galvanic Isolation with Signal and Energy Transfer

	9.5 EMC and Switching Losses
	9.5.1 EMC Influencing Factors
	9.5.2 Switching Losses vs. EMC
	9.5.3 Experimental Results

	9.6 Conclusions
	References

	10 A Self-Calibrating SAR ADC for Automotive Microcontrollers
	10.1 Introduction
	10.1.1 Conventional SAR ADC Calibration/Trimming

	10.2 SAR ADC Overview
	10.2.1 DAC Architecture
	10.2.2 Thermometric and Binary Elements Organization

	10.3 Thermometric Elements Calibration
	10.3.1 Thermometric Elements Measurement
	10.3.2 Measurement Procedure
	10.3.3 Calculations and Data Processing
	10.3.4 Calibration Algorithms
	10.3.4.1 Calibration Algo I
	10.3.4.2 Calibration Algo II


	10.4 Statistical Simulations
	10.4.1 Calibration Algo I Statistical Simulation
	10.4.2 Calibration Algo II Statistical Simulation

	10.5 Silicon Measurements
	10.5.1 Uncalibrated ADC Silicon Measurement
	10.5.2 Calibration Algo I Silicon Measurement
	10.5.3 Calibration Algo II Silicon Measurement

	10.6 Conclusions
	A.1 Appendix
	References

	11 Advanced Sensor Solutions for Automotive Applications
	11.1 Introduction
	11.2 Architectures for Capacitive Sensor Interfaces
	11.3 Design Considerations for Electromagnetic Emissions
	11.4 Design Considerations for Electromagnetic Immunity
	11.5 Conclusions
	References

	12 A Low-Power Continuous-Time Accelerometer Front-End
	12.1 Introduction
	12.2 MEMS Capacitive Sensors
	12.2.1 Constant-Charge Approach
	12.2.2 Constant-Voltage Approach
	12.2.3 Constant-Charge vs. Constant-Voltage

	12.3 System Specifications
	12.4 Analog Front-End Circuit Design
	12.4.1 MEMS Bias Network
	12.4.2 Preamplifier
	Preamplifier Offset
	Preamplifier Noise

	12.4.3 ADC

	12.5 Experimental Results
	12.5.1 Preamplifier Characterization
	12.5.2 ADC Characterization
	12.5.3 AFE Circuit Performance

	12.6 Conclusions
	References


	Part III Power Management
	13 Switched-Capacitor Power-Converter Topology Overview and Performance Comparison
	13.1 Introduction
	13.2 Theoretical Considerations for Switched-Capacitor Power Converters
	13.3 Two-Clock-Phase Topologies
	13.3.1 Overview of Known Topologies
	13.3.2 Topology Synthesis

	13.4 Multi-Clock-Phase Topologies
	13.4.1 Overview of Known Topologies
	13.4.2 Topology Synthesis

	13.5 Topology Performance Comparison
	13.5.1 Comparison Between Alternative Two-Clock-Phase Topologies
	13.5.1.1 Scenario 1: Floating Capacitors Realized with External SMD Capacitors
	13.5.1.2 Scenario 2: Fully Integrated Switched-Capacitor Power Converter

	13.5.2 Comparison Between Two-Clock-Phase and Multi-Clock-Phase Topologies

	13.6 Conclusions
	References

	14 Resonant and Multimode Switched Capacitor Converters for High-Density Power Delivery
	14.1 Introduction
	14.2 Resonant Switched Capacitor Converters
	14.2.1 ReSC Topologies

	14.3 Hybrid and Multimode Operation
	14.4 Implementation Examples
	14.5 Conclusions
	References

	15 Heterogeneous Integration of High-Switching Frequency Inductive DC/DC Converters
	15.1 Introduction
	15.2 Power Stage
	15.3 High Quality Decoupling
	15.4 Measurements
	15.5 Perspectives
	15.6 Conclusion
	References

	16 Electrical Compensation of Mechanical Stress Drift in Precision Analog Circuits
	16.1 Introduction: Why Do We Need Stress Compensation Circuits?
	16.2 Some Basics About Mechanical Stress on Micro-Electronic Circuits?
	16.3 How Does Mechanical Stress Alter the Parameters of Electronic Devices?
	16.3.1 The Piezo-Resistance Effect
	16.3.2 The Piezo-MOS Effect
	16.3.3 The Piezo-Junction Effect
	16.3.4 The Piezo-Hall Effect

	16.4 How to Make an On-Chip Stress Sensor for σxx+σyy?
	16.5 Circuits for Compensation of Mechanical Stress Drift
	16.5.1 Stress Compensation with n/p-Resistors in L-Layout
	16.5.2 Stress Compensation with Lateral and Vertical Resistors
	16.5.3 Stress Compensation for Different Sensitivity in σxx and σyy
	16.5.4 Compensation of Mechanical Stress on Precision Bandgap Circuits
	16.5.5 Mechanical Stress on an LC-Oscillator
	16.5.6 Analog Pre-Compensation

	16.6 Conclusions
	References

	17 Power Electronics for LED Based General Illumination
	17.1 Introduction
	17.2 Driver Background and Origin
	17.3 LED Dimming and Control Techniques
	17.4 LED Driver Topologies
	17.4.1 Single-Inductor Single Output
	17.4.2 Single-Inductor Multiple Output
	17.4.3 AC-DC LED Drivers

	17.5 Capacitor-Free Single-Inductor Multichannel
	17.6 Conclusions
	References

	18 An Ultra-Low-Power Electrostatic Energy Harvester Interface
	18.1 Introduction
	18.2 Open-Loop Inductive Buck Converter at Low Available Powers
	18.3 Hybrid Modulation Scheme
	18.3.1 Proposed Implementation
	18.3.2 Circuit Implementation
	18.3.3 Measurements

	18.4 Conclusions
	References



