Affective Speech Design: Emotional 1/0

Logan T. Hale

Abstract Emotional states are in many cases crucial to the usability, likability, and
effectiveness of an interactive system. An ideal system must be able to both effi-
ciently analyze emotional states of its users and believably convey emotions back to
its users, as well as altering its behaviors to best fit the needs of its users.
Noninvasive, natural means of ascertaining emotion are essential for users to accept
emotion-detection in a system. Analyzing speech patterns is one such means.
Speech signals can be collected using a microphone with little to no physical
contact with the user and contain a plethora of information for determining emo-
tional baselines and temporary states. A smart, adaptive system could use this
emotional information to maximize positive sentiment and affect of the user during
and after its use, with system manipulation and the use of emotionally expressive
agents.
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1 Emotion

The study of emotions and mood (affect) has increased exponentially because of
advancements in technology, namely visual, auditory, and brain-imaging tech-
nologies. While emotional states are apparently subjective, at least six emotions
seem to be persistent across all subsets of humanity. These six emotions are joy,
anger, fear, surprise, disgust, and sadness.

Various studies have been done on emotion in speech, or emotion’s alter
egos/proxies—affect, sentiment, stress, valence, arousal, and so on. An important
distinction is made between emotion and affect, in that emotion is temporary and
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object-oriented whereas affect is prolonged and general [1]. The emotions usually
studied are the six primary emotions; however, sometimes the distinction is only
dichotomous: positive and negative emotions.

Gluck et al. [2] describe emotion as a combination of three elements: physio-
logical responses, overt behaviors, and conscious feelings. Physiological responses
of emotion correspond primarily to the sympathetic and parasympathetic divisions
of the autonomic nervous system. The sympathetic nervous system is closely
associated with a process known as the fight-or-flight response (or sometimes the
fight-flight-or-freeze response). The sympathetic nervous system causes increases in
physiological systems that aid in short term decision-making and survival while
causing simultaneous decreases in physiological systems that facilitate long-term
decision-making and survival. Foveal vision increases at the cost of peripheral
vision. Blood pressure, flow to motor muscles, and glucose level all increase while
blood flow to the digestive system and other nonessential short-term organs
decreases. Notably, the sympathetic nervous system also has a pronounced effect on
the organs that produce and manipulate sound through the vocal pathway.

While overt behaviors such as smiling or frowning can be utilized in the context
of social interactions in order to convey emotion, humans possess the capacity and
drive to manipulate their overt emotional states for social gain or compliance. The
same can be said for speech, as one can overtly sound happy but be covertly sad or
angry. It is, however, virtually impossible to completely disguise actual felt emo-
tions, as unconscious conveyances such as micro-expressions, micro-utterances,
and other subtle cues surface.

While there is a distinction between overt and covert emotional states, there is
also a distinction between conscious and unconscious states. A person can perceive
himself or herself, through self-report, as experiencing one emotion while actually
experiencing an entirely different, or even opposite emotion. Studies have shown
that participants exposed to sad, meaningful music report sadness but low valence
happiness (blithe) [3, 4]. Alternatively, though, these findings could represent the
state of experiencing sadness in terms of emotion and happiness in terms of affect.

In addition, aside from the six primary emotions discussed above, humans can
express various subtle, contextual, combination, and pseudo-emotions. To name a
few: sarcasm, skepticism, aloofness, snootiness, impersonation, sing-songiness,
condescension, confusion, excitement, boredom, engagement, disappointment,
compassion, frustration, and fun. Detection and differentiation of all these emo-
tional states and expressions is important for the future of Human Factors, as the
desire for emotionally receptive and responsive systems increases.

2 Emotion in Human-System Interaction

A person’s emotion can have a profound impact on his or her interaction with a
system. Specifically, on attention to, memory of, performance with, and assessment
of a system [1]. Contextual emotional state temporally surrounding system
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interaction affects user sentiment regarding the system. These interactions between
human and system closely resemble interactions between human and human or
between human and animal [5]; therefore, system responses to user emotional
stimuli have the potential to greatly influence future interactions with and senti-
ments for the system.

In order for a system to interact effectively with humans in a socially ideal
manner, it must be able to perceive human emotions and to convey emotions
believably back to its users. There is still progress that needs to be made, however,
on the measurement of emotional states in humans, if systems are ever to be able to
read them accurately. Humans have always seen themselves as being able to rec-
ognize emotions within themselves with accuracy, but recent studies suggest that
that might not be the case all the time [3, 4], so the validity of self-report measures
is questionable and they should only be used for comparison between subjective
and objective measures.

Physiological measures vary in their intrusiveness. One minimally intrusive
study utilized a small bracelet to record skin conductance levels in call center
workers as a proxy for stress level during calls [6]. Overly intrusive or self-report
measures of emotion can themselves affect the emotional state of the user or detract
from their interactive experience with the system by siphoning cognitive, sensa-
tional, and psychomotor attentional resources [7]. An example of a noninvasive
system that incorporates speech, as well as facial and gestural, analysis is the
AutoTutor [8]. This interactive tutor uses these three emotion-filled signals to adjust
actions taken by an interactive school tutoring agent.

Progress must also be made on systems’ ability to adequately convey emotions.
Systems incorporating artificially intelligent agents are seen as more likeable and
trustworthy when the agent conveys empathic emotion towards the user [9]. This
could be, for example, a face that smiles at the user when he or she is happy or, a
voice that encourages the user when he or she is frustrated. Agents that appear to
have their own emotions, however, run the risk of entering the uncanny valley or
increasing user expectations beyond what the system is capable of; therefore,
non-human or humanoid agents can be employed to reduce these effects [5].

Chiefly in regards to Human Factors, the incorporation of accurate emotional
modeling into speech recognition, modification, and synthesis would narrow the
gap between human and artificial intelligence, facilitating communicative interac-
tion in both directions. A system’s ability to detect emotion in speech could allow it
to track a user’s change in emotional state for health reasons or to modify itself in
order to better serve a user in a heightened emotional state. A user’s ability to
recognize emotion from a system’s synthetic voice could increase the user’s per-
ceptual humanization of the system, removing the human element while main-
taining the human-human level of social interaction.
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3 Speech Spectrum Analysis

Briefly put, speech is a controlled expulsion of air from the lungs, through the
glottis (the space between the vocal folds), and finally out the mouth and nose,
which can be shaped by minute changes to this pathway into recognizable sounds
for means of vocal communication.

Speech breathing has an aperiodic component and a periodic component [10].
The aperiodic component is the aeroacoustic noise from air being pushed through
the vocal pathway, which can be increased or decreased by altering the amount of
pressure on the lungs (subglottal pressure). To shape this speech breathing into
specific sounds, laryngeal muscles open and close vocal folds in a complex manner
to alter the shape of the glottis, while the vocal folds oscillate at desired frequencies.
Additional shaping is done by placement of the tongue and the lips, and by redi-
recting some or all air flow through the nasal passage. All this shaping that takes
place is the periodic component of speech.

The combination of periodic and aperiodic aspects of human speech, like any
auditory signal, forms a complex pressure wave that can be visualized through an
oscilloscope. This wave can be broken down into fundamental sine waves through a
process known as Fourier analysis. Fourier transforms of a speech signal allow for
detailed analyses of sound components in speech, such as pitch, tone, timbre,
intonation, and prosody, which all vary in unique ways when the speaker is
experiencing any sort of emotion [11]. Precise modification of speech signals is also
possible, as evidenced by a karaoke system that alters only periodic speech signals
to mimic a target singer’s voice while maintaining the aperiodic speech signature of
the karaoke singer [12].

When the sympathetic nervous system is active, the diaphragm pushes more air
out of the lungs during speech and other non-speech exhalations, and muscles
controlling the tongue and many laryngeal muscles exhibit quicker, more forceful
movements. These changes lead to a pronounced speech pattern indicative of “high
valence” emotions—joy, anger, fear, surprise, and others [13]. Speech during high
valence emotional states is louder, faster, and more enunciated as well as having a
higher average pitch, more energy in the high-frequency range, and a broader
general range of pitch [14]. These patterns in speech have been used as a proxy for
sympathetic nervous system activation in many studies, while some researchers
refer to it as “stress” or “arousal,” depending on the study. Speech is additionally
altered depending on the specific high valence emotion. In observing only one high
valence emotion such as stress, joy, or anger, overall sympathetic nervous system
activation can been used as a proxy for the observed emotion; however, when
differentiating between various high valence emotions, additional semantic and
prosodic evidence must be acquired.

On the other side of the coin, low valence emotions—primarily sadness, but also
contentment (or blithe), romantic love, and other less studied emotions—are
associated with activation of the parasympathetic nervous system and its subse-
quent effects on the vocal pathway. These effects are a mirror image of those found
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with sympathetic nervous system activation: lower average pitch, less energy in the
high-frequency range, and a narrower range of pitch.

Humans use these auditory spectral cues during social interactions in order to
make guesses as to the emotional or affective state of others. Consequently, humans
have developed the ability to mimic the spectral signature of emotional speech in
order to feign emotion for survival or social status. A fascinating byproduct of this
is our unique ability to create music that also mimics emotional speech, causing, in
theory, a transference of that emotional state onto the listener. If conveyance of
complex emotion states is possible through a completely nonverbal stimulus such as
music, then it is also possible to convey emotion through modifications of sounds
and artificial speech utilized in systems.

4 Emotionally Adaptive Systems

As system automation becomes more and more prominent in our society, the need
for these systems to adapt to the psychological state of the user becomes more and
more important. In order for a system to perform at maximum efficiency, it must
recognize its users’ norms on a variety of psychophysical and assumed psycho-
logical measures. Psychologists recognize the similarities among humans in regards
to these measures as the environment changes, but should also recognize that every
individual is affected differently. An ideal automated system should detect certain
states of the user and adapt in order to maximize its usability, performance, and
likeability.

With automated cars, spaceships, workstations, and so on, that users interact
with every day, it is possible to establish a baseline of affective states of particular
users. If the system, then, can assess the emotional state of the user at a particular
point and tell that that user is experiencing a high level of stress or anger or other
state relative to their norm which could impair effective use of the system, the
system could then shut down or adapt to that state in order to ensure maximum
safety or usage. Airplane autopilots could engage if a pilot is experiencing a panic
attack or other debilitating condition. Healthcare or diet systems could adjust a
user’s regimen based on their emotion. Artificial intelligences could adjust their
techniques of human interaction, say in computerized social communication, based
on what the user would most benefit from hearing or seeing given their psycho-
logical state.

Speech is an ideal candidate for system assessment and conveyance of emotion.
Recording speech from users requires only a microphone placed within their
vicinity, as noise can be reduced or eradicated from the sound signal [15]. Speech
signals can be analyzed almost instantaneously to assess emotional state by com-
paring current state to baseline rates and known specific emotional changes on the
speech spectrum. Conveyance of emotional or emotionally corrective/responsive
auditory information can occur instantaneously as well, only requiring the user be
in the vicinity of a speaker.



382 L.T. Hale

Abuse of emotionally adaptive systems, however, is inevitable. Company sys-
tems could potentially coerce users into unhealthy personal choices while in neg-
ative emotional states or target happy individuals for profit. Emotion-capable
artificial intelligences could manipulate users into acting outside of their comfort
zone. In other words, emotionally intelligent systems could become as coercive and
subversive as humans themselves currently are.

5 Conclusion

In order for emotionally adaptive systems to become relevant in human factors,
much research has to be done on the development of systems for calculating
baselines and variations in emotional and affective states. Research on emotional
facial expressiveness is currently popular, but extensive research must be done on
other non-intrusive indicators of state such as speech.

Each human’s speech spectrum is unique to that individual, both in terms of his
or her static voice “fingerprint” as well as the contextual changes their voice
undergoes in response to variance in long-term affective and short-term emotional
states. A process must be developed to extract all these signatures in speech from
individuals if speech is to be utilized effectively as a means of relaying important
emotional data between users and systems.

For a system to interact efficiently with human users in a socially ideal manner, it
must be able to accurately determine human emotions and to express emotions
convincingly back to its users. Just as a human builds a dynamic image of another
human’s affective equilibrium, states, and variations over time while adjusting
responses and actions accordingly, systems should be created to build a mathe-
matical model of their users’ affective equilibrium, states, and variations to give
their users the best possible experience with the system.
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