
Chapter 3
Additional Indexes and Indicators
for Assessment of Research Production

Dedicated to the Max-Planck Society (a treasure for scientific
information ensuring high-quality research) and to the MPIPKS
(one of the places where the quality of research work of young

researchers has increased enormously in a short time)

Abstract About forty-five indexes for assessment of research production of single
researchers have been discussed in Chap. 2. These indexes are based mainly on cita-
tions of publications of the evaluated researcher. The indexes form Chap.2 can be
calculated also for groups of researchers. In addition to indexes from Chap.2, other
indexes useful for assessment of production of groups of researchers may be used.
About ninety such indexes are discussed in this chapter. The indexes are grouped
in the following classes: simple indexes; indexes for deviation from simple ten-
dency; indexes for difference; indexes for concentration, dissimilarity, coherence, and
diversity; indexes for advantage and inequality; indexes for stratified data; indexes
for imbalance and fragmentation; indexes based on the concept of entropy; Lorenz
curve and associated indexes. In addition, the set of indexes connected to the RELEV
method for assessment of scientific research performance within public institutes as
well as indicators and indexes for scientific research performance of nations and
about comparing national scientific productions are discussed. Finally, we discuss
briefly several journal citation measures as well as an example of an application of
a geometric tool for detection of scientific elites in a group of institutes on the basis
of Lorenz curves.

3.1 Introductory Remarks

Two modes of knowledge production may be considered [1, 2]: Mode 1 and Mode
2. Mode 1 of knowledge production is motivated by scientific knowledge alone, e.g.,
by fundamental research. In other words, Mode 1 of knowledge production is not
connected to the search for applications of the obtained results.Mode 1 of knowledge
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production is founded on the separation of science into discrete disciplines (e.g., a
researcher from one disciplinemay not bother about another discipline). InMode 2 of
knowledge production,multidisciplinary teams are brought together for short periods
of time to work on specific problems in the real world for knowledge production.
Mode 2 is closely connected to the project system of research, e.g., to how research
funds are distributed among scientists and how scientists focus on obtaining these
funds. In the case of Mode 1, the scientific knowledge production is carried out
by actors who are distributed, yet proximate. In the case of Mode 2, knowledge
production is distributed, and the actors are far apart. The notion of distribution
may be considered in five proximity dimensions (cognitive, organizational, social,
institutional, geographical) [3].

Mode 2 of knowledge production has been increasingly applied in the research
systems of many countries. This shift of science toward Mode 2 of knowledge pro-
duction has occurred becauseMode 2 is considered to bemore interdisciplinary,more
heterogeneous, closer to social actors and contexts, and more susceptible to social
critique [4]. Mode 2 is an important factor in the increasing importance of indicators
and indexes for assessment of research production of groups of researchers, since
Mode 2 is connected to actions of teams consisting of several research groups.

In this chapter, additional indicators and indexes for assessment of research pro-
duction of groups of researchers are discussed. From the viewpoint of bibliometric
methodology, one may make a distinction among three levels of aggregations [5]:
micro level—publication output of individuals and research groups; meso level—
publication output of institutions or studies of scientific journals; macro level—
publication output of regions and countries and groups of countries.Wediscuss below
indexes belongingmainly to themeso level and themacro level of aggregation. These
indexes may be applied to any organization that has components, and these compo-
nents possess some units. Components may be researchers from a research group;
research groups from a research institute or faculty; research institutes belonging
to groups of institutes, etc. Units may be publications, citations, patents, etc. The
following groups of indexes will be discussed:

1. Simple indexes: index of quality of scientific output; annual impact index;
MAPR-index; T-index; RPG-index; TPP-index; TIA-index.

2. Indexes for deviation from simple tendency: Schutz coefficient of inequality;
Wilcox deviation from the mode; Nagel’s index of equality; coefficient of vari-
ation.

3. Indexes for differences between components: Gini’s mean relative difference;
Gini’s coefficient of inequality.

4. Indexes for concentration, dissimilarity, coherence, and diversity: Herfindahl–
Hirschmann index of concentration;Horwat’s index of concentration;RTS-index
of concentration; diversity index of Lieberson; generalized Stirling diversity
index; index of dissimilarity; generalized coherence index.

5. Indexes of imbalance and fragmentation: Index of imbalance of Taagepera; RT-
index of fragmentation.
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6. Indexes based on the concept of entropy: Theil’s index of entropy; redundancy
index of Theil; negative entropy index; expected information content of Theil.

7. Lorenz curve and associated indexes; Lorenz curve, index of Kuznets; Pareto
diagram.

8. Indexes for the case of stratified data: Index of Gini for stratified data; index of
Kuznets for stratified data; coefficient of variation for stratified data; index of
Theil for stratified data.

9. Indexes of advantage and inequality: Index of net difference of Lieberson; index
of average relative advantage; index of inequity of Coulter; proportionality index
of Nagel.

10. RELEV method for assessment of scientific research: Indexes and indicators
connected to the RELEV method.

11. Indexes and indicators for comparison among scientific communities in different
countries.

12. Indexes and indicators for efficiency of research production from the point of
view of publications and patents.

13. Indexes for characteristics of scientific production of a nation.
14. Indicators for leadership.
15. Selected journal citation measures: Impact factor, intermediacy index; SNIP

indicator; SJR.

Many examples for calculation of these indexes are provided. Special attention is
devoted to calculation of the values of indexes for the two extreme cases (when one
component possesses all the units andwhen all components possess the same number
of units). Finally, we shall discuss the important question for research elites on the
basis of a geometric detection of kinds of scientific elites from the Lorenz curve of
the publications written by groups of researchers.

3.2 Simple Indexes

We shall discuss two indexes connected to citations of production of a group of
researchers: the index for the quality of scientific output and the annual impact index.
The remaining indexes discussed are connected with characteristics of the research
publications of the group. They include the mean annual percentage rate (MAPR)
index, the doubling-time index, the relative publication growth (RPG), and indexes
of total publication productivity and total institutional authorship.

3.2.1 A Simple Index of Quality of Scientific Output Based
on the Publications in Major Journals

Let us consider a hypothetical group of researchers (research group, department,
institute, etc.). The group of researchers produces some output that is cited. Let us
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count the citations for some time period (say one year or several years). One may
consider the index

Q1 = Nm

N
, (3.1)

where

• N : total number of citations of the research output of the group of scientists;
• Nm : number of citations of the research group in major journals.

In order to use this index, we need a list of major journals. If we have such a list for
the corresponding scientific area, then the evaluators of scientific performance can
use Q1 as an orientation for the quality of the research output of the scientific group.
In addition, some further analysis of Nm can be made. It may happen that:

1. Almost all of the Nm citations are citations of the output of a single person or of
a small number of persons from the group of scientists. In this case, we have a
group with one or several scientific leaders.

2. The citations Nm are more or less spread evenly among the scientific productions
of all members of the group. In this case, we have a scientific group with some
(smaller or larger) degree of homogeneity with respect to the quality of scientific
output.

Let us discuss two examples of calculation of index of quality. We consider two
research groups. Each group consists of five researchers. The first group consists
of only young researchers. The number of citations (Nm, N ) for the members of
this group are (10, 15); (20, 31); (14, 22); (35, 48); (55, 62). Thus for the entire
group, Nm = 134 and N = 178. Then QI

1 ≈ 0.75. The second group contains
two established researchers. The number of citations for the members of this group
are (753, 1042); (554, 782); (80, 119); (41, 56); (12,16). Thus for the entire group,
Nm = 1440 and N = 2011. Then QI I

1 ≈ 0.72, i.e., the quality index of the scientific
output of the two groups is almost the same. This example was especially designed
in order to show again that evaluation and comparison of research groups based on a
single index is insufficient: in the one-dimensional space of the values of the simple
index of quality, the two groups of researchers are very close one to each other. In
order to evaluate them properly, we need a higher-dimensional space, i.e., we need
sets of values of various indexes. These sets may represent the coordinates of the
research groups in the multidimensional space of values of the indexes (quantitative
evaluation space). A larger dimension of this space means more indexes to be used,
and an increase in the dimension of the quantitative evaluation space usually increases
the corresponding distance between points corresponding to the research groups in
the space. The larger distance between research groups in the quantitative evaluation
space allows better comparison of their research results.
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3.2.2 Actual Use of Information Published Earlier:
Annual Impact Index

The annual impact index for the i th year of the papers published in the nth year
(n < i) AIi,n [6] is defined as follows:

AIi,n = Ci,n

Pn
, (3.2)

where

• Ci,n: number of citations received in year i by the papers published in year n;
• Pn: number of papers, published in year n.

Let us fixn.When i is close ton, the annual impact indexmay increasewith increasing
i . Usually, at some value of i , the index has its maximum value, and when i increases
further, the value of the index begins to decrease (one factor for this decrease is the
aging of the information contained in the papers published in the year n).

The index of the actual use of information helps us to see easily whether the
research information produced by a group of researchers is useful for the research
society. Let us demonstrate this. We consider two research groups. Research group
A has six publications for 2010, and research group B has twelve publications for
2010. The quantity of information produced by research group B is larger than that
produced by A. The sets of citations of the above publications for the period 2011–
2015 of the two groups are as follows:

• Research group A: 3, 8, 17, 38, 60;
• Research group B: 2, 8, 21, 49, 94.

The corresponding values of the AIi,n-index are (approximately)

• Research group A: 0.5, 1.33, 2.83, 6.33, 12;
• Research group B: 0.16, 0.66, 1.75, 4.08, 7.83.

Thus according to the AIi,n-index, the impact of the information producedby research
group A is larger (at least for the five-year period of evaluation 2011–2015).

3.2.3 MAPR-Index, T-Index, and RPG-Index

These indexes are characteristics of the set of publications produced by the evaluated
group of researchers [7, 8]. The MAPR-index (mean annual percentage rate) is
defined as

MAPRt = 100

[
1

t

t∑
i=1

Pi − Pi−1

Pi−1

]
, (3.3)
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where

• t : length of the studied period (in years);
• Pi : number of papers written by the group of researchers in year i

For example, if the period of evaluation is five years, then

MAPR5 = 20

[
P1 − P0

P0
+ P2 − P1

P1
+ P3 − P2

P2
+ P4 − P3

P3
+ P5 − P4

P4

]
. (3.4)

Note that all the Pi should be different from 0. The MAPR-index can also be used
for characterization of the evolution of the number of publications in a research field
or in a journal or group of journals.

The MAPR-index easily detects the phases of increasing or decreasing research
activity. Let us consider two research groups that are evaluated for a period of five
years (t = 5). GroupA is a newly established research group, and groupB is amature
group in a research field that is slowly beginning to be exhausted. The number of
publications of the two groups are

• Research group A: 3, 5, 5, 7, 8, 11;
• Research group B: 63, 64, 62, 60, 58, 60.

The values of the MAPR5-index for the two research groups are

• Research group A: MAPRA
5 ≈ 1.583;

• Research group B: MAPRB
5 ≈ −0.346.

The values of the MAPR-index that are very close to 0 or negative are evidence of
maturity or of problems in the corresponding research group. The nature of such
problems may be further studied by other quantitative or qualitative tools.

The T -index (the doubling time) is defined as

T = 1

2

0.301(t − 1)

ln(Pt ) − ln(P1)
, (3.5)

where

• P1: number of papers in the starting year;
• Pt : number of papers in the t th year.

The T -index gives a good impression about the mean size of the expansion of the
scientific information produced by the research group or the mean size of expansion
of information in a given research field. Let us consider two research fields with
T -indexes of seven years and fifteen years. The first field expands faster. Faster
expansion (and small value of the T -index) is characteristic for new fields or for
established fields after a large discovery is made. The T -index of a mature field has
a large value.

For the two research groups discussed above, we obtain the following values of
the doubling-time index:
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• Research group A: TA ≈ 1.84;
• Research group B: TB ≈ −12.28.

The results show that the tempo of advancing of the research activity of the newly
established group is good, whereas the negative value of the index shows a shrinking
of research production in the mature group B. Let us note that it is good practice
to include only publications in journals of some level (i.e., journals with an impact
factor or journals with an SJR factor) in order to achieve greater objectivity regarding
the information supplied by the MAPR-index and by the T -index.

The RPG-index (relative publication growth index) [9] is defined as

RPG j (T ) = Pj

Q j
; Q j =

T= j−1∑
i=1

Pi , (3.6)

where

• T = j − 1: period in which the published papers are counted (T ≥ 3);
• j : year for which the index is calculated;
• Pi : number of published papers in the i th year of the period of interest.

The value of T can be five years, ten years, twenty years, etc. The value of the RPG-
index for several databases of papers (Chemical Abstracts, Biological Abstracts, Sci-
ence Citations Index, etc.) can be found in Table4.2 of [8]. The RPG index calculated
with appropriately selected time periods may give us information about the dynamic
equilibrium between recent information and previously published information.

As defined above, we can calculate, for example, RPG11(10) but not RPG11(8).
In order to be able to calculate the value of the last index, we have to redefine the
index slightly as follows:

RPG j (T = j − k) = Pj

Q j
; Q j =

j−1∑
i=k

Pi , (3.7)

where 1 ≤ k ≤ j − 1.
The RPG5(4)-index for the two research groups discussed in the subsection for

the MAPR-index has the values

• Research group A: RPGA
5 (4) ≈ 0.44;

• Research group B: RPGB
5 (4) ≈ 0.246.

The result shows that the rate of total publications growth for research group A is
about twice that of the rate for research group B.



108 3 Additional Indexes and Indicators for Assessment of Research Production

3.2.4 Total Publication Productivity, Total Institutional
Authorship

The TPP-index (total publication productivity index) [8] compares the total informa-
tion productivity of groups of researchers working in fields with similar bibliometric
features. The definition of the index is

TPPT = pT
κT

, (3.8)

where

• T : period of evaluation;
• κ: mean number of researchers working in the research group in the period T ;
• pT : total number of scientific publications published by the members of the
research group in the period T .

As publications, onemaycount journal papers (also in electronic form), or in principle
one may count any kind of scientific publications except conference abstracts.

The value of the TPP-index can be greatly influenced by multiple authorship.
Because of this, it is useful if the TPP-index is accompanied by the TIA-index (total
institutional authorship index) [10]

TIAT = Aa(T )

At (T )
, (3.9)

where

• T ; period of evaluation;
• Aa(T ): Number of authors attributed to the evaluated research group for the
period T ;

• At (T ): total number of authors of the publications published by the research group
for the period T .

3.3 Indexes for Deviation from a Single Tendency

The concept of indexes for deviation from a single tendency is as follows. One has
a numerical series. By a mathematical operation one defines a value that is called
the standard value (standard) for the series (different definitions can lead to different
standards). Each value of the series deviates from the standard value. The indexes
are constructed on the basis of these deviations.

In general, the tendency of deviation from a standard value can change over time.
Below, we shall discuss mostly deviations from time-independent quantities. We just
note that one can also construct deviations from time-dependent quantities. One such
index is the Przeworski index of instability [11].
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An important type of deviation from the time-independent quantities is deviations
(absolute or squared) from a central tendency. Among the absolute deviations from
a central tendency we shall discuss the indicators called the Schutz coefficient of
inequality and the Wilcox deviation from the mode.

3.3.1 Schutz Coefficient of Inequality

The equation for this index is [12]

I1 =

K∑
i=1

(
Pi
P

− 1
)

K − 1
, (3.10)

where the quantities are as follows:

• K : number of components.
• Pi : percentage of the total number of units possessed by the i th component.

• P: average percentage (P = (1/K )
K∑
i=1

Pi ).

Let us illustrate the extreme values of I1 in terms of scientists and papers. If all
scientists possess the same number of papers (absolute equality), then Pi = P and
I1 = 0. The other extreme case is that one of the scientists possesses all the papers
and the other K − 1 scientists have none. Then the denominator of I1 has the value
K − 1, and I1 = 1.

Inequality is an important concept in the social sciences and economics [13, 14].
Many measures developed for measuring economic and social inequality [15] can
be used for measurement of different aspects of inequality of research production of
researchers. Some of these indexes will be discussed below.

3.3.2 Wilcox Deviation from the Mode (from the Maximum
Percentage)

The equation for this index is [16]

I2 = 1 −

K∑
i=1

(Pm − Pi )

K − 1
, (3.11)
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where the quantities are as follows:

• K : number of the components.
• Pi : percentage of the total number of units possessed by the i th component.
• Pm : the maximum value among P1, . . . , Pk .

I2 measures the extent to which the nonmodal components resemble the modal
component. In our example about scientists and papers, Pm is the share of the most
productive scientist (measured by the number of published papers). If all the scientists
are as productive as the most productive one, then I2 = 1. If the most productive
scientist wrote all the papers and the other scientists wrote none, then I2 = 0, which
indicates a problem.

The index of Wilcox was developed for measurement in political science. There
exist several more indexes proposed by Wilcox [17] for measurement of different
aspect of public opinion. These indexes (as has been shown above) can be easily
adapted for assessment of research production.

Let us now turn to the squared deviations from a central tendency. Here we shall
discuss Nagel’s index of equality.

3.3.3 Nagel’s Index of Equality

The equation for this index is [18]

I3 = 1 −

K∑
i=1

(
Ni − N

K

)2
(
Z − N

K

)2 . (3.12)

The quantities above are as follows:

• Ni : Number of units possessed by the i th component of the organization;
• N : Total number of units distributed among the components;
• K : Number of components of the organization;
• Z : The worst possible allocation of components in terms of equality. This worst
possible allocation occurs when one of the components owns all of the units and
the other components own nothing.

Let the worst possible allocation be realized (a single researcher wrote all the pub-
lications in the research group, and the other researchers have none). Then I3 = 0.
And if all researchers from the research group wrote the same (N/K ) number of
publications, then I3 = 1. Thus very small values of Nagel’s index of inequality are
evidence for the presence of a small number of highly productive researchers in the
research group.

We note that the value of Nagel’s index is sensitive to the number of components
of the system.
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3.3.4 Coefficient of Variation

The equation for the coefficient of variation is [19]

I4 = 1

U

√√√√ 1

K

K∑
i=1

(Ui −U )2, (3.13)

where

• K : number of components of the organization;
• Ui : number of units owned by the i th component;
• U : average number of units owned by the system components.

The variation coefficient is obtained by division of the standard deviation of the data
by the mean value of the units owned by a component of the organization. Let the
organization be a research group. One extreme case occurs when one component of
the organization (one member of the research group) has written all the publications.
Then U1 = U2 = · · · = UK−1 = 0 and UK = KU . Then I4 = √

K − 1. The
other extreme case occurs when all researchers have written the same number of
publications (namely U publications). Then I4 = 0. Thus the presence of large
differences in the research production of the researchers from the group will lead
to a significant deviation of I4 from 0. Another index of this kind is the logarithmic
variance

I5 = 1

K

K∑
i=1

(lnUi − lnU )2. (3.14)

If all researchers from the research group wrote the same number of publications,
then I5 = 0. In the extreme case that one of the researchers from the group wrote
all the publications, then I5 = (ln(K ))2/K . We note that the indexes I4 and I5 can
be easily normalized in order to have values between 0 and 1. We now proceed to
the group of indexes for differences between components. Such indexes include, for
example, the two quantities used by Gini: Gini’s mean relative difference and Gini’s
coefficient of inequality.

3.4 Indexes for Differences Between Components

3.4.1 Gini’s Mean Relative Difference

Gini’s mean relative difference [20, 21] is calculated as follows:

I6 = 1 −

K−1∑
i=1

K∑
j=i+1

| Pi − Pj |
K − 1

, (3.15)



112 3 Additional Indexes and Indicators for Assessment of Research Production

where the quantities are

• K : number of components of the organization;
• Pi : percentage of the total number of units possessed by the i th component.

The values of I6 are between 0 and 1.When one of the components possesses all units,
the value of I6 is 0, regardless of the number of components. When all components
possess the same number of units, the value of I6 is 1. Let the units be the publications
written by the researchers from a research group. If one of the researchers wrote all
the publications, then Gini’s mean relative difference is 0. If all researchers wrote
the same number of publications, then the value of the index is 1.

Gini’s mean relative difference also has a continuous version [22], which was
used for quantification of the speed of technological adoption in India. An extensive
discussion on the measures of Gini and similar measures such as the Lorenz curve
can be found in [23, 24].

We note that the values of I6 do not correspond to expectations that might arise
from the name of the index. One might expect that the value 0 will be assigned to
the case in which no difference between researchers exists (all of them wrote the
same number of publications). And for the extreme case (one researcher wrote all
publications), the expectation for the value of the index is that it should be equal to
1. The real situation is exactly the opposite, and this is one factor that contributes to
the popularity of the following index: I7.

3.4.2 Gini’s Coefficient of Inequality

Gini [20] preferred to use I6, but in the course of time, Gini’s coefficient of inequality

I7 = 1

2

K∑
i=1

K∑
j=1

∣∣ Pi − Pj

K

∣∣ (3.16)

become more popular. The quantities in I7 are as follows:

• K : number of components of the organization;
• Pi : percentage of the total number of units possessed by the i th component.

Gini’s coefficient is sensitive to the number of components K , and because of this,
it is better when I7 is used in organizations that have a large number of components
K . If the number of components is small, then it is better to use I6.

Let us calculate Gini’s coefficient of inequality for several cases of groups of
researchers and their research publications. If all researchers wrote the same number
of publications, then I7 = 0. If one of researchers wrote all publications, and other
researchers wrote none, then I7 = K − 1. (Thus the index can be normalized when
one divides it by K − 1: I+

7 = I7/(K − 1).) Let us now suppose we have a research
group of five researchers and the percentage of publications they wrote is P1 = 0.15;
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P2 = 0.18, P3 = 0.22, P4 = 0.30, P5 = 0.15. Then the value of Gini’s coefficient
of inequality is I7 = 0.101. Thus the value of I7 is closer to 0 than to the maximum
value of 4, which reflects the fact that the inequality with respect to the number of
publications in the group of researchers is not very large.

Gini’s coefficient is much used in economics, the social sciences, ecology, etc.
[25–30]. An example of its use in the area of scientific research is for quantification
of the concentration of scientific research and innovation [31].

3.5 Indexes of Concentration, Dissimilarity, Coherence,
and Diversity

The next group of indexes are indexes for concentration and diversity. These indexes
inform us how the quantities associated with research production (number of publi-
cations, number of citations, etc.) are concentrated among groups of researchers. An
exploration of the concentration of research production reveals also fragmentation,
diversity, coherence, and imbalance with respect to scientific production in research
organizations. Diversity may be defined as the property of apportioning units into
categories in any system [32]. Coherence may be defined as the property of relating
categories via units. Coherence captures the extent to which the various parts in a
system are directly connected via some relation. Diversity has the following three
distinct attributes: (i) variety—number of categories into which the units are appor-
tioned; (ii) balance—evenness of the distribution of units across categories; (iii)
disparity—degree to which the categories of the units are different [4]. The diver-
sity of a system increases not only with more categories (higher variety) and with
a more balanced distribution (higher balance), but also if the units are allocated to
more different categories (higher disparity). Coherence has the following attributes:
(i) density—number of relations between categories; intensity—overall intensity of
the relations in the system; (iii) disparity—degree to which the categories of the
relations are different.

In the process of analysis of diversity, one may use units such as university, insti-
tute, faculty, department, article, researcher, and research topic such as an emergent
technology. Some of these units may be connected to a small number of the corre-
sponding items. Thus one may not have enough items for a robust statistical analysis,
which may worsen the quality of the resulting measures.

3.5.1 Herfindahl–Hirschmann Index of Concentration

The equation for this index [33, 34] is

I8 =
K∑
i=1

P2
i , (3.17)
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where

• K : number of components of the organization;
• Pi : percentage of the total number of units possessed by the i th component.

This form of the index is insensitive to small values of Pi , since the square of a value
that is close to 0 is quite a small number. The index I8 has its maximum value of
1 when one of the components of the organization possesses all units (in the case
of our example, when one of the scientists possesses all the papers). The minimum
value of the index is 1/K when all the components possess an equal number of units
(there is no concentration of papers). Thus the lower bound of the index depends on
the number of components K . In order to avoid this and to bound I8 between 0 and
1, one can use the following form of the index:

I ∗
8 = 1 − 1 − I8

(1 − 1/K )
. (3.18)

When the number of components (the number of researchers) is large, then 1/K is
small, and one can use I8. If, however, the number of components is small, then it is
better to use I ∗

8 .
Let us calculate I8 for the case of the group discussed above for the case of index

I7. The result is I8 = 0.2158,which reflects the relatively small level of concentration
of ownership of research publications in the evaluated research group.

The Herfindahl–Hirschmann index has been used for measurement of dominant
power [35], for measuring concentration in portfolio management [36], etc. [37, 38].

3.5.2 Horvath’s Index of Concentration

The equation for this index is [39]

I9 = Pm +
K∑
i=2

P2
i [1 + (1 − Pi )], (3.19)

where

• K : number of components of the organization;
• Pi : percentage of the total number of units possessed by the i th component;
• Pm : percentage of the total number of units possessed by the modal component
(the component that possesses the largest number of units).

Horvath’s concentration index measures the influence of the largest component. In
our example, themodal component consists of the researcher with the largest number
of publications. The index is useful in cases in which one of the scientists dominates
the group of scientists with respect to some quantity (for example the number of pub-
lished papers). The index I9 measures the change in the primacy of this researcher



3.5 Indexes of Concentration, Dissimilarity, Coherence, and Diversity 115

within the group in the course of time. Let us illustrate this. We shall consider a
research group of five researchers. At the beginning, one of the researchers pos-
sesses all the publications of the group, and the other (young) researchers have not
written any publications. In this case, I9 = 1. In two years, the situation changes.
The experienced researcher still dominates with 90% of the papers, but the other
four researchers have also written some papers. Let the percentage distribution be
0.9, 0.04; 0.02; 0.02; 0.02. Then the value of the index is I9 = 0.95512, which
reflects the changes but still shows the dominance of the most experienced researcher
from the evaluated research group.

3.5.3 RTS-Index of Concentration

This index was designed by Ray et al. [40, 41]. The equation for this index is

I10 =
[∑K

i=1 P
α
i − K (1−α)

1 − K (1−α)

](1/α)

, (3.20)

where

• K : number of components of the organization;
• Pi : percentage of the total number of units possessed by the i th component;
• α: parameter.

A characteristic feature of this index is that it depends on the parameter α. For α = 0,
I10 = 0. For α = 1, I10 = 1. As α → ∞, I10 → Pm , where Pm is the modal share
of units (the number of units of the largest possessor of units).

Indexes of concentration are quite useful in the evaluation of research groups.
They can exhibit hidden problems, such as concentration of research publications
in researchers who are at the end of their scientific career, which hints at a future
decrease in research productivity of this research group.

3.5.4 Diversity Index of Lieberson

The equation for this index is [42]

I11 =
1 −

K∑
i=1

P2
i

(1 − 1/K )
, (3.21)
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where

• K : number of components of the organization;
• Pi : percentage of the total number of units possessed by the i th component.

The index I11 is bounded between 0 and 1. Let us discuss a group of researchers
and their research publications. If one of the researchers owns all publications, then
I11 = 0, and if all researchers have written the same number of publications, then
I11 = 1. As an example for application of the index of diversity, let us consider
two research groups. Research group A consists of five researchers, and the per-
centages of research publications are as follows 0.3, 0.25, 0.2, 0.15, 0.1. Research
group B consists of six researchers, and the percentages of research publications are
0.25, 0.2, 0.15, 0.15, 0.15, 0.1. The values of the index are as follows:

• Research group A: I A11 = 0.96875;
• Research group B: I B11 = 0.984.

Thus the diversity of the two research groups is almost the same, and the value of
the index is close to 1, which hints at sufficient activity of all researchers from the
evaluated research groups.

3.5.5 Second Index of Diversity of Lieberson

Let us consider twopopulations Q and R. Nowwewant to study the diversity between
the populations with respect to some category. The equation for the index is [42]

I12 = 1 −
C∑
i=1

Qi Ri , (3.22)

where

• Qi : proportion of the category in population Q;
• Ri : proportion of the category in population R;
• C : the number of categories.

The populations Q and R can be of any type. For example, they may be the pop-
ulations of researchers in two research institutes. The category can be any nominal
category of some attribute. For example, the attribute can be the age of researchers and
the categories can be young researchers (up to age 40); intermediate-age researchers
(40–60 years old), and mature researchers (over 60 years old).

The index I12 reaches its maximum value of 1 when the diversity between the two
populations is maximal. This happens when, for example, all Qi equal 0 and all R0

are positive.
Let us consider one example. We have two research institutes from the same

area (say physics). For institute A, the percentage of young researchers is 0.05, the
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percentage of intermediate age researchers is 0.15, and the percentage of mature
researchers is 0.8. In = institute B, the percentage of young researchers is 0.08, the
percentage of intermediate-age researchers is 0.25, and the percentage of mature
researchers is 0.67. The index of diversity of Lieberson for these two institutes is
I12 = 0.4325.

The diversity index of Lieberson can be used for analysis of different kinds of
networks [43], electoral competition [44], etc.

3.5.6 Generalized Stirling Diversity Index

Let us consider units of something (e.g., publications) distributed among N categories
(e.g., categories connected to the ISI Web of Science). Let pi be the proportion of
the units in category i , and di j the distance between categories i and j . Then the
generalized Stirling diversity index is [32]

S =
∑

i, j (i 	= j)

(pi p j )
αdβ

i j , (3.23)

whereα andβ are parameters. In order to use this index, one has to choose appropriate
categories and to assign units to each category. Then one has to construct adequate
metrics for the distance di j and to set appropriate values of the parameters α and β.
Often one chooses the density in the interval 0 < di j < 1, and the choice of small
values of β emphasizes the importance of distance for the studied problem.

Particular cases of the generalized Stirling diversity index are the Rao–Stirling
diversity index (α = β = 1) [45, 46]

SRS =
∑

i, j (i 	= j)

(pi p j )di j ; (3.24)

and the Simpson diversity index (α = 1; β = 0)

SS =
∑

i, j (i 	= j)

(pi p j ) = 1 −
∑
i

p2i . (3.25)

The Rao–Stirling indexmay be interpreted as the average cognitive distance between
elements, as seen from the categorization, since it weights the cognitive distance di j
over the distribution of elements across categories [4]. The Rao–Stirling diversity
index can be added over scales (under some plausible assumptions) [47]. Then, for
example, the diversity of a research institute is the sum of the diversities within
each article it has published, plus the diversity between the articles. This interesting
property leads to the possibility of measuring the diversity of large organizations in
a modular manner.
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3.5.7 Index of Dissimilarity

Let us have two groups of researchers that are classified with respect to some charac-
teristic that has two possible values (for example, one group consists of researchers
who have published papers, and the second group consists of researchers who have
not published even a single paper). The equation for the index is

I13 = 1

2

K∑
i=1

| G1i − G2i |, (3.26)

where

• K : number of investigated research organizations;
• G1i : proportion of components of the i th organization that can be characterized
by the first value of the characteristics;

• G2i : proportion of components of the i th organization that can be characterized
by the second value of the characteristics.

Let us now consider two research groups. Research group A has ten members, and
eight of them have publications. Research group B has fourteenmembers, and eleven
of them have publications. In this case, I13 = 0.015. Let now two new PhD students
join research group B. Thus it has sixteen members, and eleven of them have publi-
cations. The value of the index changes to I13 = 0.1175, which reflects the fact of
increasing dissimilarity and diversity between the two groups of researchers.

In its original definition [48], I13 was defined as an index of segregation (for
example, segregation of citizens of different skin color in some urban area).

3.5.8 Generalized Coherence Index

Let us consider units of something (e.g., publications) distributed among N categories
(e.g., categories connected to the ISI Web of Science). Let pi be the proportion of
units in category i ; Ii j the intensity of relations between categories i and j ; and di j
the distance between categories i and j . Let us suppose that we have constructed
adequate metrics for distance and intensity. The generalized coherence index [4] is
given by the equation

G =
∑

i j (i 	= j)

I γ

i j d
β

i j . (3.27)

When γ = δ = 0, the value of G is equal to M . For γ = 1 and δ = 0, we obtain a
measure of intensity

GI =
∑

i j (i 	= j)

Ii j = 1 −
∑
i

Iii , (3.28)
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and for γ = δ = 1, we obtain a measure of coherence

G =
∑

i j (i 	= j)

Ii j di j . (3.29)

If the intensity of relations is defined as the distribution of relations (i.e., when Iik
is equal to pik), then the coherence from (3.29) may be interpreted as the average
distance over the distribution of relations pik .

3.6 Indexes of Imbalance and Fragmentation

The next group of indexes consists of indexes of imbalance and fragmentation. From
among these indexes, we shall discuss the index of imbalance of Taagepera and the
RT-index of fragmentation.

3.6.1 Index of Imbalance of Taagepera

This index treats imbalance as a comparison of the size of the largest component
with respect to the size of the next-largest one. The equation for the index is [49]

I14 =

K−1∑
i=1

(Pi−Pi+1)

i − (
K∑
i=1

P2
i )2√

K∑
i=1

P2
i − (

K∑
i=1

P2
i )2

, (3.30)

where the components of the organization are ranked in decreasing order with respect
to the possessed units and

• K : number of components of the organization;
• Pi : percentage of the total number of units possessed by the i th component.

The index I14 is most sensitive to the size difference (called imbalance) between
the two largest components of the organization. A larger difference leads to a larger
value of I14.

3.6.2 RT-Index of Fragmentation

The relationship for this index is [50]
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I15 = 1 −

K∑
i=1

Ni (Ni − 1)

N (N − 1)
, (3.31)

where

• K : number of components of the organization;
• Ni : total number of units possessed by the i th component;
• N : total number of units possessed by all components of the organization.

The index is designed as 1 minus a measure of concentration of units among the
components of the organization. In our example, the concentration of all papers
to the account of one scientist leads to I15 = 0. When the papers are uniformly
distributed among the scientists, then I15 is roughly equal to 1 − 1/K 2, and for a
large number of components of the organization, this value is almost equal to 1. From
the last sentences, it follows that one has to use I15 for evaluation of fragmentation
in organizations that have a large enough number of components.

We stress the following characteristic of I15. If two groups of researchers (each
with some fragmentation with respect to the possession of their published papers) are
combined into a single group, then I15 for the new group will have a larger value than
the values for the two groups considered separately. In other words, when groups are
combined, then I15 shows a greater fragmentation in the new group in comparison
to the two groups that are combined.

3.7 Indexes Based on the Concept of Entropy

Most of the indexes discussed below have the useful properties of aggregation and
decomposition. The decomposition property means that the corresponding measure
(of inequality in research productivity, for example) for the entire population of
researchers (of a research group, research institute, etc.) can be decomposed as a
sum of measures within the subpopulations (within the sections of the institute).
Aggregation means the opposite: the sum of the corresponding measures for the
subpopulation gives the value of the measure for the entire population.

The concept of entropy is used in analyses of science dynamics [51]. In order
to understand the indexes based on the concept of entropy, we need the following
concepts:

• Bit: Let us have m alternatives and we have to choose one of them. The number
of bits of information h needed to select one of these alternatives is defined as
m = 2h . Then h = log2 m. In other words, one bit of information is gained when
the value of a specific random variable (a variable that can take the value 0 or 1
with equal probability) becomes known.

• Entropy of a set of random variables: Let us have a set of L random variables
each of which has its own probability of occurrence pi and its own information
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of hi bits. The entropy of the set equals the sum of the information values of
all the individual variables, each weighted by the corresponding probability of
occurrence:

H =
L∑

i=1

pihi =
L∑

i=1

pi log2(1/pi ) = −
L∑

i=1

pi log2(pi ).

The maximum value of the entropy is obtained when all probabilities of occurrence
are the same.When one of the probabilities of occurrence is close to 1 (and the others
are close to 0), then H is close to 0.

3.7.1 Theil’s Index of Entropy

The probabilities pi discussed above can be interpreted as percentages of the total
number of units possessed by the i th component. In such a way, the entropy can be
used directly as a measurement of (scientific) inequality. The result is Theil’s index
of entropy. The equation for the index is [52–54]

I16 = −
K∑
i=1

Pi log2 Pi , (3.32)

where

• K : number of components of the organization;
• Pi : percentage of the total number of units possessed by the i th component.

A larger value of I16 corresponds to greater equality in the group of components
(which means that the differences among the numbers of published papers among
the scientists from the studied group is not very large).

Let us calculate I16 for several cases for a group of researchers and their research
publications. Let one of researchers own all of publications, and the other members
of groups have written no publications. There will be a difficulty in calculating
I16 if some of the researchers have no publications, but we can assume that the
contribution of the corresponding term to the index is 0. Then I16 = 0. For the case
that all researchers have written the same number of publications, the value of the
index is I16 = log2 K . The last result shows that I16 can be rescaled as follows:

I ∗
16 = −

K∑
i=1

Pi log2 Pi

log2 K
. (3.33)

Let us suppose a group of four researchers and that the percentages of publica-
tions that they have written are 0.5, 0.3, 0.1, 0.1. Let us have another group of eight
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researcherswith percentages of publications 0.3, 0.15.0.15.0.15, 0.1, 0.1, 0.03, 0.02.
The values of Theil’s index of entropy are

• Research group A: I ∗
16

A ≈ 0.84;
• Research group B: I ∗

16
B ≈ 0.89,

whichmeans that the level of equality in groupBwith respect to research publications
is slightly greater than the equality in research group A.

Theil’s index is much used in sociology [55] and in economics [56].

3.7.2 Redundancy Index of Theil

The equation for this index is [57, 58]

I17 = log2 K +
K∑
i=1

Pi log2 Pi , (3.34)

where

• K : number of components of the organization
• Pi : percentage of the total number of units possessed by the i th component.

The index I17 is an index of concentration, since we subtract the absolute entropy
from a certain constant value. This index can be normalized as follows:

I ∗
17 =

log2 K +
K∑
i=1

Pi log2 Pi

log2 K
. (3.35)

For the two research groups studied bymeans of I ∗
17, one obtains the following values

of the normalized redundancy index of Theil:

• Research group A: I ∗
17

A ≈ 0.16;
• Research group B: I ∗

17
B ≈ 0.11,

which shows that the concentration of publications in research group A is greater
than that of research group B.

3.7.3 Negative Entropy Index

The equation for this index is
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I18 = antilog2

(
−

K∑
i=1

Pi log2 Pi

)
, (3.36)

where

• K : number of components of the organization;
• Pi : percentage of the total number of units possessed by the i th component.

The antilog function is the inverse of the log function. In (3.36), we use 2 as the base
of the log and antilog functions. In the original definition of the index [59], the base
was 10.

In our examples about researchers and their publications, I18 measures the close-
ness in the values of the numbers of publications written by every researcher. The
index can be normalized as follows:

I ∗
18 =

antilog2

(
−

K∑
i=1

Pi log2 Pi

)
K

. (3.37)

3.7.4 Expected Information Content of Theil

Let us suppose that we have a message that an a priori distribution
∑

pi has turned
into an a posteriori distribution

∑
qi . The expected information content of this

message is [60]

I =
∑
i

q2
i log

qi
pi

. (3.38)

If the logarithm has base of 2, then I is expressed as bits of information. Leydesdorff
[51] has used this index in order to study statistics of journals from the SCI Journal
Citation Reports.

3.8 The Lorenz Curve and Associated Indexes

3.8.1 Lorenz Curve

In general, the Lorenz curve can be defined as follows [61, 62]. Let us assume a
probability distribution P = F(x) of some quantity (number of papers, number of
citations, amount of money, etc.) owned by members of some class of people (such
as scientists) and let x be normalized in such a way that its value is between 0 and 1.
The inverse distribution of F is x = F−1(P), and the Lorenz curve is defined by
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L(F) =
1∫

0

F−1(P)dP. (3.39)

Let us assume a group of K researchers, and supposewe are interested in constructing
the Lorenz curve for the number of papers written by every scientist. Let us rank the
scientists with respect to the number of papers written by them. Let ni be the number
of papers of the i th scientist from the ranked list (the ranking is made in such a way
that n1 ≤ n2 ≤ . . . nK ). Then the coordinates of the corresponding Lorenz curve are

Fi = i

K
; Li =

i∑
j=1

ni

K∑
i=1

ni

. (3.40)

The Lorenz curve is much used in research on income distributions [63, 64], land use
[65], economic concentration [66], etc. [67]. The Lorenz curve is used in sciento-
metrics for characterization of conjugate partitions [68], for measurement of relative
concentration [69, 70], group preferences [71], distribution of publications [72], dis-
tribution of research grants [73], regional research evaluation [74], and university
ranking [75].

3.8.2 The Index of Gini from the Point of View
of the Lorenz Curve

The points (0, 0); (0, 1); (1, 0); (1, 1) determine a square in the (L , F)-plane. The
diagonal of this square that connects (0, 0) and (1, 1) is called the line of absolute
equality: all components of the organization possess the same number of units. In
practice, there is no absolute equality, and in this case, the Lorenz curve is below the
line of absolute equality. Then a region exists between the line of absolute equality
and the Lorenz curve. The area of this region is connected to the index of Gini:

I †19 = 1 − 2

1∫
0

L(F)dF. (3.41)

The discrete version of the index of Gini is closely connected to the Gini coefficient
of inequality (I7) discussed above. The difference is that the index of Gini is divided
also by the mean number of units U owned by a system component:

I19 = 1

2K 2U

K∑
i=1

k∑
j=1

| Ui −Uj |, (3.42)
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where

• K : number of components of the organization;
• Ui : number of units owned by the i th component;
• U : average number of units owned by the system components.

If the components are ranked with respect to the units they own (U1 ≥ U2 ≥ · · · ≥
UK ), then the equation for the index of Gini is

I19 = 1 + 1

K
− 2

K 2U

K∑
i=1

iUi . (3.43)

3.8.3 Index of Kuznets

The equation for this index is [19]

I20 = 1

2KU

K∑
i=1

| Ui −U | . (3.44)

where

• K : number of components of the organization;
• Ui : number of units owned by the i th component;
• U : average number of units owned by the system components.

The index of Kuznets has a form that is similar to that of the index of Gini, discussed
above. There is, however, a difference. In the case of the index of Gini, one compares
each component to each other component with respect to the number of possessed
units (papers, citations, ormoney). In the case of the index ofKuznets, the comparison
is different: the number of units possessed by each component is compared to the
mean number of possessed units.

3.8.4 Pareto Diagram (Pareto Chart)

The Pareto diagram, also called a Pareto chart, is famous in the area of econometrics
[76, 77]. In general, it is constructed as follows. On the abscissa of the coordinate
system one puts the logarithm of the number of units (number of citations, for exam-
ple). On the ordinate, one puts the logarithm of the relative cumulative frequencies
(of the number of scientists that have the corresponding number of citations).

It can happen (as happens often in econometrics) that some of the points are
approximately on a straight line (Pareto line). Then the angle between the Pareto
line and the abscissa (the coefficient α of Pareto) is a characteristic measure of the
corresponding distribution.
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3.9 Indexes for the Case of Stratified Data

In some cases, the empirical data are stratified into layers. For example, we know the
number of researchers who have published between zero and five papers; then the
number of researchers who have published between six and ten papers, etc. We do
not know the distribution within the layers (e.g., we do not know howmany scientists
have written seven papers). In addition, it may happen that the sizes of the different
layers are not the same.

There are equations for many of the indexes for the case of stratified data. For the
indexes discussed above, some of the equations are as follows [19]:

• Index of Gini for stratified data. The equation is

I ∗
19 =

⎡
⎣ M∑

i=1

⎛
⎝2

i∑
j=1

Pi − Pj

⎞
⎠ Pi

Ui

U
,

⎤
⎦ − 1 (3.45)

where

– M : number of layers for the stratified data;
– Pi : percentage of the total number of units possessed by the i th component;
– Ui : number of units owned by the i th component;
– U : average number of units owned by the system components,

where Ui are ordered as follows: U1 ≤ U2 ≤ · · · ≤ UM .
• Index of Kuznets for stratified data. The equation is

I ∗
20 = 1

2

M∑
i=1

Pi | Ui

U
− 1 |, (3.46)

where

– M : number of layers for the stratified data;
– Pi : percentage of the total number of units possessed by the i th component;
– Ui : number of units owned by the i th component;
– U : average number of units owned by the system components.

• Coefficient of variation for stratified data. The equation is

I ∗
4 = 1

U

√√√√ M∑
i=1

(Ui −U )2Pi , (3.47)

where

– M : number of layers for the stratified data;
– Pi : percentage of the total number of units possessed by the i th component;
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– Ui : number of units owned by the i th component;
– U : average number of units owned by the system components.

The equation for the coefficient of logarithmic variance is

I ∗
5 =

M∑
i=1

(
ln

Ui

U

)2

Pi . (3.48)

• Index of Theil. The equation is

I21 =
M∑
i=1

Pi
Ui

U
log2

(
Ui

U
,

)
(3.49)

where

– M : number of layers for the stratified data;
– Pi : percentage of the total number of units possessed by the i th component;
– Ui : number of units owned by the i th component;
– U : average number of units owned by the system components.

Up to now, we have discussed a group of researchers. When one has to compare
several groups of researchers (for example, several institutes of physics belonging to
a national research institution), one may use additional indexes. Some of them will
be discussed below.

3.10 Indexes of Inequality and Advantage

3.10.1 Index of Net Difference of Lieberson

The equation for this index is [79]

I22 =
I∑

i=1

Ai

⎛
⎝ i−1∑

j=1

Bj

⎞
⎠ −

I∑
i=1

Bi

⎛
⎝ i−1∑

j=1

A j

⎞
⎠ , (3.50)

where

• I : number of classes;
• i : a class of the ranked distribution of the classes;
• Ai : proportion of units of group A in the class i ;
• Bi : proportion of units of group B in the class i ;

•
(

i−1∑
j=1

A j

)
: cumulative percentage of units of group A ranked below class i ;
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•
(

i−1∑
j=1

Bj

)
: cumulative percentage of units of group B ranked below class i .

Within the scope of our example about the researchers and their publications, the
application of the index can be as follows, for example. Let us define I = 6 classes:
between 0 and 10 papers; between 11 and 20 papers; between 21 and 30 papers;
between 31 and 40 papers; between 41 and 50 papers; and over 50 papers. Let us
define the two groups of researchers as follows:

• group A: young researchers up to 40 years old;
• group B: researchers over 40 years old.

Then I22 will measure the net difference between the young and mature researchers
with respect to the six classes defined above (and connected to the number of papers
written by a scientist).

The index of net difference of Lieberson can be used to investigate segregation
[80]. In the area of scientific systems and structures, the index has been used, for
example, for studying the distribution of scientific positions for women in Israel [81].

3.10.2 Index of Average Relative Advantage

The equation for this index is [82]

I23 =
I∑

i=1

J∑
j=1

ki j Ai B j , (3.51)

where

• Ai : proportion of units of group A in the class i ;
• Bj : proportion of units of group B in the class j ;

and ki j is a coefficient that has values as follows:

• ki j = Ai−Bi
Ai

if Ai > Bi ;

• ki j = 0 if Ai = Bi , ki j = Ai−Bi
Bi

if Ai < Bi .

This index accounts for all possible pairwise combinations, and it weights them by
a coefficient that is proportional to the relative magnitude of the advantage involved
(where the advantage is understood as a larger share of the units of class A in com-
parison to the units of class B).

The index of average relative advantage has been used to study the advantages
and disadvantages of social groups with respect to jobs, income, education, etc.
But this index can also be used to study groups of researchers with respect to the
characteristics of their scientific production (such as number of papers or number of
citations).

Let us now consider two indexes of inequity. These indexes measure the deviation
from uniformity in some distribution.
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3.10.3 Index of Inequity of Coulter

The equation for this index is [83]

I24,α =
[
K∑
i=1

| Pi − Qi |α](1/α)

[(1 − min(Q))α − (minQ)α +
K∑

k=1
Qα

i ](1/α)

, (3.52)

where

• Pi : the proportional share of a component;
• Qi : the proportional share that should be received by the component with respect
to the equity standard distribution;

• min(Q): the smallest value of Q;
• α: a value that is set by the investigator. The value of α determines the sensitivity
of the index to concentration. Thus an appropriate choice of α makes the index
sensitive not only to inequality but also to concentration to the degree that is desired
by the investigator.

The inequality index of Coulter may be used in the analysis of possible locations
of different facilities (including scientific facilities) [84].

3.10.4 Proportionality Index of Nagel

The equation for this index is [18]

I25 = 1 −

K∑
i=1

(Pi − Ai )
2

K∑
i=1

(Qi − Ai )2

, (3.53)

where

• Pi : actual frequency distribution of the units to the components (proportion of
units assigned to the i th component);

• Ai : distribution of units to the components in proportion to merit (standard
distribution—shares that would occur if the units were distributed in proportion
to an equity standard such as merit);

• Qi : zero allocation (the most inequitable distribution of units to the components
possible). Often the distribution treats the case in which one of the components
owns all the units and the other components do not possess anything.
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In our example, Pi is proportional to the number of publications of the i th researcher;
Ai reflects the situation inwhich all researchers have the samenumber of publications.
And the values of Qi correspond to the situation that one of the researchers haswritten
all the publications and the other researchers have written none.

The frequency of quantitative evaluations of national research systems has been
increasing [85–93]. Because of this, we shall discuss below the following methods
and sets of indicators and indexes for performing such evaluation: theRELEVmethod
for assessment of scientific research performance within public institutes; indexes
and indicators for comparison among scientific communities in different countries;
efficiency of research production from the point of view of publications and patents,
etc.

3.11 The RELEV Method for Assessment of Scientific
Research Performance in Public Institutes

The RELEVmethod [94–97] assigns a single numerical value to the research perfor-
mance of a research institute. With respect to this value, different institutes working
on closely related researchfields can be compared. The index provided by theRELEV
method can be a useful addition to the basket of indexes that form the quantitative
part of research evaluation in a system of research institutions. The definition of the
index for the i th institution from the set of compared institutions is as follows:

ΩRELEV(i) = 3 − X1i + X2i + X3i + X4i + X5i + 2X6i + X7i , (3.54)

where seven indexes connected to the evaluated n institutions are taken into account:

1. A: Index of public funds attributed to the research institutions, (α1, . . . , αn);
2. B: index of self-financing (funds attracted by the research institution in addition

to the public funds), (β1, . . . , βn);
3. X : index of personnel in training (number of trained individuals), ξ1, . . . , ξn;
4. Δ: index of teaching activities of researchers (hours of teaching by the scientists),

δ1, . . . , δn;
5. E : index of national publications (numbers of national publications), ε1, . . . , εn;
6. Φ: index of international publications (number of international publications),

φ1, . . . , phin;
7. Γ : patent index (number of patents), γ1, . . . , γn .

The indexes above can be calculated in two ways: per researcher; as the total number
for the corresponding institution. Our experience shows that in most cases, it is more
reasonable to calculate the above indexes per researcher.

Let maxA, maxB , maxX , maxΔ, maxE , maxΦ , maxΓ be the maximum values of
corresponding indexes in the set of evaluated institutions. Then
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X1i = αi/maxA; X2i = βi/maxB; X3i = ξi/maxX ; X4i = δi/maxΔ;
X5i = εi/maxE ; X6i = φi/maxΦ; X7i = γi/maxΓ . (3.55)

Some of the indexes can have largerweights, as, for example, the index X6i connected
to publications of international journals.Weight coefficients can be introduced for all
indexes, and this is a main direction of work on adjustment of the RELEVmethod in
evaluating institutions [95, 97]. In addition, the number of indexes can be increased
or some of the indexes can be changed. This depends on the specifics of the evaluated
institutions.

3.12 Comparison Among Scientific Communities in
Different Countries

Countries can be compared with respect to different characteristics of their scientific
communities. For this, one needs an appropriate system of indicators and indexes.
Below, we shall present the methodology of an important comparison of the correla-
tion between the structure of scientific research, scientometric indicators, and GDP
of several countries from the EU and outside the EU [98].

The methodology is based on the following indicators and indexes of research
production of the scientific community of a country:

1. Journal paper citedness

JPC = C

P
, (3.56)

where

• P: number of journal papers produced by the research community in a country
for the time interval of interest;

• C : number of citations obtained by the researchers from the scientific com-
munity of a country for the time interval of interest.

2. Relative subfield citedness

RW = C

P[C/P]st , (3.57)

where

• P: number of journal papers produced by the research community in a country
for the time interval of interest and for the research field of interest;

• C : number of citations obtained by the scientists from the scientific community
of a country for the time interval of interest and for the scientific field of
interest.
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• [C/P]st : Journal paper citedness for the corresponding field in the world
(obtained by the data from a large database such asWeb of Science or Scopus).

3. Journal paper productivity

JPP = P

Pop
, (3.58)

where

• P: number of journal papers of a country;
• Pop: population of the country in millions of people.

4. Highly cited papers productivity

HCPP = HCP

Pop
, (3.59)

where

• HCP: number of highly cited papers (ranking among the top 1% most cited
for their subject field and year of publication);

• Pop: population of the country in millions of people.

5. Relative prominence index

RPI =
(

Pc∑
Pc

)
/

(
P∑
P

)
, (3.60)

where

• Pc∑
Pc
: share of cited papers of a country within the total number of papers cited

in the world;
• P∑

P : share of journal papers of a country within the total number of papers in
the world.

6. Specific impact contribution

SIC = C%

P%
, (3.61)

where

• C%: percentage share of citations of a country within the total number of
citations in the world;

• P%: percentage share of a country in journal papers within the total number
of papers in the world.

7. Rate of highly cited researchers

RHCR = HCR

Pop
, (3.62)
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where

• HCR: number of researchers of a country in the top 1% of the researchers
most cited;

• Pop: population of the country in millions of people.

8. Composite publication index

CPI = w1(J PP) + w2(SIC) + w3(HCPP), (3.63)

where

• n: number of countries in the world;
• w1 = 1/

∑n
i=1 J PPi ;

• w2 = 2/
∑n

i=1 SICi ;
• w3 = 3/

∑n
i=1 HCPPi

9. Field structure difference index for country k in field i

FSDk,i = (Pk,i − Ps,i )2

Ps,i
, (3.64)

where

• Pk,i : is the percentage share of publications of country k in the i th scientific
field.

• Ps,i : is the mean percentage share of the standard. As the standard one con-
siders fourteen European Community member states (member states that are
not from Eastern Europe) plus the USA and Japan.

10. Mean structural difference index

MSDk = 1

F

F∑
i=1

(Pk,i − Ps,i )2

Ps,i
, (3.65)

where i is the number of considered scientific subfields.

Vinkler [98] applied the above procedure to the EU countries and to several other
countries. We note here that the differences among the countries are well exhibited
by the values of the mean structural difference index. For example, the value of
this index for Germany for 1995–2005 was 0.18; for the USA, 0.68; for the Czech
Republic, 1.17; and for Bulgaria, 2.25. And while the Czech Republic has moved
close to the fourteen West European countries, the structure of science in Bulgaria
differs greatly from the standard (provided by the fourteen EU countries plus the
USA and Japan).
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3.13 Efficiency of Research Production from the Point
of View of Publications and Patents

As countries become more developed, the ratio between paper production and patent
production changes [99]. And the ratio between produced papers and produced
patents normalized by population of the country can be considered an index of effi-
ciency of the corresponding national research system. This methodology is devel-
oped further in [100]. An analysis of a country’s efficiency (within some group of
countries) can be made the basis of the following indexes:

1. Patents–papers index

E1 = Pat

Pap
, (3.66)

where

• Pat : number of patents per one million inhabitants of the country;
• Pap: number of papers per one million inhabitants of the country.

2. Expenditure efficiency index

E2 = GERD

Pap
, (3.67)

where

• Pap: number of papers written by the country’s researchers;
• GERD: gross expenditure on research and development.

3. Manpower efficiency index

E3 = Pap

MP
, (3.68)

where

• Pap: number of papers written by the country’s researchers;
• MP: manpower (number of people participating in research activities).

4. Patent expenditure efficiency index

E4 = GERD

Pat
, (3.69)

where

• Pat : number of patents obtained by the country’s researchers;
• GERD: gross expenditure on research and development.
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5. Patent manpower efficiency index

E5 = Pat

MP
, (3.70)

where

• Pat : number of patents obtained by the country’s researchers;
• MP: manpower (number of people participating in research activities).

An analysis of several countries performed in [100] shows low efficiency in pub-
lishing but high efficiency in patenting in the USA. This pattern is observed also for
Germany, Japan, France, and Korea, and China is moving to join this club.

3.14 Indicators for Leadership

Indicators for leadership can be used to assess institutional and national publication
activities. Klavans andBoyack [101] consider three kinds of indicators for leadership.

1 Indicators for current leadership: Current leadership indicators are connected to
the count of the current research publications. These indicators refer to research
groups, research institutions, or countries that lead in terms of numbers of papers
published, particularly if attention is paid to the most current literature [102].

2. Indicators for discovery leadership: These indicators refer to research groups,
research institutions, or countries that lead in terms of any of a number of impact
measures, which are typically based on citation counts to older literature. For
example, a nation with a larger fraction of highly cited papers in a particular field
may be considered a discovery leader in the corresponding research field [103].
Other indicators for discovery leadership may be the total citations and fraction of
the top one percent of highly cited papers for the earlier time period. One has to be
careful, since citation levels can be artificially inflated due to self citations. Special
attention should be given to negative citations, which may indicate problems in
the corresponding research.

3. Indicators for thought leadership: These indicators are a bridge between current
leadership and discovery leadership. Thought leadership is an activity measure
that examines whether current papers are building on more recent discoveries or
on older discoveries in a field. An indicator for thought leadership is the mean
reference date in the list of references of the published articles. Thought leadership
shows the research groups, institutions, or countries that are quick to follow recent
discoveries, e.g., a research group with mean reference date 2012 is quicker
to follow research discoveries in comparison to a research group whose mean
reference date is 1999.A research group, research organization, or country is
considered a thought leader if it is building on the more recent discoveries in
its field. At the national policy level, the measure of thought leadership should
be age of the scientific environments that the nation wants to pursue [101]. At
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this level, the nations that are thought leaders fund mostly young research areas.
But even in young research areas, there are discoveries that are of different ages.
This is connected to thought leadership at the group (laboratory) level. At this
level, where the choice of topic is given, the measure shifts to relative age. Thus
when an area of science is targeted, the scientists from groups that are thought
leaders focus on the most recent discoveries within this area. Then a country may
be a thought leader in some research (i.e., the most recent research areas for this
kind of research are funded), but the research groups in this country may not be
thought leaders in the corresponding research (if they focus on discoveries that
are not the latest in the corresponding research areas).

3.15 Additional Characteristics of Scientific
Production of a Nation

Schubert and Braun [104] considered the following relative indexes of scientific
production of researchers from different nations and scientific fields (the indexes can
be applied also to scientific organizations within a country):

1. Activity index
This index was proposed in [105] and further studied in [106]. It is defined as
follows:

AI = N1

N2
, (3.71)

where

• N1: the given field’s share in the country’s publication output;
• N2: the given field’s share in the world’s publication output.

AI = 1 means that the country’s research effort in a given scientific field corre-
sponds to the world average; AI > 1 means that the country’s effort is greater
than the world’s average effort.
Instead of the world average, one can use the average with respect to a set of
countries of interest. In this case, the activity index becomes

AI ∗ = N1

N ∗
2

, (3.72)

where

• N1: the given field’s share in the country’s publication output;
• N ∗

2 : the given field’s share in the publication output of the selected set of
countries.

On the basis of the activity index, one can introduce the relative specialization
index
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RSI = AI − 1

AI + 1
. (3.73)

The relative specialization index has values from −1 to 1 inclusive. RSI = −1
means that there is no activity in the corresponding research field. RSI = 1 arises
when no field other than the given one is active. Negative values of RSI indicate
activity that is lower than the average activity. Positive values of RSI indicate
activity that is higher than average activity. RSI = 0 means that the country’s
research effort in a given scientific field corresponds to the world average.
The relative specialization index gives evidence of the existence of four patterns
in the national publication profiles of the countries of the world [5]:

• The Western model: the characteristic pattern of the developed Western coun-
tries with clinical medicine and biomedical research as dominating fields;

• The Japanese model: engineering and chemistry are dominant. This model is
typical also for other developed Asian economies;

• The former socialist countries model: physics and chemistry are dominant.
Such a model may be observed in the East-European countries, Russia, and
China;

• The bio-environmental model: biology and earth and space sciences are dom-
inant. Such a model is observed in Australia, South Africa, and some devel-
oping countries with relatively large territory and natural resources.

2. Attractivity index

AAI = N3

N4
, (3.74)

where

• N3: the given field’s share in the citations attracted by the country’s publica-
tions;

• N4: the given field’s share in the citations attracted by all publications in the
world.

This index can be reformulated to compare a country to a set of other countries:

AAI ∗ = N3

N ∗
4

, (3.75)

where

• N3: the given field’s share in the citations attracted by the country’s publica-
tions;

• N ∗
4 : the given field’s share in the citations attracted by all publications in the

selected set of countries.
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3. Relative citation rate
This index is defined as

RCR = N5

N6
, (3.76)

where

• N5: observed citation rate over all papers published by the given country in
the given field;

• N6: observed citation rate over all papers published by the selected set of
countries in the given field.

Observed citation rate of a paper is the actual citation rate and expected citation
rate of a paper is the average citation rate of the journal in which the paper has
been published.

RCR > 1 means that the papers produced by the scientists of a country in the
scientific field of interest are more frequently cited than the standard citation rate,
and RCR < 1 means that the papers are less frequently cited than expected (one
reason for this (among many reasons) may be related to their quality).

On the basis of the activity and attractivity indexes, one can produce a relational
chart of countries (or of scientific organizations in a country). The relational chart is
produced as follows: The value of the activity index appears on the x-axis; and the
value of the attractivity index appears on the y-axis. The diagonal is the line where
the observed and expected citation rates match exactly. If a point corresponding to a
country is below the diagonal (and far from the diagonal), this is a sign of problems.
A significant distance of a point from the diagonal means that AI or AAI differ
significantly for 0. There is a test to check whether the difference is significant [104]:

1. One calculates

tAI = AI − 1

ΔAI
; tAAI = AAI − 1

ΔAAI
, (3.77)

where
ΔAI = AI

√
1/N − 1/S; ΔAAI = AAI

√
1/M − 1/T ,

and

• N : number of country’s publications in the given field;
• M : number of country’s citations in the given field;
• S: number of country’s publications in all scientific fields;
• T : number of country’s citations in all scientific fields;

2. if t < 2, the corresponding indicator does not differ significantly from 1 at a
significance level of 0.95.
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An analogous test can also be performed for the relative citation rate. First one
calculates

tRCR = RCR − 1

ΔRCR
, (3.78)

where

ΔRCR =
√
RCR

Q

N

and

• N : country’s publications in the given field;
• Q: solution of the equation ln Q

Q−1 = − ln f
X , where X is the mean observed citation

rate per publication and f is the fraction of uncited publications.

Then if tRCR < 2, RCR does not differ significantly from 1 at a significance level
of 0.95.

On the basis of the RCR index, one can introduce another index that rewards
papers with RCR value larger than 1 and “punishes” papers with RCR smaller than
1 [107]. This index is just

RCR2 = (RCR)2. (3.79)

We shall finish our discussion of production of researchers from a nation with a
description of a set of indexes for measurement of scientific production [108] called
FSS-indexes (“Fractional Scientific Strength” indexes). These indexes are based on
a measurement of average yearly labor production of researchers at various levels
of units (individual, field, discipline, entire organization, region, country). The FSS-
indexes connect the salary of researchers with results of their research measured by
publications and citations.

The FSS-indexes at different levels are

1. Individual level

FSSR = 1

SR

1

t

N∑
i=1

fi
ci
c

, (3.80)

where

• SR : average yearly salary of researcher;
• t : number of years of work of researcher in the period of observation;
• N : number of publications of researcher in the period of observation;
• fi : fractional contribution of researcher to publication i ;
• ci : citations received by the i th publication;
• c: average number of publications received for all cited publications of the
same year and subject category.
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2. Research field level

FSSF = 1

SF

N∑
i=1

fi
ci
c

, (3.81)

where

• SF : total salary of the research staff (working in the corresponding research
field) in the observed period;

• N : Number of publications of the above research staff in the period of obser-
vation;

• fi : fractional contribution of researchers form evaluated group to publication
i ;

• ci : citations received by the publication i ;
• c: average number of publications received for all cited publications of the
same year and subject category.

3. Department level

FSSD = 1

NRS

NRS∑
i=1

FSSRi

FSSR
, (3.82)

where

• NRS: number of researches in the department for the observed period;
• FSSRi : productivity of the i th researcher from the department for the observed
period;

• FSSR : average national productivity of all productive researchers from the
same scientific discipline.

4. Level of multifield units: Such units, for example, are universities or a system of
research institutes or even the entire national research system. In this case,

FSSU =
NU∑
i=1

SSDk

SU

FSSSDk

FSSSDk

, (3.83)

where

• SU : total salary of the research staff of the multifield unit for the observed
period;

• SSDk : total salary of the research staff from the observed unit that works in the
scientific discipline k in the observed period of time.

• NU : number of scientific disciplines in the observed unit;
• FSSSDk : labor productivity in the scientific discipline SDk of the evaluated
unit;

• FSSSDk : weighted average of the research productivities in all other units of
the kind of unit that is evaluated (of all other universities if the evaluated unit
is a university)
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The FSS-indexes could lead to quite interesting results for research units and
countries where the salaries of researchers are low and their scientific production is
not very low. Then it can happen that the effectiveness of the research units in such
countries is very good.

3.16 Brief Remarks on Journal Citation Measures

Journal citation measures are much used in library science, research evaluation, etc.
In research evaluation, the journal citation measures are applied at all levels: from
evaluation of research of individual researchers to evaluation of national research
performance. Because of this, we shall mention below several of these measures.

The first very successful journal citation measure was the impact factor [109].
The relationship for this index for a journal is

I Fn = cn
pn−2 + pn−1

, (3.84)

where

• cn: number of citations obtained in the year n by the papers published in the journal
in the years n − 1 and n − 2;

• pn−1: number of papers published in the journal in the year n − 1;
• pn−2: number of papers published in the journal in the year n − 2.

The impact factor is much used today, and it has various strengths such as stability,
reproducibility, comprehensibility (the impact factor measures the frequency with
which an average article published in a given journal has been cited in a particular
year) and independence of the size of the journal (on the number of articles published
in the journal per year). In order to be useful, the impact factor must be used carefully,
e.g., the impact factors of journals must be used with great care for the purposes of
comparison of production of researchers from different scientific areas. One should
keep in mind, e.g., that a single measure might not be sufficient to describe citation
patterns of scientific journals [5].

In analogy to the impact factor, one may also define the intermediacy index

I In = cn
pn

, (3.85)

where

• cn: number of citations obtained in year n by the papers published in the journal
in year n;

• pn: number of papers published in the journal in year n.

Another index is the SNIP indicator (source normalized impact per paper) [110].
The classic version of SNIP is defined as follows:
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SNIP = RIP

RDCP
, (3.86)

where

• RIP (raw impact per paper): the RIP value of a journal is equal to the average
number of times the journal’s publications in the three preceding years were cited
in the year of analysis. For example, if 200 publications appeared in a journal in
the period 2012–2014 and if these publications were cited 600 times in 2015, then
the RIP value of the journal for 2015 equals 600/200 = 3. What is specific is
that in the calculation of RIP values, citing and cited publications are included
only if they have the Scopus document type article, conference paper, or review.
The RIP indicator is similar to the journal impact factor, but the RIP indicator
uses three instead of two years of cited publications and includes only citations to
publications of selected document types.

• RDCP (relative database citation potential): RDCP is calculated as follows:

RDCP = DCP

m(DCP)
, (3.87)

where

– DCP (database citation potential): DCP is calculated as follows:

DCP =

n∑
i=1

ri

n
, (3.88)

where n is the number of publications in the subject field of the journal and
ri denotes the number of references in the i th publication to publications that
appeared in the three preceding years in journals covered by the database.

– m(DCP): the median DCP value of all journals in the database.

Finally, let us mention the SJR: Scimago journal rank, which is based on the
transfer of prestige from a journal to another journal [111]. Prestige is transferred
through the references that a journal makes to the rest of the journals and to itself.
The SJR is calculated as follows:

SJR j = 1 − d − e

N
+ e Arti

N∑
j=1

Arti

+ d
N∑
j=1

C jiSJR j

C j

1 −
[ ∑
k∈{Dangling nodes}

]

N∑
h=1

N∑
k=1

CkhSJRk
Ck

+

d

⎡
⎣ ∑

k∈{Dangling nodes}

⎤
⎦ Arti

N∑
j=1

Art j

,

(3.89)
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where

• Ci j : citations from journal j to journal i .
• C j : number of references of journal j .
• N : number of journals.
• d: constant (usually equal to 0.85).
• e: constant (usually equal to 0.1).
• Arti : number of articles in journal i .
• Dangling nodes: these are journals of the universe that do not have references to
any other journal of the universe, although they can be cited or not. They constitute
impasses in a graph, since from them it is impossible to jump to other nodes. In
order to ensure that the iterative process is convergent, dangling nodes are virtually
connected to all those of the universe, and its prestige is distributed between all
the nodes proportionally to the number of articles of each.

On the basis of the SDJR, one can calculate another index specific to the i th journal:

SJRQi = SJRi

Arti
. (3.90)

The iterative procedure of calculation of the SJR involves the following three steps:

1. Initial assignment of the SJR: a default prestige is assigned to each journal. The
calculation of the SJR is a converging process, so the initial values don’t determine
the final result (but the initial values influence the number of iterations needed).

2. Iteration process of calculation: departing from step 1, the computation is iterated
to calculate the prestige of each journal based on the prestige transferred by the
rest. The process ends when the variation of the SJR between two iterations is
less than a limit fixed before the calculation process. The final result is the SJR
of each journal.

3. Computation of SJRQ: After the computation of SJR of all journals, one divides
the SJR by the number of articles published in the citation window. The result is
the average prestige per article.

Another version of the SJR (the SJR2) is also available [112]. Let us note that a major
drawback of the journal impact factor is its lack of field (subject) normalization, i.e.,
differences in citation volumes between different fields are not taken into account.
SNIP belongs to indexes that are based on the idea that citations to publications
should be normalized with respect to the length of the reference lists of the citing
publications (sources). The source normalized indexes are based on the observation
that the reference lists’ lengths vary across fields. Source-normalized indexes do not
require a field classification scheme. There are also indexes based on other ideas.
An example is MNCS (mean normalized citation score) [113, 114], based on the
approach to field normalization, in which a classification scheme is used (i.e., each
publication is assigned to one or more of the fields of the scheme). In the case of
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MNCS, citation scores of the target publications (e.g., the publications under evalua-
tion) are compared to expected citation scores for publications in the fields to which
the publications belong (these fields are the Thomson Reuters subject categories of
journals).

3.17 Scientific Elites. Geometric Tool for Detection of Elites

Elites are very important parts of social structures [115–117]. There exist character-
istic features of research organizations that lead to the formation of research elites.
Usually a small number of researchers publish many papers and a small number of
researchers are highly cited. These categories of researchers form some of the scien-
tific elites. Elites are of great importance for the dynamics and evolution of scientific
structures and systems. Because of this, scientific elites are the subject of intensive
research [118–129].

There is a square root law of Price [130]: half of the literature on a subject will
be contributed by the square root of the total number of authors publishing in that
area.

Let g(x) represent the probability of an author making x published contributions
to a subject field. Then the mathematical formulation of the square root law of Price
is [131]

lim
xmax→∞

[∑xmax
x=h x g(x)∑xmax
x=1 x g(x)

]
= 1

2
, (3.91)

where h is such that [
xmax∑
x=1

g(x)

]1/2

=
xmax∑
x=h

g(x). (3.92)

Let the total number of authors in a scientific discipline be A. The law of Price can
be generalized as follows [78]: Aα authors will generate a fraction α of the total
number of papers. Then if α = 1/2, one obtains the square root law of Price.

One can select groups of elite researchers on the basis of the law of Price. Another
kind of possible rule for selecting an elite is the arithmetic a%/b%-rule: a% of the
papers are produced by b% of the scientists. The most famous of these rules is the
80/20-rule: 80% of the papers are produced by 20% of the scientists. (Note that it
is not necessary that a + b = 100.)

In the next chapter we shall discuss more of the theory of Price for scientific elites.
This theory will lead us to the following conclusion: assuming the validity of the law
of Lotka for scientific publications, one can obtain that the scientific elite consists of
scientistswhose number of publications is between 0.749

√
imax and imax publications

(where imax is the maximum number of publications written by a scientist from the
corresponding group of scientists). And the size of this elite is about 0.812√

imax
of the size

of the group of scientists. In this chapter we shall discuss another methodology for
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determination of classes of scientific elites. This methodology is based on geometry
and doesn’t require validity of some law for scientific production. The corresponding
measures will be obtained on the basis of the Lorenz curve for the ownership of sci-
entific publications. As we have mentioned above, the Lorenz curve is an instrument
for visualization of inequality in a population. It is very popular in the study of wealth
distribution in a population [132–134]. Below, we shall be interested in the number
of publications owned by researchers from some population (in our case, the popu-
lation will consist of the members of a research institute).We note that the measures
of the sizes of the elites discussed below can be applied not only to populations of
researchers but also to all populations that can be characterized by a Lorenz curve.
Thus the methodology discussed below may be used to determine elites with respect
to other characteristics of scientific production, such as the number of citations.

3.17.1 Size of Elite, Superelite, Hyperelite, …

Let us consider the Lorenz curve shown in Fig. 3.1. Let us trace the diagonal from the
point (0, 1) to the point (1, 0) in the (P, L)-plane. This diagonal crosses the Lorenz
curve at a point with coordinates (Pe, 1− Pe). We shall consider the number 1− Pe

0 0.2 0.4 0.6 0.8 1
P

0

0.2

0.4

0.6

0.8

1

L

1

2

Fig. 3.1 Elite size measure by the Lorenz curve. The measure is the coordinate 1− Pe of the cross
point of the diagonal (P, 1− P) and the corresponding Lorenz curve. For the Lorenz curve marked
by 1 (all scientists own the same number of papers), the cross point (filled circle) has coordinates
(0.5, 0.5). In percentages, this is the 50/50-curve (nonelite distribution). For the Lorenz curve
marked by 2 (corresponding to the situation at the Institute of Mechanics of the Bulgarian Academy
of Sciences), the cross point (filled square) is (0.69, 0.31). In percentages, this is the 69/31 curve
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Fig. 3.2 The geometric measure for the scientific superelite by the Lorenz curve. The Lorenz curve
marked by 2 is the same as in Fig. 3.1. One introduces a new Cartesian coordinate system with axes
P∗ and L∗ and initial point that coincides with the point (Pe, 1− Pe) connected with the definition
of the size of the scientific elite from Fig. 3.1. In this new coordinate system, the diagonal marked
with d is plotted. The point (Ps , Ls) marked by a diamond gives the size and the production of
the corresponding superelite. For the case of the Lorenz curve 2 (corresponding to the Institute
of Mechanics of the Bulgarian Academy of Sciences), the coordinates of the point marked by a
diamond are approximately (Ps , Ls) = (0.88, 0.58), whichmeans that the corresponding superelite
consists of 1− Ps = 0.12, i.e., 12% of the population of scientists owns 1− Ls = 0.42, i.e., 42%
of all papers. We recall here that the measure of the size of the elite from the previous figure tells
us that the size of the elite of the institute was 31% of the scientists, and this elite owns 69% of the
papers produced by the institute scientists

to be a measure of the size of the elite of the population corresponding to the Lorenz
curve. Let us discuss this measure a bit further.

For the Lorenz curve corresponding to the case that all scientists own the same
number of publications (in this case, the Lorenz curve is the diagonal that connects
the points (0, 0) and (1, 1)), we have Pe = 0.5. We shall call such a curve a curve
of class 50/50 (the elite has its maximum size). We can continue the construction
of geometric measures one step further, and this will lead us to the concept of the
scientific superelite. The procedure is illustrated in Fig. 3.2. The next step (definition
of the superelite and its size) is geometrically analogous to the step that led us to the
geometric measure of the size and production of the scientific elite. For this step, the
initial point of the Cartesian coordinate system is not (P, L) = (0, 0) but (P, L) =
(Pe, 1 − Pe), where Pe is the coordinate connected to the point corresponding to
the geometric elite measure above (i.e., the point that is the intersection point of
the Lorenz curve and the diagonal marked with a solid line in Fig. 3.2). Next we
construct the axes P∗ and L∗ shown in Fig. 3.2. Finally, we plot the diagonal d shown
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in Fig. 3.2, and the intersection point of this diagonal with the Lorenz curve gives
us the geometric measure of the size and the production of the superelite. This point
is marked with a diamond in Fig. 3.2, and its coordinates can be easily calculated.
The coordinates of the point marked by a square (let us call it point E), which gives
the size and production of the elite, are E = (Pe, 1 − Pe). Then the coordinates of
the point marked by a diamond (let us call it point S) are S = (Ps, Pe

Ps−Pe
1−Pe

). For
the case of the 61/39 curve marked by 2 in Fig. 3.2 and Ps = 0.88 measured by the
intersection of the Lorenz curve and diagonal d, we obtain the coordinates of the
point S to be approximately S = (0.88, 0.58). In summary:

1. Elite: the coordinate Pe gives us information about the size and production of the
scientific elite of the group of scientists described by the corresponding Lorenz
curve.

2. Superelite: The coordinates Pe and Ps give us information about the size and
production of the corresponding superelite.

3. Hyperelite: We can continue the process of construction of geometric measures
starting now from the point S. What we shall obtain is the next point (let us call it
H ), which shall give us information about a smaller group of scientists called the
hyperelite. The coordinates of this point will be (Ph,

Ph−Ps
1−Ps

). Then the coordinates
Pe, Ps, Ph will give us information about the size and production of the hyperelite.

The above geometric procedure may be continued further, and additional higher-
order elites may be determined.

3.17.2 Strength of Elite

Nextwe can introduce a quantity thatwe shall call strength of the elite. Let us consider
a geometric measure connected to the size and production of the elite. This measure
is connected to the point E that has coordinates (Pe, Le = 1 − Pe). We define the
strength of the elite as

se = 1 − Le

1 − Pe
= Pe

1 − Pe
. (3.93)

We can define also the strength of the superelite. The coordinates of the point S
connected to the size and production of the superelite are S = (Ps, Ls). Then the
strength of the superelite is defined as

ss = 1 − Ls

1 − Ps
= 1 − Pe

Ps−Pe
1−Pe

1 − Ps
= 1 − Pe(1 + Ps − Pe)

(1 − Pe)(1 − Ps)
. (3.94)

Finally, we can define the relative size of the superelite with respect to the size of the
corresponding elite:

Sse = 1 − Ps
1 − Pe

. (3.95)
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Table 3.1 Parameters of the scientific elites and superelites of the studied institutes of the Bulgarian
Academy of Sciences. 1 − Pe: size of the scientific elite; 1 − Le: percentage of total number of
papers owned by the members of the scientific elite; se: strength of the scientific elite; 1− Ps : size of
the scientific superelite; 1− Ls : percentage of total number of papers owned by the members of the
scientific superelite; se: strength of the scientific superelite. The studied institutes are fromBulgarian
Academy of Sciences: Institute of Mathematics and Informatics (IMI); Institute of Mechanics
(IMECH); Institute of Information and Communication Technologies (IIKT); Institute of Solid
State Physics (ISSP); Institute of Electronics (IE); Institute of Optical Materials and Technologies
(IOMT); Institute of Nuclear Research and Nuclear Energy (INRNE); Central Laboratory for Solar
Energy and New Energy Sources (CLSENES)

Institute 1 − Pe (%) 1 − Le (%) se 1 − Ps (%) 1 − Ls (%) ss

IMI 34 64 1.88 14 38 2.71

IICT 30 70 2.33 12 40 3.33

IMECH 31 69 2.23 12 42 3.50

CLSENES 32 68 2.13 14 39 2.79

IOMT 35 65 1.86 16 35 2.19

IE 32 68 2.13 13 41 3.15

ISSP 34 66 1.88 14 39 2.79

INRNE 32 68 2.13 13 40 3.08

We note that the measures discussed above are different from the classic measures
connected to the scientific elites.

Table3.1 shows results about the size and production of the elites and superelites
at the studied institutes of the Bulgarian Academy of Sciences. The sizes and pro-
ductivities are very close, which means that in the size–production plane, the elites
and the superelites form two clusters of researchers.

The elites at the mathematics and the physics institutes consist of about one-third
of the scientists, and these elites own about two-thirds of the scientific publications
of the corresponding institute. The superelites consists of about one-seventh of the
scientists, and they own about two-fifths of the scientific production. In addition,
about two-thirds of the scientists do not belong to the scientific elites, and all these
scientists own about one-third of the scientific production of the corresponding insti-
tute. Six-sevenths of the scientists do not belong to the superelite, and these scientists
own about three-fifths of the scientific production of the corresponding institute.

After selection of researchers that belong to elite, superelite, etc., one can study
different characteristics of the selected groups of researchers. Here we shall mention
only one of these characteristics: the age structure of the studied Bulgarian elites and
superelites. Almost 80% of the members of the superelites are of age 60 and older.
In ten years, these scientists will no longer be staff scientists of the corresponding
institute. Such people are also in themajority of the corresponding elites. The younger
generation of scientists (ages between 40 and 60) is insufficiently represented in the
scientific elites and scientific surepelites. Hence entire fields of national scientific
research can be under the influence of aging researchers. This may have negative
consequences, since many cases, the growth rate of research production is positive
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and increases up to the ages about 30. After that age, the growth rate of research
productivity usually begins to decrease [135]. This effect may not concern scientists
belonging to superelites and hyperelites. And when such a researcher is no longer
active, this is a great loss to the national research program in the corresponding
research field.
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