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Preface

The International Conference on the Computational Processing of Portuguese, PRO-
POR, is the most important scientific event dedicated to the processing of spoken and
written Portuguese, covering both basic and applied research. This event is hosted
every other year, alternating between Brazil and Portugal. Previous events were held in
Lisbon, Portugal (1993), Curitiba, Brazil (1996), Porto Alegre, Brazil (1998), Évora,
Portugal (1999), Atibaia, Brazil (2000), Faro, Portugal (2003), Itatiaia, Brazil (2006),
Aveiro, Portugal (2008), Porto Alegre, Brazil (2010), Coimbra, Portugal (2012), and
São Carlos, Brazil (2014).

The community attending the conference is highly multidisciplinary and dynamic.
The sharing of expertise, the communication of results, the promotion of methodolo-
gies and the exchanging of language resources and tools have been key contributions
for the continuous scientific advance of the automated processing of the Portuguese
language.

This 12th edition of PROPOR took place in Tomar, in the center of Portugal, and
was hosted by the University of Lisbon and the NLX—Natural Language and Speech
Group from its Department of Informatics at the Faculty of Sciences.

The event also featured the 4th edition of the MSc/MA and PhD Dissertation
Contest, which selects the best new academic research work in the computational
processing of Portuguese.

For the first time, PROPOR featured a Job-shop and Innovation Forum aiming at the
creation of a fruitful environment to promote the exchange of results, talent, and
partnerships between researchers in the field of language technologies and companies
using and developing these technologies.

This year PROPOR had three workshops in addition to the main program, namely,
(a) ASSIN, an evaluation forum for semantic similarity and textual entailment recog-
nition; (b) LexSem+Logics, the Third Workshop on Logics and Ontologies and the
First Workshop on Lexical Semantics for Lesser-Resourced Languages; and (c) CTPC,
the Workshop on Corpora and Tools for Processing Corpora. It is noteworthy that the
CTPC workshop was co-organized with the Portuguese Language Department of the
Directorate-General for Translation of the European Commission.

Other additions to the main program were a Student Research Workshop and two
tutorial sessions, one on “Gaussian Processes for Natural Language Processing” and
another on “Translation Quality Estimation.”

Two keynote speakers honored the event with their lectures: Dr. Hynek Hermansky
(Johns Hopkins University, Baltimore, Maryland, USA and Brno University of
Technology, Czech Republic) and Dr. Eneko Agirre (University of the Basque
Country, San Sebastian, Spain).

In all, 52 submissions were received for the main event, totaling 134 authors from
many countries worldwide, such as Belgium, Brazil, Denmark, Germany, Macao,
Portugal, Spain, Switzerland, the UK, and the USA. This volume brings together a



selection of the 39 best papers accepted at this meeting: 23 full papers and 14 short
papers. The acceptance rate for full papers was 44 %. To these, the two papers cor-
responding to the winning submissions to the MSc/MA and PhD dissertation contest
were added. In this volume, the papers are organized thematically and include the most
recent developments in language applications, language processing, language resour-
ces, and speech processing.

We express our sincere thanks to every person and institution involved in the
complex organization of this event, especially the members of the scientific committee
of the main event, the dissertations contest and the associated workshops, the invited
speakers, and the general organization staff.

We are also grateful to the agencies and organizations that supported and promoted
the event, namely, the QTLeap Project, the Portuguese Language Department of the
Directorate-General for Translation of the European Commission, the Hotel dos
Templários, the Universidade de Lisboa and the Department of Informatics of its
Faculty of Sciences, the Foundation of the Faculty of Sciences of the Universidade de
Lisboa, and the Portuguese Foundation for Science and Technology.

May 2016 João Silva
Ricardo Ribeiro
André Adami

Paulo Quaresma
António Branco
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Extending VITHEA in Order to Improve
Children’s Linguistic Skills

Vânia Mendonça(B)

Instituto Superior Técnico, Porto Salvo, Portugal
vania.mendonca@tecnico.ulisboa.pt

Abstract. Autism Spectrum Disorder (ASD) often comprises difficul-
ties in the acquisition of communication and language skills. Several
researchers and companies have developed software to help individuals
with ASD developing those skills; however, there is a lack of applications
in Portuguese that are tailored to the individual needs of each child. In
this context, we present VITHEA-Kids, a platform where caregivers can
create exercises and customize the interaction between each child and the
platform. We also developed a module for the automatic generation of
multiple choice exercises, meant to be integrated in VITHEA-Kids. We
evaluated this work with caregivers (which provided promising indica-
tors), with a child (ongoing upon thesis delivery) and we also evaluated
the generation of incorrect answers in multiple choice exercises (achieving
acceptance rates between 61.11 % and 92.22 %).

Keywords: Autism Spectrum Disorder · Children learning · Language
skills development · Automatic generation of content

1 Introduction

Autism Spectrum Disorder (ASD) is characterized by persistent deficits in social
communication and interaction, as well as restricted, repetitive behaviors or
interests since an early developmental period. Individuals with ASD often face
difficulties in communication [2], which could be minimized by therapy. Thera-
peutic interventions might not be affordable, so the possibility of taking them
to other settings or performing them in an affordable way could be helpful.

Given the interest that individuals with ASD display towards comput-
ers [6,15], some authors studied the use of software to teach academic skills
to children with ASD [16]. More recently, both companies and researchers have
developed educational mobile applications targeting children with impairments,
thus easing the practice of verbal skills in diversified settings, with or without
assistance. Despite the current large offer of such applications, there are issues
left to be addressed: most applications are paid; there is a lack of applications
available in Portuguese that take into account each user’s characteristics and
needs. Considering this situation, we developed a software platform where chil-
dren with ASD can solve exercises to develop or improve linguistic skills regard-
ing Portuguese, having in mind their individual characteristics – VITHEA-Kids.
We also developed a module to generate multiple choice exercises.
c© Springer International Publishing Switzerland 2016
J. Silva et al. (Eds.): PROPOR 2016, LNAI 9727, pp. 3–11, 2016.
DOI: 10.1007/978-3-319-41552-9 1



4 V. Mendonça

2 Background

According to the Diagnostic and Statistical Manual of Mental Disorders
(DSM-V) [2], a diagnostic of ASD happens when “persistent deficits in social
communication and social interaction” and “restricted, repetitive patterns of
behaviour, interests” are present since an early developmental period, causing
significant impairment. Often individuals diagnosed with ASD go through ther-
apy in order to improve their communication skills. Most therapies are based in
Applied Behaviour Analysis (ABA), a psychology approach where the focus is
to modify a certain behavior considering the events that precede (antecedents)
and follow (consequences) that behavior. An ABA based therapy comprises
the following steps [13]: (1) Identification of the behaviors and the respective
antecedents and consequences; (2) Selection of a target behavior as the focus of
the treatment; (3) Measurement of the current level of the individual’s target
behavior (baseline); (4) Implementation of an intervention to improve the target
behavior and measurement of this behavior during this process; (5) Assessment
of whether the acquired skills were generalized across different settings, people
and materials. The most common interventions are the reinforcement based ones,
where the manipulated stimulus is something that pleases the individual, i.e.,
the individual’s behavior is rewarded. These include several techniques, such as
prompting, which consists in using an antecedent auxiliary stimulus that aims to
elicit the desired response. An example of a prompt is to point at an object that
the child was told to pick, in order to help the child performing such task [17].

3 Related Work

In this work, we reviewed works concerning the use of technology for children
with Autism Spectrum Disorder (ASD) and the use of automatic generation
of content in the context of education. Regarding technology for children with
ASD, some authors performed surveys regarding aspects such as software fea-
tures preferred by children with ASD and their caregivers, as well as feedback
from users’ relationship with technology, namely: previous experiences, main
difficulties and reasons to abandon previously adopted technology [3,6,15]. The
outcome of these surveys indicated that caregivers prioritize communication and
social skills. Also, both children and caregivers display interest towards technol-
ogy; however, caregivers have reported many issues, such as the lack of content
customization based on the child’s characteristics, among others.

Many researchers and companies have also developed software targeting chil-
dren with ASD. Some researchers performed studies where they compared the
outcome of using software versus non-computational solutions, regarding chil-
dren’s language development process, while others focused on evaluating the
impact of a specific set of features. Studies reviewed include Heimann et al. [4],
Moore and Calvert [12], Hetzroni and Tannous [5], and Massaro and Bosseler [8]
and others (see Ramdoss et al. [16]). Most of these studies reported progress
regarding the children’s ability to learn new skills, but the applications utilized
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in these studies are either discontinued or paid and do not comprise customiza-
tion options. We have also experimented several applications available in Google
Play, and although they exist in a large amount, most of them are only available
in English; additionally, many of them are paid (or include paid features) and,
as for the free ones, some have several navigation bugs that negatively affect
user experience; finally, the possibilities for creating content and the customiza-
tion options were either limited or none at all. A more detailed analysis of the
studies reviewed and applications experimented can be found in the dissertation
document [10].

Regarding the use of automatic generation or processing features in the con-
text of education, these can spare teachers and educators time while creating
content, be adapted to each student’s characteristics, etc. However, we only
found one study where automatic generation of content was used in an applica-
tion for children with ASD [7].

For the automatic generation of content, we analyzed resources and tools that
we could use to extract words and images, as well as to assure the correctness
of the resulting content. For the task of retrieving words and related images,
the only resource that facilitates such task is ImageNet1, which allows to browse
through nested hierarchies of synsets (sets of synonyms) associated with a set
of image URLs. As for the correction of the generated content, we experimented
TreeTagger [18]: a tool for the Part of Speech (PoS) and lemma annotation of
sequences of words that can be used for any language as long as a lexicon and a
tagged training corpus are given, which is the case of Portuguese.

4 VITHEA-Kids: A Platform for Children with ASD and
Their Caregivers

Recalling the goals defined in Sect. 1, we developed VITHEA-Kids: a plat-
form where children can solve exercises created by their caregivers. This plat-
form is based on the infrastructure of Virtual Therapist for Aphasia Treatment
(VITHEA) [1], an awarded platform aiming to help patients with aphasia to
recover their word naming skills by solving exercises in which they should orally
reply to a question (e.g. to name the object in an image). VITHEA comprises
two modules: the therapist’s module, where therapists can create and manage
the exercises for the patients to solve and the multimedia resources to be used in
those exercises, as well as to manage each patient’s information and statistics; the
patient’s module, where the patients can solve the kind of exercises described
above. The exercise instruction and the feedback to the patient’s answer are
uttered by a talking animated character using a voice synthesizer [14]. The
patient’s answer is validated using automatic speech recognition [9] and it does
not have to be an exact match of the correct answers provided by the therapist
to be considered correct. When incorrect, the patient can try again for a user-
defined number of attempts. However, the correct answer is never provided to
the patient, and no helping cues are given during the exercises.
1 http://image-net.org/.

http://image-net.org/
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Although VITHEA-Kids is based on the infrastructure of VITHEA, our tar-
get users are different and so is the purpose and functionality. One of the dif-
ferences is that we use multiple choice exercises, since this kind of exercises
has been used for children with ASD and might allow to work on skills such as
vocabulary acquisition, word-picture association, and generalization. These exer-
cises are composed by a question (e.g., “What is the name of this object?”), an
optional image or textual stimulus (e.g., the picture of a fork), and a set of tex-
tual or image possible answers, respectively (“Fork”, “Spoon”, “Cup”, “Bowl”),
in which only one of the answers is correct (in this case, “Fork”). Each exercise
can contain from zero to three distractors, easing the task of creating several
exercises with small variations in content and difficulty.

VITHEA-Kids is composed of two modules: the caregiver’s module and
the child’s module, based on VITHEA’s therapist’s and patient’s modules
respectively. The caregiver’s module allows to create and manage the exercises
described above (see Fig. 1a), as well as to upload and manage image files to be
featured in the exercises, and create and manage child users (whose info differ
from VITHEA’s patients’). Unlike VITHEA, it also allows for the caregiver to
customize the child’s module, namely the utterances for the animated charac-
ter and the reinforcement images to display when the child correctly solves an
exercise.

As for the child’s module, in each exercise the animated character utters the
question, and the exercise area is filled with the stimulus and the possible answers
in a random order (see Fig. 1b). The child should then tap over the answer they
think to be correct. Selecting the correct answer on the first attempt will lead
to a reinforcement image. Selecting any other answer will prompt the child to
pick the correct answer: the selected distractor disappears, the correct answer is
highlighted and the remaining answers are uttered by the animated character.
If, after that, the child selects the correct answer, a weaker reinforcement screen
is shown. The current exercise can be skipped at any time. When the exercise
session ends, information about child’s performance is shown. There is also a
repeat button to have the animated character repeating her last utterance.

5 Automatic Generation of Exercises

Besides VITHEA-Kids, we also developed a module for automatic generation of
exercises, aiming to ease the task of creating exercises, either in VITHEA-Kids
or in other contexts. This module generates content for multiple choice exercises
of the two variants presented in Sect. 4, taking as input the exercise topic (e.g.,
“Emoções” – “Emotions”), a user-provided template for the question generation,
composed by an immutable part and a variable whose value depends on the exer-
cise’s topic (“Que <%variavel> é este?” – “Which <%variable> is this?”), infor-
mation regarding the number of distractors (e.g., “3”) and whether the distractors
should be related to the given topic (e.g., “true”). The output is an exercise com-
posed by a question/instruction (e.g., “Que emoçã é esta?” – “Which emotion is
this?”), the correct answer to the question (e.g., “alegria” – “happiness”, along
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(a) Caregiver’s module (b) Child’s module

Fig. 1. VITHEA-Kids’s modules

with an image of a happy person) and a set of distractors (“tristeza” – “sadness”,
“raiva” – “anger”, and “medo” – “fear”). The words and images are obtained from
a hierarchy of synsets similar to ImageNet (recall Sect. 3).

The exercise generation process comprises three main tasks: (1) Generat-
ing the correct answer and the corresponding stimulus, given a certain topic;
(2) Generating a question given the exercise’s topic, the correct answer gener-
ated in 1 and the question template; (3) Generating a set of distractors given
the exercise’s topic (if relevant), the correct answer and the number of distrac-
tors. Generating a correct answer consists in selecting an hyponym of the topic
provided (upon being converted to singular). As for the question generation, it
involves the following steps (unless the template provided does not include a
variable, in which case the template remains unaltered):

1. The template is searched for the variable (a word surrounded by <% and >);
2. If the variable was found, it is replaced by the word selected within the next

steps. Otherwise, the process ends here and the template is returned as the
final question;

3. The first hyperonym of the correct answer that contains the topic is selected
(if none contains the topic, a random one is selected);

4. The variable is replaced with a word randomly selected from the hyperonyms
list obtained in the previous step;

5. The resulting sentence is PoS tagged using TreeTagger;
6. The resulting tagged sentence is checked for inconsistencies regarding number

and gender agreement between the variable’s replacement and the rest of the
sentence (number and gender information for each word was provided by
TreeTagger in the previous step).

7. If an inconsistency is detected, all the words that should agree in gender
and/or number with the variable but fail this criterion are corrected using a
list of substitutions. Each substitution has the format regex before after –
if the word to correct matches the regular expression (regex), its suffix
(before) is replaced by the suffix after.
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In Step 6, we check gender and number agreement for the following patterns:
the variable is a noun preceded by a demonstrative determinant; the variable is
a noun preceded by an article; the variable is a noun preceded by a demonstra-
tive determinant and a verb; the variable is a noun preceded by an article and
a verb; the variable is a noun preceded by a demonstrative determinant, a verb
and an interrogative pronoun; the variable is a noun preceded by an article, a
verb and an interrogative pronoun; the variable is a noun followed by a demon-
strative determinant; the variable is a noun followed by a verb demonstrative
determinant.

Regarding the generation of textual distractors, if the distractor should
belong to the given topic, it is selected from the leaf hyponyms of the topic.
Otherwise, it is selected from all the leaf synsets. The selected distractor cannot
be a synonym of the correct answer (i.e., it cannot belong to the same synset)
nor match any of the remaining distractors for the current exercise. This process
repeats itself for the number of distractors specified. For image distractors, the
selected synsets must also include images.

6 Evaluation

We individually evaluated each of the three modules delivered. Regarding
VITHEA-Kids, the caregiver’s module was evaluated with seven caregivers,
including parents and therapists of children with special needs. Participants
had to perform 5 tasks and rate them using a scale of 1 to 5 in a questionnaire
which also included a set of statements about the overall experience (to be rated
using the same scale), and open questions for further observations and sugges-
tions, as well as a question to assess the interest in automatically generated
exercises. Most of the tasks were rated with 4 or 5 in terms of how easily/fast
they could be performed. All the participants strongly agreed that the platform
was easy to browse and makes use of a discourse easy to understand. However,
some participants disagreed concerning the clarity of the feedback given in error
or confirmation messages. The majority of the participants (6 in 7) found the
exercises in VITHEA-Kids useful for their children and would like to use the
application again. Furthermore, all the participants were interested in the auto-
matic generation of exercises.

The child’s module was evaluated using a Single Subject Design, since each
individual with ASD has a unique set of symptoms, characteristics and needs,
making it difficult to generalize results across participants. The variant chosen
comprises baseline and intervention phases (recall Sect. 2), and also a final follow-
up phase. The application was tested with a seven year old male child, diagnosed
with ASD, who is currently learning how to read, in his classroom, with the help
of a therapist. Our goal was to assess whether the child could learn a new word
taking advantage of the application’s prompting and customized reinforcement.
In the baseline phase (using zero distractors), the child never selected the cor-
rect answer, so this phase ended after four sessions (the minimum number of
sessions required to consider that a stable pattern was observed). In the inter-
vention phase, which overlapped the delivery of this thesis, the child had to solve
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exercises in which the number of distractors was initially zero and progressively
incremented (up to three). This phase ended when the child selected the correct
answer during two consecutive sessions, without prompting. In the follow-up
phase, prompting and reinforcement were deactivated in order to assess whether
the child had learned the target word. Once again, the child selected the correct
answer during two consecutive sessions (always using three distractors).

The evaluation of the exercise generation module was focused on the genera-
tion of distractors. Thirty participants replied to a questionnaire to generate and
rate a set of distractors for each pair of question and correct answer to that ques-
tion. For each distractor, the participants should indicate whether they think the
distractor makes sense in the context of the given input or not (i.e., whether it
would be possible to solve an exercise if it was composed of the given question
and a set of answers containing the given correct answer and the distractor being
evaluated). A total of 180 word distractors and 180 image distractors were gen-
erated. Out of the word distractors, 79.44 % were marked as making sense, and
the average quality rating was 3.75 out of 5 (std. dev. = 1.41). As for the image
distractors, 76.67 % were marked as making sense and the average quality rating
was 3.82 out of 5 (std. dev. = 1.44).

7 Conclusions

In this work, we are taking the first steps into addressing the issues presented by
the currently available software for individuals with ASD, by presenting a cus-
tomizable, free of charges platform for the development of linguistic and gener-
alization skills regarding Portuguese, where caregivers can create content having
in mind each child of whom they take care. We also present a module that aims
to save time to the caregivers by allowing to automatically generate multiple
choice exercises. The work described in this thesis originated a publication in
17th International ACM SIGACCESS Conference on Computers & Accessibil-
ity – ASSETS 20152, under the title:VITHEA-Kids: a platform for improving
language skills of children with Autism Spectrum Disorder [11].

As for future work, one of our goals is the integration of the exercise gener-
ation module in VITHEA-Kids. We also intend to add some features that were
suggested by caregivers during evaluation (specially regarding customization)
and expand the variety of exercises available. Regarding the automatic genera-
tion of exercises, it would be interesting to allow the generation of paraphrases
given a question, since it could contribute to improve the child’s ability to gen-
eralize different formulations of the same question.
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Abstract. Recent research shows that most Brazilian students have
serious problems regarding their reading skills. The full development of
this skill is key for the academic and professional future of every citizen.
Tools for classifying the complexity of reading materials for children aim
to improve the quality of the model of teaching reading and text com-
prehension. For English, Feng’s work [11] is considered the state-of-art
in grade level prediction and achieved 74% of accuracy in automatically
classifying 4 levels of textual complexity for close school grades. There
are no classifiers for nonfiction texts for close grades in Portuguese. In
this article, we propose a scheme for manual annotation of texts in 5
grade levels, which will be used for customized reading to avoid the lack
of interest by students who are more advanced in reading and the block-
ing of those that still need to make further progress. We obtained 52%
of accuracy in classifying texts into 5 levels and 74% in 3 levels. The
results prove to be promising when compared to the state-of-art work.

Keywords: Automatic readability assessment · Early grade reading ·
Methods for selecting reading material

1 Introduction

According to data collected by the Organisation for Cooperation and Economic
Development (OECD) in the Programme for International Student Assessment
(PISA)1, Brazilian students have serious problems regarding their reading skills.
The most recent survey, carried out in 2012, showed results for Brazil below
the average of the countries surveyed. 49.5 % of Brazilian students did not reach
the levels considered minimum in reading, which means that, at best, they can
only recognize themes of simple and familiar texts. Furthermore, only 0.5 % of
Brazilian students reached maximum reading levels, which means that only one
1 Available at oecd.org/education/PISA-2012-results-brazil.pdf.
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in every 200 young people in Brazil is able to deal with complex texts and
perform in-depth analysis on such texts. More negative numbers were seen in
the Brazilian National High School Exam (ENEM – Exame Nacional do Ensino
Médio) in 2014: from the 6.1 million students who did the exam, 529 flunked
the composition. Experts stated that most students do not even understand
the wording of the question. Only 250 students, equivalent to 0.004 %, aced the
composition.

The development of reading skills has long been related to success in future
academic and professional activities. Aimed at raising the quality of the teach-
ing model for reading and text comprehension in this country and trying to
close some gaps in Brazilian public policies for education, many features and
computer systems for the Brazilian Portuguese have been launched recently.
An example is the First Book Project (Projeto Primeiro Livro)2, which helps
children and young people from public schools to learn grammar, spelling and
develop narratives. Another example is the Victor Civita Foundation, sponsored
by the publishing house Abril, which supports teachers, school managers and
public policy makers of Elementary Education with lesson plan search engines,
social network for educators to exchange experience and share knowledge, and
a resource bank for classes3.

Currently, in Brazil, the elementary school is divided into two stages - 1st
to 5th year, and 6th to 9th year. The National Curriculum Parameters (1998),
however, divide these two stages into four cycles. In this article, we focus on the
end of the first cycle - 3rd year -, and the second and third cycles - 4th/5th
and 6th/7th years because they are fundamental for students to achieve adult
reading comprehension.

There are some tools for Brazilian Portuguese such as the Flesch Index [30],
which is adapted for Portuguese and used in the Microsoft Word, and mainly the
Coh-Metrix-Port and AIC, developed in the PorSimples project [3], whose goal is
to simplify Web texts for people with poor literacy levels. These tools, however,
do not meet the needs of educators in the classroom: there are no classifiers able
to discriminate the level of complexity of each year focus of this study – 3rd to
7th years, using metrics of the many language levels.

For the English language, there are tools for classifying reading materials for
children used in US schools, based on both quantitative data such as Lexile4

[25,39] and better informed such as Text Easability Assessor (TEA)5 that uses
Coh-Metrix [17,18] metrics.

In this article, we present the process of features development and training
of a classifier based on machine learning to automatically distinguish five levels
of textual complexity to support the selection of texts for students of a given
class. Here, we use grade levels, which indicate the number of years of education
required to completely understand a text, as a proxy for reading difficulty, the

2 Available at primeiro-livro.com.
3 Available at rede.novaescolaclube.org.br.
4 Available at lexile.com.
5 Available at tea.cohmetrix.com.
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www.rede.novaescolaclube.org.br
http://lexile.com
http://tea.cohmetrix.com
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same way as [11]. However, we understand that there can be a great diversity of
competences, abilities and background knowledge regarding reading in a same
classroom.

In Sect. 2 we present some recent work on automatic readability assessment of
grade levels. In Sect. 3 we present the manual annotation criteria and the process
of manual annotation of our corpus. In Sect. 4 we present the experiments carried
out and the results obtained on 5 grade levels and on combining adjacent levels,
achieving best results on 3 classes. Finally, in Sect. 5 we present our final remarks
and future work.

2 Related Work

In recent years, the interest in building automatic classifiers of text complex-
ity has increased. Although the English language is a highlight in this topic
[8,17,26,38], it has served as base for other languages to develop their own clas-
sifiers, such the French [14], Italian [10], Spanish [36], German [19,41], Arabic
[13] and Portuguese [1,9]. Automatic classifiers of text complexity have various
applications, as follows: teaching a second language [9], reading and comprehen-
sion for poor literacy readers [3], legal and scientific texts and as a first step in
building Text Simplification Systems [1].

Readability studies are an area of great interest for language teaching, par-
ticularly in building materials for reading and learning vocabulary. The studies
in this area allow to establish a scale of difficulty levels of texts used to assess
students. Generally, in elementary levels of education, teachers acknowledge that
giving reading materials not suitable for the students’ level impairs their learn-
ing, discouraging them [15].

Curto [9] developed a system to extract linguistic features and a text clas-
sifier to teach Portuguese as a second language. The motivation presented by
the author is the need of selecting texts for language teaching, which is done
manually.

The Coh-Metrix-Port 2.06, an adaptation of the Coh-Metrix developed in the
PorSimples project [1], currently provides 48 metrics that enable the analysis of
lexical, morphosyntactic, syntactic (chunking), semantic and discursive features
[37]. The AIC tool, with 39 metrics [31], covers the lack of syntactic analysis
(full parsing) in the Coh-Metrix-Port. Scarton and Alúısio [37] evaluated the
first version of the Coh-Metrix-Port tool (with 38 metrics) comparing written
texts for adults with written texts for children, considering only two levels: sim-
ple texts and complex ones related to the journalistic and scientific dissemination
genre. It is worth noting that a simple measure such as the Flesch Index and its
components results in a SVM classifier with polynomial kernel with 82.5 % accu-
racy, while the Coh-Metrix-Port increased accuracy to 92 % and the measures
altogether resulted in 93 % of accuracy.

The work most related to ours is for the English language [11] and clas-
sifies textual complexity using a corpus of magazines for elementary and high
6 Available at nilc.icmc.usp.br/coh-metrix-port.
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school students (Weekly Reader Corpus7 that has texts for elementary school
students labeled with grade levels, which range from 2 to 5). Their best results
were obtained by group-wise add-one-best feature selection, resulting in 74 %
classification accuracy, with 273 features selected, including language modeling
features, syntactic features, PoS features, traditional readability metrics, and
out-of-vocabulary features.

3 Corpus and Manual Annotation on Grade Levels

3.1 Description of Grade Levels and the Problem

In recent years, the Brazilian government has been working on a systematization
of the education policy in an attempt to unify the curricula methods and content
for schools and teachers all over Brazil to speak the same language. The Provinha
Brasil8, the state assessment tests (e.g., SARESP9 in the state of São Paulo) and
even the ENEM (National High School Exam) are attempts to direct education
professionals to the same educational setting. However, it is still not clear for
teachers, especially for elementary school ones, how to distribute such content
by school year, especially when it comes to reading. In addition, in Brazil, there
is an extremely diverse learning scenario in the same grade. The insertion of
dictionaries in grade levels by the National Textbook Program (PNLD) [23]
since 2006 shows a change, albeit slow, in the Brazilian educational system.

Building a five-level classifier is in line with this emerging educational sce-
nario. For the 3rd, 4th and 5th years (Ensino Fundamental I ) and the 6th and
7th years of the elementary school (Ensino Fundamental II ), we can measure
the complexity of texts and, thus, meet the diversity in reading comprehension.

The creation basis was: the National Curriculum Parameters (PCNs) (1998),
the descriptors of Prova Brasil10, analysis of textbooks, articles in the psycholin-
guistics area [7,12,16,27–29,32,33,35] and language acquisition [21,22], and the
knowledge of linguists with experience in Education and the Portuguese language
(phonology, morphology, syntax, semantics and discourse).

With respect to PCNs, one way to measure these skills was to create descrip-
tors that synthesized the competencies and skills. Such descriptors are used as
reference matrix for Prova Brasil. The Portuguese language test assesses only
reading skills, represented by 21 descriptors for the 9th year and by 15 descriptors
for the 5th year, divided into six groups: (1) Reading procedures; (2) implications
of support, gender and/or enunciator in the text comprehension; (3) Relation-
ship between texts; (4) Coherence and cohesion in text processing; (5) Relations
between expressive features and effects of meaning; and (6) Linguistic variation.

7 Available at www.weeklyreader.com.
8 Provinha Brasil is a test to evaluate how much children have learned about Por-
tuguese and Mathematics subjects. Available at provinhabrasil.inep.gov.br.

9 Available at http://www.educacao.sp.gov.br/saresp.
10 Prova Brasil is a test to evaluate the quality of the educational brazilian system.

Available at http://portal.mec.gov.br/prova-brasil.

http://www.weeklyreader.com
https://provinhabrasil.inep.gov.br
http://www.educacao.sp.gov.br/saresp
http://portal.mec.gov.br/prova-brasil
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However, neither the PCNs nor the descriptors distinguish five levels. On the
other hand, it is known that each grade level has a specific curriculum and,
therefore, its difficulties and expected progress. One way to obtain a more objec-
tive division by grade levels was to resort to textbooks. All of them indicate the
content to be taught and bring nonfiction texts.

3.2 Corpus and Selection of Texts for Annotation

In order to build the corpus, we search for pre-selected texts in terms of com-
plexity levels, using the following sources: SARESP and textbooks. We obtained
only 72 texts, distributed in five levels, from SARESP tests, given limitations
such as they do not cover all school years; they are generally applied once a
year; the test contains several textual genres – that is, there are few informative
texts; and, above all, not all texts are available online. Considering the difficul-
ties above and knowing the importance of a large amount of data to machine
learning techniques, we turned to textbooks as our main source of texts. Experts
selected 178 informative texts from Portuguese language textbooks. Therefore,
we equally distributed 50 texts in each level, totaling 250.

Because of the small amount of texts which had some level information,
new sources, not previously classified, were included in the corpus: NILC cor-
pus11, Ciência Hoje das Crianças (CHC)12, Folhinha13, Para Seu Filho Ler14

and Mundo Estranho15, which currently contains 7,645 texts compiled, whose
sources distribution is shown in Table 1. Among the seven sources, the one that
presents great diversity of textual type and gender is textbooks, since the pur-
pose of this type of source is to present the student with all existing genres
and types – we found from simple expository texts to more complex structures
such as argumentative texts very common in the editorial genre; the same tex-
tual amplitude is seen in SARESP tests16. Although the NILC corpus is also
composed of textbooks, its texts generally have three text types: descriptive,
narrative and expository. However, CHC, Folhinha and Mundo Estranho are
similar: they present, in most cases, dialogues; varied text types in the same
text; and the predominance of a particular type. These different possibilities of
textual occurrence increase the challenge of building the curricula (see Sect. 3.3)
and, therefore, the classification system. So far, 1,456 texts have been annotated
by a sole linguist.

3.3 Annotation Criteria

The first annotation grid built relied on textbook curricula, which has linguistic
phenomena organized by grade levels. From this basis, the contact with texts
11 Available at nilc.icmc.usp.br/nilc/images/download/corpusNilc.zip.
12 Available at chc.cienciahoje.uol.com.br.
13 Available at www.folha.uol.com.br/folhinha.
14 Available at zh.clicrbs.com.br/rs.
15 Available at mundoestranho.abril.com.br.
16 Available at sites.google.com/site/provassaresp.

http://nilc.icmc.usp.br/nilc/images/download/corpusNilc.zip
http://chc.cienciahoje.uol.com.br
www.folha.uol.com.br/folhinha
http://zh.clicrbs.com.br/rs
http://mundoestranho.abril.com.br
http://sites.google.com/site/provassaresp
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Table 1. Distribution of texts by source.

Textbooks NILC SARESP Ciência Hoje Folhinha Para Seu Mundo

corpus tests das Crianças issue of Folha Filho Ler issue Estranho

de São Paulo of Zero Hora

492 262 72 2.589 308 166 3.756

targeted to school years and the knowledge of linguists, we kept on improving
the grid. We should emphasize that although the school introduces linguistic
elements in certain years, children can already understand and produce them
long before being exposed to them in the educational system. Hence, the need
to link different sources of knowledge.

Another challenge lies in the text type diversity found in informative texts,
namely: narrative, descriptive, injunctive, expository and argumentative [4].
Such text types have different structures, but they may still be in the same
reading comprehension level. Thus, for example, a mostly injunctive text may
have the same level of complexity as a text that is mostly descriptive. Structural
possibilities were and are still considered in the grid detailing.

Linguistic and non-linguistic elements are divided into six groups: morpho-
logical, lexical, syntactic, textual, punctuation and semantic and reader’s com-
monsense knowledge. The first one corresponds to linguistic elements in the
morphological level such as verb endings, affixes and grammatical categories;
the second brings together linguistic phenomena connected to vocabulary and
semantic relationships such as synonymy, antonymy, polysemy, among others;
the syntactic group highlights the types of clauses present in the texts, how they
are organized within the sentence, the paragraph, the order and size of con-
stituents; with regard to text metrics, the main focus is cohesion: the type of
cohesion used and the elements used for this end. The Punctuation and Semantic
and reader’s commonsense knowledge complement the previous ones: this maps
the punctuation richness and the other is an attempt to capture the semantic
and world knowledge of the reader, so far, by means of named entities.

4 Experiments

4.1 Preliminary Experiments: Using Language Independent
Features

The manual annotation process started focusing on a balanced sample of 971
texts in 5 levels of textual complexity, from the 3rd to 7th grade levels, mapped
here from level 1 to 5. The distribution of our initial data set is as follows: 208
texts of level 1, 185 texts of level 2, 196 texts of level 3, 191 texts of level 4 and 191
texts of level 5. For this set of texts, we extracted the following 10 features list we
call “simple statistics feature”: Flesch-Kincaid Grade Level index, the average
sentences per paragraph, average words per sentence, number of paragraphs,
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number of sentences, number of words in the text, type-token ratio, number of
simple words matching the dictionary of simple words to youngsters [6], incidence
of punctuation and diversity of punctuation. All of these features are independent
of language, except for the dictionary of simple words, but it is easy to find it
for many languages. When performing a 10-fold cross-validation experiment on
the initial data set, with an SVM classifier17 with linear kernel and C = 1, we
obtained 52 % of accuracy (+/− 14). It is worth noting that the 3 features best
classified by the recursive feature elimination (RFE) process for selecting features
were the Flesch-Kincaid, the number of paragraphs in the text and the diversity
of punctuation.

4.2 Increasing the Number of Features and Data

Keeping the size of the initial corpus, we decided to increase our features set to
better represent differences among the textual levels. Table 2 maps the features
implemented in 6 linguistic categories used for corpus annotation, described in
Sect. 3.3. Table 2 shows a total of 108 features: (i) 52 Coh-Metrix-Port features
2.018, (ii) 32 AIC Features, (iii) two features based on the lists of positive and neg-
ative words of the LIWC - Dictionary for Sentiment Analysis19, 14 features about
Named Entities, calculated on the flat output of the PALAVRAS parser [5], and
(v) 8 new features on Verbs Incidence implemented especially for this work com-
prising Portuguese verb tenses and moods. Some features were duplicated on
Table 2 because they use information from many linguistic categories.

By repeating the experiment with the same fold and SVM settings for the
new set of 108 features, we obtained 56 % of accuracy (+/−13). We know it is
difficult to have statistical learning in a small dataset such as the initial dataset.
Therefore, we use the Active Learning Approach [40] for selecting new instances
for annotation, so that the new instances are those that are most difficult for our
classifier to label. Thus, we use the distance of texts from SVM separating hyper-
planes as criteria for selecting instances for annotation. The closer an instance
is from the separating hyperplanes, there is greater indecision in classifying that
instance. Therefore, when we label this text manually, we believe we are helping
the classifier to better define the existing limits between classes.

We performed four steps to select texts for annotation, where each step
selected the 100 most complex texts for SVM. The texts that could not be
processed due to parsing problems were removed. The results are shown in
Table 3. They show that even when we select the texts in which the classifier
has greater indecision in classifying, the SVM has not yet been able to define a
boundary between the classes, which led to lower accuracy in classifying data.
This shows that there is a mix between classes so that the 108 current features are
not able to correctly distinguish the five levels manually annotated. Finally, we
conducted a stage of selecting the 100 most easily annotated texts (those with

17 It was used a libsvm implementation of SVM classifier.
18 Available at http://143.107.183.175:22680.
19 Available at http://143.107.183.175:21380/portlex/index.php/en/liwc.

http://143.107.183.175:22680
http://143.107.183.175:21380/portlex/index.php/en/liwc
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Table 2. Full set of 108 features currently been used.

Morphological Features

Inc. of Indicative mood (preterite perfect tense) Mean syllables per content word Inc. of Imperative mood
Inc. of Indicative mood (imperfect tense) Inc. of Indicative mood (future tense) Inc. of Subjunctive mood
Inc. of Indicative mood (pluperfect tense) Inc. of Indicative mood (present tense) Flesch index
Inc. of Indicative mood (future of the past tense)

Lexical Features

Adjective incidence Adverb incidence Content word incidence
Flesch index Function word incidence Mean words per sentence
Noun incidence Number of Words Verb incidence
Content words frequency (BP) Min among content words freq Mean hypernyms per verb
Brunet Index Honore Statistic Mean pronouns per noun phrase
Type to token ratio Ambiguity of adjectives Ambiguity of adverbs
Ambiguity of nouns Ambiguity of verbs Words before Main Verb
Inc. of Prepositions Per Clauses Inc. of Prepositions Per Sentence

Syntactic Features

Mean Clauses per Sentence Mean pronouns per noun phrase Modifiers per Noun Phrase
Noun Phrase Inc. Mean Adverbial Adjunct Per Phrase Inc. of Coordinate Clauses
Mean Apposition Per Clause Inc. of Gerund Verbs Inc. of Infinitive Verbs
Inc. of Verbals Inc. of Coordinate Clauses Mean of Clauses Per Sentence
Inc. of Initiating Subordinate Clauses Inc. of Participle Verbs Inc. of Passive Sentences
Inc. of Prepositions Per Clauses Inc. of Prepositions Per Sentence Inc. of Relative Clauses
Inc. of Sentences With 5 Clauses Inc. of Sentences With Four Clauses Inc. of Sentences With 1 Clause
Inc. of Sentences With 7 or More Clauses Inc. of Sentences with 6 Clauses Inc. of Sentences With 3 Clauses
Inc. of Sentences With 2 Clauses Inc. of Sentences With Zero Clauses Inc. of Subordinate Clauses
Inc. of Imperative mood Inc. of Subjunctive mood Inc. of Indicative mood (future tense)
Inc. of Indicative mood (preterite tense) Inc. of Indicative mood (pluperfect tense) Inc. of Indicative mood (present tense)
Inc. of Indicative mood (preterite perfect tense) Inc. of Indicative mood (future of the past tense)

Textual Features

Inc. of ANDs Inc. of IFs Inc. of ORs
Inc. of negations Logic operators Inc. Inc. of connectives
Inc. of additive negative connec. Inc. of additive positive connec. Inc. of causal negative connec.
Inc. of causal positive connec. Inc. of logical negative connec. Inc. of logical positive connec.
Inc. of temporal negative connec. Inc. of temporal positive connec. Adjacent anaphoric references
Anaphoric references Adjacent argument overlap Argument overlap
Adjacent stem overlap Stem overlap Adjacent content word overlap
Inc. of Ambiguous Discourse Markers Inc. of Discourse Markers Incidence of Pronouns
Inc. of 1st Person Poss. Pronouns Inc. of 1st Person Pronouns Inc. of 2nd Person Poss. Pronouns
Inc. of 2nd Person Pronouns Inc. of 3th Person Poss. Pronouns Inc. of 3th Person Pronouns

Punctuation Features

Punctuation diversity in a text Number of Paragraphs in a text Punctuation incidence in a text
Number of sentences in a text Flesch index

Semantic and reader’s commonsense knowledge

Inc. of LIWC Negative Words Inc. of LIWC Positive Words
Inc. of Concrete Moving Entities in Sentences Inc. of Concrete Moving Entities in Text
Inc. of Concrete Non-Moving Entities in Sentences Inc. of Concrete Non-Moving Entities in Text
Inc. of Human Named Entities in Sentences Inc. of Human Named Entity Sentence
Inc. of Named Entities in Sentences Inc. of Named Entities in Text
Inc. of Non-Human Anim. Moving Entities in Sentences Inc. of Non-Human Anim. Moving Entities in Text
Inc. of Non-Human Anim. Non-Moving Entities in Sentences Inc. of Non-Human Anim. Non-Moving Entities in Text
Inc. of Topological Entities in Sentences Inc. of Topological Entities in Text

greater distance from SVM separating hyperplanes) in order to contrast with
the current distribution of data and the accuracy obtained. We obtained a set
of 1,456 texts with the following distribution: 242 texts of level 1, 313 texts of
level 2, 338 texts of level 3,287 texts of level 4 and 276 texts of level 5. The
accuracy obtained when performing a 10-fold cross-validation experiment with
linear kernel SVM and C = 1 was 52 % (+/−15).

This slight improvement in performance shows us that, in fact, there is a set
of complex texts that the classifier cannot handle: due to either lack of discrim-
inative features or lack of data for training (see confusion matrix on Table 4).
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Table 3. Selection of texts via Active Learning and accuracy obtained from SVM

Step Texts Accuracy

First 1,070 53 (+11)

Second 1,169 50 (+14)

Third 1,268 51 (+13)

Forth 1,364 50 (+15)

Fig. 1. R2 distribution of our 1,456 texts with the 2 most significant features. X-axis
represents Incidence of Indicative mood (Preterit perfect tense) and Y-axis Incidence
of additive negative connectives. Data scaling with mean 0 and standard deviation 1.
(Color figure online)

The problem can also consist in human annotation errors. To evaluate that we per-
formed a double-blind annotation of a random sampling of 100 texts. We obtained
a Kappa score of 0.528 that represents a moderate agreement on Landis and Koch
scale [24]. This agreement suggests that the manual annotation process and the
labeled data should be reviewed because, as Hovy and Lavid says, “if humans can
agree on something at N%, systems will achieve (N−10)%” [20]. In addition to
the confusion matrix, we can see in Fig. 1 the axes that represent the two most
discriminative features of the 44 selected by the RFE method of feature selection,
and that there is, in fact, a mixture in the features space, particularly between the
2–3, 3–4–5, and 4–5 levels. This scenario will be hardly separated by SVM.

Feng’s work [11] addresses 4 levels of difficulty, reaching the state-of-art 74 %
of accuracy in English. Our experiments with fewer classes showed that, when
joining classes 2 and 3, we achieved 65 % (+/−15) of accuracy, and by joining
classes 4 and 5, we achieved 63 % (+/−11) of accuracy. By simultaneously joining
class 2 with class 3 and 4 with 5, we reached the 74 % of accuracy achieved by
the state of art. This division of grade levels better reflects the division into
cycles indicated by the PCNs (1998).
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Table 4. Confusion matrix of a 10-fold cross-validation experiment on our dataset.

Level 1 Level 2 Level 3 Level 4 Level 5

Level 1 182 45 9 4 2

Level 2 36 160 102 14 1

Level 3 11 99 170 39 19

Level 4 6 13 79 118 71

Level 5 3 5 28 60 180

5 Discussion and Future Work

Our work presents the first efforts to automatically classify Portuguese texts
into 5 close grade levels. The literature shows that this task is complex and,
in this sense, our results are promising. We also understand that, despite the
number of features used is 40 % of the 273 features used in the state-of-art work
for the English language [11], there is a high rate of mixed data, especially in
the central levels 4–6. Our selection of features brought 44 of the 108 features
used in this work, obtaining 52 % (+/−15) of accuracy. This selection brings
features to meet 5 out of 6 linguistic groups that model the manual annotation,
for example: Flesch Index for the Morphological category; Ambiguity of adjec-
tives and Incidence of Adverbs for the Lexical category; Mean Apposition Per
Clause for the Syntactic category; Adjacent content word overlap and Incidence
of Negative Additive Connective for the Textual category; Incidence of Human
Named Entity in Text for the Semantic and reader’s commonsense knowledge.
By reducing the classification to 3 levels of textual complexity, we achieved 74 %
of accuracy - as obtained by the state-of-art work for the English language that
focuses on 4 levels.

As future work, we indicate two fronts of efforts: (i) the re-annotation of
the corpus by a second annotator, using the manual annotation developed to
check discrepancies; (ii) the addition of features in the six categories of linguistic
elements that were used for manual classification of texts. We will replicate 6 out-
of-vocabulary features described in [11]. For each text in our final corpus, these 6
features are computed using the most common 100, 200 and 500 word tokens and
types based on texts from 3th grade. Also, we will implement successful features
for the English language, cited by [34], such as average sentence length and
features from the language model of our corpus. Moreover, and more importantly,
we will implement a text type classifier to distinguish the text types occurring in
our corpus. As the features of each text in our corpus are being annotated and
there is a corpus annotated with text types in the Láicio-Web project [2] we will
be able to better understand the correlations between text types and the others
features for readability assessment in our project.
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2. Alúısio, S.M., Pinheiro, G.M., Manfrin, A.M., de Oliveira, L.H., Genoves Jr., L.C.,
Tagnin, S.E.: The lácio-web: corpora and tools to advance brazilian portuguese lan-
guage investigations and computational linguistic tools. In: Proceedings of LREC,
pp. 1779–1782 (2004)
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inteligibilidade de córpus (aic). Technical report (2008)
32. Navas, A.L.G.P., Pinto, J.C.B.R., Dellisa, P.R.R.: Avanços no conhecimento do
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Processamento de Ĺıngua Natural: adaptando as métricas do Coh-Metrix para o
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Abstract. We present here an evolution of a QA system for Portuguese
that uses subject-predicate-object triples extracted from sentences in a
corpus. The system is supported by indices that store those triples,
related sentences and documents. It processes the questions and retrieves
answers based on the triples.

For purposes of testing and evaluation, we have used the CHAVE cor-
pus, used in multiple editions of the CLEF multilingual QA tracks. The
questions from those editions were used to query and benchmark our
system. Currently, the system manages to answer up to 42% of those
questions. This document describes the modules that compose the sys-
tem and how they are combined, providing a brief analysis on them, and
also current results, as well as some expectations regarding future work.

Keywords: Question Answering · Open information extraction · Triple
extraction · Portuguese

1 Introduction

The quest for information is a quintessential human endeavour. And as soon as
computers came into play, they immediately started to be used for storing and
retrieving information, most of which in the form of natural language. Not long
after, there were attempts to use computers in tasks related to natural language
processing (NLP), trying to make sense of all the data described using natural
language, which keeps increasing by the day. However, it is not enough to store
and retrieve documents, being needed tools that can process them in order to
retrieve just what the user wants or needs, instead of just a list of documents.

This issue is addressed by question answering (QA) systems [25], which allow
the user to interact with those systems by means of natural language, and process
documents whose contents are specified also using natural language.

In this context, we present RAPPort, a system that addresses QA for
Portuguese that uses triples extracted from sentences in a corpus, much like open
information extraction performs, that are then used to present “short answers”
(passages), alongside the sentences and documents they belong to.
c© Springer International Publishing Switzerland 2016
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In the remaining document, we present a brief contextualization on QA,
address related work, describe the overall used approach and each of its modules,
and draw some conclusions and reflections about future work.

2 Question Answering

QA, much like other subfields of information retrieval (IR), may include tech-
niques such as: named entity recognition (NER) or semantic classification of
entities, relation extraction between entities, and selection of semantically rel-
evant sentences or chunks [16], beyond customary sentence splitting, tokeniza-
tion, lemmatization, and part-of-speech (POS) tagging. QA can also address a
restricted set of topics, in a closed domain, or forgo that restriction, operating in
an open domain. Focusing specifically on open domain QA, it can consist of fun-
damentally two distinct approaches: IR-based QA or knowledge-based QA [11].

QA systems based on IR typically follow the framework depicted in Fig. 1,
where the processing stages are made at run-time, except for document indexing.
Knowledge-based QA systems, although sharing some similarities, tend to adopt
logical representations of facts, for instance, through the use triples (subject,
predicate and object) backed up by ontologies, often implemented by means of
RDF triple stores, using SPARQL to query them [26], or similar data repositories.

Fig. 1. A typical framework for a IR-based QA system (reproduced [11])

Regarding specific approaches to Portuguese, we present next the most rele-
vant works whose results are compared against our work later on this document.

2.1 Senso

The Senso Question Answering System [22] (alias PTUE [20]) uses a local knowl-
edge base, providing semantic information for text search terms expansion. It
is composed of five major modules: query (for question analysis), libs (for cor-
pora management), ontology (for knowledge representation), solver (for answer
searching), and web interface. After all modules are used, the results are merged
for answer list validation, to filter and adjust answers weight, ranking them.
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2.2 Esfinge

Esfinge [5] is a general domain QA system that tries to take advantage of the
great amount of information existing in the Web. Esfinge relies on pattern iden-
tification and matching. For each question, a tentative answer beginning is cre-
ated. Then the probable answer beginning is used to search the corpus, through
a search engine, in order to find possible answers that match the same pattern.
In the remaining stages of the process, n-grams are scored and NER is performed
in order to improve the performance of the system.

2.3 RAPOSA

The RAPOSA Question Answering System [24] tries to provide a continuous on-
line processing chain from question to answer, combining stages from information
extraction and retrieval. The system involves expanding queries for event-related
or action-related factoid questions, using a verb thesaurus automatically gener-
ated using information extracted from large corpora. RAPOSA consists of six
modules more or less typical on QA systems: a question parser, a query gen-
erator, a snippet searcher, an answer extractor, answer fusion, and an answer
selector. It deals with two categories of questions: definitions and factoids.

2.4 IdSay

IdSay: Question Answering for Portuguese [3,4] uses mainly techniques from the
area of IR, where the only external information that it uses, besides the text
collections, is lexical information for the Portuguese language. IdSay uses a con-
servative approach to QA, being its main stages: question analysis, set Wikipedia
answer (SWAN), document retrieval, passage retrieval, answer extraction and
answer validation. IdSay starts by performing document analysis and then pro-
ceeding to entity recognition. After that, the system makes use of patterns to
define the type of the questions and expected answers. However, contrary to
most QA systems, it does not store passages in the IR module, but documents,
with the passages being extracted in real time, allowing for more flexibility.

2.5 QA@L2F

QA@L2F [15], the QA system from L2F, INESC-ID, is a system that relies on
three main tasks: information extraction, question interpretation and answer
finding. The system starts by processing and analyzing the text sources in order
to extract potentially relevant information (such as named entities or relations
between concepts), which is stored into a knowledge base. Then, the questions
are also processed and analyzed, selecting which terms should be used to build a
query to search the database. Finally, the retrieved records are then processed,
selecting the answer according to the question type and other strategies.
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2.6 Priberam

Priberam’s Question Answering System for Portuguese [2] is divided in five major
modules: indexation, question analysis, document retrieval, sentence retrieval,
and answer extraction. It starts by processing the documents, mainly at sentence
level, and storing related data (lemmas, heads of derivation, named entities and
fixed expressions, question categories and ontology domains) in different indices.
Then each question is processed, extracting and expanding pivots for querying
the indices. The resulting queries are used first for retrieving documents based
on their scores (using lexical frequency, document frequency, and weighted POS
tags) and then for selecting the sentences and extracting the answers, according
to matches against the pivotal words in the questions.

2.7 GistSumm

Brazil’s Núcleo Interinstitucional de Lingǘıstica Computacional (NILC) had
built previously a summarization system, dubbed GistSum [19], that has been
adapted for use in the task of monolingual QA for Portuguese texts. NILC’s sys-
tem comprises three main processes: text segmentation, sentence ranking, and
extract production [6], associating sentences to a topic. The questions are then
matched against the sentences and associated summaries, with the highest scored
sentences being used to produce an answer.

3 RAPPort

Our system adheres to most of the typical framework for a QA system, combining
aspects from both IR-based QA and knowledge-based QA. It does also improve
on some techniques that differ from other approaches to Portuguese.

One of the most identifying elements of RAPPort is the use of triples as the
basic unit of information regarding any topic, represented by a subject, a predicate
and an object, and then using those triples as a basis for answering questions. This
approach also possesses somes characteristics from open information extraction,
regarding the extraction and storage of information in triples [8].

The system depends on a combination of four major modules for addressing
information extraction, storage, querying and retrieving, namely:

– triple extraction (performed offline);
– triple storage (performed offline);
– data querying (performed online);
– and answer retrieving (performed online).

Each of these modules is described next, specifying the main tasks that com-
pose them. An overview of the modules can also be seen in Fig. 2.
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Fig. 2. Our system’s general approach

3.1 Triple Extraction

This module processes the contents of the corpus, picking each of the documents,
selecting sentences and extracting triples. It includes multiple tasks, namely
sentence splitting, phrase chunking, tokenization, POS tagging, lemmatization,
dependency parsing, and NER. Except for lemmatization and dependency pars-
ing, these tasks are done using the Apache OpenNLP toolkit1, with some minor
tweaks for better addressing Portuguese, and with the models used for chunking
and in being specifically created, as there was no available pre-built models.

For the lemmatization process, LemPORT [21], a Portuguese specific lem-
matizer was used. For dependency parsing, it was used MaltParser [18], with
a model trained on Bosque 8.02 [1]. The output of MaltParser is also further
processed in order to group the tokens around the main dependencies, such as:
subject, root (verb), and objects, among others.

Triple extraction is performed using two complementary approaches, both
depending on named entities for determining which triples are of use. The triples
are defined by subject, predicate, and object, that are obtained either through
the proximity relations between phrase chunks, or through the analysis of the
dependencies in sentences. Only the triples with entities in the subject or in the
object are stored for future querying. Also, the predicate has the verb stored in
its lemmatized form in order to facilitate later matches.

In the triples that are based on the proximity between chunks, most of the
predicates comprehend, but are not necessarily limited to, the verbs ser (to be),
pertencer (to belong), haver (to have), and ficar (to be located). For instance,
if two noun phrase (NP) chunks are found sequentially, and the first chunk
contains a named entity, it is highly probable that it is further characterized by
the second chunk. If the second chunk starts with a determinant or a noun, the
predicate of the future triple is set to ser ; if it starts with the preposition em
(in), it is used the verb ficar ; if it starts with the preposition de (of), it is used
the verb pertencer ; and so on. An algorithm describing the process is found in
Algorithm 1.
1 http://incubator.apache.org/opennlp/.
2 http://www.linguateca.pt/floresta/BibliaFlorestal/completa.html.

http://incubator.apache.org/opennlp/
http://www.linguateca.pt/floresta/BibliaFlorestal/completa.html
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Data: Corpus documents
Result: Triple list
Read documents;
foreach document do

Split sentences;
foreach sentence do

Tokenize, POS tag, lemmatize;
Extracts phrase chunks and dependency chunks;
Extract named entities;
foreach phrase chunk do

if chunk contains any entity then
if neighbouring chunk has a specific type then

Create triple relating both chunks, depending on the
neighbouring chunk type and contents;
Add it to the triple list;

end

end

end
foreach dependency chunk do

if chunk contains any entity and is a subject or an object then
Create triple using the subject or object, the root, and
corresponding object or subject, respectively;
Add it to the triple list;

end

end

end

end

Algorithm 1. Triple Extraction Algorithm

As an example, the sentence “Mel Blanc, o homem que deu a sua voz a
o coelho mais famoso de o mundo, Bugs Bunny, era alérgico a cenouras.”3

yields distinct triples, such as: “{Bugs Bunny} {ser} {o coelho mais famoso do
mundo}” and “{Mel Blanc} {ser} {o homem que deu a sua voz ao coelho mais
famoso do mundo}”, both using the proximity approach, and “{Mel Blanc} {ser}
{alérgico a cenouras}”, using the dependency approach.

3.2 Triple Storage

After triple extraction is performed, Lucene [14] is used for storing the triples,
the sentences where the triples are found, and the documents that, by their turn,
contain those sentences. For that purpose, three indices were created:

– the triple index stores the triples (subject, predicate and object), their ids,
and the ids of the sentences and documents that contain them;

3 Loosely translated as: “Mel Blanc, the man who lent his voice to the world’s most
famous rabbit, Bugs Bunny, was allergic to carrots.”.
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– the sentence index stores the sentences ids (a sequential number representing
their order within the document), the tokenized text, the lemmatized text and
the documents ids they belong to;

– the document index stores the data describing the document, as found in
CHAVE (number, id, date, category, author, and original text);

Although each index is virtually independent from the others, they can refer
one another by using the ids of the sentences and of the documents. That way,
it is easy to determine the relations between documents, sentences, and triples.
These indices (mainly the sentence and the triple indices) are then used in the
next steps of the presented approach.

3.3 Data Querying

In a similar way to the sentences in the corpus, the questions are processed in
order to extract tokens, lemmas and named entities, and identify their types, cat-
egories and targets (although the last three tasks are not currently performed).

For building the queries, the system starts by performing NER and lemmatiz-
ing the questions. The lemmas are useful for broadening the matches and results
that could be found only by using the tokens. The queries are essentially built
on the lemmas found in the questions. All the query elements are, by default,
optional, except for named entities. If no entities are present in the questions,
proper nouns are made mandatory; by its turn, if there are also no proper nouns,
(common) nouns replace them as mandatory keywords in the queries.

For instance, in order to retrieve the answer to the question “A que era
alérgico Mel Blanc?”4, the Lucene query will end up being defined by five terms:
“+Mel Blanc a que ser alérgico”. We have chosen to keep all the lemmas because
Lucene scores higher the hits with the optional lemmas, and virtually ignores
them if they are not present. The query is then applied to the sentence index.
When a match occurs, the associated triples are retrieved, along with the docu-
ment data. In the same step, when applicable, and for the moment, just synonyms
for the verb are added to query as optional items, using the synonymy relations
defined in PAPEL [10].

The triples that are related to the sentence are then processed, checking for
the presence of the question entities in either the subject or the object of the
triples, for selecting which triples are of interest.

3.4 Answer Retrieving

After a sentence matches a query, as stated before, the associated triples and
document data are retrieved — and this goes for all the sentences matching that
query. As the document data is only used for better characterizing the answers,
let us focus on the triples.

For each triple, it is retrieved each of its components: if the best match
against the query is found in the subject, the object is returned as being the
4 Loosely translated as: “What was Mel Blanc allergic to?”.
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answer; if, on the other hand, the best match is found against the object, it is
the subject that is returned. This candidate answer, before being presented to
the user, is ordered against other candidate answers. For that, the triples are
used once again, as the candidate answers are ordered against the number of
triples they are found in. An algorithm describing both data querying and this
process is found in Algorithm2.

Data: Question &Indices
Result: Answers
Create query using named entities (or, if inexistent, proper nouns, or nouns) as
mandatory, and the remaining lemmas from the question as optional;
Run query against sentence index ;
foreach sentence hit do

Retrieve triples related to the sentence hit;
foreach triple do

if subject contains named entities from question then
Add object to answers and retrieve sentence and document
associated with the triple;

end
else if object contains named entities from question then

Add subject to answers and retrieve sentence and document
associated with the triple;

end

end

end
Order answers based in the number of triples they belong to;

Algorithm 2. Answer Retrieval Algorithm

Continuing with the example provided earlier, after the correct sentence is
retrieved, of the three corresponding triples, the one that best matches the ques-
tion is “{Mel Blanc} {ser} {alérgico a cenouras}” — there is a match on the pred-
icate and the named entity is found in the subject. Removing from the triple the
terms found in the question, what remains must yield the answer: “[a] cenouras”.
Besides that, as the named entity, Mel Blanc, is found in the subject of the triple,
the answer is most likely to be found in the object, and so retrieved.

4 Experimentation Results

For the experimental work, we have used the CHAVE corpus [23], a collection
of 1456 editions of newspapers “Público” and “Folha de São Paulo”, from 1994
and 1995, with each of the editions comprehending about one hundred articles,
identified by id, number, date, category, author, and the text of article itself.

CHAVE was used in the Cross Language Evaluation Forum (CLEF) multi-
lingual QA tracks for Portuguese [7,9,12,13,27], although in the editions of 2007
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and 2008 a dump of the Portuguese Wikipedia was also used in addition — that
is the reason, in the present paper, for just being addressing the 2004, 2005 and
2006 campaigns for evaluation purposes.

Nearly all of the questions used in each of the CLEF editions (200 for each
language), and respective answers, are known. It is also known the results of each
of the contestant systems. The questions used in CLEF adhere to the following
criteria [13]: they can be list questions, embedded questions, yes/no questions
(although none was found in the questions used for Portuguese), who, what,
where, when, why, and how questions, and definitions.

For reference, in Table 1 there is a summary of the best results for the Por-
tuguese QA tasks on CLEF from 2004 to 2008 (abridged [7,9,12,13,27]), along-
side with the arithmetic mean for each system comprehending the editions where
they were contenders. At the end of the table, it is also shown the current results
of our system, for a maximum of ten answers per question.

Table 1. Comparison of the Results at CLEF 2004 to 2008

Approach Overall Accuracy (%)

2004 2005 2006 2007 2008 (2004–06 Avg) (2004–08 Avg)

Esfinge 15.08 23.00 24.5 8.0 23.5 (20.86) (18.82)

Senso 28.54 25.00 — 42.0 46.5 (26.77) (35.51)

Priberam — 64.50 67.0 50.5 63.5 (65.75) (61.34)

NILC — — 1.5 — — (1.5) (1.5)

RAPOSA — — 13.0 20.0 14.5 (13.0) (18.83)

QA@L2F — — — 13.0 20.0 — (16.5)

IdSay — — — — 32.5 — (32.5)

RAPPort 41.21 45.00 38.50 — — (41.57) —

As already mentioned, we are only addressing the questions for Portuguese
used in CLEF in 2004, 2005 and 2006. As such, a grand total of 599 questions5

were used for testing our system, of which 10 % don’t have an answer in the
corpus — being ‘NIL’ the expected answer in that case. That is the reason for
considering the average result of our system in Table 1 just for the years 2004 to
2006, and omitting the results for the years 2007 and 2008.

For verifying if the retrieved answers match the expected answers, the answers
must contain the already known answers, and the corresponding document ids
must also match those of the known answers.

Using the set of questions from 2004 to 2006, which were known to have
their answers found on CHAVE, we were able to find the answers to 41.57 % of
the questions (249 in 599), grouping all the question from the already identified
editions of CLEF, with a limit of ten answers for each question. (If that limit is

5 In 2004, one of the questions was unintentionally duplicated, hence 599 and not 600.
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relinquished, the number of answered questions rises to 67.61 %, which may lead
to the conclusion that one of the big issues to be further addressed is to improve
the ordering and selection of the answers.)

For comparison purposes, a previous version of RAPPort (whose main dif-
ferences to the current version was not using verb synonyms, and mainly the
ranking of the answers, which was then directly related to the score of each
Lucene match of the sentences housing the triples against the query generated
from the question), for a limit of ten answers per question, achieved 20.75 % of
right answers, and without a limit, 43.33 % of right answers.

On the answers that have not been found, we have determined that in a few
cases the fault is due to questions depending on information contained in other
questions or their answers. There are certainly also many shortcomings in the
creation of the triples, mainly on the phrase chunks that are close together, as
opposed to the dependency chunks, that should and must be addressed, in order
to improve and create more triples. Furthermore, there are questions that refer
to entities that fail to be identified as such by our system, an so no triples were
created for them when processing the sentences.

5 Conclusions and Future Work

We have come to the conclusion that using triples as a means of representing and
storing information found in corpora has strong advantages, besides allowing the
exploration of a different way of supporting QA systems for Portuguese.

Firstly, the use of triples, restricting them to those containing named entities,
provides a way of selecting which information should really be stored (just the
triples and associated sentences), instead of, for instance, storing and indexing
all text as a source for providing answers, having to processed the text later.
Secondly, triples, being composed mostly of small chunks, already contain in
themselves (in the subject, predicate or object) the passage that will be used as
the short answer to a question.

Earlier experiments have shown us that trying to store every single bit of
information regarding texts in corpora — such as using ontologies for storing
syntactic and semantic data, or indexing and storing all and whole sentences —
creates considerable overhead and noise, besides having its toll on performance.
Using triples in the way described here helps to mitigate these problems.

Although the proposed system scores a strong second place for the three
years considered (using solely CHAVE), the use of triples keeps proving to be a
promising way of selecting the right and shorter answers to most of the questions
addressed. However, there is still a lot that can be improved.

Triples could be improved, namely those that are built from the relations of
proximity between chunks, so the system is able to have a number of retrieved
triples on par with the sentences that contain the answers (and the triples).
Another boost to the approach would be to properly differentiate the queries
accordingly to the types of the named entities found in the questions, and
improve NER, both on questions an on corpus sentences.
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Another aspect that should be considered is the use of coreference resolution
in order to increase the number of extracted triples by means of replacing, for
instance, pronouns with the corresponding, if any, named entities.

And the system has yet to properly address NIL answers, as it currently
provides almost always an answer, even if the match when querying the indices
has an extremely low score.

We believe that expanding the queries using the above techniques, together
with the creation of better models to extract triples and coreference resolution,
will achieve better results in a short time span.

Finally, the next major goal is to use the Portuguese Wikipedia as a repos-
itory of information, either alongside CHAVE, to address the latter editions of
CLEF, or by itself, as it has happened in Págico [17].
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Abstract. We define Multilingual Multi-Document Summarization (MMDS)
as the process of identifying the main information of a cluster with (at least) two
texts, one in the user’s language and one in a foreign language, and presenting it
as a summary in the user’s language. Although it is a relevant task due to the
increasing amount of on-line information in different languages, there are only
baselines for (Brazilian) Portuguese, which apply machine-translation to obtain
a monolingual input and superficial features for sentence extraction. We report
our investigation on the application of conceptual frequency measure to build a
summary in Portuguese from a bilingual cluster (Portuguese and English). The
methods tackle two additional challenges: using Princeton WordNet for nouns
annotation and applying MT to translate selected sentences in English to Por-
tuguese. The experiments were performed using a corpus of 20 clusters, and
show that lexical-conceptual knowledge improves the linguistic quality and
informativeness of extracts.
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Extract

1 Introduction

As the amount of on-line news texts in different languages is growing at an exponential
pace, Multilingual Multi-Document Summarization (MMDS) is a quite desirable task.
It aims at identifying the main information in a cluster of (at least) two texts, one in the
user’s language and one in a foreign language, and presenting it as a coherent/cohesive
summary in the user’s languages. However, MMDS is a highly challenging task, since
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it requires merging content in different languages as well as dealing with the classical
multi-document issues, such as capturing the most relevant content, and maintaining
the coherence/cohesion of summary by treating redundancy.

The few previous methods usually consist of two steps: translation of the foreign
texts and summarization [1–4]. The first step is performed by some machine-translation
(MT) engine, producing a monolingual multi-document cluster. Then, an extractive1

multi-document summarization (MDS) method is used to build the summaries, which
sometimes treats redundancy. About the input, Roark and Fisher [2] extract sentences
from the machine-translated and the original texts in the user’s language. Consequently,
the summaries present ungrammatical sentences and disfluencies resulting from MT.
Evans et al. [1, 3] only extract sentences from the translated texts, and replace them with
similar ones from the text in the user’s language. This method avoids the MT problems,
but the content selection does not take into account the information from the text in the
user’s language. As an attempt to address both problems, Tosta et al. [4] extract sen-
tences from machine-translated and original texts, and only replace selected sentences
with MT problems by similar ranked ones from the text in the user’s language. The
research of Tosta et al. [4] was the first on MMDS involving the (Brazilian) Portuguese
language. About the summarization step, the extractive methods are predominantly
superficial, based on features such as word frequency, sentence position, etc., which
usually have lower cost and are more robust, but produce poor results.

We turn to the use of conceptual knowledge in MMDS, which has already been
used in other summarization tasks in order to achieve a better content selection (e.g.,
[6–9]). This work makes the assumption that such knowledge allows to take into
account information from all source texts in their original language to perform content
selection, producing better summaries both in terms of informativeness, since the
selection is based on salient concepts, and linguistic quality, because only summary
sentences in a foreign language require to be translated.

Particularly, we report our investigation on 2 methods for summarizing a bilingual
cluster (Portuguese and English) to produce an extract in Portuguese. Both methods use
the frequency of occurrence of the nominal concepts in the cluster to score the sen-
tences. The scoring yields a ranking in which the sentences with the most frequent or
redundant concepts are in the top positions. Given the sentence ranking, one content
selection strategy is taking the top-ranked sentences in the user’s language, avoiding
redundancy. The other one only consists of selecting the top-ranked sentences, inde-
pendently of language, also avoiding redundancy. If sentences in the foreign language
are selected, they are automatically translated to the user’s language.

Our experiments were performed using the CM2News corpus2 [10], with 40 news
texts grouped by topic in 20 clusters. Each cluster has 1 text in Portuguese and 1 in English.

1 Summarization technique that involves ranking sentences using some scoring mechanism, picking
the top scoring sentences, and concatenating them in a certain order to build the summary [5].

2 http://www.nilc.icmc.usp.br/nilc/index.php/team?id=23#resource.
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The concepts of CM2News were derived from Princeton WordNet3 (WN.Pr) [11] in a
semi-automatic annotation process, including (i) translation of each noun in Portuguese to
English (since the synsets are in English), and (ii) selection of the synset that represents the
underlying concept/sense of each noun in Portuguese and English. The experiments show
that the conceptual knowledge improves summaries in terms of linguistic quality and
informativeness, confirming our hypotheses.

This main contributions of this work are: being the first investigation that proposes
semantic methods for MMDS of (Brazilian) Portuguese texts, outperforming a first-
sentence baseline method [4]; providing a semantic layer of annotation to the
CM2News corpus, and adaptation of an editor for multilingual sense annotation.

In Sect. 2, we describe some related works. In Sect. 3, we describe the lexical-
conceptual methods. In Sect. 4, the corpus annotation is described. The evaluation will
be discussed in Sect. 5. In Sect. 6, some final remarks will be given.

2 Related Work

The closest works to ours are [1–4]. Roark and Fisher [1] take as input a cluster of
some translated texts to English, some English spoken language texts, and some
English texts. The method ranks the sentences from all the texts based on 9 superficial
features and sets a high preference for English sentences when selecting them from the
ranking to compose the English extract. Of the nine features, 8 are different versions of
tf-idf, log-likelihood ratio, and log-odds ratio lexical measures, and the ninth is the
position of the sentence in the text. The method was trained on a subset of 80 clusters
from DUC 2005 using the SVMlight machine-learning algorithm, but the authors do
not provide details about evaluation.

Evans et al. [3] aim at generating an English extract from a cluster of English texts
and machine translations of Arabic texts into English. The machine-translated sen-
tences are ranked by DEMS [6], a summarizer which apply 3 main criteria of relevance:
identifying importance-signaling words through an analysis of lead sentences in a large
corpus of news, identifying high-content verbs through a separate analysis of
subject-verb pairs news corpus, and finding the dominant concepts4 in the input clusters
of texts. Additionally, the sentence relevance also relies on some of the most widely
superficial features, such as position, which increases the weight of sentences near the
beginning of texts, and length, which penalizes sentences that are shorter or longer than
a threshold, etc. The sentences selected from the rank are replaced with similar sen-
tences from the English texts. The similarity is computed at clause or phrase level,

3 A semantic network of English in which the meanings of word forms and expressions of noun, verb,
adjective, and adverb classes are organized into “sets of synonyms” (synsets). Each synset expresses
a distinct concept/sense and the synsets are interlinked through conceptual-semantic (i.e., hyponymy,
meronymy, entailment, and cause) and lexical (i.e., antonymy) relations [11].

4 The nouns are grouped into concept sets using WN.Pr synsets, and hyponymy relation. To build a
set, the highly polysemous nouns are not disambiguated, but replaced by others that are strongly
related with the same verb (e.g., “officer” is replaced by “policeman” due to the relation with
“arrest”). Having the sets, the sentence ranking is based on the concepts frequency [6].
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which requires the syntactic simplification of the English sentences. Next, the similarity
is performed by Simfinder [12], which uses lexical and syntactic features. For evalu-
ation, the authors have used the DUC 2004 corpus, which contains 24 topics with
English texts, Arabic texts, Arabic-to-English machine translations, and 4 human
summaries. Using ROUGE5 [13], the automatic evaluation shows that the
similarity-based summarization approach outperforms a first-sentence baseline6. In an
early work, Evans et al. [1] have developed a multilingual version of the English-based
summarizer Columbia Newsblaster7. This version starts with machine-translated texts,
and also replaces the extracted sentences with similar ones in English. However, the
similarity is computed at the sentence level, not requiring any syntactic simplification
of the non-English sentences.

Tosta et al. [4] have proposed 2 baselines using 10 clusters to build extracts in
Portuguese. Each cluster is composed of 3 news texts, each one in a different language
(English, Spanish and Portuguese). The methods are considered baseline because they
rely on: (i) translation of the foreign texts to Portuguese using MT8, and (ii) selection of
the relevant sentences using established superficial features, i.e., word frequency and
sentence position [14]. To avoid redundancy, the traditional word overlap measure is
calculated between each candidate sentence of the rank and the summary sentences. If
an ungrammatical translated-sentence is selected, word overlap is also used to find a
similar sentence from the Portuguese text. The methods were intrinsically evaluated
according to the linguistic quality of their summaries. The authors have used the 5
criteria of DUC [15]: (i) grammaticality (i.e., no occurrence of datelines, capitalization
errors or ungrammatical sentences), (ii) non-redundancy (i.e., no unnecessary repeti-
tion), (iii) referential clarity (i.e., easy identification of the pronouns and noun phrases
references), (iv) focus (i.e., it should only contain information that is related to the rest
of the summary), and (v) structure and coherence (i.e., it should be well-structured, not
just be a heap of related information). In such evaluation, the sentence position method
had better results.

All methods overviewed in this section first apply MT to translate the foreign texts,
obtaining a monolingual cluster. However, when the content is extracted exclusively
from machine-translated texts, the summary might contain sentences that are
ungrammatical and difficult to understand, since MT is far from perfect. And, when the
approaches use texts that were automatically translated to guide selection from the texts
in the preferred language, relevant information that exclusively occurs in the preferred
language is not selected to compose the summary. Thus, it would be more appropriate
to take all the texts in their original language, since the goal is to detect the most

5 ROUGE (Recall-Oriented Understudy for Gisting Evaluation) computes the number of common
n-grams among the automatic and reference/human summaries, being able to rank automatic
summaries as well as humans would do, as its author has shown [14].

6 In this method, the first-sentence from each text in the cluster is selected until a maximum of
words/bytes is reached, and, if the first sentence was already included from each text in the set, the
second sentence from each text is included in the summary, and so on [3].

7 http://newsblaster.cs.columbia.edu/.
8 http://translate.google.com/.
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relevant information of the “cluster”. Moreover, the approaches are mainly based on
flat text features. Thus, in this paper, we exploit deep linguistic information for MMDS,
particularly the conceptual knowledge. Some works have already focused on concepts
and their relationships for different summarization tasks under the assumption that they
provide a richer representation of the source. For example, Wu and Liu [8] detect the
main subtopics of texts by indexing the words to the concepts of a domain-related
ontology9. The second-level concepts with higher counts codify the main subtopics.
Paragraphs that are “closest” to the subtopics are selected. A similar idea but with
additional structural features was proposed by Hennig et al. [9] for sentence scoring.
The features they used were tag overlap, subtree depth and subtree count. Next, we
describe our extractive MMDS strategies.

3 Lexical-Conceptual Strategies for MMDS

For describing the extractive MMDS strategies, we take into account the traditional
summarization phrases: analysis, transformation and synthesis [17]. The analysis
corresponds to the texts understanding, producing an internal representation of their
content. The transformation performs summarization operations on the internal repre-
sentation, producing the summary internal representation. In the synthesis, the sum-
mary internal representation is linguistically realized into the final summary. In our
methods, the analysis consists of identifying the concepts expressed by (common)
nouns (words, expressions, and abbreviations), which are the most frequent word class,
covering part of the main content of the texts. To identify the nominal concepts, we use
WN.Pr as the conceptual repository. We acknowledge that the granularity of the
concepts inventory in WN.Pr is often too fine-grained, resulting in difficulties for
finding the synset that best represents an underlying concept. Even though, the decision
of using WN.Pr was due to (i) its widespread use in the area for summarization and also
for other applications, (ii) it has been manually produced, and (iii) the current partial
development state of most of the similar resources for Portuguese. Since a concept in
WN.Pr is codified by a set of synonyms word forms in English (i.e., a synset), the
annotation of the nouns from texts in Portuguese has an additional challenge: the
translation of nouns to English. Here, we have performed an automatic annotation with
subsequent manual or human revision. In Sect. 4, we describe the corpus as well as the
semi-automatic annotation procedure.

The transformation corresponds to the content selection. To select the sentences,
our methods perform 4 steps: (i) computing the compression rate (i.e., the desired
summary size), (ii) calculation of the frequency of each nominal concept in the cluster,
(iii) scoring all the sentences according to the frequency of occurrence of their nominal
concepts in the cluster, and (iv) ranking the sentences by their score. Particularly about
the step (ii), the concept frequency measure captures the content of the multilingual
cluster by counting the occurrence of the concepts underlying synonyms (i.e., different
words that express the same concept) and equivalences (i.e., expressions of a concept in

9 This “ontology” consists of a generalization/specialization hierarchy of concepts (i.e., a taxonomy).
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different languages). For example, the 2 sentences in Table 1 are from the same cluster
and the concepts expressed by nouns were annotated. The numbers encoded by the
symbols “< >” indicate the synset ID of the noun concept, and the numbers in
parenthesis codify the frequency of each concept/synset in the cluster. The nouns
“manifestante” (Portuguese) and “protester” (English), for instance, express the same
concept (i.e., “a person who dissents from some established policy”), which is codified
by the ID <10002760> ({dissenter, dissident, protester, objector, contestant}). The
frequency of the concept in the cluster is 16, and this value is associated to every
occurrence of a noun that lexicalizes the referred concept. Once the measure is spec-
ified for all concepts, sentences are ranked according to the sum of the frequency of
their constitutive concepts. The score of the sentence in Portuguese is 51 and it
occupies the first position of the rank, while the sentence in English, with a score = 28,
occupies the 12th position. Being composed of the most frequent concepts, the
top-ranked sentences are descriptive of the main topic of the cluster. Thus, highly
ranked sentences are very suitable for the summary.

Given the rank, one of our selection strategies, called CF (concept frequency), per-
forms the sentence selection exclusively based on the rank, independently of the source
language. Specifically, CF starts selecting the best-ranked sentence to compose the
summary (in Portuguese), and, if it happens that this sentence (as any other along the
content selection) is in English, it is automatically translated to Portuguese. After the first
selection, if the compression rate is not reached, the 2nd best-ranked sentence is a
candidate to compose the summary. Since the input is a multi-document cluster,
checking for redundancy between the candidate sentence and the previously selected one
is necessary, because the summary should reflect the diverse topics of the cluster without
redundancy. In order to avoid redundancy, we assume a threshold (i.e., a pre-established
limit) that the new selected sentence may have in relation to any of the previously
selected sentences. Thus, if this limit is reached, the new sentence is considered
redundant and ignored, and the summarization process goes to the next candidate sen-
tence; otherwise, the sentence is included in the summary. In case of ties (i.e., sentences
with the same relevance score in the rank) between a machine-translated sentence and an
original sentence in Portuguese, the CF method picks the shortest one. This whole

Table 1. Example of sentence scoring and ranking based on concept frequency measure.

Sentences Score Rank

Um grupo<31264>(6) demanifestantes<10002760>(16) conseguiu furar o
bloqueio<8376948>(2) da Polícia Militar e chegar ao estádio<4295881>
(14) Mané Guarrincha neste sábado<15164570>(4), horas<15227846>
(2) antes do jogo<7470671(5) de abertura<7452699>(2) da Copa das
Confederaçõesa

51 1rst

Brazil’s<9379111>(4) opening<74522699>(2) Confederations Cup
match<7470671>(5) was affected by protesters<10002760>(16) that left
39 people<7942152>(1) injured

28 12th

a“A group of protesters broke through the military police line and got to the Mané Guarrincha
stadium on Saturday, hours before the Confederations Cup’s opening match”
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process is repeated until the desired summary length is achieved. The CF method was
proposed under the assumption: the application of a late-translation strategy, in which the
MT is only used to translate the selected sentences in English to Portuguese, minimizes
the problems in the summaries that are caused by the full MT of the source texts.

The other strategy, called CFUL (concept frequency + user language), is driven by
the user’s language. It exclusively selects the top-ranked sentences from the text written
in Portuguese language to compose the summary, also avoiding redundancy. In case of
ties between two original sentences in Portuguese, the CFUL method uses the same
criterion applied by CF, i.e., picking the shortest one. Consequently, the final summary
only contains sentences in such preferred language. This approach relies on the
assumption that a summary built exclusively with original sentences in Portuguese
reflects the most relevant information of the cluster, since the concepts that occur in the
English text are also taken into account for sentence ranking.

Finally, in the synthesis stage, the methods produce the extracts, as the vast
majority of the works in automatic summarization today. So, the CF and CFUL
methods simply juxtapose the sentences selected from the rank, ordering them
according to their position in their corresponding source texts.

4 The CM2News Corpus

For testing the MMDS methods, we have used the CM2News corpus [10]. It has 40
original news texts (in a total of 19,984 words) grouped by topic in 20 clusters. Each
cluster is composed of 2 news texts, 1 in English and 1 in (Brazilian) Portuguese, both
on the same topic, and 1 human summary in Portuguese (abstract10), which corre-
sponds to the 30 % of the size of the biggest text of the cluster (i.e., 70 % compression
rate). The clusters cover different domains: world, politics, health, science, entertain-
ment, and environment. Since the corpus was not semantically annotated, we have
carried out the annotation of the nominal concepts as follows.

Each cluster was semi-automatically annotated by groups of 2 or 3 experts with the
support of an easy-to-use annotation tool adapted for this task. For each new cluster
under analysis, the groups were mixed, trying to avoid any annotation bias. The task
was carried out by 12 computational linguists in daily meetings of 90 or 120 min,
during 15 consecutive days. The annotation training took 1 day.

The mentioned annotation tool/editor is called MulSen11 (Multilingual Sense
Estimator), an adaptation of NASP12 [19]. Given a cluster, the editor firstly performs an
automatic pre-processing task over the source texts, which is the morphosyntactic
annotation. To address this task, it incorporates two part-of-speech (POS) taggers, one
for each language [16, 18]. Once the nouns are tagged, MulSen translates the nouns
from the text in Portuguese to English, which is necessary considering that WN.Pr is
our conceptual repository. The translation is done using the online bilingual dictionary

10 Summaries that contain some degree of paraphrase of the input.
11 http://www.icmc.usp.br/pessoas/taspardo/sucinto/resources.html.
12 We thank Fernando A. A. Nóbrega for helping adapting the tool.
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WordReference®13,14. When the text in English is under annotation, MulSen just skips
the MT stage. Finally, the editor suggests the synsets that better represent the concepts.
The suggestions result from the application of word sense desambiguation (WSD) al-
gorithms for English and Portuguese languages [19]. Thus, the WSD methods generate
a pre-annotation of the nouns, which should be validated (or not) by the experts to
complete the process. The tool allows the manual revision of the POS tagging, MT, and
conceptual annotation (or synset selection) outputs.

To annotate the nouns, the experts have followed 4 generic and 4 specific rules.
The 4 generic instructions are: (i) firstly annotate the text in English of a cluster,

since its vocabulary can provide appropriate translations for the annotation of the nouns
in Portuguese, (ii) annotate the POS silence, i.e., nouns that were not automatically
detected, (iii) ignore the POS noise, i.e., words that were wrongly annotated as nouns,
and (vi) annotate all the different occurrences of a concept (i.e., synonyms and
equivalences) in the cluster with the same (and more adequate) synset.

The first specific rule establishes the annotation of the multiword expressions head
with a synset that codify the concept of the whole expression, since the taggers do not
detect multiword expressions. For instance, in the Portuguese sentence “Um dos
manifestantes levou gás de pimenta no rosto” (“One of the protesters was hit in the
face by pepper spray”), “gás” was annotated with the synset {pepper spray} (“a
nonlethal aerosol spray made with the pepper derivative oleoresin capiscum”) because
it is part of the expression “gás de pimenta”, which is not detected by the taggers. The
second rule determines that the annotators should analyze all the possible translations
provided by MulSen as well as their respective synsets before completing the process.
It is important because the adequate translation may not be the first in the list of
alternatives provided by the editor. The third rule is for the cases where translations
have to be manually inserted in the editor, because the editor could not (i) find any
translation in WordReference or (ii) provide an appropriate one among the suggested
list. For inserting a translation, the third rule establishes that the annotators should test
all the possible equivalences found in others resources before finally adding the more
appropriate in MulSen. The forth rule determine that, if there is not a proper synset to
codify a concept of a noun, it should be selected a more generic one. This means that, if
any of the synsets activated by the chosen translation is not adequate, the annotators
should look for a satisfactory hypernym synset.

In the next section we report our experiments and the results that we obtained.

5 Evaluation and Results

The evaluation was carried out over the CM2News corpus. For each cluster, we
manually built 1 extract based on CF and 1 based on CFUL. We have applied a 70 %
compression rate (in relation to the longest text), and word overlap to avoid redun-
dancy, such as [4]. Regarding the CF method, we used Microsoft Bing® for translating

13 http://www.wordreference.com/.
14 We have excluded others resources (e.g., Google Translation) because of use/license limitations.
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the summary sentences in English to Portuguese. The strategies were analyzed based
on the informativeness and linguistic quality of the extracts. Our methods were com-
pared to the best baseline of Tosta et al. [4], i.e., sentence position method with
redundancy treatment.

To analyze the quality of the extracts, we used the 5 criteria of DUC [15]. The
criteria were manually analyzed by 15 computational linguists. The 20 clusters of
CM2News were divided in 5 groups of 4 clusters. Each group was composed of the
summaries generated by CF and CFUL, totalizing 8 extracts. The analysis of each
group was performed by 3 different judges. Given a summary, the judges scored each
of the 5 textual properties through an online form. For all properties, judges had a scale
from 1 to 5 points, being 1 = very poor, 2 = poor, 3 = barely acceptable, 4 = good,
and 5 = very good. Looking to the average values (Table 2), one may see that the
CFUL method outperforms the CF strategy and the baseline in all the criteria, indi-
cating that the content selection based on the combination of conceptual knowledge
and user’s language is better at dealing with textually factors in the summaries. This
performance is not surprising, since the sentences come exclusively from one of the
source texts. It is interesting to comment that this simulates a usual behavior in human
summarization, which is choosing a source as basis for MDS [5]. One may also see that
CF outperforms the baseline in 4 (except for “structure and coherence”) from the 5
criteria, which confirms the hypothesis that the late-translation approach produces
fewer textual problems. Even for structure and coherence, the baseline performance
was not significantly higher than CF (2.8 and 2.6, respectively).

Regarding informativeness evaluation, we used the traditional automatic ROUGE
measure [13], which is mandatory in the area. Particularly, we used ROUGE-1, which
measures the amount of unigram overlap between reference summaries and automatic
summaries, and ROUGE-2, which measures the amount of bigram overlap. We have
chosen these two measures because unigrams and bigrams are the most frequent n-grams
in language. The average results for ROUGE-1 and ROUGE-2 in terms of recall,
precision and f-measure are shows in Table 3. Basically, recall computes the amount of
common n-grams in relation to the number of n-grams in the reference summaries,
precision computes the number of common n-grams in relation to the n-grams in the
automatic summary, and the f-measure is the harmonic mean of the previous 2 measures,
being a unique indicator of the system performance. According to Table 3, one may see
that CFUL method outperforms the CF strategy and the baseline in the 2 measures. To
statistically determine if the differences in performance were significant, we have per-
formed a Wilcoxon signed-rank test with 95 % confidence, which confirmed the dif-
ference. These results indicate that our hypothesis – that the summaries built exclusively
with original sentences in Portuguese reflects the most relevant information of the
cluster, since the concepts of the English text are also taken into account for sentence
ranking – hold. It is important to say, however, that such results are only indicative of
what we may expect from the CF and CFUL methods, since our corpus for quality and
ROUGE evaluation was small (20 clusters). For a more reliable result, we would need to
apply the methods for a bigger corpus, which remains as future work.
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6 Final Remarks

As far as we know, this is the first investigation on deep methods for MMDS involving
Portuguese as the user’s language. We showed that concept-based methods tend to
produce extracts with better informativeness and linguistic quality level than a sentence
position baseline. Other contributions of this work are the annotation of a corpus with
noun concepts and the adaptation of an annotation tool, which are freely available for
use. However, it is important to recognize that the methods suffer from well-known
drawbacks, which are the dependence of linguistic knowledge and the effective lack of
scalability. In this line, it is possible to consider to use, for instance, automatic tools for
WSD. For Portuguese, one might consider the use of the general purpose methods of
Nóbrega and Pardo [20]; for English, several tools are available, as the one of Pedersen
and Kolhatkar [21]. The overall performance of the MMDS methods will certainly
drop, but their benefits would still be valuable. Some other future works include
(i) exploring the construction of automatic and reference summaries with different
compression rates, under the assumption that smaller extracts have fewer language
problems, and (ii) investigating the impact on redundancy treatment of using a concept
overlap strategy for redundancy identification (instead of word overlap, as we have
done in this paper).
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Table 3. Informativeness evaluation of summaries with ROUGE.

Method Avg. ROUGE-1 Avg. ROUGE-2
Recall Precision F-measure Recall Precision F-measure

CF 0.355 0.328 0.341 0.155 0.144 0.149
CFUL 0.373 0.369 0.371 0.174 0.175 0.174
Baseline 0.313 0.271 0.285 0.038 0.032 0.034

Table 2. Linguistic quality evaluation of summaries with DUC criteria.

Criteria CF CFUL Baseline

Grammaticality 3.5 4.3 3
Non-redundancy 3.4 4.3 3
Referential clarity 3.3 3.7 3.2
Focus 3.5 4.1 4
Structure and coherence 2.6 3.4 2.8
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Abstract. Machine translation (MT) from English to Portuguese has
not typically received much attention in existing research. In this paper,
we focus on MT from English to Portuguese for the specific domain of
information technology (IT), building a small in-domain parallel corpus
to address the lack of IT-specific and publicly-available parallel corpora
and then adapted an existing hybrid MT system to the new language
pair (English to Portuguese). We further improved the initial version of
the EN-PT hybrid system by adding various modules to address the most
frequently occurring errors in the initial system. In order to assess the
improvements achieved by each of these dedicated modules, we compared
all versions of our MT system automatically. In addition, we conduct and
report on a detailed error analysis of the initial and final versions of our
system.

Keywords: Hybrid machine translation · TectoMT · Lexical seman-
tics · IT domain · Portuguese

1 Introduction

Phrase-based statistical machine translation (PBSMT) models are generally con-
sidered to be the state-of-the-art for any language pair and domain for which
large enough parallel corpora exist. For many language pairs, however, train-
ing corpora of sufficient size are limited to only a few domains. For English to
Portuguese machine translation (MT), for example, large parallel corpora are
available for just two particular domains – legal documents (the JRC-Acquis
corpus [10]), and parliamentary discussions (the Europarl corpus [9]).

In this paper, we address the problem of English to Portuguese machine
translation for the IT domain, focusing on the conversations of real users with
technical support. In this scenario, users first ask a question in Portuguese which
is machine translated into English, and then the answer is searched for in an
English database, automatically translated back to Portuguese and presented
back to the user. As there are no publicly available parallel corpora for the IT
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domain, we compiled a small in-domain corpus, the QTLeap Corpus1, consist-
ing of 4,000 utterance pairs (2,000 questions and 2,000 answers) from the IT
domain [8], under the QTLeap project2.

Following the widespread assumption that rule-based and hybrid MT systems
give better results for domains and language pairs for which limited parallel
data is available – a result of their capacity to make generalisations and thus
better overcome data sparsity – we opted for building a hybrid MT system.
Our starting point is the TectoMT system [20] which we have adapted from
English-Czech to the English-Portuguese language pair. Guided by a detailed
human evaluation and error analysis of our initial English-Portuguese TectoMT
system, we then added four new modules to handle the most frequently occurring
mistakes produced by the initial system.

2 Related Work

Our summary of related work is divided into two sections – firstly, we summarize
previous studies on MT from English to Portuguese (Sect. 2.1), and secondly we
introduce the hybrid MT system (TectoMT) from which our system for English-
Portuguese was built (Sect. 2.2).

2.1 English to Portuguese Machine Translation

Previous studies of MT from English to Portuguese are very scarce, with most
reporting on the results of phrase-based statistical MT (PBSMT) systems. Exam-
ples of this include results reported on the JRC-Acquis corpus [10] (BLEU =
55) and on the substantially smaller FAPESP corpus of scientific news texts [2]
(BLEU = 46). Scores for domain-specific PBSMT systems [6] are substantially
lower – trained on Europarl and tested on TED talks and the magazine of
Portuguese airline TAP, they report BLEU scores 20 and 19 respectively. Scores
achieved using Google Translate were better (although still low) for the same
task – 28 and 26, respectively.

Recently, two studies were released that report the performance of a baseline
hybrid MT system from English to Portuguese for the IT domain compared
with a baseline PBSMT system on the same domain [17,19]. In this paper we
go one step further, enhancing the baseline TectoMT system from English to
Portuguese with specific modules dedicated to reducing the recurrent errors in
the baseline system. Furthermore, an extensive human evaluation is performed
and reported.

2.2 TectoMT - A Hybrid Machine Translation System

TectoMT is a hybrid system, incorporating elements of statistical and rule-based
MT into a modular framework that can be adapted to include various NLP
1 Available from: http://www.meta-share.org/.
2 http://www.qtleap.eu.

http://www.meta-share.org/
http://www.qtleap.eu
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tasks in a single pipeline [20]. The system handles translation over three phases:
analysis (of the source language), transfer (of information from source to target
language), and synthesis (into the target language). The analysis and synthesis
phases are primarily modular – allowing for independent, statistical and/or rule-
based NLP tools and processes to be wrapped as ‘blocks’ and combined to form
scenarios (combinations of blocks) specific to required tasks – while the transfer
phase that links the two is primarily statistical.

TectoMT is based on two levels of structural representation – a shallow ana-
lytical layer (a-layer) and a deep tectogrammatical layer (t-layer) that describes
the linguistic meaning of a sentence according to functional generative descrip-
tion (FGD) theory [16]. The translation process goes thorough these two levels
of representation, both of which represent input sentences as labeled dependency
trees of varying complexity:

– a-trees, with each token in the sentence being represented as an a-node con-
structed from:
– original word forms
– lemmas
– part-of-speech (POS) tags
– morphological information

– t-trees, with each token in the sentence being represented as a t-node con-
structed from:
– deep lemmas (usually identical to the surface lemma)
– functors (FGD theory-based semantic role labels)
– grammatemes (person, number, tense, modality etc.)
– formemes (morphosyntactic information such as v:to+inf for infinitive

verbs or n:into+X for a prepositional phrase).

In a typical example, the analysis phase will involve input sentences being
parsed and processed by different scenarios of blocks to construct a-layer trees,
which are then propagated upwards to construct t-layer trees. The transfer phase
then carries on, whereby t-lemmas (lemmas from the t-layer) are translated and
formemes and grammatemes converted from source to target language [3,20] –
this phase is mostly statistical, and based on maximum entropy (MaxEnt) mod-
els enriched with specific translation dictionaries and a small number of hand-
crafted rules for handling out-of-vocabulary words. Finally, primarily rule-based
scenarios in the synthesis perform the reverse of the analysis phase, transforming
translated t-trees into a-trees and then linearizing these into output sentences in
surface form. For Portuguese, many of the modules in the analysis and synthesis
phases are language-specific and handle problems such as word order, agree-
ment (e.g. subject-predicate agreement or noun-adjective agreement), insertion
of grammatical words (such as prepositions, articles, particles, etc.), inflections,
and capitalization.
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3 English-Portuguese TectoMT Systems

In this section, we describe our initial, baseline EN-PT TectoMT system
(Sect. 3.1), its improved version (Sect. 3.2), and four modifications to the
improved version (Sects. 3.3, 3.4, 3.5 and 3.6) that each focus on addressing
the different problems highlighted in a detailed human evaluation of the initial
system.

3.1 First EN-PT TectoMT System (System 1)

Building on the original English-Czech TectoMT system to produce our initial
English-Portuguese version was primarily focused on adapting the rule-based
modules used in the synthesis phase scenario. In the analysis phase, the con-
version of source sentences in English to a-trees was already handled by various
blocks of NLP tools that perform sentence splitting, tokenization, morphological
tagging and dependency parsing. We followed the existing English-Czech anno-
tation pipeline developed for the CzEng 1.0 parallel corpus [4] – using the Morče
tagger [18] and the Maximum Spanning tree parser [11] trained on the CoNLL-
2007 conversion of the Penn Treebank [13] – and kept the same rule-based blocks
for creating a-trees and then t-trees as were used in the original English-Czech
version of TectoMT [20].

When translating the English t-trees into Portuguese t-trees in the transfer
phase, the transfer of t-lemmas and formemes is handled simultaneously by pro-
ducing an n-best list of translation variants using t-lemma and formeme trans-
lation models (TM). For each t-lemma or formeme for a given source (English)
t-tree, the translation model estimates the probability of different translation
variants given the source t-lemma or formeme and any additional context. This
probability is calculated as a linear combination of:

– Discriminative Translation Models – a prediction based on features extracted
from the source tree using a MaxEnt model.

– Dictionary Translation Models – a dictionary of possible translations with
relative frequencies (these models, which do not take contextual features into
account, are called static models in TectoMT’s source code).

After English t-trees have been translated into Portuguese t-trees the synthe-
sis phase begins, for which Portuguese-specific rule-based blocks were written (in
Perl) to handle tasks such as word ordering, insertion of negations, prepositions,
conjunctions, agreement, formation of compound verbs, and so on. Where pos-
sible, existing tools for Portuguese [5] have been used to construct the scenario
for synthesis, owing to their greater level of accuracy over the tools available in
the original TectoMT system, with new rule-based blocks being created in order
to integrate these tools into the TectoMT pipeline [15].
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This initial, baseline version of the TectoMT system for English-Portuguese
was trained on the whole Europarl corpus [9]. The synthesis scenario was
improved iteratively, controlling for both the MT output (as BLEU) and a human
error analysis of 1,000 sentences from a small in-domain corpus in each step. This
set of 1,000 sentences was obtained from the same corpus as the training and
test sets, without any overlapping between them. After each iteration – usually
involving the addition of new blocks in the synthesis scenario – the MT output
(as BLEU) was checked and a human error analysis performed by two linguistic
experts. These experts – both native speakers of Portuguese – analyzed the most
frequently missing n-grams (up to 3-grams) and the t-trees at the starting point
of the synthesis phase, using their analysis to suggest rules for enforcing better
synthesis – the transformation of t-trees to output sentences in Portuguese.

3.2 Second EN-PT TectoMT System (System 2)

The second version of the EN-PT TectoMT system saw the introduction of some
improvements over the initial, baseline system. Building on the first version of
the system, tokenization, lemmatization, morphological analysis, part-of-speech
(PoS) tagging and dependency parsing were improved. For this second version
of the EN-PT TectoMT system, improvements were also made to the analysis
phase firstly by adding missing lemmas for use with the POS-tagger and by
adding extra rules for tokenization.

Improvements were made in the synthesis phase of the second version of the
EN-PT TectoMT system, namely by adding missing lemmas to the LX-Inflector
component of the LX-Suite in order to handle nominal expressions and to the
LX-Conjugator component in order to handle verbal expressions. An additional
block for handling the insertion of quotation marks in quoted expressions was
also added to the synthesis scenario. Next follows an example of the resulting
translation using system 1 (a) and system 2 (b) with this block:

(a) No separador de Slides em [...]
(b) No separador de ‘Slides’ em [...]

Over the next few subsections, we describe the implementation of additional
modules built to improve the second version of the EN-PT TectoMT system to
address various problems discovered in the human evaluation of error analysis
on the first system.

3.3 EN-PT TectoMT with Word Sense Disambiguation
(System 2 + WSD)

The transfer phase in TectoMT is based on lemma-to-lemma translation models,
but lemmas themselves are often ambiguous, and can be represented by multiple
meanings. We thus experimented with using additional information from source
language (English) word sense disambiguation (WSD) – the computational task
of determining the correct meaning of a word in a particular context – in the
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TectoMT transfer. For each a-layer node created in the analysis phase, we add
additional contextual features containing word sense information from both the
current node and its parent node to the Discriminative (MaxEnt-based) trans-
lation model. This work has been described in greater detail in previous work
[12]. Next follows an example of the resulting translation using system 1 (a) and
system 2 (b) with the WSD embedded information:

(a) No domı́nio de notificação de Windows há o ı́cone de Panda.
(b) Na área de notificação de Windows há o ı́cone de Panda.

English word senses were obtained using the UKB system [1], a collection of
tools and algorithms for performing graph-based WSD over a pre-existing knowl-
edge base. For a given word, UKB is able to query a graph-based representation
of WordNet [7] and return the appropriate synset identifier that represents the
meaning of the given word, using its surrounding words as context. In addition
to synset identifiers, we also provide supersenses to the translation model as
features – supersenses are the 45 semantic files by which synset identifiers are
organized in WordNet, allowing senses to be generalized across semantic classes
like PEOPLE, GROUP or ARTIFACT.

3.4 EN-PT TectoMT with Hidden Entities (System 2 + HideIT)

The error analysis of the initial, baseline version of the EN-PT TectoMT sys-
tem suggested that a substantial number of translation errors originate from the
incorrect handling of named entities (NEs), especially those that are domain-
specific (IT) and thus cannot be successfully captured by named entity recogni-
tion and classification (NERC) tools. To address this, we experimented with the
implementation of a rule-based component called HideIT to account for domain-
specific entities that do not require translation such as URLs, shell commands,
and code snippets. Next follows an example of the resulting translation using
system 1 (a) and system 2 (b) with the HideIT block:

(a) Envie um correio qualidade@pcmedic. PT.
(b) Envie um correio a qualidade@pcmedic.pt.

The HideIT component consists of two blocks. The first block is applied
at the very start of the translation pipeline – just after the tokenization of
the source text and before any meaningful linguistic processing takes place –
and attempts to recognize such entities using manually gathered heuristics from
2,000 sentences from the in-domain development corpus. Recognized entities are
then replaced with an appropriate placeholder (e.g. xxxCMDxxx or xxxURLxxx for
shell command and URL, respectively), while the original values are stored as
metadata. The second block is applied at the very end of the translation pipeline,
and extracts the values that were recognized earlier and stored as metadata and
swaps them with the placeholders that were introduced by the first block to hide
the entities from the core processing components of the translation pipeline.
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3.5 EN-PT TectoMT with Added Gazetteer
(System 2 + Gazetteer)

We also focused on trying to obtain correct translations and localizations of NEs in
the IT domain – such as menu items, button names, sequences and messages – that
are expected to appear in a fixed inflectional form. The fact that such NEs are fixed
allowed us to match expressions from a specialized lexicon (gazetteer) in the source
text and replace them with their equivalent expressions in the target language. The
English-Portuguese gazetteer was collected from four sources: localization files of
VLC,3 LibreOffice,4 KDE,5 and IT-related Wikipedia articles.

Following the tokenization of text in the analysis phase, expressions in the
gazetteer are searched for in the source sentence. Matched expressions – which
can span several neighbouring tokens – are then replaced by a single-word place-
holder. Then, in the transfer phase, these placeholders are replaced in the t-trees
by the corresponding expressions stored in the gazeteer from the target language.
Note that this step is performed before translating any of the other words of the
source sentence.

3.6 EN-PT TectoMT with Domain Adaptation
(System 2 + DomAdapt)

The error analysis of the first version of the EN-PT TectoMT system also high-
lighted many incorrectly translated domain-specific words and phrases that still
could not be addressed using the new HideIT and Gazetteer implementations. To
address this problem, we experimented with domain adaptation during the trans-
fer phase by interpolating translation models from a general domain (Europarl)
and the IT domain (2,000 utterances from the QTLeap corpus described in
the Introduction to the paper enriched with parallel terminology from both
the Microsoft Terminology Collection,6 and LibreOffice localization data7). This
interpolation helps to account for some of the errors in the output of the initial
system originating from a lack of in-domain training data.

The interpolation was not applied only to the lexical transfer (of lemmas, as in
the experiments with HideIT and Gazetteer), but also to the transfer of formemes.
It had been noticed that the IT domain formeme Translation Models (TMs) had a
different distribution of probabilities to the general domain (Europarl) TMs, and
so it was ventured that the interpolation of formeme TMs could also be benefi-
cial. The EN-PT TectoMT system trains four standard TMs from parallel train-
ing data – a Dictionary formeme TM, a Discriminative formeme TM, a Dictionary
t-lemma TM, and a Discriminative t-lemma TM. For the interpolation of these

3 http://downloads.videolan.org/pub/videolan/vlc/2.1.5/vlc-2.1.5.tar.xz.
4 http://download.documentfoundation.org/libreoffice/src/4.4.0/

libreoffice-translations-4.4.0.3.tar.xz.
5 svn://anonsvn.kde.org/home/kde/branches/stable/l10n-kde4/pt/messages.
6 Available from: http://www.microsoft.com/Language/en-US/Terminology.aspx.
7 Available from: https://www.libreoffice.org/community/localization/.

http://downloads.videolan.org/pub/videolan/vlc/2.1.5/vlc-2.1.5.tar.xz
http://download.documentfoundation.org/libreoffice/src/4.4.0/libreoffice-translations-4.4.0.3.tar.xz
http://download.documentfoundation.org/libreoffice/src/4.4.0/libreoffice-translations-4.4.0.3.tar.xz
http://svn.com//anonsvn.kde.org/home/kde/branches/stable/10n-kde4/pt/messages/
http://www.microsoft.com/Language/en-US/Terminology.aspx
https://www.libreoffice.org/community/localization/
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TMs, each of the four TMs was assigned an interpolation weight (1.0 for the Dic-
tionary formeme and Discriminative t-lemma TMs, and 0.5 for the Discriminative
formeme and Dictionary t-lemma TMs). Next follows an example of the resulting
translation using system 1 (a) and system 2 (b) with domain adaptation:

(a) No menu de desempenhar escolhe voltar a celeridade normal.
(b) No menu de Reproduzir escolhe voltar a velocidade normal.

4 Evaluation

Our evaluation of all of the systems described in the previous Section has consisted
of two methods – an automatic evaluation of MT output and a manual evaluation
of error analysis performed by linguistic experts.

4.1 Automatic Evaluation

We performed an automatic evaluation of MT output (as BLEU [14]) for all of the
described EN-PT TectoMT systems: System 1, System 2, System 2 + WSD, Sys-
tem 2 + HideIT, System 2 + Gazetteer, System 2 + DomAdapt, and System 2+
(System 2 enriched with all four additional modules – WSD, HideIT, Gazetteer,
and DomAdapt). The results are presented in Table 1.

Table 1. BLEU scores for all systems.

Experiment BLEU BLEU-BLEU(System 2)

System 1 19.34 −0.48

System 2 19.82 0.00

System 2 + WSD 20.07 +0.25

System 2 + HideIT 20.16 +0.34

System 2 + Gazetteer 20.76 +0.94

System 2 + DomAdapt 21.80 +1.98

System 2+ 22.42 +2.60

Table 2 shows the number of errors found by the linguists in each system mul-
tiplied by four (an estimate of the likely number of errors that would occur in 100
sentences, this was due to the interest in the “density” of each error type rather
than the total number, notice that the values are a mean value of errors found
by two annotators), as well as the absolute difference and the relative difference
between number of errors found in System 2+ and System 1.
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The results in Table 1 show that the largest improvements to the system are
achieved by making use of Gazetteers (specialized lexicons) and by interpolating
general and IT-domain TMs, while the addition of WSD and HideIT modules also
yield slight improves of the system. Changes in the analysis and synthesis phases
from System 1 to System 2 also led to substantive improvements. The full system
(System 2+) – which incorporates all of the previously described improvements
and additional modules – achieves good results (BLEU = 22.42).

4.2 Error Analysis

To gain better insight into the translation quality achieved by System 1 and by
System 2+, we asked two linguistic experts (both native speakers of Portuguese)
to analyze the specific errors made by each system on a subset of 25 sentences.
The errors they discovered were then classified according to the Multidimensional
Quality Metrics (MQM) framework8 (with some slight modifications):

1. Accuracy
(a) Addition
(b) Mistranslation
(c) Omission
(d) Overly literal
(e) Untranslated

2. Fluency
(a) Grammatical register
(b) Spelling
(c) Typography
(d) Grammar

i. Word form

A. Part of speech
B. Agreement
C. Tense/aspect/mood

ii Word order
iii Function words

A. Extraneous
B. Incorrect
C. Missing

(e) Unintelligible
3. Locale convention
4. Terminology

The results shown in the Table 2 demonstrate that there are less Accuracy
errors (−43 %) in the output of System 2+, particularly errors classified as overly
literal translation or mistranslation. In terms of Fluency, the output of System 2+
showed fewer spelling errors, agreement errors, word order problems and incor-
rect translations of function words than were present in the output of System
1. However, the number of missing function words and tense, aspect and mood
errors increased from System 1 to System 2+. Taken as a whole and in context,
these results suggest that translation of terminology in particular has indeed been
improved in System 2+.

8 http://www.qt21.eu/launchpad/content/multidimensional-quality-metrics.

http://www.qt21.eu/launchpad/content/multidimensional-quality-metrics
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Table 2. Number of errors in each system (System 1 and System 2+), and their relative
difference.

Error type System 1 System 2+ %

Accuracy 0 0 0%

-Addition 8 6 −25 %

-Mistranslation 178 82 −54 %

-Omission 46 36 −22 %

-Overly literal 30 16 −47 %

-Untranslated 22 22 0%

Accuracy subtotal 284 162 −43 %

Fluency 2 2 0%

-Grammatical register 0 0 0%

-Spelling 48 40 −17 %

-Typography 46 54 17%

-Grammar 0 0 0%

–Word form 0 0 0%

—Part of speech 34 34 0%

—Agreement 56 52 −7 %

—Tense/aspect/mood 56 100 79%

–Word form subtotal 146 186 27%

–Word order 74 66 −11 %

–Function words 0 0 0%

—Extraneous 112 110 −2 %

—Incorrect 52 32 −38 %

—Missing 210 244 16%

–Function words subtotal 374 386 3%

-Unintelligible 0 0 0%

Fluency subtotal 690 734 6%

Locale convention 0 0 0%

Terminology 12 10 −17 %

5 Conclusions

Previous research addressing MT from English to Portuguese has been scarce thus
far, with the few studies that do describe this language pair generally focusing
on phrase-based SMT systems. In this paper, we have described our implemen-
tation of an MT pipeline from English to Portuguese for a specific domain (IT),
also creating a small, in-domain corpus to account for the lack of publicly-available
parallel corpora for the domain in question. Part of this corpus was used for devel-
opment of our hybrid EN-PT MT system, and the other part used for testing.
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We first built an initial, baseline EN-PT hybrid MT system by adapting
the existing hybrid TectoMT system from English-Czech to English-Portuguese.
After performing an initial error analysis, we further improved the analysis and
synthesis phases of the system and added four new modules to address most
common mistakes of the initial system. Automatic evaluation of the output of
the revised system using each of the newly-created module showed that each of
them helps to improve the overall performance of the system, suggesting that the
addition of a gazetteer (specialized lexicon) and the interpolation of general and
domain-specific translation models as the most promising strategies for improv-
ing MT output. Finally, a detailed human error analysis of the initial and the final
systems confirmed that the additional modules and improvements of analysis and
synthesis phases implemented in the second version of the EN-PT hybrid MT sys-
tem do contribute to improved MT output.
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3. Bojar, O., Týnovský, M.: Evaluation of tree transfer system. Technical report,
Charles University in Prague (2009)
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Abstract. Adverbial phrase (AdP) contains rich and indispensable
information, however, translating them properly is one of big challenges
for machine translation (MT) systems. In this paper, we systematically
present a contrastive analysis of MT of AdPs from Chinese to Portuguese.
Our study is conducted on The International Chinese Newsweekly corpus
which consists of 46 Chinese texts (ST) with their respective Portuguese
translations given by a state-of-the-art Portuguese–Chinese MT system
and human beings (HT). By comparing the syntactic structures of these
texts in ST, PCT, and HT sides, we found that nearly 90 % MT outputs
suffer structural inconsistency with poor translation qualities. Therefore,
we discuss and finally propose a series of grammar rules to address the
problem. We believe that this work could inspire both MT researchers and
industries to boost the performance of Portuguese–Chinese MT systems.

Keywords: Temporal adverbial phrase · Machine translation ·
Portuguese–Chinese · Contrastive analysis · Syntactic structure · Syntax
rule

1 Introduction

An adverbial is an adverb, adverbial phrase or adverbial clause, which gives us
additional information about a verb or a sentence in order to modify or describe
it (e.g. time, place, or manner of the action in the sentence). In other words, adver-
bials can answer a series of questions such as where, when, how, why, how often,
how long, how much as shown in Table 1 [1]. Adverbial is an indispensable com-
ponent in a language, because it contains additional but important information
for communication. However, for the state-of-the-art MT system, no matter from
semantic perspective or from grammatical perspective, it is still a big challenge
to adequately translate it. Therefore, the study on the equivalence of adverbials
between languages is significant to improve the performance of MT.

In the field of Linguistics, there are some studies exploring and demonstrat-
ing differences between languages [11,13,15,17]. For example, Xia [15] investi-
gates Chinese Adverbial systemically and tries to explain the differences between
Chinese and Portuguese from aspects such as meanings of words, construction of
words, ways of expressing grammar meanings, words grammar functions, words
order, languages culture mentality, etc.
c© Springer International Publishing Switzerland 2016
J. Silva et al. (Eds.): PROPOR 2016, LNAI 9727, pp. 62–73, 2016.
DOI: 10.1007/978-3-319-41552-9 6
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Table 1. Questions that can be answered by the Adjunct adverbials

Question word Type Examples of Adjunct adverbial

How? Manner e.g. carefully, with enthusiasm

When? Time e.g. yesterday, on Tuesday, after I left

Where? Place e.g. there, in the kitchen, where I was

Why? Reason e.g. for no reason, since I am poor

How often? Frequency e.g. twice, monthly

How long? Duration e.g. for two years

In the field of Machine Translation, there are too much work to be realized in
order to deal with divergences between languages as well. Wang et al. [11,13] try
to deal with dropped pronoun problem in translating automatically from pro-
drop language to non-pro-drop language and proposes new approach to improve
the translation quality of the dropped pronoun for dialogue MT. However, it’s
not usual to verify studies that combine these two fields in the same approach
and try to resolve inconsistencies in MT through a detailed contrastive analysis
of a specific linguistic phenomena between two languages.

The Machine Translation system used in this work is PCT3.0 Portuguese
– Chinese MT system1, which has been developing by the Natural Language
Processing & Portuguese – Chinese Machine Translation Laboratory (NLP2CT)
at University of Macau. The development objective of this Machine Translation
system is to satisfy the increasing demand for translating tools to serve the dual
official language needs of the Territory of Macau. It is a rule-based system and
applies the scheme of annotation in syntax trees in the representation of bilingual
examples and the Constraint Synchronous Grammar [14].

In this paper, we mainly study temporal adverbial phrase (“when” type of
adverbials as shown in Table 1) to find solutions in terms of rules and syntax
heuristics in order to solve inconsistencies found in Chinese–Portuguese MT. Gen-
erally, the contributions of this work are observed in three aspects: First, we man-
ually build tree-based and sentential corpora for the following syntactic analysis
between Chinese and Portuguese, which contains Chinese source sentences (ST),
Portuguese human translations (HT) and MT system outputs (PCT). Second,
we systematically compare the differences on syntactic structures among ST, HT
and PCT, and also evaluate their translation qualities. Through the contrastive
analysis, we find that nearly 90 % MT outputs suffer structural inconsistencies
with poor translation quality. Finally, we propose some grammar rules to solve
the inconsistencies found in the PCT outputs and improve the machine transla-
tion quality. We believe that our work would inspire both MT researchers and
industries to boost the performance of Portuguese–Chinese MT system.

The paper is organized as follows. To make the reader understand our work
more smoothly, we introduce the theoretical underpinnings particularly on tem-
poral adverbial phrase in standard Chinese and Portuguese in Sect. 2. Then Sect. 3

1 Available at http://nlp2ct.cis.umac.mo/views/pct/pct.html.

http://nlp2ct.cis.umac.mo/views/pct/pct.html
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is composed of three parts: in the first two parts, we briefly describe our research,
including the corpus and methodology adopted, while in the third part, we report
our analysis and case study results, pointing out the problems and shortcomings of
the translation program PCT that emerged from the descriptive and contrastive
analysis, particularly in the aspect of temporal adverbial phrase translation. In
Sect. 4, we discuss the problems and propose a set of simple but effective grammar
rules for current MT systems. And we also report an oracle experimental result to
prove the feasibility of our method. Finally, we draw the conclusion in Sect. 5.

2 Theoretical Background

In generative grammar, an adverbial is an element that provides additional infor-
mation about a verb or a sentence modifying or describing it (e.g. time, place,
or manner of action in a sentence). According to [1], “three different types of
adverbial functions are distinguished: (1) adverbial adjunct, (2) adverbial dis-
junct, and (3) adverbial conjunct.” The adverbial adjunct is optional to modify
the part of sentence, the subject or the principal verb. The adverbial disjunct
modifies the entire sentence, not just the verb. The main function of the adverbial
conjunct is expressing textual relations such as linking clauses. For example,

(1) I finished the article last Friday. (Adjunct adverbial)
(2) Fortunately, I finished the article. (Disjunctive adverbial)
(3) Next, I’ll finish the article. (Conjunct adverbial)

In (1), “last Friday” is the modifier of the verb “finished”, which indicates
when the action happens. In (2), “Fortunately” conveys the speaker’s attitude
toward the content of the sentence; the adverbial modifies the entire sentence,
rather than the verb “finished”. In the (3), the adverbial “next” provides explicit
information about how the sentence relates to a previous one: the action “finish
the article” happens after or upon the completion of another action.

2.1 Adverbial Phrases in Portuguese

The aforementioned definition of adverbials is considered in the generative gram-
mar, which means that they are also suitable for Portuguese. Based on the per-
spective proposed by Cunha and Cintra [4], “as the name indicates, the adverbial
adjunct is a term with adverbial value, which denotes some circumstance of the
fact expressed by the verb, or intensifies the meaning of the verb, or an adjective,
or an adverb”. This means that adverbial adjunct can modify verbs, adjectives,
or adverbs in a sentence, answering questions about manner, time, place, reason,
frequency and duration. For example,

(4) Mas, atualmente, cerca de 16 mil de tripulantes também declararam que
se as duas partes não pudessem chegar ao consenso sobre o problema dos
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salários, iriam iniciar de imediato uma grande greve, a situação poderia ficar
ainda mais grave para a companhia aérea. (Text11 Autema-Syntree2)

But, currently, about 16 thousand flight attendants have also stated that if
both sides could not reach a consensus on the issue of wages, they would
immediately start a big strike, and the situation could get too much serious
for the airline company.

In example (4), all the underlined parts are adverbial adjuncts: the adverb
atualmente [currently] adds some temporal information for the whole sentence;
the adverb também [also] can be treated as a manner modifier of the verb
declararam [stated]. In addition, the adverbial phrases de imediato [immediately]
and ainda mais [too much] modify, respectively, the verb iniciar [start] and the
adjective grave [serious], answering questions concerned with “when” and “how”.

In terms of the definition of adverbial phrase in Portuguese, Cunha and
Cintra [4] propose that adverbial phrase refers to the “conjunct of two or more
words which has the same function as adverbs”, and belongs to adverbial adjunct.

The present study focuses on the “when” type of questions, i.e., tempo-
ral adverbial adjunct phrases(AdP). For instance in example (4), the temporal
adjunct AdP is de imediato [immediately], which, in according to the Portuguese
standard grammar, is a prepositional phrase, for it begins with the preposition
de [of]. Furthermore, all the examples of temporal adverbial provided by [4,7,8],
indicate that the prepositional phrase composes the temporal adverbial phrase
in Portuguese language.

2.2 Adverbial Phrases in Chinese

In Chinese Grammar, the adverbial may occur either at the beginning of the sen-
tence or after the topic or subject, and modifies the entire sentence [2]. According
to [15], there are 13 kinds of adverbials, such as adverbial of time, place, manner,
and reason. Temporal adverbials can be a temporal noun (5), a temporal adverb
(6), a prepositional phrase (7), a directional phrase (8), and a quantitative phrase
(9). For instance,

The temporal adverbial in example (5) is the temporal noun muqian
[currently/at the moment]. In example (6) it is the temporal adverb zhengzai
[be + V-ing]. In (7) it is the prepositional phrase zai ershiwu ri [on 25th]. In
example (8) it is the directional phrase ershisi xiaoshi yihou [24 h later], in
which the last word yihou [later] in Chinese is a directional noun. In exam-
ple (9), according to the Chinese standard grammar, the phrase yijiubajiu nian
[1989 year] is a quantitative phrase, for it begins with the number “1989”, which
means this temporal adverbial is a quantitative phrase.

2 Annotation and Analysis of Bilingual Syntactic Trees for Chinese/Portuguese
(Autema-Syntree), University of Macau Research Grant MYRG102 (Y2-L2)-FSH11-
ALL, a research project aimed at solving structural inconsistency of translated texts.
This work is a part of the research project.
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The above contrastive analysis shows that the constituents of Chinese tem-
poral adverbial phrase are more diverse than in Portuguese, which admits only
prepositional adverbial phrases. The following analysis (in Sect. 4) will show
more details about the contrast of temporal AdPs in Chinese and Portuguese.

3 Methodology

Our work is based on Autema–SynTree project – Annotation and Analysis of
Bilingual Syntactic Trees for Chinese/Portuguese, and focuses on the phrasal
organization in Chinese and Portuguese, which is necessary to develop syntactical
structures and improve PCT system. The next subsection presents details about
our corpus. And then, in Subsect. 3.2, we demonstrate the uniform process of
our artificial analysis.

3.1 Corpus

All of the source texts (in Chinese) of our corpus are extracted from The Inter-
national Chinese Newsweekly, 2009/12–2010/03. In order to make the data rep-
resentative, we randomly select 46 texts for analysis in this paper. Besides, the
two type of translations (in Portuguese) are generated respectively by human
translators and MT system. To compare the syntactic structures, we build the
syntactic trees for source sentences, human translations as well as MT outputs
by using SyntaxTree Builder3.

The statistics of our corpus are detailed in Table 2. In total, the source texts
have 222 sentences and there are around 200 words in each text. In the totality
of these sentences, 51 of them contain temporal Adverbial Phrases (23 %), while
the number of sentences in HT with temporal AdPs is the same.

3 Avaliable at http://nlp2ct.cis.umac.mo/syntaxToolkit/builder.html.

http://nlp2ct.cis.umac.mo/syntaxToolkit/builder.html
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Table 2. Statistics data of our corpus

Data Text Num. Sent. Num. %

ST with temporal adverbials 41 51 23 %

HT with temporal adverbials 41 51 23 %

Corpus of the project 46 222 100 %

3.2 Steps

Generally, the approach of analysis is straightforward, and its implementation
is almost entirely realized by human beings, which means that the steps are
performed sequentially and hierarchically. The analysis process includes 7 stages
as follows,

(1) The sentences containing temporal AdPs were identified both in Chinese
and in Portuguese;

(2) The Chinese temporal AdPs in the STs were analyzed and classified accord-
ing to the traditional grammar;

(3) The organization of the Chinese temporal AdPs’ constituents was described
in order to determine which phrases can work as temporal adverbials;

(4) The Portuguese temporal AdPs provided in the PCTs and in the HTs were
respectively analyzed and classified according to the lexico-grammar;

(5) The organization of the Portuguese temporal AdPs’ constituents was
described, both in the PCTs and HTs;

(6) The contrast of phrasal organizations in the PCTs and HTs, as well as in
the HTs and STs, consisted of mirroring the syntactic trees of each pair of
texts to one another to identify inconsistency in the PCTs;

(7) The contrasts and differences were discussed and summarized, with a view
to figuring out how to improve PCT in what concerns the temporal AdPs.

4 Analysis and Solutions

4.1 Comparative Analysis

Based on the Generative Grammar, we contrasted the syntactic structures of
the temporal adverbial in Chinese ST with those provided by PCT translations
and human translations.

On the basis of the Portuguese syntax rules and a contrastive analysis, as
shown in Table 3, 44 sentences were identified out 51 (86 %) because of the
inadequate renditions provided by PCT. More specifically, 19 AdPs (43 %) were
rendered without preposition, 3 AdPs (7 %) correspond to the order sequence of
the Part-to-Whole-Principle (PWP), and 9 (20 %) were provided with preposi-
tions placed in incorrect positions. Other cases include 13 occurrences of different
nature (30 %).
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Table 3. Statistic Inadequacies Data

Case Inadequate Sent. Num. Inadequate Sent. %

Lack of preposition 19 43 %

Problem of the PWP 3 7 %

Incorrect position of preposition 9 20 %

Others 13 30 %

Total 44 100 %

Having found the nature of the inadequate machine translation renditions,
we first focused on the instances of lack of preposition in the Portuguese AdPs.

Comparing examples (10), (11) with examples (12), (13), we observe that
not only examples (10) and (11) show instances including prepositions in both
HT and PCT translations, but also the Chinese prepositions yu [on] and zai
[on] in (10) and (11) are adequately translated into Portuguese as em [on/in],
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both in human and machine translations, while examples (12) and (13) show
instances including prepositions only in the human translations, but not in ST
or in the PCT renditions. In other words, those Chinese AdPs which begin with
a preposition are adequately translated by PCT with a preposition. However,
according to Chinese standard grammar, the presence of preposition as head
in the AdPs of time is optional, and the Chinese AdPs in (12) and (13) are
quantitative phrases because they start with numbers, but when we translate
them into Portuguese, we have to transform them to prepositional phrases, which
are not done by PCT system.

Therefore, we observe that what the machine translation does is a literal
translation – translating word-by-word. When the Chinese ST features a prepo-
sitional phrase, the translation system translates it as a prepositional phrase,
shown in Examples (10) and (11). Nevertheless, when the Chinese ST has a
quantitative phrase, and the machine rendition is a noun phrases, as in exam-
ples (12) and (13).

In addition, we also observe the difference of their locations, demonstrated
in examples (12) and (13). In Chinese grammar, when a Noun Phrase serves as
a temporal AdP, it is located at the beginning or in the middle of the sentence.
However, in Portuguese, the temporal AdP likely occur in the end of the sentence,
but if using comma to separate it from other elements in the sentence, it can be
placed anywhere as well.

Looking to the analysis of the order of the time noun phrase as shown in
Example (14).

In with [10], the time order in Chinese should be year–month–day–hour, which
is known as Whole-to-Part Principle, while in Portuguese the structure order is
the opposite, i.e., hour–day–month–year. In ST (14) above, the Chinese structure
order is eryue ershiqi ri wanshang [February 27th night], whose description of
time is from month to day, then to a specific time of the day. However in the
HT, the temporal adverbial phrase is Na noite de vinte e sete de fevereiro [at
the night of 27th of February], which shows the inverse order of the Portuguese
structure, from the specific time of the day to day, to month. However, in the
PCT, the output em vinte e sete de fevereiro a noite corresponds partially to
the standard temporal word order in Portuguese standard grammar, that is, the
order is more close to that found in Chines standard grammar (from general to
specific).

Example (15) below shows an instance of difference in prepositional position.
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The difference in Example (15) can be demonstrated more clearly via the
syntax trees. Figures 1 and 2 show syntactic structure trees contrasts between
ST and HT (because of space limitation, only the AdP is shown below).

Fig. 1. Syntactic Tree of Chinese ST
(yilai [since] is a temporal noun, and it
is typically placed at the end of the tem-
poral AdP in Chinese.)

Fig. 2. Syntactic Tree of Portuguese HT
(desde [since] is a preposition, and it is
typically placed at the beginning of the
temporal AdP in Portuguese.)

In (15), the noun yilai [since] occurs in the final position of time phrase
1946 nian [year], while the correspondent in Portuguese is the preposition desde
[since], typically in first position. In Fig. 1, we see that when the Noun Phrase
yilai [since], in the end of the temporal AdP, is translated in to Portuguese, its
location is shifted to the beginning of the temporal AdP. However, in the PCT
translation system, the preposition desde [since] is placed after the temporal
Noun Phrase o ano 1946 [the year 1946], which means that the system has
performed a literal translation.

4.2 Grammar Rules

Drawing on the description and contrast of the syntactic structures of temporal
AdPs in Chinese ST and Portuguese translations, our research teams discussed
the grammar rules to address the temporal AdP problems in rule-based MT
systems, which are listed as follows, (Table 4)

(1) When PCT translates a Chinese structure of temporal Noun Phrase (month
+ date) that realizes a temporal AdP, it should be rendered as a structure
composed of preposition and nominal phrase, that is, [preposition “em”
(in/on) + Noun Phrase].



Analysis of Temporal Adverbial Phrases 71

Table 4. Proposed grammar rules

Inadequacies Proposed rules Examples

Lack of
preposition

ZH: [AdP(P zài/yú + temp.
NP)]/[AdP(temp. NP)]

ZH: (zài/yú) sānyuè wǔ
r̀ı ‘(em) março 5 dia’

PT: [AdP(P em + temp.NP)] PT: em cinco de março

Problem of
the PWP

ZH: [AdP (P + NP year-
month-day-hour)]

ZH: liùyuè sh́ıqī r̀ı
zǎoshàng ‘Junho 17 dia
manhã’

PT: [AdP (P + NP
hour-day-month-year)]

PT: manhã de dezassete de
junho

Incorrect
position of
preposition

ZH: [temp.AdP (temp.NP + dir.N
yǐlái/yǐhòu)]

ZH: nàtiān yǐhòu
‘aquele dia após’

PT: [temp.AdP (P desde/após + NP)] PT: após aquele dia

(2) When PCT translates a structure of temporal AdP from Chinese into
Portuguese, the word order should follow the typical Portuguese pattern,
namely: hour/part of day–day–month–year.

(3) The system should have a rule for the mandatory position of the preposition
in the phrases in Portuguese realizing adverbials of time. In Chinese, tem-
poral AdPs can consist of temporal noun, temporal adverb, prepositional
phrase, directional phrase, and quantitative phrase, in which the preposi-
tion is not obligatory. However, all types of Chinese temporal AdPs must be
translated into Portuguese with a preposition at the beginning of the phrase.

(4) When PCT translates a Chinese structure of temporal AdP with yihou
[after], yilai [since], and temporal Noun Phrase, it should be noted as tem-
poral nouns or temporal AdPs, while whole combination should be noted as
the internal rule for Portuguese AdP [Adverbial Phrase (Preposition Phrase
+ Noun)], and the position of the preposition should be adjusted to initial
position.

There are a number of works can be employed to intergrate our grammar
rules, syntax structure or additional information into MT system such as factored
translation [5,6], model adaptation [6,12], hierarchical models [3], syntax-based
model [16] etc. As implementation is out of our main work in this paper, we will
not discuss more about how to insert them into MT system.

5 Conclusion and Future Work

Motivated by the differences in temporal AdP, particularly in its syntactical
structures, between Portuguese and Chinese, we investigate the machine transla-
tion of temporal AdP in Portuguese – Chinese language pair. Through the deep
contrast and analysis, we identified the problems and defects of MT outputs,
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especially in temporal AdP. Then we propose four grammar rules to address
these imperfections for rule-based MT system. With regard to the future, we
intend to explore integrating rule-based MT systems with statistical MT sys-
tems, after inserting our proposed rule into the rule-based MT systems. We
will use more evaluation method such as BLEU [9] to test the feasibility of our
proposed method.
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Abstract. We present a study in the area of sentiment analysis of clients’
commentaries transcribed by assistants of a help-desk service of one Portuguese
telecommunications company. We have adopted a lexicon-based approach to
determine the polarity of the sentiment of each commentary, based on the so
called opinion words. This task was by no means easy, as not many tools are
available for the Portuguese language. The initial results with the off-the-shelf
solutions were rather poor. This has motivated us to carry out a number of
enhancements, including, for instance, enriching the given lexicon with domain
specific terms, formulating specific rules for negation and amplifiers. Automatic
pruning of some of the lexicon terms has led to a significant improvement in
performance. As our final system achieved a very good performance, our work
should be of interest to others working on domain specific solutions for lan-
guages where ready-made solutions are not available.

Keywords: Sentiment analysis in Portuguese � Lexicon-based approaches �
Lexicon enrichment � Negation of sentiment words � Amplifiers and attenuators

1 Introduction

In recent years characterized by emergence of social networks, blogs and forums,
individuals and organizations used these means to express their opinions. As a result,
there has been a continuous increase in the daily volume of information generated by
users of social platforms, which created new challenges. First, it is not humanly pos-
sible to read all this information. Another problem is that organizations may be una-
ware of what the customers’ opinions are. The customers may publish their opinions,
sometimes quite negative ones, which are disseminated quickly reaching a large
number of people and the company may be unaware of this. Thus organizations strive
to continuously update their information, so as to understand the customers’ behavior
better, enabling them to predict their next steps.

According to some sources [3], 80 % of customer data captured within enterprises
is in unstructured format, in the form of call center transcriptions or e-mails from
customers and employees. It is relevant to study how customers manifest themselves
over time, enabling to detect changes in their preferences and identify patterns of their
behavior or detect that customers may effectively stop paying for certain services or
products.

© Springer International Publishing Switzerland 2016
J. Silva et al. (Eds.): PROPOR 2016, LNAI 9727, pp. 74–85, 2016.
DOI: 10.1007/978-3-319-41552-9_7



This situation has motivated us to undertake this study. The data comes from one
customer service department of a major Portuguese telecommunications company. This
service involves questions concerning customer satisfaction, promotional campaigns,
password change and description of problems that need to be resolved. It provides
means for the customers to express their opinions and ask questions. This service is
coordinated by technical assistants who answer phone calls from customers, while
transcribing the contents of each call in a form of commentaries.

Our aim was to analyze this data and determine in an automatic way the polarity of
each commentary. We have adopted a lexicon-based approach and employed two
lexicons (Afinn, Sentilex) initially, but only Sentilex could be used directly with
Portuguese texts. The terms of Affin had to be translated from English into Portuguese.
Unfortunately, the results were rather disappointing. This has motivated us to carry out
various enhancements whose aim was to improve the results. One involved the
inclusion of domain specific terms in the lexicon which lead to a marked improvement
in performance. We have also formulated specific rules determining how negation
should be treated in Portuguese, and similarly, investigated also intensifiers and at-
tenuators. Each of these led again to improved results. Perhaps the most surprising
finding was that the method of automatic pruning of some of the lexicon terms proved
beneficial for performance. The performance of the final system was indeed very good
in terms of predictive accuracy of (81.9 %) and also, in terms of cost-sensitive analysis
described later.

The structure of the rest of this paper is as follows: Sect. 2 presents a review of the
literature in the area of sentiment analysis and special attention is paid to works
focusing on Portuguese texts. Section 3 starts with an overview of a typical sentiment
analysis system and then continues with the description of different enhancements of
the system that led to improved results. Section 4 discusses the results obtained and
Sect. 5 presents conclusions and suggestions for future work.

2 Related Work

Sentiment analysis (SA) is a field of study that examines opinions, feelings, evalua-
tions, attitudes and emotions in relation to entities such as products, services, organi-
zations, people, events and topics [10]. Most work in this area is carried out for the
English language [12, 13]. For the Portuguese language the available resources are
rather scarce. As it has rather specific characteristics (e.g. multiple verbal forms,
specific rules for negation), developing a SA system can be considered a challenge.

Several methods have been proposed for the automatic determination of a sentiment
value in text documents [10, 13, 17]. The most common approach involves considering
this a text classification task, where the aim is to determine whether a document
expresses a negative, neutral or positive opinion. The two main approaches are a
lexicon-based approach and a machine learning approach [22].

The machine learning approach uses a set of features to learn a classifier. The
features represent terms or in general unigrams, bigrams or multi-word units, which
may in addition be characterized by part-of-speech tags. Although this approach may

Determining the Level of Clients’ Dissatisfaction from Their Commentaries 75



obtain good results, the transfer of the model - trained classifier - to another domain
may not lead to good results [2].

The lexicon-based system can be developed manually [21, 23] or automatically
[6, 24, 25]. This approach uses a sentiment lexicon, which includes words or expres-
sions together with their polarities. It is important that the lexicons have a good cov-
erage of words that appear in the texts that need to be processed.

As for the number of polarity levels, some researchers have considered just three (e.g.
negative, neutral and positive or −1, 0, 1 if we use numbers), while other used more. In
the work reported here we use 7 levels (−3, −2, −1, 0, 1, 2, 3), where the value −3 (3)
represents the most negative (positive) sentiment value. We have adopted 7 levels
because our client – the telecommunications company – has requested this.

Some authors claim that lexicon-based methods are more robust than the machine
learning approaches (ML) [22]. However, our initial experiments with the
lexicon-based approach did not result in good performance in our application domain.
This indicates that this approach may also suffer from fragilities attributed by Taboada
et al. [22] to ML approaches.

One study in Portuguese [18] determines the sentiment of texts from Twitter
messages relative to five political leaders involved in the 2011 parliamentary elections.
The task was first to identify the political leaders and then determine the polarity of
each Twitter message. The sentiment analysis was based on lexical polarity,
lexical-syntactic patterns and inference rules.

Some people have also studied the so called polar expressions. Polanyi et al. [15]
have proposed the following rule to deal with such expressions: “If a given polar
expression includes negation, the sentiment value of the associated expression should
be reversed”. This rule is also applicable to Portuguese texts, although as we will see
further on, in some situations it is useful to use a somewhat different rule.

Another line of work involves considering amplifiers and attenuators of the sen-
timent value. The most common way to identify these terms is by a recourse to a list of
adverbs and adjectives. Polanyi et al. [15] modified the sentiment value of the sub-
sequent word by adding or subtracting 1. For example, suppose the amplifier very has
been used within the expression very beautiful. As beautiful has a sentiment value of
+2, the resulting value of the expression is 2 + 1 = 3.

Brooke [1] has proposed to treat amplifiers in a somewhat different way. Instead of
adding (or subtracting) a fixed value, the author proposed to increase (or decrease) the
sentiment value by a certain percentage. However, the author did not provide details on
how the percentage is determined.

3 Adapting the Approach of Sentiment Analysis
for Portuguese

As some readers may not be familiar with sentiment analysis (SA), the next subsection
provides an overview of a typical lexicon-based approach. This serves also as a basis
for describing the enhancements carried out for Portuguese (Subsect. 3.2).
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3.1 Overview of a Typical Lexicon-Based Approach to Sentiment
Analysis

The typical lexicon-based sentiment analysis method involves basically two major
steps, pre-processing and calculation of the sentiment value of texts using sentiment
lexicons. Both are described in more detail below.

Pre-processing. Many pre-processing steps used in SA tasks are commonly used also
in classification of texts or clustering. Therefore our description here is rather brief, as
readers may consult other sources [4, 7, 20].

One important step involves transformation of capital letters to lower case enabling
to identify words that are similar, but not written in exactly the same way. The fol-
lowing steps normally include removal of numbers, punctuation symbols, short words
(e.g. consisting of 1–2 characters), blanks and stopwords. All these items are normally
not relevant and their elimination does not usually effect the outcome.

Many systems apply also stemming which consists of eliminating the suffixes,
while retaining only the root of the word. Stemming algorithms depend strongly on
word formation rules. So, direct application of an English stemmer may result in an
undesirable outcome when applied to other languages including Portuguese [8]. This is
why some researchers have adopted lemmatization instead, which selects a represen-
tative form (e.g. infinitive) from a given set of words with the same root.

Usage of Lexicons to Calculate the Sentiment Value. After the preprocessing has
been carried out, the chosen sentiment lexicon is used to derive the sentiment value of a
given text. This is done by processing all words. If a particular word appears in the
sentiment lexicon, its sentiment value is recorded. The sentiment value of the given text
is determined by summing up all the sentiment values encountered. This process is
illustrated by the following example:

The only words that appear in a sentiment lexicon are quer and desativar with
sentiment values of +2 and −2. So the resulting sentiment value of this phrase is 0.

3.2 Enhancements of the Basic Approach for Sentiment Analysis
in Portuguese

The results of the basic system just described, when applied to our document set in
Portuguese were rather disappointing, because the predictive accuracy was rather low.

This is the reason why we have set out to carry out different enhancements with the
objective to improve of performance, acceptable to the telecommunications company.
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3.2.1 Our Dataset and the Lexicons Used
The document collection use here consists of commentaries of clients that were
gathered in a period of about 3 months in 2014, totaling 1724 cases. Each document
includes one commentary, consisting of about 17 words on average.

Lexicon Sentilex: This sentiment lexicon was elaborated for the Portuguese language
and contains more than 82 k entries. It was developed specifically for data mining
applications and classification of sentiments in Portuguese [19]. The entries can be
inflected forms of words, which can be included within expressions. Expressions can
contain a one or more words (compound expressions) and typical idioms. The senti-
ment values are on an integer scale ranging from −1 to 1.

Lexicon Afinn and AffinP: Lexicon Affin includes 2477 words and phrases in English,
whose sentiment value range from −5 to 5, where −5 (5) is associated with very
negative (positive) words [11]. This lexicon was translated into Portuguese manually
which was quite time consuming task, lasting about 3 weeks. The Portuguese version,
AffinP, includes 1997 words.

Domain Specific Lexicon AffinPD: We have noted that the lexicons above did not
include many of the terms that were used in clients’ commentaries. So, for instance, the
words comprar and fidelização (buy and loyalty agreement) which do not exist in
Sentilex, nor in AffinP, are indicative of a positive action on the part of client. The word
reclama (complains) exists only in AffinP, but not in Sentilex. It transmits clearly a
negative sentiment.

This analysis has motivated us to explore the hypothesis that elaborating a domain
specific lexicon may lead to a marked improvement of performance. We have decided
to use AffinP as a starting point, as this lexicon attained better performance than
Sentilex. Some of sentiment values in AffinP were altered, taking into account the
specificities of the domain of telecommunications. The domain specific lexicon is
referred to as AffinPD and includes 6915 words. It uses the sentiment scale of Afinn
ranging from −5 to 5. As this lexicon was elaborated manually, this task was rather
time consuming and required about 2 months to complete.

The percentage of words covered by AffinPD of our text documents was around
88.3 %, whereas in the other lexicons this rate was quite low (reaching about 20 %).
Our experimental results presented later show that the addition of domain specific
terms leads to a marked improvement of performance.

Optimizing the Lexicon by Pruning: It is conceivable that not all terms in the given
lexicon are useful and that maintaining them there may in fact be detrimental to
performance. We have decided to investigate this issue. This study was conducted only
for AffinPD lexicon. The method used for constructing the optimized lexicon is similar
to the feature selection method called Backward Elimination [4]. The method processes
all terms in turn. In each step the system determines the effect of eliminating a par-
ticular term on the overall performance of the system. If the performance decreased, the
term is maintained, but otherwise it is be dropped. In this phase we have used a
validation set (different from the test set) which consisted of about 600 commentaries
accompanied by a sentiment value.
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3.2.2 Different Enhancements Carried Out

Enhanced Pre-processing. The pre-processing steps described in Sect. 3.1 were
re-used in the system described in this section, which includes several enhancements
described next.

Restricted Stemming: It may happen that some words that have different sentiment
value before stemming become indistinguishable after stemming. Some examples are
shown in Table 1.

For this reason, in this work stemming is applied selectively only to words that do
not appear in the sentiment lexicon. Usage of lemmatization would have been another
possible alternative.

Rewrite Rules: The texts written by operators often include several different variants
of the same word (e.g. desativar, desactivar). This is undesirable, as some of these
variants may not appear in the lexicon. Therefore, we have decided to formulate a set of
rules (635 in total) that substitute certain abbreviations and misspelled variants by their
standardized form. Below we give two examples of such rules:

clt ! cliente

desactivar ! desativar

The second rule transforms the word desactivar from the old orthographic con-
vention to the new one.

Removal of Short Texts: Our enhanced preprocessing comprises also the removal of
commentaries which include only 1 word, as these transmit hardly any information.

Domain-Specific Stopwords: This stage focuses on building a list of domain-specific
stopwords, or predefined phrases recorded by operators that do not transmit any
unusual sentiment value. This list includes 345 items. Consider, for instance:

Boa tarde, bem-vindo ao apoio ao cliente se pretende ajuda sobre um tema (…)
Good afternoon, welcome to customer support if you want help on a topic (…)

The words boa (good), apoio (support), ajuda (help) would be attributed a positive
sentiment value and hence influence the final scores. However, this does not make
sense, as these words do not convey any sentiment value on the part of the client.

Table 1. Undesirable effects of stemming for some Portuguese words

Lexicon Word Sentiment value Root

AffinP afetado (affected) −2 afet
AffinP afeto (feeling) 3 afet
Sentilex fala (speaks) 0 fal
Sentilex falido (bankrupt) −1 fal
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3.2.3 Dealing with Polar Expressions
Our system deals also with expressions that include negation which are sometimes
referred to as polar expressions. These may include, for instance, a negation word, such
as não (no or not in English) followed by some other word or expression, such as
divertido (funny in English). If we did not introduce any special treatment, we could
obtain a counterintuitive result. Suppose the sentiment value of não is −1 (as in AffinP)
and the sentiment value of divertido is 3, the resulting value would be positive.

The rule proposed by Polanyi et al. [15]: “If a given polar expression includes
negation, the sentiment value of the associated expression should be reversed”, sug-
gests a solution, which is also applicable to Portuguese texts. So, in our example with
não (−1) divertido (3), the resulting value would be −1 � 3 = −3. In the following this
rule is referred to as inversion rule and is used in all cases where the word appearing
after negation has a positive sentiment.

However, there are cases when the word appearing after negation has a negative
sentiment. The application of the above rule would lead to an incorrect value. Consider,
for instance, the phrase “cliente não (−1) quer ser mais incomodado (−2)” (customer
doesn’t want to be more disturbed). It does not seem right to attribute it a positive
sentiment value resulting from −1 � (−2) = 2. In our system this phrase is attributed
the value of −2 (the sentiment value of incomodado). We will call this rule corrected
inversion rule in the following. The results presented in Sect. 4 indicate that the cor-
rected inversion rule is preferable to the original rule.

Our system permits to process various other words besides the negation word não.
The list assembled contains 33 different words that modify the meaning of the sub-
sequent text. The list includes, for instance não, nunca, jamais, nem, ninguém, nenhum,
negativamente, tampouco, among others.

3.2.4 Amplifiers and Attenuators
Polanyi et al. [14], define contextual valence shifters as contextual phenomena that
modify the polarity of another term. According to the authors these can be divided into
three groups: inverters invert the polarity of a polarized item, intensifiers (or amplifiers)
intensify it and attenuators diminish it [9, 16]. Sentiment modifiers are mostly adverbs
(attractively, annoyingly), adjectives (better, bad), sentence connectors (although,
however, but),modal verbs (might, could, possibly) or even nouns (freedom, bankruptcy).

We have followed this line of work, but adapted it to Portuguese, while focusing
mainly on sentiment modifiers that are adverbs and adjectives. Words such as de-
masiado (too much), bastante (in sufficient number), pouco (a little) and menos (less)
do not exist in the sentiment lexicons analyzed. To resolve this issue, we have
assembled a list of 166 amplifiers and 35 attenuators. The process for calculating the
sentiment value of sentences is as follows:
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3.2.5 Normalizing the Sentiment Values
As the ranges of the sentiment values in the lexicons used are different, the resulting
sentiment value of the given text (commentary) attributed by our system could depend
on which lexicon has been used. This is obviously undesirable. We have therefore
incorporated a normalization step, whose aim to transform the sentiment values gen-
erated into a normalized range spanning from −3 till 3. This range was suggested by the
company who require that we not only identify the negative (positive) cases, but
distinguish how grave the situation is.

Normalization is relatively simple to carry out. Basically, it is necessary to divide
all values by normalization constant NAFFINPD or NSENTILEX, depending on which
lexicon is being used. After some analysis we have determined that the setting
NAFFINPD = 4 and NSENTILEX = 1 is the most appropriate.

The sentiment values are illustrated by the following example that was already used
in Sect. 3.1. Here we show the effects of using the enriched lexicon, negation rules and
normalization.

Let us examine the effects of negation in this example. If we did not use it, the final
sentiment value (before normalization) would be −5−3−1 + 3 = −4. The inversion
rule for negation transforms the last 3 words into sem período fidelização (−3) and
hence the score is −5−3−3 = −11. This value needs to be normalized, which leads to
−11/NAFFINPD = −11/4 = −2.75. Finally, the sentiment value is mapped to the nearest
integer value −3.

3.3 Evaluation of the Sentiment Classifier

The data for the evaluation consisted of 200 texts accompanied by their sentiment value
ranging between −3 and 3. The evaluation was carried out by comparing the sentiment
values generated with the ones that were attributed by a person (ground truth). Two
different performance measures were used - success rate and mean cost per case. The
use of cost-sensitive analysis was motivated by the fact that the sentiment values −3,
−2, .. 3 are on ordinal scale. It is therefore useful to consider how far a particular
prediction is from the correct value. Assuming that −3 and 3 are one unit apart, the
distance between −3 and −2, for instance, is a fraction of that distance, i.e. 1/6 = 0.17
(after rounding). So this error has the cost of 0.17. The mean cost per case is calculated
by calculating the mean of the costs of individual documents.

4 Results

The results presented here are relative to our test dataset consisting of about 200 cases
accompanied by a sentiment value. The evaluation involved the set of 13 different
variants of our sentiment analysis system described next. We have conducted experi-
ments to determine to what extent the different facets incorporated in these variants
would improve the performance. Figure 1 shows the results.
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1. Lexicon AffinP: This variant represents the very basic SA system with AffinP. It
achieved a modest success rate of 33.33 % and mean cost of 16.85 %.

2. Lexicon AffinPD: Similar to variant 1, but the system uses an enriched lexicon
containing domain-specific words. The success rate improves by 5.9 %.

3. Pre-processing: This variant extends the previous variant and uses the basic
pre-pre-processing method described in Sect. 3.1.

4. Rewrite rules, as described in Sect. 3.2.2. This led to quite significant reduction of
the mean cost by 1.88 %.

5. Removal of texts with a single word (see Sect. 3.2.2).
6. Elimination of domain-specific stopwords (see Sect. 3.2.2).
7. Elimination of stopwords: We have reused the list of 203 Portuguese stopwords

available in R with the command stopwords(‘portuguese’).
8. Restricted stemming (see Sect. 3.2.2).
9. Negation 1: This variant incorporates the inversion rule (see Sect. 3.2.3).

10. Negation 2: This variant extends the variant 8 by incorporating the corrected
inversion rule (see Sect. 3.2.3). This led to a significant cost reduction of 3.87 %.

11. Amplifiers (see Sect. 3.2.3): This variant extends the variant 10. This led to a cost
reduction of 1.25 %.

12. Attenuators (see Sect. 3.2.3).
13. Optimized Lexicon AffinPDO: The lexicon is pruned following the method

described in Sect. 3.2.1. The final version had a very good mean cost of 4.54 %.

Each of the following versions extends its predecessor unless stated otherwise.

We have carried out also experiments with Sentilex lexicon which is available for
Portuguese texts. Unfortunately, this system had poor results. The basic solution
achieved the success rate of 31.34 % and the mean cost of 18.1 % (i.e. worse than our

Fig. 1. Results of different variants of our system
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version 1 with AffinP). This lexicon had rather poor coverage of the words (only about
5 %) that appear in our commentaries. Also, the range of sentiment values range from
−1 to 1, which is probably insufficient to capture the nuances of sentiment.

5 Conclusions

Our aim was to develop a sentiment analysis system which could be applied to
Portuguese texts. This appeared a challenge, as not many tools were available.
Applying off-the-shelf solutions in conjunction with lexicon Sentilex, available for
Portuguese, gave poor results. We conjecture that this is due mainly to the fact that its
terms do not cover the domain of telecommunications well, and also, the range of just
three sentiment values is not able to capture the varied degrees of sentiments.

We have therefore analyzed a set of techniques with the objective of determining
whether these could lead to improved performance. Translating terms of the chosen
lexicon (Affin) into Portuguese and enriching it with domain-specific terms was rather
time consuming, but the effort paid off. It led to a marked improvement of performance.
There are many specific terms in the telecommunications that were not present in the
original lexicon. Defining rules enabling to translate words into its standardized form
was also useful.

We have also incorporated rules that deal with negation and adapted the inversion
rule described in literature to Portuguese. We did not limit ourselves just to the
negation word não, but defined an extended set of 33 negation words. We have
investigated situations when the word following the negation word has a negative
sentiment. The experiments on pre-classified data indicated that the corrected negation
rule is preferable to the usual inversion method (as in [15]). Finally, we have incor-
porated rules that modify the sentiment value of expressions that include amplifiers and
attenuators, which required that a list of words be built for the Portuguese language.
The final system reached an excellent performance both in terms of accuracy and mean
cost.

Future work may involve the incorporation of an automatic spell-checker for
Portuguese. Elaborating rules manually to correct abbreviated or misspelled words is
time-consuming. We could also investigate the possibility of generating the enriched
lexicon through automated methods, rather than through a manual approach. As this
task is rather time-consuming, a great deal of time could be saved. Also, it would make
our system adaptable to other domains.
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Abstract. In this paper, we compare lexicon-based and machine learning-based
approaches to define the subjectivity of tweets in Portuguese. We tested Sen-
tiLex and WordAffectBR lexicons, and Sequential Machine Optimization and
Naive Bayes algorithms for this task. In our study, we used the Computer-BR
corpus that contains messages about the technology area. We obtained better
results using the Comprehensive Measurement Feature Selection method and
the Sequential Machine Optimization algorithm as the classifier. We achieved
considerable accuracy when we included the polarities of words in the vector
space model of tweets.

Keywords: Subjectivity classification � Sentiment analysis � Natural language
processing

1 Introduction

In the past decade, people have used social web to express and share their ‘sentiments’
about products and services. Texts published in social media (e.g., Twitter, Facebook,
forums, blogs, and user forums) have become important sources of information for
organizations. The analysis of these snippets of text is a way of monitoring the opinion
and response from the clients of these organizations [1]. The area of research that
automatically performs this processing is known as Sentiment Analysis or Opinion
Mining. In this area, textual information can be categorized into two main types: facts
and opinions. Opinions, unlike facts, describe people’s sentiments, appraisals, or
feelings toward entities, events, and their properties. The task of defining whether a
sentence expresses an opinion or a fact can be treated as a classification problem. This
task is called subjectivity classification [2]. The subjectivity classification is a stage that
precedes the Opinion Mining. When used, it improves Opinion Mining performance by
preventing noisy and irrelevant extraction [3, 4]. In approaches that use machine
learning algorithms for polarity classification, the improved results can be attributed to
the balancing of training sets. Some authors mention that the imbalance of such
approaches is caused by the class of objective sentences, which usually has a larger
number of samples [5].
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In this paper, we compare two traditional approaches to subjectivity classification:
based on lexicon, and machine learning algorithms [10]. We tested SentiLex and
WordAffectBR lexicons, and Sequential Machine Optimization (SMO) and Naive
Bayes algorithms to determine the subjectivity of the tweets from Computer-BR cor-
pus, we that built for this study. This corpus is composed of messages in Portuguese
language about the technology area. We categorized the tweets according to their
sentiment orientations (polarities). We considered as subjective those sentences with
positive or negative polarity, and as objective sentences the remaining ones. In the
approach using machine learning, we tested a new method for feature selection: the
Comprehensive Measurement Feature Selection (CMFS), indicated for unbalanced
corpora [15, 16]. Our best results were obtained using this method and the SMO
algorithm as classifier. We achieved an accuracy on average of 78.51 % when we
included the polarities of words in the vector space model of tweets. Besides the results
obtained from the research described in this paper, we also consider Computer-BR
corpus as one of our contributions to the sentiment analysis area.

This paper is organized into 7 sections. In Sect. 2, we present some works related to
ours. In Sect. 3, we introduce the subjectivity classification task and approaches used to
treat it. In Sect. 4, we describe the corpus we created and the pre-processing realized. In
Sects. 5 and 6, we detail the approaches used to define the subjectivity of the sentences.
In Sect. 7, we present our conclusions. Finally, the acknowledgment and references are
presented.

2 Related Work

The opinion mining from web texts is a non-trivial Natural Language Processing task,
for this reason it has received much attention. Most literature on sentiment analysis for
Portuguese language addresses polarity classification at sentence and aspect (feature)
level. In applications at the sentence-level, in which sentences are classified as positive,
negative, or neutral, the accuracy ranges from 55 % to 71,79 % [6–8, 17]. In these
applications, the best results were obtained from the Sequential Minimal Optimization
(SMO) [6, 7] and Naive Bayes [3] algorithms. In lexicon-based approaches, the
accuracy for Portuguese language is around 57.3 % [9]. It is worth mentioning that
linguistic resources for sentiment analysis in Portuguese language are still developing
[13, 14]. The lack of benchmarks corpora, for example, makes more challenging the
comparison of results.

According to researchers in the area, the performance of these tasks improves when
we perform the subjectivity classification in a previous step [3, 4]. Initially, Kamal [3]
classifies sentences in English as subjective and objective, and later he performs
features-based sentiment analysis for the sentences defined as subjective. In the sub-
jectivity classification stage, the author has reached an accuracy of 91.6 % with the
Naive Bayes algorithm. Lambov et al. [18] says that the classification of subjectivity is
a specific domain problem, showing that the results fall around 20 % for across
domains.
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3 Subjectivity Classification

We understand the subjectivity classification as a task to define whether a sentence is
objective or subjective. Objective sentences express facts, while subjective sentences
express opinions. Opinions, unlike facts, describe people’s sentiments, appraisals, or
feelings toward entities, events, and their properties [2]. In our study, we determined the
classification of sentences according to their polarities (positive, negative, or neutral), that
indicated the sentiment orientation. The algorithm assigns the polarity by the presence of
certain adjectives, verbs, and nouns in the sentences. For example, words such as fast
(adjective), to love (verb) and joy (noun) expressed sentiments with positive polarity,
whereas words such as slow (adjective), to hate (verb) and sadness (noun) indicated
negative polarity to the sentences. The polarity was neutral when the word was neither
positive nor negative. We considered as subjective sentences those with positive or neg-
ative polarity. The remaining sentences (with neutral polarity) were considered objective.

According to Madhat et al. [10], in the sentiment analysis area, the most common
techniques use approaches based on lexicons or machine learning algorithms. We used
the lexicons SentiLex-PT [11] and WordNet-Affect [12], and the SMO and Naive
Bayes algorithms in our study. We chose these resources and techniques, because they
are widely known [3, 6, 7] and achieves good results. Figure 1 shows the pipeline that
we implemented to define the subjectivity of the sentences. In the following sections
this pipeline is detailed.

4 Computer-BR Corpus and Preprocessing

To perform this study, we built a corpus in Portuguese, the Computer-BR. This corpus
consists of 2,317 tweets that was extracted in the period from January 1st to September
18th, 2015. The Corpus has 34,437 tokens and 4,653 types. To build it, we used key-
words related to computers: notebook, analysis, testing, and so on. We relied on 4
human annotators who defined the polarity of the tweets, 3 of them participated in the
whole process of annotation and the fourth decided the final polarity only in cases of
disagreement. Although our study is only on subjectivity classification, the annotation
considered 4 classes: irony (−2), negative (−1), neutral (0) and positive (1). We built the
Computer-BR also for its application in future works. The final kappa index was 0.69. It
is worth mentioning that three annotators were from the Computer Science area and one
from the Linguistics area. The Table 1 shows the polarity distribution in the corpus.

As the treatment of irony is not included in this work, tweets classified into the
irony class became negative. Thus, 443 was the total amount of tweets classified as

Fig. 1. Subjectivity classification
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negative in our study. We intend to investigate the polarity classification including
irony in a future work. Table 2 shows some examples of tweets from the corpus.

Web texts, especially those posted on microblogs, have a lot of noisy and unin-
formative pieces (HTML tags, scripts and advertisements). In these texts, it is common
the repetition of vowels, punctuation problems, misspelling, emoticons, colloquialism,
unconventional use of upper and lower cases, and out-of-vocabulary words (abbrevia-
tions, acronyms, and slang). Portuguese texts from the technology domain still use
technical terms in English. All these factors reduce the efficiency of automatic classi-
fiers. To minimize this problem, it was necessary to normalize the tweets. So, in the texts
processing stage, we removed (or treated) special characters and hashtags, transformed
emoticons and hyperlinks into text, and replaced abbreviations and slang with usual
expressions, such as “vc” into “você” (you) and “novis” into “novidade” (news).

After this stage, we used the parser VISL1 to supply the morphosyntactic annota-
tion to the texts. Although this tool provides a richer annotation on linguistic infor-
mation, in our study, to simplify, we used only lemmas and Part-of-Speech (PoS) tags
of the words.

In the following sections, we describe studies on subjectivity classification.

5 Lexicon-Based Subjectivity Classification

The lexicon-based approach depends on finding the opinion lexicon that is used to
analyze the text. This approach is divided into dictionary-based approach and
corpus-based approach that use statistical or semantic methods to find sentiment
polarity [10]. In our study, we used the dictionary-based approach. We did tests with

Table 1. Sentiments distribuition in the Computer-BR corpus.

Classes #Tweets (%)

Irony 39 (1,7 %)
Negative 404 (17,4 %)
Neutral 1,677 (72,4 %)
Positive 197 (8,5 %)

Table 2. Examples of tweets from Computer-BR corpus.

1 http://beta.visl.sdu.dk/visl/pt/.
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two lexicons: SentiLex-PT and WordNetAffect BR. SentiLex-PT [11] is a lexicon for
Portuguese language that has 7,014 lemmas (4,779 adjectives, 1,081 nouns, 489 verbs,
and 666 expressions). Each lemma shows the grammatical category, the target in a
sentence; for each target, the polarity associate with it (positive, neutral, or negative),
and the last information is about the method of assignment (if it was manual or with a
tool named Judgment Analysis Lexicon Classifier - JALC). WordNetAffect BR [13]
was built from WordNet terms translated from English into Portuguese, with terms that
connote different emotions. The 289 words, including adjectives and nouns, were
manually translated.

Initially, we did some tests with both lexicons separately, however, when we
decided to use them together, we obtained a small improvement. Therefore, in our
study, we are looking for the polarity of the words of tweets in both lexicons.

In the next section, we present the strategies we use to define the subjectivity of
tweets.

5.1 Strategies to Identify Subjective Tweets

We tested three different heuristics to define the class of the tweets. All heuristics
consider the polarity of the words (lemma) from the lexicon. If the word did not exist in
the lexicon, its polarity was considered neutral.

• Heuristic 1 – The sum of polarities: This heuristic consists of adding the polarity of
each tweet token [10]. If the result of this sum is non-zero, the tweet has some
sentiment. The formula is represented in (1), where |sent| is the number of tweet
tokens and termi represents each token present in the sentence of tweet.

subjectivitysent ¼
Xjsentj

i¼1
polarityðtermiÞ ð1Þ

• Heuristic 2 – The number of words with polarity: This heuristic2 assumes that if
n tweet words have polarity, then the tweet is subjective. The equations for this
heuristic are in (2) and (3), where n 2 ½1; 4�.

subjectivitysent ¼
Xjsentj

i¼1
countPolarityðn; termiÞ ð2Þ

countPolarityðn; termiÞ ¼ 1; if tweet has n terms with polarity
0; otherwise

�
ð3Þ

• Heuristic 3 – The proportion of words with polarity: This heuristic is similar to the
previous one, however, it considers the number of tokens with polarity in relation to
the total of tweet tokens [8]. The equation for this heuristic is in (4). The decision
about the subjectivity of the tweets was based on a threshold. We tested the
threshold value in the range [0:5; 0:35�.

2 This heuristic is a small variation of the strategy proposed in [9].
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subjectivitysent ¼
Xjsentj

i¼1

countPolarityðtermiÞ
jsentj ð4Þ

5.2 Results

To evaluate the results we adopted the usual measures in information retrieval: pre-
cision, recall, F-measure, and accuracy. Table 3 shows the best results obtained with
the studied strategies.

By employing the most basic strategy (heuristic 1), we obtained the best F-measure.
However, the number of words with polarity (heuristic 2, for n = 2) achieved the best
accuracy. It is important to mention that we used the polarity of nouns, verbs, and
adjectives. We also checked if the use of only adjectives in the heuristic 2 would be
enough, but the results were worse.

The lexicon-based approach had limitations. Sometimes the meaning of a word in
the lexicon did not correspond to its meaning in the sentence. In our study, the high
number of errors is also due to the number of advertisements in the corpus. The tweets
with advertisements are objective, but if they have words that promote products and
these words have polarities, the tweet was classified as subjective. This is the case of
the tweet: “VENDO NOTEBOOK MARCA DELL Excelente condição!” (SELL
NOTEBOOK BRAND DELL Excellent condition!).

6 Machine Learning-Based Subjectivity Classification

In this approach, we used the classification algorithms SMO and Naive Bayes, both
from Weka3 tool. We chose these algorithms for being frequently referenced in related
works [3, 6, 7]. The feature selection is a fundamental stage of this approach. For this
reason, we tested a new method at this stage: the CMFS [15, 16]. We chose this method
because it is new, suitable for class imbalance, and showed good results in [16]. We
compared this new method to the usual method based on frequency. These methods are
described in the next section.

Table 3. Lexicon-based approach results.

Heuristic Precision Recall F-measure Accuracy

1 0.64 0.64 0.64 0.70
2 (n = 2) 0.57 0.63 0.62 0.74
3 (threshold >=0.25) 0.50 0.64 0.57 0.72

3 http://www.cs.waikato.ac.nz/ml/weka/.
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6.1 Methods for the Features Selection

Regardless the method used, initially we made a list of words for both tweet classes:
objective and subjective. For each class, we used the features selection methods to
define the relevance of the words. Based on this relevance, we ranked n most important
words (for n ranging from 10 to 100). To generate the Bag-of-Words (BoW) we chose
two strategies which we called “union” and “exclusion”. The strategy “union” merges
n most relevant words for each class. The strategy “exclusion” merges, but also to
excludes the words common to both classes. We also tested two vector space model to
the tweets: binary and based on polarity. In the latter, we replaced the binary values by
the polarities of words. The polarity was defined from the lexicons used in Sect. 4. We
used three methods to select the most relevant words:

• Absolute Frequency (fa): indicates the number of occurrences of a word wk in a
class cj.

• Relative Frequency (fr): corresponds to the relation between the number of
occurrences of a word and the total number of words of the class. The equation for
this frequency is in (5).

fr wk; cj
� � ¼ fa wk; cj

� �

jW j ð5Þ

• Comprehensive Measurement Feature Selection (CMFS): indicates the significance
of a word wk in one class cj, against the occurrences of the same word in the corpus.
According to Yang et al. [16], this significance can be reached by multiplying the
probability that the word wk occurs in the category cj;PðwkjcjÞ; and the probability
that the word wk belongs to the category cj, when the word wk occurs, PðcjjwkÞ. The
equation for this frequency is in (6).

CMFS wk; cj
� � ¼ P wkjcj

� �
PðCjjWkÞ

PðWkÞ ð6Þ

6.2 Results

As in Sect. 5.2, the usual measure were used to evaluate the results. Tables 4 and 5
show the best results obtained with the studied methods for the features selection
applying SMO and Naive Bayes classification algorithms, respectively. The BoW
column represents the number of attributes used, following the strategy of the most
relevant words for each class.

When we used SMO, the best method for the feature selection was CMFS based on
polarity. Combining this method with the strategy “exclusion”, we had improvements
in both F-measure and accuracy. Nevertheless, with the Naive Bayes approach, we had
a good accuracy with the relative frequency method and the strategy “exclusion”, but
this combination had the worst results for F-measure.
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7 Conclusion

This paper describes two different approaches to subjective classification, one uses
machine learning and the other lexicon based. We propose different heuristics to
highlight the differences between them and compare the results. The evaluation of the
results showed that machine learning obtain better results than lexicon based. For the
lexicon based approach the best result was 74 % of accuracy, while in machine
learning approach the best result was 78 %. For future studies we want to classify the
subjective tweets into positive or negative polarities.

Acknowledgments. Our thanks to Dell for the financial support of this work.
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Abstract. The growth of social media and user-generated content (UGC) on the
Internet provides a huge quantity of information that allows discovering the
experiences, opinions, and feelings of users or customers. These electronic Word
of Mouth statements expressed on the web are prevalent in business and service
industry to enable a customer to share his/her point of view. However, it is
impossible for humans to fully understand it in a reasonable amount of time.
Opinion mining (also known as Sentiment Analysis) is a sub-field of text mining
in which the main task is to extract opinions from UGC. Thus, this work presents
an open source pipeline to analyze the costumer’s opinion or sentiment in Twitter
about products and services offered by Brazilian companies. The pipeline is based
on General Architecture for Text Engineering (GATE) framework and the
proposed hybrid method combines lexicon-based, supervised learning, and rule-
based approaches. Case studies performed on Twitter real data achieved precision
of almost 70 %.

Keywords: Text mining · Text classification · Opinion mining · Sentiment
analysis · Portuguese language · GATE

1 Introduction

The growth of social media and user-generated content (UGC) on the Internet provides
a huge quantity of information that allows discovering the experiences, opinions, and
feelings of users or customers. The volume of data generated in social media has grown
from terabytes to petabytes [1].

These electronic Word of Mouth statements expressed on the web are much prevalent
in business and service industry to enable customer to share his/her point of view [2].
Companies, on the other hand, have used this information to improve the quality of its
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products and services. Studies informed that 88 % of Brazilian companies use at least
one social network [3].

Twitter has 320 million1 monthly active users and it oversees 1 billion ‘tweets’ every
day. Since it is a rich source of real-time information, many entities (companies, poli‐
ticians, government, etc.) have demonstrated interest in knowing the opinions of people
about services and products.

However, it is not possible for humans to fully understand UGC in a reasonable
amount of time, which explains the growing interest by the scientific community to
create systems capable of extracting information from it [4]. Specific processing
methods, techniques and algorithms are required in order to extract knowledge from
unstructured texts [5].

According to Liu [6], sentiment analysis, also known in the literature as opinion
mining, is the field of study that analyzes people’s sentiments, evaluations, attitudes,
and emotions about entities such as products, services, organizations, individuals, issues,
events, topics, and their attributes expressed in textual input. This is accomplished
through the opinion classification of a document, sentence or feature into categories:
‘positive’, ‘negative’, and ‘neutral’. This kind of classification is referred to in the liter‐
ature as sentiment polarity or polarity classification.

Given that the Portuguese language is one of the most common spoken languages
in the world - with almost 270 million people2 speaking some variant of the language,
and it is also the second most frequent language on Twitter [7], the goal of this work is
to provide an open-source opinion mining pipeline for ‘tweets’ written in Brazilian
Portuguese. The pipeline is based on the GATE [8] framework and the proposed hybrid
method combines lexicon-based, supervised learning, and rule-based approaches in
order to achieve better results and reduce context dependence [9].

The contributions of our paper are as follows:

1. An open-source application (see Footnote 3) to evaluate the customers’ opinion
about products and services offered from Brazilian companies;

2. Experimental execution on a set of real micro-blogging posts to evaluate the
proposed pipeline;

3. A dataset3 containing 33306 tweets of the most complaints companies according to
Consumer Protection and Defense Program agency (PROCON);

4. Finally, we include a gold standard (See footnote 3) containing 543 tweets manually
labeled into three classes (polarity): positive, negative and neutral;

The remainder of this paper is structured as follows: Sect. 2 provides the related
work. Section 3 presents the opinion mining process. Section 4 details the pipeline,
called TOPIE. Section 5 presents an experimental evaluation with a real case study.
Finally, Sect. 6 contains the conclusions and directions for future work.

1 www.about.twitter.com.
2 Brazil (202,7 M), Mozambique (24,7 M), Angola (24,3 M), Portugal (10,9 M), Guinea-Bissau

(1,7 M), East Timor (1,2 M), Equatorial Guinea (722,254), Macau (587,914), Cabo Verde
(538,535) and São Tomé e Príncipe (190,428). From US/CIA - World Factbook (July, 2014).

3 https://sites.google.com/site/miningbrgroup/.
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2 Related Work

Works dealing with Portuguese language are scarce, and most efforts are directed
towards the English language [2, 6, 10]. After performing a systematic mapping review
on several scientific databases up to the year 2014, twenty-five papers relating the appli‐
cation of opinion mining for Portuguese (Brazilian and European variants) were iden‐
tified, from which eight papers [3, 11–18] have analyzed the consumers’ sentiment like
the study proposed in this paper.

The work of Nascimento et al. [11], and Santos and Ladeira [17] make use exclu‐
sively of machine learning as opinion mining approaches. On the other hand, Avanço
and Nunes [12], Freitas and Vieira [13], Santos et al. [18], and Chaves et al. [14] built
their sentiment analysis using lexicon-based approaches. The works of [3, 15, 16] are
more similar to our proposal as they adopted hybrid approaches, that is lexicon-based,
supervised learning, and rule-based approaches.

The work of Evangelista and Padilha [3] propose a tool to classify web publications
made on social networks such as Facebook and Twitter as positive, negative and neutral.
For the classification task, this tool uses SentiWordNet lexical resource and the Naive
Bayes algorithm. In the realized experiments, the collected publications to classification
are from three Brazilian e-commerce companies. The results were very relevant for
publications from Twitter using Naive Bayes algorithm for the e-commerce domain,
with a correct classification rate of between 71 % and 95 %.

The works of Rosa et al. [15, 16] analyzes Brazilian Consumers’ Sentiments on
Twitter for the hair cosmetics domain using SentiMeter-Br. For the Portuguese
dictionary performance validation, the results were compared with the SentiStrength
algorithm and evaluated by three Specialists in the field of study. The polarity of the
short texts was also tested through machine learning, with correctly classified instances
of 71.79 % by Sequential Minimal Optimization (SMO) algorithm.

Related papers presented in the last two paragraphs differ from our proposal in some
aspects: (1) our opinion mining system was evaluated for multiple domains, such as
telecommunication, telephony, and banking; (2) the sentiment analysis of our approach
is executed in feature level through entities recognition; (3) the open-source pipeline as
well as the dataset used to build and evaluate the opinion mining system are available
for the use of other researchers; and (4) we have used only one tool (GATE) [8] to
perform all the opinion mining steps.

3 Opinion Mining Steps

Figure 1 presents the process used to build the proposed opinion mining application. It
is based on the work of Aranha and Passos [19] and divided into four steps which are
detailed in the following subsections. Resources and dataset are publicly available (See
footnote 3).
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Fig. 1. Opinion mining steps based on [19]

3.1 Data Acquisition

This step included the dataset collection and gold collection construction. We built a
web crawler to collect data from Topsy4 database. The crawler received as input the
companies’ identification on Twitter and returned a list of tweets in JSON file. We have
collected more than 30000 tweets of companies that received the most complaints in
2013 according to PROCON (Table 1). The reason why those companies were selected
was that we would like to compare results from Twitter and PROCON.

Table 1. List of companies that received the most complaints in 2013 (PROCON)

Business Segment Companies Collected tweets
Telecommunication/Telephony Oi 3442
Telecommunication/Telephony Claro 4652
Telecommunication/Telephony TIM 4037
Telecommunication/Telephony Vivo 3463
Banking Itaú, 4411
Banking Bradesco 3753
Banking Banco de Brasil 1954
Banking Caixa Econômica Federal 2993
Telephony Samsung 1538
Telecommunication Sky 3063
TOTAL 33306

For the gold collection, a total of 543 ‘tweets’ were manually labeled between three
classes: ‘positive’, ‘negative’, or ‘neutral’ by at least two researchers.

3.2 Pre-processing

We performed the following pre-processing techniques on input data: tokenization,
sentence split, part-of-speech (POS) and named entity recognition (NER). They are
detailed in Sect. 4.

4 http://topsy.com/.
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3.3 Processing

The opinion mining pipeline was built on the top of GATE [8] and it is based on [20],
as detailed in Sect. 4. Our classification system performs the sentiment analysis at the
feature level of granularity. The polarity is determined using a hybrid approach that
combines machine learning as well as lexicon and rule-based.

A lexicon dictionary (Gazetteers) with more than 10000 words was built manually
from the analysis of 2000 tweets extracted from Corpora. The words are distributed in
several categories as shown on the left side in Fig. 2. The conditional balloon brings
together all terms used to describe a condition, for example, ‘if’ and ‘case’. Organization
lists the names of companies and some variations since it is common to find the use of
informal language in social networks. Feeling contains terms related to an affirmation
or denial, for example: ‘for sure’. Relationship has words focused on descriptions of
some relationships between the company and the person who made the post. An example
might be words like ‘bought’ and ‘waiting’. Emotion lists words that are related to the
emotional state of the user, such as ‘fear’, ‘sadness’ and ‘anger’. The Emoticon balloon
contains the emotions icons used to describe a feeling.

Fig. 2. Dictionary categories and grammatical rules

The balloons on the right side in Fig. 2 contains the built grammar rules to extract
conditional, tweet general information, date, URL, address, and relationship data. The
grammar rules were developed using JAPE, which is an annotation patterns engine based
on regular expression [8]. Figure 3 shows an example of a rule in Jape. Supposing that
the token ‘Smile’ is found in an opinion, the rule from Fig. 3 will annotate ‘affect’ to
the category attribute and ‘joy’ to the kind attribute. Figure 4 shows the annotation result
for the token “ruim” (bad), which was classified as a negative feeling (sadness) and was
catch by the “ruleNegationOption” rule.

The Support Vector Machine (SVM) was selected as it is among the most frequently
used classifiers and has presented good overall result for the opinion mining tasks [2, 10].
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Fig. 3. Affect lookup rules using JAPE annotation pattern

Fig. 4. Sentiment feature attributes for token ‘ruim’ (bad)

3.4 Evaluation

We performed three experiments with different sizes and classes balanced and selected
the precision, recall, and f-measure to evaluate the results as they very frequent opinion
mining measures [10].

4 TOPIE: Twitter Opinion Mining Information Extraction

Figure 5 presents the application architecture built in this study based on the work of
Bontcheva et al. [20]. The authors proposed the TwitIE pipeline, which is a modification
of the GATE ANNIE [8] open-source pipeline for news text. The TwitIE pipeline was
customized to micro-blog texts for five languages (English, Dutch, German, French and
Spanish) at every stage and includes Twitter-specific data import and metadata handling.
The pipeline main components are represented in seven boxes and are detailed below.
Tweets are read in JSON format and converted into GATE document content. The pipe‐
line output is a XML annotated file, which can be used outside GATE.
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Fig. 5. TOPIE pipeline based on [20]

The gray boxes (Language Identification and Normalizer) are the ones that we did
not use in our pipeline. The boxes with dashed border (Sentence Splitter and POS) were
replaced by OpenNLP resources already available for the Portuguese language. The
boxes with double border (Gazetteer and NER) were developed for this study. The box
with simple border (Tokenizer) was reused without modification.

4.1 Language Identification

The TwitIE system uses a TextCat algorithm adaptation to Twitter. The TextCat original
implementation recognizes more than sixty languages, including Portuguese. As our
pipeline was built and evaluated only for a single language (Brazilian Portuguese), we
did not make use of this component.

4.2 TwitIE Tokenizer

The TwitIE tokenizer is an adaptation of ANNIE’s English tokenizer [8]. This compo‐
nent was used in our pipeline without modification. We have tried the Portuguese
OpenNLP Tokenizer, but it performed worse and the reason was that it was not adapted
for micro-blog texts, such as ‘tweets’. Such general purpose tokenizers need to be
adapted to work correctly on social media, in order to handle specific tokens like URLs,
hashtags, user mentions, special abbreviations, and emoticons [20]. Figure 6 shows the
component results for the token ‘bradesco’.
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Fig. 6. The tokenizer results on GATE annotation set view

4.3 Gazetteer Lookup

The gazetteer consists of lists such as cities, organizations, days of the week, etc. It also
contains the names of useful indicators, such as typical company designators (e.g.
‘Ltd.’), titles, etc. The gazetteer lists are compiled into finite state machines, which can
match text tokens. As shown in Fig. 2 we constructed a list with more than 10000 words
extracted from the built corpora. Those lists are publicly available (See footnote 3) and
can be reused in other opinion mining systems for Portuguese.

4.4 OpenNLP Sentence PT

The sentence splitter is required for the POS tagger component. The OpenNLP
Sentence5 - developed specifically to split sentences written in Portuguese, was reused
without modification.

4.5 OpenNLP POS Tagger PT

POS Tagging is used to detect subjective messages by identifying the grammatical classes
of the words used in the text [21]. Usually adjectives, adverbs and some substantives and
verbs have polarity values [12]. The OpenNLP POS tagger PT (See footnote 5) developed
specifically to Portuguese was reused in our pipeline without modification.

5 http://opennlp.sourceforge.net/models-1.5/.
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4.6 Normalizer

This component performs the NLP normalization task, as a solution for overcoming or
reducing linguistic noise, very common in micro-blog texts. As this component is
language-dependent and it does not give support to Portuguese, it was removed from
our pipeline. However, we consider as future work, to implement a normalizer compo‐
nent specifically to micro-blogs texts written in Brazilian Portuguese.

4.7 Named Entity Recognizer

This component was developed specifically for this study. Grammar rules were built
using JAPE [7] to extract information about entities and features as shown in Fig. 2 (right
side). Entities such as products, services, organizations, individuals, issues, and their
attributes expressed in textual input are mapped in this step Fig. 7 presents the overall
results after the pipeline execution on GATE annotation set view.

Fig. 7. An example of the pipeline results on GATE annotation set view

5 Case Study

In order to evaluate the proposed pipeline, using the GATE plug-in Learning, three
experiments were performed using different configurations. Table 2 reports the classi‐
fication results in precision, recall, and the f-measure on all datasets for the multiple
kernel-based SVM classifier according to gold collection described in Sect. 3. The data‐
sets were built randomly and classes are unbalanced.

The dataset 3 from experiment 1 reaches the best precision (66,5 %) which has little
significance when compared with the work of Bontcheva et al. [20] that reaches preci‐
sion of 77 %. The main reason is that we did not use specific components to handle short
texts from micro-blogs, such as POS tagging which plays an important role identifying
word classes that suggest sentiment polarity.

We observed that the used Tokenizer treats hashtags and user mentions as two tokens
with a separate annotation HashTag covering both which interferes in final results.
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Also, some characters that compose the date and time fields were identified as emotion
icons. However, our result is significant when comparing to the ones presented for the
Portuguese language presented in Sect. 2, which reaches precision of 71.79 % by
Sequential Minimal Optimization algorithm and correct classification rate between 71 %
and 95 % using Naive Bayes algorithm for a particular domain.

6 Conclusion

This paper presented TOPIE, a Twitter opinion mining information extraction pipeline
developed to handle ‘tweets’ written in Brazilian Portuguese. The pipeline was built on
the top of the GATE framework [8] and it is based on the work of Bontcheva et al. [20].
The polarity is determined using a hybrid approach that combines machine learning as
well as lexicon and rule-based. The sentiment analysis is executed in the level of feature
or aspect through entities recognition. Case studies performed on real data from Twitter
achieved precision of almost 70 % using SVM classifier for the telecommunication,
telephony, and banking domains. Issues related to micro-blog were discussed, and the
requirement for domain adaptation demonstrated. There is still a significant gap due to
insufficient linguistic context and the noisiness of ‘tweets’.

By releasing TOPIE as open-source, and making dataset and gold collection publicly
available, we hope to give researchers an easily repeatable, baseline system against
which they can compare new algorithms. As future work, we plan to evaluate data using
different classifiers such as Naïve Bayes and Decision Tree, and compare our corpus-
based lexicon to already available lexicon resources for the Portuguese Language, such
as SentiLex-PT and OpLexicon. We plan also to adapt a Portuguese POS tagger and
implement the normalization task as texts from micro-blog are written in an informal
way, with grammatical errors, spelling mistakes, as well as ambiguous and ironic.
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Abstract. Automated discourse analysis aiming at the diagnosis of lan-
guage impairing dementias already exist for the English language, but no
such work had been done for Portuguese. Here, we describe the results
of creating a unified environment, entitled Coh-Metrix-Dementia, based
on a previous tool to analyze discourse, named Coh-Metrix-Port. After
adding 25 new metrics for measuring syntactical complexity, idea den-
sity, and text cohesion through latent semantics, Coh-Metrix-Dementia
extracts 73 features from narratives of normal aging (CTL), Alzheimer’s
Disease (AD), and Mild Cognitive Impairment (MCI) patients. This
paper presents initial experiments in automatically diagnosing CTL, AD,
and MCI patients from a narrative language test based on sequenced
pictures and textual analysis of the resulting transcriptions. In order to
train regression and classification models, the large set of features in
Coh-Metrix-Dementia must be reduced in size. Three feature selection
methods are compared. In our experiments with classification, it was pos-
sible to separate CTL, AD, and MCI with 0.817 F1 score, and separate
CTL and MCI with 0.900 F1 score. As for regression, the best results
for MAE were 0.238 and 0.120 for scenarios with three and two classes,
respectively.

1 Introduction

Population aging is a known social trend in developed countries that is now
becoming pronounced also in developing nations. Aging, from maturity to senes-
cence, brings changes, marked chiefly by reductions in cognitive and functional
reserve. If a reduced functional reserve renders an individual vulnerable for
developing illnesses, maintaining functionality constitutes an important factor
to health stability in good conditions. Language abilities in elderly individuals
are indicative of their general cognitive health, and important pillars to maintain
functionality in a healthy aging. As improvements in health treatments increase
life expectancy, needs for change emerge in public policies aimed at dealing
c© Springer International Publishing Switzerland 2016
J. Silva et al. (Eds.): PROPOR 2016, LNAI 9727, pp. 109–114, 2016.
DOI: 10.1007/978-3-319-41552-9 10
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with the health demands of the increasingly aged population. In this scenario,
increased relevance is given to research on the identification and treatment of
diseases affecting the elderly population, such as the many forms of dementia.
Dementia is the result of a progressive and irreversible neurodegenerative disor-
der, which can manifest itself in several forms. The main challenge in dementia
managing comes from the fact that the degeneration process can begin years –
sometimes even decades – before the first cognitive effects are perceived [1].
Even though there are no available treatments that reverse the disease’s progres-
sion, the consensus in the area is that, when such treatments become available,
it will be imperative to begin the treatment long before clinically significant
damages have occurred to the brain [2]. A prominent variation of dementia is
Alzheimer’s Disease (AD). A less-known dementia-related condition is Mild
Cognitive Impairment (MCI), defined as a cognitive decline larger than the
expected for other individuals in the same age and education group, without sig-
nificant interference in day-to-day activities. MCI is the initial clinically defined
stage of dementia, and patients with the variation amnestic MCI evolve to having
AD at a rate of 15 % a year, versus 1 % to 2 % in the general population.

Language is an important source of diagnostic information that can reveal
the location and extent of the brain damage, a fact that establishes language
analysis as an important ally in the quest for early diagnosis and more timely
and effective treatments [2]. Qualitative analyses of language production can
be performed manually at reasonable cost, but manual quantitative analyses
are extremely expensive and time-consuming, hindering its practical applica-
tion in clinical settings. Thus, computational approaches become an appealing
alternative. The work of Thomas et al. [3] proposes several lexical approaches
for detecting and quantifying AD, aiming to explore whether automated tech-
niques based on the analysis of spontaneous speech can objectively measure AD
level. The authors employed eight metrics in two classification scenarios (two
and four classes), where the classes were obtained from the patients’ scoring on
the Mini-Mental State Examination. The authors generated classification models
using several feature selection configurations, and the best results obtained were
69.6 % and 50.0 % precision for the two- and four-class scenarios, respectively.
Proposing a syntactical analysis-based approached, Roark and colleagues [4] ana-
lyzed speech samples produced by 74 subjects – 37 healthy controls and 37 MCI
patients – in the context of the Wechsler Logical Memory I and II tests. Each
speech sample was transcribed, and analyzed both manually and automatically.
A total of 16 metrics was extracted from the texts, six of them related to syntacti-
cal complexity, and ten phonological ones. The authors computed the correlation
between manual and automatic annotation, finding a large value (greater than
87 %). Jarold et al. [2] used lexico-semantic features and idea density to compare
texts produced by patients with AD, cognitive impairment, and clinical demen-
tia. The authors trained classification models to separate each disorder from the
control group, obtaining an accuracy of 73.0 % in separating AD versus controls,
and 82.6 % cognitive impairment versus controls.
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Even though there are studies proposing automated approaches to discourse
analysis focusing on dementia identification, they are available only for the Eng-
lish language. For Brazilian Portuguese, to the best of our knowledge, no such
work has so far been conducted. To fulfill such gap, we report our efforts towards
creating a computational tool aimed at automatically detecting linguistic and
cognitive decline in dementia as early as the first symptoms, as well as identi-
fying distinctive linguistic features for dementia diagnosis, initially focusing on
AD and MCI.

2 Experimental Setup

The Coh-Metrix-Dementia system1 receives the transcription of a narrative pro-
duced by a subject, and makes use of several Natural Language Processing
resources and tools to produce a variety of textual metrics, that can be used for
both manual inspection and for training Machine Learning classifiers and regres-
sors that can predict the subject’s most likely cognitive status based on the charac-
teristics of his/her text. In its current version, our tool is capable of extracting 73
metrics from the input texts. Of these metrics, 48 were adapted from Coh-Metrix-
Port [5,6] a tool intended to extract textual metrics related to cohesion, coher-
ence, and readability. These metrics are divided into ten categories: basic counts,
logic operators, content word frequencies, hypernyms, tokens, constituents, con-
nectives, ambiguity, co-reference, and anaphoras. We added 25 new metrics, in
the following categories: disfluency, latent semantic analysis, lexical diversity and
syntactical complexity, and semantic density. Among these newly added metrics,
the most significant one for clinical applications is idea density (ID). Idea den-
sity was employed in the widely known Nun Study [7], which analyzed text sam-
ples produced by nuns in their early adulthood. In the Nun Study, ID in such
samples was demonstrated to correlate with the diagnosis of AD and other brain
pathologies as early as 60 years before the onset of the first symptoms. There are
tools capable of automatically extracting ID from text samples in the English lan-
guage [8], but no such tool existed for Portuguese. Therefore, we developed a tool
called IDD32 (Idea Density from Dependency Trees), which can extract ID from
well-formed English and Portuguese texts. The adopted methodology and exper-
imental evaluation results are presented in [9].

To assess the performance of Coh-Metrix-Dementia’s metrics in classification
and regression tasks, we analyzed transcriptions of spoken narrations of the Cin-
derella story produced by 60 subjects: 20 healthy controls, 20 AD patients, and
20 MCI patients. Each subject was shown 22 pictures representing the Cinderella
story. The patient was then requested to narrate the story in as much detail as
possible; the narrative was recorded and afterwards manually transcribed. In
order to make the NLP tools invoked by Coh-Metrix-Dementia to work prop-
erly, the transcriptions had to be manually revised: they were segmented in
sentences, following a semantic-structural criterion; pauses and empty sentences
1 http://143.107.183.175:22380/.
2 https://github.com/andrecunha/idd3.

http://143.107.183.175:22380/
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(those that are unrelated to the story) were used to guide the segmentation,
and standard punctuation and capitalization were added afterwards. We also
replaced oral language constructs by their standard form. Each text was ana-
lyzed by Coh-Metrix-Dementia, and the corresponding metrics values were used
to train classification and regression models.

2.1 Classification Methods

We tested seven classification algorithms and four feature sets in two classifi-
cation scenarios. All classification algorithms used are from the WEKA toolkit:
Naive Bayes (NB), Support Vector Machines (SVM) with linear kernel, Multi-
layer Perceptron (MLP), logistic regression (LR), JRip, J48, and Random Forest
(RF). The feature sets are: only the 48 metrics already present in Coh-Metrix-
Port (called CMP); all the 73 metrics (called All); only the 25 new metrics (called
New); and a set of features selected by the Correlation-based Feature Selection
algorithm [10] (called CFS), in a 10-fold cross-validation scheme. The two classi-
fication scenarios are: three classes (CTL, AD, and MCI), and two classes (CTL
and MCI). CFS selected 17 features for the three-class and 16 for the two-class
scenarios. The classification results were obtained in a leave-one-out approach.
Table 1 shows the results for all models; best results appear in bold.

Table 1. F1 score of the classification methods for different metrics sets.

Algorithm Three classes Two classes

CMP All New CFS CMP All New CFS

NB 0.651 0.733 0.767 0.817 0.725 0.825 0.850 0.825

SVM 0.669 0.715 0.731 0.753 0.775 0.747 0.798 0.848

MLP 0.566 0.536 0.633 0.601 0.725 0.699 0.775 0.825

LR 0.616 0.701 0.718 0.750 0.749 0.747 0.697 0.749

JRip 0.500 0.699 0.750 0.732 0.697 0.875 0.800 0.775

J48 0.498 0.666 0.633 0.748 0.596 0.900 0.900 0.900

RF 0.635 0.750 0.733 0.752 0.750 0.799 0.850 0.850

Baseline 0.333 0.333 0.333 0.333 0.500 0.500 0.500 0.500

2.2 Regression Methods

The problem of classifying subjects according to linguistic and cognitive decay
can also be modeled as a regression task; in fact, modeling with regression
methods is a more realistic scenario. Individuals should present progressive
decay in different degrees, and just classifying them in categorical classes is
an approximation of the problem. Here, we have used values of 0, 0.5, and 1
for CTL, MCI, and AD, respectively, since these are the values of CDR-SOB
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(Clinical Dementia Rating – Sum Of Boxes) for the conditions above. CDR-SOB
and the values of MMSE (Mini Mental State Examination) are used to clas-
sify patients. Four regression algorithms from scikit-learn were applied to build
regression models: Epsilon-Support Vector Regression (SVR) with RBF kernel,
Bayesian Ridge Regressor (BR), Random Forest Regressor (RFR), and Stochas-
tic Gradient Descent Regressor (SGD). All methods had the hyper-parameters
optimized via grid search, and a 10-fold cross-validation was applied. The fea-
tures used were scaled beforehand. Table 2 shows the results for all models in
terms of Mean Absolute Error (MAE). RFR showed the best results on all
datasets for the two classes scenario and was the best for the dataset All for
the three classes scenario. BR was the best for all other datasets for the three
classes scenario although RFR showed results very close to BR. RF is an ensem-
ble machine learning algorithm and in many applications this algorithm produces
one of the best accuracies to date. Moreover, it has important advantages over
other techniques in terms of ability to handle high-dimensional problems, where
the number of features is often redundant [11].

Table 2. Results for MAE of all regression models and for all metric sets.

Algorithm Three classes Two classes

CMP All New CFS CMP All New CFS

SVR 0.333 0.316 0.254 0.300 0.203 0.207 0.177 0.172

BR 0.328 0.262 0.250 0.256 0.200 0.189 0.158 0.158

RFR 0.331 0.238 0.253 0.260 0.163 0.120 0.120 0.136

SGD 0.411 0.371 0.367 0.327 0.230 0.210 0.188 0.185

3 Conclusions and Future Work

We have employed seven classification and four regression methods to predict
the diagnosis of a patient based on several linguistic characteristics of his text.
For classification, we obtained 0.817 F1 score for three classes, and 0.900 for
two classes, both using the CFS-selected features; for regression, we obtained
0.238 MAE for three classes, and 0.120 for two classes, both using all features.
However, the data set employed here is very limited in size. For the estimation
of real-world, robust classification or regression models, more data samples are
needed. Also, a more careful examination of the distribution of the data sam-
ples in the input space, and the subsequent design of a suitable kernel for the
SVM algorithm is likely to produce more reliable results, although RF is a very
competitive ensemble. Currently, our system relies heavily on manual transcrip-
tion effort, since the patient’s narrative is transcribed and segmented into edited
sentences manually; automating these steps would considerably speed up the
analysis pipeline and potentially eliminate manual annotation inconsistencies.
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Abstract. The evaluation of a Question Answering system is a chal-
lenging task. In this paper we evaluate our system, LX-ListQuestion,
a Web-based QA System that focuses on answering list questions. We
compare our system against other QA Systems and the results were ana-
lyzed in two ways: (i) the quantitative evaluation of answers provides
recall, precision and F-measure and (ii) the question coverage that indi-
cate the usefulness of the system to the user by counting the number
of questions for which the system provides at least one correct answer.
The evaluation brings interesting results that points to a certain degree
of complementary between different approaches.

Keywords: QA Systems · List questions · Evaluation QA

1 Introduction

In Open-domain Question Answering the range of possible questions is not con-
strained, hence a much tougher challenge is placed on systems. The goal of
an Open-domain QA system is to answer questions on any kind of subject
domain [10]. Research in Open-domain Question Answering had a boost in 1999
with the Text REtrieval Conference (TREC)1, which provides large-scale evalu-
ation of QA systems thus defining the direction of research in the QA field.

List questions started being studied in the context of QA in 2001 when TREC
included this type of questions in the dataset.

Finding the correct answers to List questions requires discovering a set of
different answers in a single document or across several documents. An approach
to answer a List question in a single document is very similar to the approach to
find the correct answer to factoid questions: (i) find the most relevant document;
(ii) find the most relevant excerpt and (iii) extract the answers from this relevant
excerpt. On the other hand, the process to extract the answers spread over
several documents raised new challenges such as grouping repeated elements,
handling more information, separating the relevant information from the rest of
the information, among others.

1 http://trec.nist.gov/.
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Evaluation of QA Systems involves a large amount of manual effort, but it
is a fundamental component to improve the systems. Traditional evaluation of
QA systems use recall, precision and F-measure to measure performance of sys-
tems [8,11]. Besides the traditional evaluation, we assessed the systems by using
question coverage that indicate the usefulness of the system to the user by count-
ing the number of questions that the system provides at least one correct answer,
providing another perspective of evaluation. Paper Outline: Sect. 2 introduces
our system, LX-ListQuestion, a Web-based QA system that uses redundancy and
heuristics to answer List questions. In Sect. 3 we compare the results, over the
same question dataset, with other two QA systems: RapPortagico and XisQuê.
Finally in Sect. 4 we present some concluding remarks.

2 LX-ListQuestion Question Answering System
Architecture

The LX-ListQuestion System [6,7] is a fully-fledged Open-domain Web-based
QA system for List questions. The system collect answers spread over multiple
documents using the Web as a corpus. Our approach is based on redundancy
of information available on the Web combined with heuristics to improve QA
performance. The implementation is guided by the following design features:

– Exploits redundancy to find answers to List questions;
– Compiles and extracts the answers from multiple documents;
– Collects at run-time the documents from Web using a search engine;
– Provides answers in real time without resorting to previously stored

information.

Fig. 1. LX-ListQuestion system architecture

The system architecture is composed by three main modules: Question
Processing, Passage Retrieval and Answer Extraction (Fig. 1). The Question
Processing module is responsible for converting a natural language question into
a form that subsequent modules are capable of handling. The main sub-tasks
are (i) question analysis: responsible for cleaning the questions; (ii) extraction of
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keywords: performed using nominal expansion and verbal expansion; (iii) trans-
formation of the question into a query; (iv) identification of the semantic category
of the expected answer; and (v) identification of the question-focus.

The Passage Retrieval Module is responsible for searching Web pages and sav-
ing their full textual content into local files for processing. After the content is
retrieved, the system will select relevant sentences. The Answer Extraction Mod-
ule aims at identifying and extracting relevant answers and presenting them in
list form. The candidate answer identification is based on a Named Entity Recog-
nition tool. The candidates are selected if they match the semantic category of
the question. The process of building the Final List Answer and more details
about implementation of LX-ListQuestion can be found on [5]. LX-ListQuestion
is available online at http://lxlistquestion.di.fc.ul.pt.

3 Comparing LX-ListQuestion and Other QA Systems

Comparing LX-ListQuestion with other QA systems is crucial to providing us
with an assessment of how our system is positioned relative to the state-of-the-
art. In this Section we compare the results of LX-ListQuestion with two other
QA systems for Portuguese: RapPortagico and XisQuê.

The evaluation has two components: the quantitative evaluation of answers
and the question coverage evaluation. The quantitative analysis uses precision,
recall and F-measure as metrics. Nevertheless, these metrics do not accurately
reflect how effective the systems are in providing correct answers to the maximum
number of questions. For that, we use the question coverage, which determine
the number of questions that receive at least one correct answer.

The question dataset used in these experiments is based on Páigico Com-
petition2. The whole dataset is composed by 150 questions about Lusophony
extracted from the Portuguese Wikipedia [4]. For the experiments, we use a
subset of 30 questions whose expected answer type is Person or Location. We
pick these two types since they are the ones more accurately assigned by the
underlying a Named Entity Recognization tool named LX-NER [3]. Note, how-
ever, that our approach is not intrinsically limited to only these types.

3.1 Comparing Design Features

In this Section we compare the design features of LX-ListQuestion, RapPortagico
and XisQuê. As mention at Sect. 2, LX-ListQuestion is a web-based QA system
that finds a list of answers retrieving documents from the web and extract-
ing candidates answers from inside the documents. RapPortagico [9], an off-line
QA system that uses Wikipedia to retrieve the answers for List questions and
XisQuê [1,2], a Web-based QA system that answers factoid questions that selects
the most important paragraph of the Web pages and extracts the answer through
the use of hand-built patterns. Table 1 shows the differences between the design
features of the systems.
2 http://www.linguateca.pt/Pagico/.

http://lxlistquestion.di.fc.ul.pt
http://www.linguateca.pt/Pagico/
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RapPortagico pre-indexes the documents using noun phrases that occur in
the sentences in the corpus while LX-ListQuestion does not uses any pre-indexing
of documents. RapPortagico uses the off-line Wikipedia as the source of informa-
tion, while LX-ListQuestion uses the Web to find the answers. Both systems are
also different in the type of answers. RapPortagico returns a List of Wikipedia
pages and LX-ListQuestion returns a list of answers. The design features of
LX-ListQuestion and XisQuê are to a certain extent similar. Both systems are
Web-based QA systems and use the Web as the source of answers, and Google as
supporting search engine. What differs between the systems is that the XisQuê
answers Factoid Questions and LX-ListQuestion answers List Questions.

Table 1. Comparing Design Features of QA systems

RapPortagico XisQuê LX-ListQuestion

Corpus pre-indexing Yes. It pre-indexes
the corpus using
Noun Phrases

No No

Corpus source Off-line Wikipedia
documents

Web Web

Search engine Lucene (indexed to
documents stored
into local files)

Google Google

Type of questions Factoid and List Factoid List

Type of answers List of Wikipedia
pages

Answer and Snippet List of Answers

3.2 Quantitative Evaluation and Question Coverage

The evaluation was performed for the same set of questions for all systems.
Table 2 shows the results of comparing the three systems. LX-ListQuestion
obtained more correct answers than other systems, this can be verify in the
recall measure with 0.120 and 0.097 and 0.055 respectively. However, it has
lower precision since it returned more candidates than the other system. When
comparing F-measure, LX-ListQuestion achieved slightly better results, obtain-
ing 0.102 against 0.095 for RapPortagico and better results than XisQuê, that
only obtained 0.078.

The question coverage that indicate the usefulness of the system to the user
counting the number of questions for which the system provides at least one cor-
rect answer. Table 3 summarizes the number of questions answered by each sys-
tem. From the 30 questions in the dataset, LX-ListQuestion provided at least one
correct answer to 17 of them, against 14 of RapPortagico and 13 of XisQuê. The
question coverage evaluation also allowed us to uncover an interesting behavior
of these systems. For 7 questions answered by LX-ListQuestion, RapPortagico
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Table 2. Evaluation of QA systems - LX-ListQuestion, RapPortagico and XisQuê

Experiments Refer. Correct All answers Recall Precision F-Measure

answer list answers retrieved

LX-ListQuestion 340 41 460 0.120 0.089 0.102

RapPortagico 32 327 0.097 0.100 0.098

XisQuê 19 139 0.055 0.136 0.078

Table 3. Question Coverage

LX-ListQuestion RapPortagico XisQuê

Number of Questions 17 14 13

Answered

Table 4. Examples of answers provided by the each system

Question Correct answers

LX-ListQuestion RapPortagico XisQuê

Cidades que fizeram parte do domı́nio português na India Damao Calecute —
Cities that were part of the Portuguese Empire in India Goa —

Praias de Portugal boas para a práitica de Surf Ericeira — Guincho
Good Portuguese beaches for surfing Arrifana — Peniche

Praia Vale Homens —
São João Estoril —

Cidades Lusófonas conhecidas pelo seu Carnaval Salvador Mindelo Cabo Verde Olinda

Lusophone cities known for their carnival celebrations Recife —
São Paulo —

Table 5. Results overview

Systems Refer. Correct All answers Recall Precision F-Measure

answers list answers retrieved

LX-ListQuestion 340 41 460 0.120 0.089 0.102

RapPortagico 32 327 0.097 0.100 0.098

XisQuê 19 139 0.055 0.136 0.078

Combination 80 914 0.235 0.087 0.126

provided no answer. Conversely, for 5 questions answered by RapPortagico, LX-
ListQuestion provided no answer. In addition, we note that when a question is
answered by both systems, the answers given by each system tend to be different.
Concerning XisQuê and LX-ListQuestion, we find that a large majority of cor-
rect answers given by XisQuê are different from those given by LX-ListQuestion.
Namely, in 9 out of 13 questions to which XisQuê provides a correct answer,
that answer is not present in the list of answers given by LX-ListQuestion. This
result points towards a certain degree of complementarity between the systems.
Table 4 shows some examples of questions and answers provided by each system
that demonstrate the complementarity between the systems.
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4 Concluding Remarks

In this paper we present an evaluation of our system, LX-ListQuestion, a Web-
based QA system that uses redundancy and heuristics to answer List questions
and compared the results with other two QA systems: RapPortagico and XisQuê.
Our evaluation shows that our LX-ListQuestion achieved better results, with
0.102 in F-Measure, against 0.098 of RapPortagico, and 0.078 of XisQuê. The
question coverage evaluation points towards a certain degree of complementar-
ity between these systems. We observe that for a set of questions answered by
LX-ListQuestion, the other systems provide no answers. Conversely, for some
other questions answered by RapPortagico or XisQuê, LX-ListQuestion pro-
vided no answer. Based on our experiments, we noted that the approaches
of RapPortagico, XisQuê and LX-ListQuestion may reinforce each other. To
demonstrate these assumption, we built Table 5 with an overview of the results
obtained in the experiments. The last row is the hypothetical combination of
LX-ListQuestion, RapPortagico and XisQuê. As we can see, a QA system that
combines their approaches can achieve better results and improve Recall and
F-measure metrics.
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Abstract. The growth of social media and user-generated content (UGC) on the
Internet provides a huge quantity of information that allows discovering the
experiences, opinions, and feelings of users or customers. Opinion Mining (OM)
is a sub-field of text mining in which the main task is to extract opinions from
UGC. Given that Portuguese is one of the most common spoken languages in the
world, and it is also the second most frequent on Twitter, the goal of this work is
to plot the landscape of current studies that relates the application of OM for
Portuguese. A systematic mapping review (SMR) method was applied to search,
select and to extract data from the included studies. Manual and automated
searches retrieved 6075 studies up to year 2014, from which 25 articles were
included. Almost 70 % of all approaches focus on the Brazilian Portuguese
variant. Naïve Bayes and Support Vector Machine were the main classifiers and
SentiLex-PT was the most used lexical resource. Portugal and Brazil are the main
contributors in processing the Portuguese language.

Keywords: Text mining · Text classification · Opinion mining · Sentiment
analysis · Portuguese language

1 Introduction

The growth of social media and user-generated content (UGC) on the Internet provides
a huge quantity of information that allows discovering the experiences, opinions, and
feelings of users or customers. The volume of this kind of data has grown to petabytes
[1]. These electronic Word of Mouth (eWOM) statements are prevalent in business and
service industry to enable a customer to share his/her point of view [2].

However, it is impossible for humans to fully understand UGC in a reasonable
amount of time, which is why there has been a growing interest in the scientific
community to create systems capable of extracting information from it [3]. Opinion

© Springer International Publishing Switzerland 2016
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mining (OM) is a sub-field of text mining in which the main task is to extract opinions
from UGC [3]. OM detects, extracts, and classifies opinions concerning different topics.
Common opinion classes are: positive, negative, and neutral [2].

For [2], sentiment analysis, opinion mining, and subjectivity analysis are interrelated
areas of research which use various techniques taken from Natural Language Processing,
Information Retrieval, structured and unstructured Data Mining. Whereas data mining
is largely language independent, text mining involves a significant language component,
justifying its study associated with one target language. Most text mining tasks focus
on processing English documents [5], but many other languages, including Spanish and
Portuguese, have also been considered.

Portuguese language is one of the most common spoken languages in the world, with
almost 270 million people1 speaking some variant of the language. Therefore Portuguese
is also the second most used on Twitter, which is considered one of the main sources of
UGC [6]. Thus, combining the guidelines to perform Systematic Reviews [7, 8], the
goal of this article is to characterize current research that reports the use of OM for
Portuguese, driven by the general research question (RQ):

• RQ: What is the current state of text mining applied to the Portuguese language?

The automated and manual search procedures retrieved 6075 papers published up to
the year 2014, from which 25 were included in this study. Data extracted from primary
studies were systematically structured and analyzed to answer historical, descriptive,
and classificatory research questions presented below:

• RQ1: What is the evolution in the number of publications up to year 2014?
• RQ2: Which individuals, organizations, and countries are the main contributors in

the research area?
• RQ3: What are the mining techniques and tools applied to Portuguese? How they

were evaluated and which levels of sentiment analysis were adopted?
• RQ4: What are the characteristics of the dataset used?

Our aim is to facilitate researchers and practitioners to discover what has been
achieved and where the gaps are in this field area. Section 2 provides the related work.
Section 3 details the mapping protocol. Section 4 presents a set of results. Section 5
discusses the results and contains the conclusions and directions for future work.

2 Related Work

Although we have made an extensive search, we did not found any OM systematic
mapping review in any language and even less specifically for Portuguese. However,
we found several language independent OM surveys [2, 3, 9–12], a paper [13] describing

1 Brazil (202,7 M), Mozambique (24,7 M), Angola (24,3 M), Portugal (10,9 M), Guinea-Bissau
(1,7 M), East Timor (1,2 M), Equatorial Guinea (722,254), Macau (587,914), Cabo Verde
(538,535) and São Tomé e Príncipe (190,428). From US/CIA - World Factbook (July, 2014).
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the computational linguistics area in Brazil and a survey [14] of automatic term
extraction for Brazilian Portuguese.

Balazs and Velásquez [3] present a brief overview on some of the most popular
datasets used for training and validating OM systems, however no dataset for Portuguese
was available. In [2], the authors present the datasets used for training and validating
OM systems, but again no dataset for Portuguese was available. In our SMR, we have
adopted the same organization as [2]. In [10, 11], the authors provide a brief literature
survey on the problem of sentiment analysis and opinion mining. We have classified the
primary studies according to the levels of sentiment analysis provided by [10]. Medhat
et al. [12] give details about the language adopted but no OM system was reported for
the Portuguese language.

In [13], an overview of the computational linguistics (CL) in Brazil is presented.
According to the authors, research in Brazil is varied and deals mainly with Portuguese,
English and Spanish processing. Research on text mining is mostly carried out by non-
computational linguistics researchers. In [14], a survey of the state of the art in automatic
term extraction (ATE) for the Brazilian Portuguese language is presented. According to
the authors, there are still several gaps to be filled, for instance, the lack of consensus
regarding formal definitions.

3 Review Method

The SMR provides a structure of the type of research reports and results that have been
published by categorizing them. It gives a visual summary of its results [7]. Figure 1
shows the adopted SMR process. We searched the literature looking for primary studies
that reported OM applications for the Portuguese. Primary studies that met at least one
of the following exclusion criteria were removed from the study: (i) written in a language
other than English or Portuguese; (ii) not available on online scientific libraries; (iii)
keynote speeches, workshop reports, books, theses, and dissertations. Automated2 and
manual3 searches were combined to achieve high coverage. The automated search query
was constructed based on text mining and Portuguese language terms. Synonyms and
translation for both terms were included in the final query. The manual search was
performed by reading the conference proceedings. For the 661 potentially relevant
studies, the researchers reapplied the inclusion criteria and exclusion criteria after
reading the full paper. This resulted in a list of 203 studies, from which 25 relate to the
use of OM for Portuguese.

2 IEEE Xplore, ACM, Science Direct, Scopus, Portal de Periódicos Capes and SciELO.
3 Inter. Conf. Comput. Processing of Portuguese (PROPOR), Text Mining and Applications

(TEMA), Brazilian Workshop of Social Network Analysis and Mining (BRASNAM),
Brazilian Symposium on Information and Human Language Technology (STIL), ACM sympo‐
sium on Document engineering (DocEng), Linguateca Database (www.linguateca.pt),
Message Understanding Conferences (MUC), Text Analysis Conference (TAC), Text
REtrieval Conference (TREC), Document Understanding Conference (DUC).
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Fig. 1. Systematic mapping process based on [7]

4 Results

In this section, we present the main findings of our review, organized according to the
four specific research questions. Due to space constraints, the list of primary studies is
available online at http://bit.ly/1LJFD5u.

For the first specific research question it could be observed that, the number of studies
has grown over the years (Fig. 2), despite the drop in 2010. Primary studies were clas‐
sified according to the language variations. Almost 70 % of primary studies evaluated
its results using texts written in the Brazilian Portuguese variant. 16 % use European
Portuguese. Language variant was not available for 16 % of primary studies.

Fig. 2. Temporal distribution of OM primary studies. (Color figure online)

For the second specific research, as expected from Fig. 2, Brazil has a greater number
of researchers in the field. Renata Vieira from UNISINOS and Wagner Meira Jr. from
UFMG appear as main authors and UFMG appears as the main organization. As stated
by [6], research interest on Portuguese processing is shared mainly with Portugal and
Brazil. In addition, other countries like USA and Canada proposed Multilanguage
approaches (OM06, OM07, OM16, OM25), which included Portuguese. BRASNAM
appears as the main venue in the research area.

Answering the third specific research question, we can state that the majority of
primary studies has investigated opinions at document level of granularity. A total of
84 % of all 25 primary studies performed at least one type of text pre-processing task
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The main tool used for text pre-processing was the Python NLTK. Bayesian Classifiers
(BC) were used by 56 % of all primary studies. Support Vector Machine (SVM) repre‐
sents 36 %, Decision Tree (DT) represents 16 %, and Rule and Pattern-based (RPB)
approaches represents 32 %, while the Lexicon-based approaches represents 60 %. More
than 50 % have adopted hybrid approaches. WEKA was used by a quarter of primary
studies as machine learning tool. Primary studies (OM06, OM07, OM16) have evaluated
the sentiment variation over the time, called Sentiment Drift.

The precision, recall, and f-measure trio was used by 44 % of all primary studies to
evaluate their results, followed by accuracy (40 %). One primary study (OM06) reported
the RAM-Hours measure. Nine primary studies reported the adoption of cross validation
for estimating the classifier performance. Most of the primary studies (52 %) manually
built their gold standard, and 20 % used both automated and manual approaches. The
best results were achieved by the SVM classifiers.

Finally, for the last specific research question, we can state that two primary studies
(OM04, OM15) have used publicly available datasets to build and evaluate their OM
approaches. Opinion mining for Portuguese aims to discover the opinion/sentiment of
consumers (36 %), electors (28 %), sport fans (8 %), stock market (4 %), traffic (4 %),
and news headlines polarity (4 %). The domain was not available for 16 % of all primary
studies. Twitter was used by 41 % of all studies.

5 Conclusion

We observed an increasing interest in OM, partly due to its potential applications, such
as: public relations and political campaign. Portugal and Brazil are the main contributors
in processing the Portuguese. Facebook and Twitter are important sources of opinions,
however the former is less used as it often contains pictures and the analysis of the text
by itself is not effective [19]. As most of OM applications come from social networks,
88 % of text is short, written in an informal way, with grammatical errors, spelling
mistakes, as well as ambiguous and ironic. Even when good results are achieved, the
used datasets are rarely published. Therefore, less than 50 % of all 25 primary studies
have fully answered all research questions. This makes it difficult to implement improve‐
ments, as well as comparisons.

The strength of this paper is to promote growth in the research of text mining in the
Portuguese Language. Data reported in this paper may help researchers and practitioners
to discover what has been achieved and where the gaps are in this field area.

This work is part of an ongoing broader research as shown in the general research
question presented in Sect. 1. We are mapping not only the use of OM tasks for the
Portuguese language, but for all kind of text mining tasks. To increase coverage, we
plan to apply snowball techniques on included primary studies.
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Abstract. The semantic compositionality principle states that the meaning of
an expression can be determined by its parts and the way they are put together.
Based on that principle, this paper presents a method for finding the set of
compositional rules that best explain the positive, negative, and neutral semantic
orientation (SO) of two-word phrases, in terms of the SO of its words. For
instance, the phrase “fake contract” has a negative SO. A corpus was built for
evaluating the proposed method and several experiences are reported. We also
use the conditional probability as a reliability measure of the compositional
rules. The reliability of the learned rules ranges from 60.44 % for verb-noun
phrases to 100 % for adjective-adjective phrases.

Keywords: Semantic orientation � Compositional rules � Sentiment analysis

1 Introduction

The semantic orientation (SO) or polarity of a word indicates the direction the word
deviates from the norm for its semantic group or lexical field [1]. This notion can be
generalized to bigger text units (e.g. a word, a sentence, a document). Past work has
shown that the SO of two-word phrases has an important role in the determination of the
SO of bigger text units [2–4]. Determining the SO of two or more sequences of words
(e.g. determining if “fake contract” is positive, negative, or neutral) has been researched
following different approaches [2, 4–9]. Promising approaches rely on the principle of
semantic compositionality, implicitly [6, 8] or explicitly [3, 4, 7, 9, 10]. Generally, the
SO composition is modeled by a set of rules in several works [6, 7, 10, 11]. These rules
are often created manually and defined based on human knowledge of language (human
experts). An alternative to manual rules may be to learn the rules from data as we
propose in this paper.

This paper is organized as follows. Section 2 describes the proposed approach for
finding the compositional rules and describes the resources required to apply it. Section 3
reports the results of applying the previous approach to a set of two-word phrases. We
close with the conclusion in Sect. 4.
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2 SO Compositionality

A popular approach for modeling the SO composition of two-word phrases is through a
set of rules manually created [3, 7, 10, 11]. For example, a possible hand-coded rule
could be:

ADJ�N0 ! Phrase�

Meaning that a two-word phrase composed by a “negative adjective” followed by a
“neutral noun”, should be classified as negative, such in the “fake− contract0” phrase.
This rule is intuitive. However, this is not always the case. Furthermore, there may be
many rules to consider. Our approach instead is to find the best compositional rules
from annotated corpus (Sect. 2.1), with help of a lexicon (Sect. 2.2) and applying the
algorithm described in Sect. 2.3. Unfortunately, to the best of our knowledge, no
corpus currently exists to train and evaluate two-word phrases. So, we built a corpus as
described next.

2.1 Corpus of Two-Word Phrases

The corpus of two-word phrases1 was built by the following steps: First, we collected a
set of sentences. We collected all the available Portuguese news headlines on Wiki-
news, in three categories.2 There were a total of 4,646 news headlines, 982 of them in
the economy and business category, 2,946 in the politics and conflicts category and 718
in the health category.

The second step was to apply a part-of-speech tagger3 to each sentence and extract
the two-word phrases using the extraction patterns shown in Table 1. On that table, the
first five patterns were used in [2], and the remaining were defined by us. These
patterns were chosen because we believe that they are the most relevant to study the
semantic orientation of two words phrases in Portuguese language, present in our
corpus.

The third step was to manually classify each extracted phrase as negative (−), neutral
(0) or positive (+), according the majority polarity of that phrase in the corpus. The total
number of annotated phrases is shown in Tables 1 and 2 shows some examples of them.
During this third and manual step, we also reviewed the part-of-speech tags assigned to
the phrases on the second step. Phrases with wrong part-of-speech were discarded.

2.2 Lexicon

Our approach relies on a lexicon of words, where each entry is associated with its
part-of-speech tag and it is associated with a positive (+), negative (−), or neutral (0) a

1 https://github.com/i000313/phd.polarity.compositionalRules.
2 https://pt.wikinews.org/ - Wikinews in Portuguese.
3 http://opennlp.sourceforge.net/ - OpenNLP POS Tagger 1.5.2.
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priori semantic orientation. Therefore, we built a lexicon with 21,826 nouns lemmas,
10,500 adjectives lemmas, 1,111 adverbs lemmas, and 8,789 verbs lemmas. The lex-
icon was built, as described in [12].

2.3 Learning the Compositional Rules

As input, we need a set of two-word phrases manually annotated and a polarity lexicon.
Let Phrases = {p1, p2, …, pm} represent the set of two-word phrases, where each
two-word phrase pi is a sequence of two words. Each two-word phrase pi should be
manually classified as positive, negative, or neutral, and each word should be tagged
with its part-of-speech. Let Lexicon = {w1, w2, …, wn} represent the polarity lexicon,
where each word wj is associated with its part-of-speech (i.e. noun, adjective, adverb,
and verb) and SO (i.e. positive, negative, and neutral).

The first step is to assign the SO found in the lexicon to word1 and word2 of each pi
phrase. If a word is not found in the lexicon, we should assign an “Unknown” value to
that word (represented in this paper by “?”). This last procedure will allow us to have
compositional rules capable of dealing with incomplete information. After the
assignment of the SO to the words of pi phrase, a count is incremented. The count
represents the number of times we saw each POSSO1 POSSO2 ! phraseSO combination
(or rule), where phraseSO represents the SO assigned by human experts to the phrase pi
and POSSO1 ;POSSO2 represents the SO assigned to word1 and word2 based on the
lexicon. For example, in our study, after performing this step for all the two-word

Table 1. Statistics of the extracted phrases (N = noun, ADJ = adjective, ADV = adverb,
VRB = verb, prp = preposition, art = article, num = numerals)

Pattern #phrases Sem. Orientation
− 0 +

ADJ N 433 71 300 62
ADV ADJ 38 9 13 16
ADJ ADJ 56 4 50 2
N ADJ 1,753 496 860 397
ADV VRB 240 37 183 20
N prp N 2,112 703 961 448
VRB (prp|art|num)? N 3,147 999 1,151 997
Total: 7,779 2,319 3,518 1,942

Table 2. Example of extracted phrases with their semantic orientation annotated by a human

Pattern Example of extracted phrases

ADJ N [possível aliança]+ (possible alliance), [novas regras]0 (new rules)
N prp N [acordo de cessar-fogo]+ (cease-fire agreement)
VRB (prp|art|
num)? N

[sobrevive a tiro]+ (survives shooting), [acusado de corrupção]−

(accused of corruption)
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phrases, we counted the N0 ADJ0 ! Phrase0 combination, 267 times. This means that
a neutral noun followed by a neutral adjective (according to the lexicon) was classified
as neutral by human experts.

The second step is to compute the reliability of each rule. The reliability of each
POSSO11 POSSO22 ! phraseSO rule is the percentage of phrases that contain POSSO11

POSSO22 also contain phraseSO. In other words, this percentage represents the proba-
bility of being assigned the SO to phrase given that it was assigned the SO1 and SO2 to
the part-of-speech POS1 and POS2, respectively. It can be seen as an estimate of the
conditional probability ProbðPhraseSOjPOSSO11 POSSO22 Þ. It is computed as follows:

reliability ¼ countðPhraseSOand POSSO11 POSSO22 Þ
countðPOSSO11 POSSO22 Þ

For example, in our study, the N0 ADJ0 ! phrase0 rule had a probability of 77 %
(267/345). This value means that 77 % of the phrases composed by a neutral noun
followed by a neutral adjective, where classified as neutral by humans experts. Of the
remaining 23 % phrases composed of a neutral noun followed by a neutral adjective,
17 % of them were classified as positive such as “[parto0 normal0]+” (natural birth),
and 5 % were classified as negative such as “[programa0 nuclear0]−” (nuclear plan).

The third step is to select the rules with highest reliability, among the rules with the
same left-hand side. For example, from the three rules below, the algorithm auto-
matically chooses the first one. This selection is necessary because these rules are
conflicting and incompatible. Two or more rules are incompatible if they have the same
left-hand side, but a different right-hand side.

N0ADJ0 ! 0 reliability ¼ 77:39%½ �
N0ADJ0 ! � reliability ¼ 5:22%½ �
N0ADJ0 ! þ reliability ¼ 17:39%½ �

The rules learned can be used as a probabilistic model to classify unseen examples.

3 Compositional Rules – Reliability Evaluation

Applying the approach described in the previous section, we got a set of compositional
rules which best describe the SO of the phrases annotated by human experts. Table 3
illustrates some of those rules. The rules are grouped by part-of-speech pattern. Each
rule is associated with a reliability value (the conditional probability). For example, for
the pattern “ADJ N”, the cell “++” (row: + and column: +) containing the “+100” value
represents the rule:

ADJþNþ ! þ reliability ¼ 100%½ �

This rule says that 100 % of the phrases with a positive adjective followed by a
positive noun were classified as positive by human experts.
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In Table 3, “n.f.” stands for not found, meaning that a certain phrase doesn’t exist
in the corpus. For instance, in our corpus there are no occurrences of phrases composed
by a positive ADJ followed by a negative N. Table 4 shows the average reliability
value of the learned rules, for each extraction pattern. Among these patterns the hardest
SO to predict is the SO of two-word phrases formed by a VRB, followed by an optional
“prp|art|num”, followed by a N, since the conditional probability value is the lowest.
The most frequent cases are neutral verbs followed by neutral nouns that together
convey a non-neutral SO. E.g. “[levado para hospital]−” (taken to hospital), “[sai do
hospital]+” (leaves the hospital), “meter água” (expression that can be used literally to
mean “taking on water” or idiomatically to mean “to screw up”).

4 Conclusions

This paper presents an approach for learning compositional rules from data, which
explains the semantic orientation of two-word phrases, considering the a priori
semantic orientation of its words and makes three important contributions:

• First, it describes a method to find the set of compositional rules that best describes
a set of two-word phrases. Among other things, results have shown that the SO of
some part-of-speech patterns are considerably more compositional than others. For
instance, the SO of phrases formed by a noun followed by an adjective are much
more compositional than phrases formed by a verb followed by a noun.

Table 3. Compositional rules learned for each part-of-speech pattern and their reliability values
(in percentage). (?) = word not found in the lexicon. (n.f) = phrase not found in the corpus

ADJ N
N

+ - 0 ?

A
D

J

+ +100 n.f. +100 +71
- -100 -100 -100 -67
0 +75 -86 087 089
? +50 -75 094 094

ADV ADJ
ADJ

+ - 0 ?

A
D

V

+ +100 n.f. +100 +71
- n.f. -100 -100 n.f.
0 +85 -89 092 090
? +67 -71 075 089

N ADJ
ADJ

+ - 0 ?

N

+ +84 -80 061 +57
- -57 -86 -90 -89
0 049 -88 077 068
? +66 -85 081 064

ADV VRB
VRB

+ - 0 ?

A
D

V

+ n.f. n.f. +100 +100
- n.f. n.f. n.f. -100
0 075 059 091 059
? 0100 -75 0100 0100

N prp N
N

+ - 0 ?

N

+ +78 +62 +65 +65
- -85 -97 -94 -95
0 +48 -67 072 070
? 049 -67 076 080

VRB (prp|art|num)? N
N

+ - 0 ?

V
R

B

+ +77 +47 +46 051
- -55 -70 -65 -64
0 +63 -77 064 065
? +68 -74 +39 042

Table 4. Average reliability of the learned rules, for each part-of-speech pattern, considering
only words present in the lexicon (+/−/0) VS considering all words (+/−/0/?)

Pattern
Average reliability

of: +/-/0

Average reliability

of: +/-/0/?

ADJ N 93.50% 85.87% ADV VRB 87.18% 81.25%

ADV ADJ 95.14% 86.85% N prp N 74.22% 73.13%

ADJ ADJ 100% 91.43% VRB 

(prp|art|num)? N
62.67% 60.44%

N ADJ 74.67% 73.88%
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• Second, it empirically gives evidence that the proposed reliability measure is indeed
a good estimator for measure of SO rule quality.

• Finally, it introduces a new corpus consisting of real online data, which will be
useful for future studies and research in this area. Namely this corpus can present a
first tool for researchers that want to research the semantic dependencies among
words and their role for extracting, namely, semantic orientation at sentence level.
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Abstract. The goal of this paper is to compare existing sentiment
analysis models, namely Doc2Vec and Recursive Neural Tensor Network,
when applied to a skewed class corpus. Such setting is not uncommon, but
the literature lacks results on it. We used two techniques to create more
balance between classes: under-sampling and over-sampling the target
corpora. Doc2Vec achieved the best result overall on the skewed classes,
but performed poorly over small and sampled configurations. RNTN
achieved the best result on the over-sampled corpus. The Naive Bayes
baseline was not surpassed in the under-sampled corpus with Pos/Neg
classes, which was the smallest corpus configuration.

1 Introduction

The internet contains information on several topics, with several layers of data
that can be used by companies for improving services and products. Among data
sources are social networks, which are being used by costumers as an unofficial
platform for complaining and recommending products. The feedback that com-
panies can retrieve from these websites can be even more useful if they can do
it in an automated way, like with tools that classify the opinion (or sentiment)
of user generated data, specially commentaries. In this scope, [11] define senti-
ment analysis (SA) as “the body of work which deals with the computational
treatment of opinion, sentiment, and subjectivity in text”.

In this work, we analyze different SA techniques over a collection of book
reviews manually annotated by [6] with three sentiment polarities: positive, neu-
tral, and negative. The polarities distributions are very unbalanced, thus posing
a challenge for machine learning models. Nevertheless, the existing literature
usually reports results over large and balanced corpora. Our goal is to evalu-
ate and analyze the behavior of existing SA models over a corpus with skewed
classes.

In Sect. 2 we analyze related works, while in Sect. 3 we present the two clas-
sifiers we selected for comparing. In Sect. 4 we show more details about the
sentiment corpus at hand. Finally, in Sect. 5, we show the results and draw some
conclusions.

c© Springer International Publishing Switzerland 2016
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2 Related Works

[2] experimented eight approaches for SA using neural networks and supervised
learning for tweets in English using SentiWordNet [5] and LIWC [13].

A document’s domain also plays an important role in SA, since some expres-
sions may refer to positive things in a certain domain and to neutral or even
negative ones in others. [7] analyzed sentiments over blogs and news, while [1]
focused on child stories and worked with the classes anger, disgust, fear, happi-
ness, sadness, positive surprise and negative surprise.

[12] studied SA and proposed a scale for sentiment polarity: instead of work-
ing with positive, neutral or negative sentences, they proposed working with a
numeric scale from zero to four because it would better represent the subjectivity
of the task. A few years later [11], the same authors investigated machine learn-
ing, features engineering, and some unsupervised methods to evaluate opinions.

[14] proposed a recursive neural model for SA: the neural part of the model
learns the sentiment of pairs of words, and the recursive part applies it to the
whole sentence using a syntactic compositional tree. The model was built for
English and achieved 80.7% of accuracy, becoming the state of the art of SA for
English. For Brazilian Portuguese, [3] applied the same model for a Portuguese
corpus and obtained 69.08% of accuracy.

[8] used the Doc2Vec algorithm for SA over two movie reviews corpora. In the
first corpus, from Rotten Tomatoes provided by the Stanford University, they
achieved error rates of 12.2% in the 2-way coarse-grained task and 51.3% in the
5-way fine-grained one. In the second corpus, from IMDb and also provided by
the Stanford University, Doc2Vec achieved an error rate of 7.42%.

3 Selected Classifiers

In [14], the authors describe a powerful model for sentiment analysis, called
Recursive Neural Tensor Network (RNTN), that can observe the sentences com-
position and classify them in five classes – Very Negative, Negative, Neutral,
Positive and Very Positive. The RNTN applies the learning characteristics of
a neural network to pairs of words recursively, as can be seen in Fig. 1. Each
sentence is split in pairs of words according to its syntactic tree, which needs to
be known a priori.

Distributed representations of sentences have reached accurate results when
used in SA tasks. [8] proposed the Paragraph Vector technique (or Doc2Vec),
an unsupervised learning algorithm that “has emerged” as an alternative tech-
nique to its predecessor Word2Vec [9]. Paragraph Vector attempts to improve
Word2Vec for modeling a variable length sequence of words, like phrases and
paragraphs, as we can see in Fig. 2.

4 Resources

The number of available annotated corpora for Portuguese is very scarce and it is
caused by the high demand of human efforts and the time needed for annotation.
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Fig. 1. Recursive Neural Tensor Net-
work proposed by [14].

Fig. 2. Paragraph Vector proposed by [8].

The subjectivity of this specific task also contributes for the lack of resources
for some specific languages.

ReLi [6] is a Brazilian Portuguese corpus with sentiment annotation of book
reviews. It contains 12, 508 sentences extracted from reviews of 14 books from the
website skoob1. It is annotated with three classes, positive, neutral, and negative,
but the distribution over them is very unbalanced. There are 9, 605 (72%) neutral
sentences, 2, 854 (22%) positive, and only 593 (4%) negative.

Learning with skewed class distributions is an important issue in supervised
learning [10]. An unbalanced number of samples per class can cause skewed
results in classification since a classifier can repeatedly guess the most frequent
class and still achieve a high accuracy rate.

We tried two approaches for minimizing the skewed distribution: over-sam-
pling, which replicates examples of the less frequent classes, and under-sampling,
which eliminates examples of the most frequent classes [10]. We also tried remov-
ing the neutral class altogether, and combining this with over- and under-
sampling. Table 1 shows the classes frequencies for all configurations.

Table 1. Class frequency for each configuration of the sentiment corpus (OS: over-
sampled; US: under-sampled).

Sentences Pos/Neu/Neg Pos/Neg

Full OS US Full OS US

Positive 2, 780 2, 780 579 2, 780 2, 780 579

Neutral 9, 149 2, 780 579 - - -

Negative 579 2, 780 579 579 2, 780 579

1 www.skoob.com.br.
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5 Results and Discussions

We used the implementation of the RNTN model available in the Stanford
CoreNLP2 [4], and the implementation of the Paragraph Vector model called
Doc2Vec from a third party developer available online3. For the baseline we
used a Naive Bayes (NB) approach, since it is a simple and efficient technique
commonly used in practice. We ran all three models over the six corpora config-
urations with 10-fold cross validation, averaging the accuracy. Results are shown
in Table 2.

Table 2. Accuracy over the six corpus configurations; best result for each configuration
is shown in bold (OS: over-sampled; US: under-sampled).

Pos/Neu/Neg Pos/Neg

Full OS US Full OS US

NB 72.99 % 69.08 % 67.18 % 83.09 % 80.80 % 74.26%

RNTN 68.82 % 74.14% 55.56 % 67.79 % 82.85% 65.27 %

Doc2Vec 75.28% 65.98 % 79.29% 83.19% 68.72 % 64.04 %

Doc2Vec obtained the best accuracies over both full unbalanced corpora.
On the over-sampled corpus, RNTN performed better for either three or two

classes and Doc2Vec showed its lower results on this set compared ot the other
techniques. This might indicate that for Doc2Vec the variety of the data is more
important than a larger but more uniform data set.

RNTN obtained its lowest accuracies on the under-sampled corpora, showing
that it is highly dependent on the amount of data. Overall, the Doc2Vec approach
worked better for the unbalanced corpora while not that well when dealing with
binary classification. The RNTN performed better when handling a larger and
balanced set of data. The Naive-Bayes approach achieved the highest result when
classifying a small, unbalanced corpus with two classes.

A deeper analysis of the results through confusion matrices or the usage of
a different corpus could shed some light into why the Doc2Vec model achieved
such high accuracy with very skewed classes.

Acknowledgments. This work was partially supported by national funds through
Fundação para a Ciência e a Tecnologia (FCT) with reference UID/CEC/50021/2013.

2 http://nlp.stanford.edu/software/lex-parser.shtml.
3 http://radimrehurek.com/gensim/models/doc2vec.html.
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Abstract. Relation extraction is a subtask of information extraction
that aims at obtaining instances of semantic relations present in texts.
This information can be arranged in machine-readable formats, useful
for several applications that need structured semantic knowledge. The
work presented in this paper explores different strategies to automate
the extraction of semantic relations from texts in Portuguese, Galician
and Spanish. Both machine learning (distant-supervised and supervised)
and rule-based techniques are investigated, and the impact of the differ-
ent levels of linguistic knowledge is analyzed for the various approaches.
Regarding domains, the experiments are focused on the extraction of
encyclopedic knowledge, by means of the development of biographical
relations classifiers (in a closed domain) and the evaluation of an open
information extraction tool. To implement the extraction systems, sev-
eral natural language processing tools have been built for the three
research languages: From sentence splitting and tokenization modules
to part-of-speech taggers, named entity recognizers and coreference reso-
lution systems. Furthermore, several lexica and corpora have been com-
piled and enriched with different levels of linguistic annotation, which are
useful for both training and testing probabilistic and symbolic models.
As a result of the performed work, new resources and tools are available
for automated processing of texts in Portuguese, Galician and Spanish.

Keywords: Information extraction · Natural language processing ·
Named entity recognition ·Part-of-speech tagging ·Coreference resolution

1 Introduction

In recent years, the amount of data generated by our society increased expo-
nentially, and several studies show that this growth is currently even faster. An
important portion of these data is compound by text, published every day in
digital media and different languages.
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This huge amount of text contains information that can be very useful for
various applications in many areas. However, the size of these data makes impos-
sible their processing through reading.

Aimed at simplifying this process, our work has the main objective of devel-
oping linguistically-based resources and tools for the automatic extraction of
semantic information as well as their evaluation. The extraction of structured
semantic knowledge from free text is useful both for theoretical purposes (it
gives information about how semantic relations are represented linguistically)
and from a pragmatic point of view (it permits to create structured databases
and other useful resources) [19].

Thus, the work carried out involved the development and evaluation of Rela-
tion Extraction (RE) tools, capable of automatically extracting semantic knowl-
edge from free text in Portuguese, Galician and Spanish. As an example, from
a sentence (in Portuguese) like the following:

John A. Garcia (nascido em 1949 na Galiza) é um dos pioneiros da
indústria moderna americana de videojogos e o atual presidente da Nova-
logic.1

a semantic RE system could extract the following structured knowledge:

1. John A. Garcia BirthDate 1949
2. John A. Garcia BirthPlace Galiza
3. John A. Garcia PresidentOf Novalogic

Taking the above into account, we explore various strategies for building
RE systems: From symbolic methods relying on a syntactic analysis to differ-
ent machine learning models that use both weakly-supervised and supervised
approaches. Furthermore, in order to implement the RE systems, it was neces-
sary to build and adapt several tools for performing automatic linguistic analysis
in the target languages: From modules for sentence boundary identification, mor-
phological analyzers and lemmatizers (that recognize, for instance, nascido as a
form of the verb nascer), to named entity recognizers (that can identify John A.
Garcia as a single personal name, or Galiza as a location) or syntactic parsers.

The results of the performed work bring interesting information about the
use of linguistic data in different strategies for RE in Portuguese, Galician, and
Spanish. On the one hand, several evaluations showed that linguistic information
(namely those produced by lemmatization and semantic classification) is critical
for building machine learning systems for relation extraction, even though their
performance could be negatively affected if the linguistic analysis produces errors.

On the other hand, rule-based approaches obtained high-quality results in
some tasks. For instance, in Named Entity Recognition (NER) —with competitive
results when compared to a supervised approach—, or in relation extraction, with
precision results between 85 % and 95 % (depending on the relation and language).
1 A possible English translation could be: “John A. Garcia (born in 1949 in Galicia)

is one of the pioneers of the modern American computer game industry and the
current president of Novalogic.”.
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Also, we introduce novel strategies for improving tasks such as PoS-tagging
(using dedicated parsers), corpus annotation (by means of distant-supervision)
and Open Information Extraction (OIE), using automatic Coreference Resolu-
tion (CR). Finally, the performed work makes freely available a large set of
resources and tools for the three target languages.2

Apart from this introduction, this paper is organized as follows: Sect. 2
presents the main hypotheses and objectives of our work as well as the method-
ological aspects. Then, the structure is outlined in Sect. 3, which also shows some
of the main experiments and results. After that, Sect. 4 includes an overview of
some of the related work for each of the performed tasks, while the conclusions
are shown in Sect. 5.

2 Problems, Hypotheses, and Objectives

Apart from the main problem presented in the introduction (i.e., the difficulty of
taking advantage of the vast amount of data that is being produced), two other
related issues need to be solved in order to face the mentioned one:

– Lack of resources and tools for RE in Portuguese, Galician and Spanish.
– Need for multilingual Natural Language Processing (NLP) tools and resources

for text processing (previous to the extraction).

Aimed at facing these problems, three main hypotheses were formulated,
presented here as questions:

– Is it possible to create RE systems capable of extracting accurate biographical
knowledge in the three target languages?

– What kind of linguistic information is needed to build symbolic and statistical
NLP tools?

– Is it feasible to develop rapidly and to adapt NLP resources and tools that
are needed for performing the extractions?

During the work carried out, some other issues were taken into account apart
from the mentioned ones. Problems such as the PoS-tagging of several vari-
eties (national and orthographic) of Portuguese, the correction of the critical
PoS-tagging errors or the best combination of coreference resolution with open
information extraction, among others.

Once formulated the different hypotheses, a primary objective was defined
as follows:

– The main goal consists in evaluating different strategies for the extraction
of encyclopedic knowledge —mainly biographic— in closed domain, in Por-
tuguese, Galician and Spanish.

To achieve the primary objective, several parallel goals were defined, that
can be summarized in a single one:
2 All of them are freely available at http://gramatica.usc.es/∼marcos/phd.html.

http://gramatica.usc.es/~marcos/phd.html
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– The implementation or adaptation of the NLP tools that are required for
semantic RE in Portuguese, Galician, and Spanish.

These objectives are gradually achieved during our work, aimed at answering
the formulated hypotheses and solving the problems that had been found. In
this respect, we introduce the tools and resources that have been developed and
their evaluation, as well as the various strategies for semantic RE that have been
implemented.

2.1 Methodology

From a methodological point of view, our work is mainly based on the use of
linguistic knowledge for NLP, but it combines this information with approaches
from other areas (such as machine learning) in order to better achieve the pro-
posed objectives. Thus, during the implementation and adaptation of each tool
and resource, the theoretical proposals were taken into account, but the quality
of the results was prioritized over the formal consistency. Therefore, the work is
essentially pragmatic.

3 Structure, Experiments and Results

Our work can be divided into three well-distinguished parts: (i) natural lan-
guage processing before the extraction, (ii) strategies for relation extraction and
(iii) the combination of coreference resolution with open information extraction.
Regarding the chapter structure, it is summarized in Fig. 1.

3.1 NLP Before the Extraction

Before the implementation of RE systems, we adapted and the evaluated dif-
ferent modules for tokenization, sentence identification, lemmatization and mor-
phosyntactic analysis for Portuguese and Galician [20], as well as a strategy for
PoS-tagging correction [21]. We also made and adapted several tagged corpora
and morphosyntactic dictionaries for different linguistic varieties.

Specially for Portuguese, we addressed the problem of PoS-tagging differ-
ent varieties of this language. Several lexica and corpora has been combined to
train morphosyntactic analyzers for tagging texts in various national varieties
(Brazil, Portugal, Angola, etc.) and spelling systems (before and after the Acordo
Ortográfico de 1990 ) [30].

Different experiments showed that the resulting tools achieve competitive
performance on different tasks, with sentence splitting, tokenization and lemma-
tization results between >98% and >99%, depending on the language.

Concerning PoS-tagging, the evaluation in different varieties of Portuguese
showed that a single model (e.g., European Portuguese) trained with consistent
resources can achieve better performance than complex models that combine
corpora from different varieties.
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Fig. 1. Diagram of the processes carried out in each chapter. The input (top) is plain
text, and there are evaluated four different strategies of information extraction (bot-
tom) in Chaps. 5 to 8. Elements in italic were not implemented specifically in the thesis.
Chapter 4 contains a bibliographic review, so it does not appear in the diagram.

Furthermore, we also presented a set of tools (both statistical and based on
linguistic rules and resources) for named entity recognition, capable of identifying
and semantically classifying named entities in free text automatically [16,31].
The presented tools, which work in the three referred languages, recognize proper
nouns such as persons, organizations, and locations, as well as other expressions
such as dates, quantities, etc.

Named entity recognition was approached in two steps: the identification
of the named entity boundaries (with F1 results of 91% in Portuguese and
94% in Galician) and the semantic classification of each entity (≈75% F1 in
both Portuguese and Galician). Several experiments carried out showed that the
supervised classifier achieves better results when evaluated in corpora from the
same domain as the training data. However, the resource-based method, which
takes advantage of large lists of gazetteers, obtains more stable values across
different domains.

3.2 Relation Extraction Strategies

Three different strategies were evaluated for performing relation extraction in
a closed domain: (i) a distant-supervision approach, (ii) the use of supervised
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classifiers and (iii) a novel rule-based strategy that takes advantage of text com-
pression techniques.

First we implemented and evaluated strategies for distant-supervision RE
[23,25]. This technique allows the user to obtain labeled data in a semi-automatic
way, using semantically related pairs extracted from structured resources. These
data are then used for building machine learning models that are capable of
automatically extracting new knowledge.

The evaluation was performed with the relation Profession in Portuguese
and Spanish, obtaining competitive results (78%–83% F1 in Portuguese and
Spanish, respectively) when generalizing the patterns by means of the longest
common string algorithm.

Then, we evaluated the impact of different linguistic knowledge in the training
of supervised classifiers for RE [26]. It was performed a detailed analysis of
several sets of classifiers that only differ in the linguistic knowledge they use:
From basic lexical units to deep syntactic information, combined with semantic
and pseudo-syntactic knowledge. Two corpora (one for Portuguese and other
for Spanish) were semi-automatically labeled with five biographical relations
using a distant-supervision approach. After that, the annotation was manually
corrected, and different evaluations showed the benefits of lemmatization and
NER for biographical RE.

Finally, we developed a new technique that consists in the application of text
compression methods for simplifying the contexts containing semantic relations
[22,24]. This method is combined with a strategy, inspired in distant-supervision,
for semi-automatic building of lexico-syntactic rules for RE. The performed
experiments showed that the proposed method keeps the high-precision values of
the pattern-matching approaches while increasing the recall. Using both encyclo-
pedic and journalistic corpora, the systems extracted tens of thousands of seman-
tically related pairs, with precision values between 85% and 96%, depending on
the language, the domain, and the relation.

3.3 Coreference Resolution and Open Information Extraction

After evaluating closed domain RE, we studied the impact of CR in open infor-
mation extraction in the three target languages. With the mentioned objective,
it was developed a deterministic system for automatic CR of person entities in
Portuguese, Galician, and Spanish. The tool, evaluated in different corpora also
created during our work [29], is capable of identifying and linking various expres-
sions that refer to the same person in a text (Miguel Gomes, the film director,
he, Gomes, etc.) [27].

Coreference resolution was evaluated together with DepOE, a multilingual
tool for OIE also developed in our research group [17]. The performed tests show
that the combination of these two methods allows the extraction to improve both
its precision and its recall, being a promising strategy for further research [28]. In
this regard, Table 1 exemplifies how a previous application of a CR tool improves
the open information extraction output.
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Table 1. Examples of open information extraction without coreference resolution
(OIE) and in combination with CR (CR+OIE).

The results of this combination (Table 2) show the benefits of applying coref-
erence resolution before open information extraction: on average, the number of
extractions increased 22.7%, while the precision was 10.6% better. Finally, it
was calculated an enrichment value as follows: we verified, from all the correct
extractions, if the personal mention had been correctly solved by the CR tool.
These cases were divided by the total number of correct extractions, being these
results considered as the enrichment value. Although these results are not a
direct evaluation of OIE, they suggest that the extraction is ≈79% better when
applied after CR.

Table 2. Results of two runs of the OIE system (OIE and CR+OIE) in the three
target languages. Prec. means Precision, while the Wikipedia and Journal values are
the number of extractions in these domains. Enrich. is the enrichment caused by the
previous execution of the CR tool.

Language OIE Extraction CR+OIE Extraction Enrich.

Wikipedia Journal Prec. Wikipedia Journal Prec.

Portuguese 82 133 39% 111 155 56 % 75 %

Galician 168 114 49% 221 115 54 % 77 %

Spanish 47 82 49% 80 86 58 % 84 %

4 Related Work

This section briefly presents, following the structure presented in Sect. 3, some
of the works that have been considered more relevant to each of the performed
tasks.

Concerning the first steps of the NLP pipeline (sentence splitting, tokeniza-
tion, lemmatization and PoS-tagging), some strategies already presented for Por-
tuguese [5,6] and Galician [32] were used in order to adapt the FreeLing suite
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[39] for these languages, following the EAGLES guidelines for morphosyntactic
annotation [34].

After that, both probabilistic [10] and knowledge-based [16] models were used
for implementing NER tools for Portuguese and Galician. NER was handled tak-
ing into account “timex”, “numex” and “enamex” expressions as defined in the
MUC-7 conference [36], thus differing from other approaches such as the HAREM
evaluations [38,43], which propose a more fine-grained entity classification.

About relation extraction, several works (such as [7]) were inspired by the
pattern-matching approach used by Hearst [33], while some others proposed
strategies for the automatic learning of new extraction patterns [1,14,41].

More recently, new strategies were used to both reduce the effort of annotating
training data and increase the number of extracted relations. Thus, techniques
such as distant-supervision take advantage of large repositories of structured data
for automatically obtaining training examples [37].

As pointed out in the previous section, open information extraction [2] is
a new paradigm that extracts triples (with the following structure: argument 1
verb-based relation argument 2 ) without the need of previously define the
target relations. Some OIE approaches use training data and shallow parsing for
building the extractor [15], while others rely on heuristics based on dependency
parsing [12].

In Portuguese, three different systems were presented to the ReRelEM task
[38], focused on generic relation extraction: REMBRANDT [9], which uses
knowledge extracted from the Wikipedia, SEI-Geo [11], that applies patterns
similar to those used by Hearst [33], and SeRELeP [8], a rule-based system
which identifies relations relying on NER labels.

Finally, regarding coreference resolution, the tool implemented in our work
was inspired by the entity-centric approach presented in [35], enriched with some
linguistic knowledge such as the proposed in [40].

Also, we followed (with minor differences) the guidelines proposed in [42] for
annotating three corpora with coreference information of person entities.

In general, the mentioned papers were carefully studied to build different
resources and tools for the research languages, combining strategies proposed
by different authors and adapting them to our objectives. Also, it is important
to note that out work took advantage of several available resources [3,4,13] and
tools [10,18,39] for different languages.

5 Conclusions

The work that we carried out permitted, on one hand, to develop and evaluate
novel and promising techniques for different types of semantic relation extraction,
both in a closed domain and using OIE. Several tests in various languages proved
that it is feasible to obtain automatically structured knowledge from free text.

On the other hand, it has been shown the effectiveness of different strategies
for the development and adaptation of resources and tools for NLP in the three
target languages.
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Taking into account that the presented work takes advantage of both theoret-
ical and applied linguistics, some parts proved that the combination of linguistic
knowledge with statistical methods is useful in the different NLP tasks that have
been evaluated.

Several tests showed that linguistic information (especially those produced
by lemmatization as well as by semantic classification) is essential for building
machine learning classifiers for relation extraction.

Also, those approaches based on syntactic dependencies achieved high-quality
results in some tasks, such as the combination of coreference resolution with OIE.
The promising results of this strategy turn it an interesting approach to further
work on open domain information extraction.

As it has been said, it was necessary to implement several NLP tools and
resources for the three research languages. This way, some of the developed tools
were the first ones for performing various NLP tasks in Galician, and some others
were the first ones with open source licenses for Portuguese and Spanish.

5.1 Resources and Tools

Besides the theoretical conclusions, the contributions of our work also include
the following resources and tools:

– Sentence splitting modules for Portuguese and Galician.
– Tokenization modules for Portuguese and Galician.
– Morphological analysis modules for Portuguese and Galician.
– Morphosyntactic analysis modules for Portuguese and Galician.
– Adaptation of Bosque 8.0 corpus tags to EAGLES standard.
– Adaptation of LABEL-LEX (SW) lexicon to EAGLES standard.
– PoS-tagged corpora for different varieties of Portuguese and Galician.
– Lexica (and extension of existing lexica) with PoS-tags for different varieties

of Portuguese and Galician.
– Named entity identification modules for Portuguese and Galician.
– Named entity classification modules for Portuguese and Galician.
– Modules for recognizing numerical expressions, quantities and hours for Por-

tuguese and Galician.
– Named entity annotation of Bosque 8.0 corpus.
– Testing corpus with named entity annotation for Galician.
– Corpora with annotation of biographical relations for Portuguese and Spanish.
– Coreference resolution tool for person entities for Portuguese, Galician and

Spanish.
– Corpora with coreferential annotation of person entities for Portuguese, Gali-

cian and Spanish.

All the resources and tools are available under open source licenses (GPLv3)
or keeping the original license in the case of adaptations.
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Abstract. The task of Open Relation Extraction from texts faces many
challenges, considering the required linguistic knowledge and the sophis-
tication of the language processing techniques employed. This paper
presents the extraction and structuring of open relations between named
entities from Portuguese texts. We apply the Conditional Random Fields
model for the extraction of relation descriptors between named entities
belonging to Person, Place and Organisation categories. A 0.64 of F-
measure was reached as a result. To make better sense of the output, we
structure the extracted relation descriptors using mining configurations.

Keywords: Information extraction · Relation extraction · Named
entity · Natural language processing

1 Introduction

Information Extraction systems extract information from texts and represent it
in a structured way, for example, as a list, table or graph, amenable to storage,
indexing, and query processing by a standard database management system, or
processing by a statistical analysis tool, among other applications.

Finding the information automatically from text requires IE applications,
such as Named Entity Recognition (NER) and Relation Extraction (RE). NER
aims to identify and classify Named Entities (NE) and their categories in texts
[26], such as names of Organisation, Place, Person, among others; whereas RE
looks for relations that occur between entities [20], for instance, the “affilia-
tion” relation between entities of type Person and Organisation. According to
[29], the identification of named entities is the first step towards the semantic
analysis of a text, being crucial to relation extraction systems. In the literature,
we find several works that consider NER to be an integral part of RE systems
[4,19,23], given that NER can help the identification of arguments (entities) that
are part of a certain relation.

Currently, there are two major types of RE: closed domain and open domain.
Closed-domain RE systems consider only a closed set of relations between two
c© Springer International Publishing Switzerland 2016
J. Silva et al. (Eds.): PROPOR 2016, LNAI 9727, pp. 153–164, 2016.
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arguments, while open-domain RE systems do not need a pre-specified definition
of the relation and aim at identifying all possible relations from an open-domain
corpus [6]. One of the challenges of open-domain RE is that due to the diversity
of extracted relations, there is a difficulty in organizing these relations following
some criteria. The mining of the resulting data from an RE task may be a
promising approach to the discovery/association of important relations contained
in texts [1,2,30].

Different approaches have been developed for RE tasks depending on the
application and the resources available, such as: supervised learning techniques
employing annotated corpus; unsupervised approaches based on generic extraction
patterns; and semi-supervised methods. In RE systems, the learning methods most
commonly applied are: Hidden Markov Models (HMM) [16], Conditional Random
Fields (CRF) [13,22,24], k-Nearest-Neighbors (KNN) [32], Maximum Entropy
Models [21], Support Vector Machines (SVM) [14], Naive Bayes [5]. Specifically,
Conditional Random Fields have been efficiently applied to a variety of sequential
text processing tasks including part-of-speech tagging, word segmentation, Named
Entity Recognition and Relation Extraction [13]. These are undirected graphical
models used to calculate the conditional probability of values on designated output
nodes given values assigned to other designated input nodes [22].

In this paper, we present the extraction and structuring of open relations
between named entities in the Organization domain for Portuguese. The study
of the Organization domain was chosen because of its potential applicability to
different areas such as Competitive Intelligence, Risk Management, and Mar-
keting. We apply the Conditional Random Fields model for the extraction of
any relation descriptor expressing any type of relation between a pair of named
entities (Person, Place and Organisation categories). The relation descriptor is
defined as the text chunks that describe the explicit relation occurring between
these entities in a sentence. We also show that the extracted relation descriptors
can be better structured. Specifically, we present a way for organizing the triples
resulting from the extraction of open relations between named entities, from the
analysis of patterns between them.

This work is organized as follows. In Sect. 2, we present related work on
Open Relation Extraction. The Relation Extraction method that we applied is
described in Sect. 3. In Sect. 4, we describe the experiments and results obtained.
A proposal for structuring the open relations is presented in Sect. 5. Finally,
Sect. 6 presents some concluding remarks.

2 Related Work

Traditional Relation Extraction Systems take as input relation names, labeled
examples of the relations, and a corpus. In the Open IE task, relation names
are not known in advance [5]. The sole input to an Open IE system is a corpus,
along with a small set of relation-independent heuristics, which are used to learn
a general model of extraction for all relations at once [6].

In general, Open IE systems aim at extracting a large set of related triples
(E1, Rel, E2) from a certain corpus without requiring human supervision, where
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E1 and E2 are strings meant to denote entities or noun phrases, and Rel is a
string meant to denote a relation between E1 and E2.

The first Open IE Sytem was the TextRunner [5], which used a Naive Bayes
classifier with POS and NP-chunk features. Banko and Etzioni [6] present the
O-CRF system. The authors show that many relations can be categorized using
a compact set of lexicon-syntactic patterns. An approach to Open IE which
uses Wikipedia as a source of training data is proposed in [31]. They present
the WOE system (Wikipedia-based Open Extractor), which generates relation-
specific training examples by matching Wikipedia Infobox content with its cor-
responding patterns. In [15] the ReVerb Open IE system is presented, which is
based on syntactic and lexical heuristics that identify verbs expressing relations
in English.

Portuguese relation extraction has been boosted mainly by the HAREM
evaluation contest. The first HAREM [29] dealt with Named Entity Recogni-
tion (NER) mainly whereas the relation extraction task appeared in the Second
HAREM in 2008, in the ReRelEM1 track [9]. A great deal of the literature
in this area refers to this evaluation contest. Three relation extraction systems
took part in the ReRelEM track [7,8,10], however the relation types were previ-
ously defined and labeled relation instances were available. The REMBRANDT
system [8] was developed to recognize all categories of named entities and rela-
tions between them (“identity”, “inclusion”, “placement” and “other”). The
SeRELeP system [7] aimed at recognizing three relations: “identity”, “inclu-
sion” and “placement”. SEI-Geo [10] dealt only with the Place category and its
relations.

As stated before, there are many Open IE systems for English language. In
contrast, there are very few proposals for Portuguese [18,28,30]. A multilingual
dependency-based Open IE system (DepOE) has been proposed in [18], it was
used to extract triples from the Wikipedia in four languages: Portuguese, Span-
ish, Galician and English. Santos et al. [28] present the News2Relations system
for extracting open relations from titles of news written in Portuguese, dealing
with relations of the type (subject, verb, object). In [27,30], the RePort system
is presented, it is based on the ReVerb system [15] for English. RePort used syn-
tactic and lexical rules adapted for Portuguese, linguistic knowledge and lexicon
of verbal relations extracted from Portuguese corpus. The author also applies
data mining to extract other relations, already present, but previously unknown.
In [17] a multilingual rule-based Open IE system (ArgOE) is proposed. It is con-
figured for English, Spanish, French, Galician and Portuguese.

In our previous work [12], we extracted relations between named entities
in the Organisation domain, using CRF with the BIO schema. Different feature
configurations for CRF based on lexical, syntactic and semantic information have
been evaluated, based on a subset of HAREM corpus. After that we evaluated
IO and BIO representations and concluded that there were advantages in using
IO [11]. Now, we consider IO encoding to represent the relation descriptors for
pairs of organization and persons or places. The manual annotation went trough

1 Recognition of Relation between Named Entities.
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a new round of revision, aiming concordance among the annotators. We extract
descriptors that express any type of relation, and we explore these extracted
descriptors considering different mining configurations [1,2,30].

3 Relation Extraction Method

In this work, we adopt Conditional Random Fields model to extract relation
descriptors between pairs of named entities. Conditional Random Fields are
undirected graphical models trained to maximize the conditional probability of
a finite set of labels L given a set of input observations o [22]. This probabilistic
model is considered to be highly effective to solve the sequence labeling problem.

We applied the linear-chain CRF, which is when output nodes of the graphical
model are linked by edges in a linear chain. According to the definition of linear-
chain CRF, let o = (o1, o2, ..., oT ) be the sequence of observed input data (values
on T input nodes); let S be a set of states, in which each state is associated with
a label L; and s = (s1, s2, ..., sT ) is the sequence of states corresponding to the
T output nodes [25].

We consider each word of a sentence as an observation o, which receives a
L label as IO notation (I-REL: a word is Inside of a relation descriptor; O: a
word is Outside of a relation descriptor) defined in [11]. An illustration is given
in Table 1, in which the bold part of the corresponds to the sequence of words
indicating the relation descriptor “presidente de” (president of ), that relates the
named entities “Almeida Henriques” and “Associação do Viseu” described in
(a). The second column presents the IO encoding. The named entities represent
the arguments and receive the label O, because they are not part of the relation
descriptor.

Table 1. IO encoding for a fragment of sample sentence described in (a).

Words Label

Almeida Henriques O

, O

presidente I-REL

de I-REL

o O

Associação do Viseu O

...

“Almeida Henriques, presidente da Associação do Viseu, é o novo ...”

(Almeida Henriques, president of the Viseu Association, is the new ...) (a)
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Linear-chain CRFs define the conditional probability of state sequence given
an input sequence as p(s|o) [25], described in (1):

p(s|o) =
1
Zo

exp(
T∑

t=1

K∑

k=1

λkfk(st−1, st,o, t)), (1)

where Zo is the normalization factor over all state sequences; fk(st−1, st,o, t)
is an arbitrary feature function over its arguments; λk ∈ (−∞; +∞) is a learned
weight for each feature function. In (2) is illustrated that the factor Zo corre-
sponds to the sum of the scores of all possible state sequences, and the number
of state sequences is exponential in the input sequence length T [25].

Zo =
∑

s

exp(
T∑

t=1

K∑

k=1

λkfk(st−1, st,o, t)), s ∈ ST (2)

Generally, the features functions fk can ask arbitrary questions about the
input sequence, including queries about previous words, next words, and com-
binations of all these. In this paper, we use specific features for Portuguese
described in detail in [12]. An overview of the set of features is presented in
Table 2. Feature vectors were generated for pairs of named entities (parameters
of the relation) and for the words occurring between them, resulting in a vector
with 57 elements for each word.

Table 2. Overview of the set of features.

Features Explanation

Part-of-Speech POS tags of the word

Lexical Item canonic form of the word

Syntactic syntactic tag of the word head of the segment

Patterns a noun followed by a preposition a verb

Phrasal Sequence POS tags of the word sequence between two NEs

Semantic semantic tag of the word named entity category

Dictionary list of Person titles/jobs and list of Place words

Table 3. Output of CRF model.

Triples (NE, Relation Descriptor, NE)

(Almeida Henriques<O>, presidente<I-REL> de<I-REL>, Associação do Viseu<O>)

This model is generated from the feature vectors, considering that for every
feature a certain weight is attributed, which results in a weight matrix. From
this matrix, the CRF model is capable of classifying correctly the words that
express an explicit relation in new texts, not tagged yet. An example of the
CRF output is presented in Table 3, corresponding to triples extracted from the
sentence described in (a).
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4 Experiments

In this work we evaluated the performance of the RE task using as measures
the number of correct labels (#C), Recall, Precision, and F-measure. For the
implementation of the CRF algorithm, we used the NLTK2 and Mallet3 libraries,
and we applied 10-fold cross validation in the data set described in Sect. 4.1.

We evaluated the performance using two criteria [12]: exact matching, when
the extracted relation descriptor is exactly the same as the reference; and par-
tial matching, when the extracted relation descriptor has at least one word in
common with the reference (see Sect. 4.1). An example of the evaluation criteria
is presented in Table 4.

Table 4. Examples of exact and partial matching.

Relation instance (reference) Exact matching Partial matching

Na Biblioteca Nacional, o presidente da presidente<I-REL> presidente<I-REL>

instituição, Pedro Corrêa do Lago (...) de<I-REL> de<O>

(In Biblioteca Nacional, the president of president<I-REL> president<I-REL>

the institution, Pedro Corrêa do Lago (...)) of<I-REL> of<O>

We can notice that the relation descriptor “presidente de” (president of ) is
considered complete matching when all sequence of words is annotated, according
to the reference4, with I-REL label, and it is considered partial matching when
at least one word matches the reference.

4.1 Data Set

We used a subset of the Golden Collections from the two HAREM conferences5.
The annotation of the data was performed in two steps: we select the texts from
these Golden Collections, and after we add the annotation of relations expressed
between named entities (Organisation, Person and Place categories) contained
in the selected texts. We only analysed texts that deal with the Organisation
domain, such as opinion, journalistic, and politic texts, among others.

We added to these texts the annotation of relation descriptors occurring
between pairs of named entities. The annotation was performed by two linguists
in the following way: given two named entities occurring in the same sentence,
the text sequence (descriptor) that best described an explicit relation between
these entities was annotated.

2 http://www.nltk.org/.
3 http://mallet.cs.umass.edu/.
4 It is worth noting that preposition-article contraction is split (“da”, “do” changes

to “de + a”, “de + o”).
5 http://www.linguateca.pt/harem/.

http://www.nltk.org/
http://mallet.cs.umass.edu/
http://www.linguateca.pt/harem/
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A total of 341 relation instances were annotated for the reference data set,
organized according to the categories of the pairs of named entities (ORG-PERS,
ORG-PLACE). The total number of relation instances and the number of posi-
tive and negative instances in each data set are summarized in Table 5.

Table 5. Number of instances of reference data set.

NE categories Total Positive Negative

ORG-PERS 171 95 76

ORG-PLACE 170 97 73

TOTAL 341 192 149

Positive instances are those that have an explicit relation descriptor between
two named entities, negative instances are those where the text in between two
named entities do not express a relation between them. An example of posi-
tive instance is presented in (b), the relation is given in bold according to the
reference. An example of negative instance is presented in (c), where the text
between Portugal (ORG) and Spain (PLACE) “na” (in) does not express a
relation between them.

“A Marfinite fica em Itaquaquecetuba.”

(Marfinite is located in Itaquaquecetuba.) (b)

“Sinódio Pais, embaixador de Portugal na Espanha.”

(Sinódio Pais, ambassador of Portugal in Spain.) (c)

4.2 Results

In this Section, we present the results of the RE task, considering exact and
partial matching. In Table 6, we show that the developed system classified 113
instances (60 cases of ORG-PLACE, and 53 of ORG-PERS) from a total of
192 positive instances, as partial matching. Due to the high number of correct
instances, the Recall and F-measure rates are consequently high. Overall, we
achieved high rates of Precision in the experiments, seen that CRF is very precise
in the process of tagging the relation descriptors, presenting few cases of false
positives. As expected, partial matching achieved the best results, it occurs due
to the difficulty of classifying every element that composes a descriptor. However,
in general, it seems that partial matching is enough to represent the existing
relations. Examples of descriptors classified as partial matching are presented in
Table 7, where both partial matching and reference are presented.

It is difficult to make a comparison with other works, since the resources
and data sets are different [3]. In Table 8 we show the results achieved in other
open RE systems for Portuguese: RePort [27] and ArgOE [17]. We can see that
our results considering any relation descriptors between NEs (open RE) are not
distant from these works.
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Table 6. Results of the Relation Extraction.

#C Recall Precision F-measure

Exact matching 81 0.42 0.50 0.46

Partial matching 113 0.58 0.71 0.64

Table 7. Examples of output considering partial matching.

Relation instance Partial matching Reference

As Forças da Escola de Cavalaria eram
comandadas pelo Salgueiro Maia.

comandar comandar por

(Forças da Escola de Cavalaria were
commanded by Salgueiro Maia.)

to command to command by

Na Biblioteca Nacional, o presidente da
instituiçao, Pedro Corrêa do Lago

presidente presidente de

(In Biblioteca Nacional, the president of the
institution, Pedro Corrêa do Lago)

president president of

Goa Tourism Development Corporation organizar organizar

Office organiza excursões à Goa excursão excursão a

(Goa Tourism Development Corporation to organize to organize

Office organizes excursions to Goa) excursion excursion to

Table 8. Results reported by open RE systems.

Works Recall Precision F-measure

CRF (Exact matching) 0.42 0.50 0.46

CRF (Partial matching) 0.58 0.71 0.64

RePort 0.42 0.52 0.46

ArgOE – 0.53 –

5 Structuring the Open Relations

In this Section, we present a way for organizing the triples resulting of the
extraction of open relations between named entities. In the open RE task there
is a great diversity of relations, which makes the classification/organization of
the relations more difficult. Our approach is based on the mining configurations
proposed by [1,2]. Abedjan and Naumann mine a RDF triple structure consisting
of a subject, a predicate, and an object. According to their work, a context may
be any part of the triple, which is used to group one of the two remaining parts
as the target for mining. A transaction is defined as a set of target elements
associated with one context element. Each context and target combinations is
called a configuration. In this work, we adapted these concepts, considering target
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as each triple (NE, Relation Descriptor, NE) associated with a context, resulting
in the configurations described in Table 9.

Table 9. Configurations for different context (the target being the whole triple).

Configuration Context

1 NE

2 NE of Place category

3 NE of Person category

4 NE of Organisation category

5 Relation Descriptor

Table 10. Configuration examples.

Configuration Transaction

(1) Context: NE Target: Triple

Portugal (Legião da Boa Vontade, implantação, Portugal)

(Ministro de Negócios, embaixador de, Portugal)

(PSD, em, Portugal)

(2) Context: NE Place Target: Triple

Portugal (Legião da Boa Vontade, implantação, Portugal)

(PSD, em, Portugal)

(3) Context: NE Person Target: Triple

Almeida Henriques (Almeida Henriques, presidente de, Associação do Viseu)

(Almeida Henriques, de, Conselho Empresarial do Centro)

(4) Context: NE Organisation Target: Triple

Creative Commons (Creative Commons, em, Brasil)

(Ronaldo Lemos, diretor de, Creative Commons)

(5) Context: Relation Descriptor Target: Triple

presidente de (Almeida Henriques, presidente de, Associação do Viseu)

(Fernando Gomes, presidente de, Câmara do Porto)

(Antônio Nunes, presidente de, Autoridade de Segurança)

In Table 10 we show examples of the five configurations applied in the output
of the model. Considering the NE “Portugal”, in Configuration (1), we can see
three mined transactions, and in Configuration (2) only two were found, that is
due to fact that “Portugal” can be classified as PLACE or as ORG, depending on
the situation. In configurations (1) to (4), the mined triples express every relation
involving the NE in general or in a determined category. Finally, configuration
(5) clusters all the named entities involved in a common relation.
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6 Concluding Remarks

This paper presented the extraction and structuring of open relations between
named entities previously defined (Person, Place and Organisation). We extract
relation descriptors that express explicit relations between these entities. In gen-
eral, previous Portuguese systems do not make use of the machine learning app-
roach, and the relations are specified in advance. We evaluated the CRF classifier
considering exact and partial matching, regarding a reference data set. The best
results were achieved for partial matching, this occurred due to the difficulty to
identify all elements that compose a relation descriptor. We organized the triples
resulting from the extraction of open relations between named entities, consid-
ering different mining configurations. The relation descriptors organized in these
configurations can be useful to classify relation types, to cluster the named enti-
ties involved in a common relation, and to populate relational databases, among
other uses. In future work, we plan to explore larger data sets.

Acknowledgments. We thank the CNPQ, CAPES and FAPERGS for their financial
support.
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Abstract. Keyphrase assignment has often been confounded with keyphrase
extraction, since the basic hypothesis is that a keyphrase of a text must be
extracted from this text. Typically, keyphrase extraction approaches use a
training set restricted to textual terms, reducing the learning capabilities of any
inductive algorithm. Our research investigates ways to improve the accuracy of
the keyphrase assignment systems for texts in Portuguese language by allowing
classification algorithms to learn from non-textual terms as well. The basic
assumption we have followed is that non-textual terms can be included into the
training set by inference from an eventual semantic relationship with textual
terms. In order to discover the latent relationship between non-textual and
textual terms, we use deductive strategies to be applied in Portuguese common
sense bases such as Wikipedia and InferenceNet. We show that algorithms that
follow our approach outperform others that do not use the same methods
introduced here.

Keywords: Keyphrase extraction � Keyphrase assignment � Semantic
annotation � Information retrieval

1 Introduction

The task of assigning a text with keyphrases is important because they enable text
categorization [1], advertising [2], or simply for the purpose of summarizing the
content to allow a rapid understanding of the subject matter [3]. This task, when done
manually, is tedious and time consuming. When there is a need to consolidate a
pre-defined vocabulary, this activity is non-trivial and its automation becomes
mandatory.

Traditionally, automatic keyphrase extraction concerns “the automatic selection of
important and topical phrases from the body of a document” [4]. Its goal is to extract a
set of phrases that are related to the main topics discussed in a given document [5]. In
fact, the task of keyphrase assignment (discovery of keyphrases contained or no in the
text) has often been confounded with keyphrase extraction, whose basic hypothesis is
that a keyphrase of a text must be extracted from this text.
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Our preliminary analysis from a corpus of news in Portuguese with keyphrases
assigned by humans has shown that approximately 20 % of them are not in the text.
Lately we have fortified the conclusions reached in the preliminary study by exploring
a corpus of thesis and dissertations abstracts in Portuguese, which showed us that 55 %
of the keyphrases assigned by the authors are not found in the text.

The literature of automatic extraction of keyphrases is dominated by inductive
learning (typically, classification). This kind of learning discovers patterns based on
examples composed of statistical, structural and syntactic features of textual terms such
as their frequency, their topological position in the text, and external resource-based
features computed based on information gathered from resources other, such as
knowledge bases (e.g., Wikipedia), with the goal of exploiting external knowledge [5].
Each example is associated as a positive or negative case of a keyphrase.

A natural way to deal with the limitation of the traditional keyphrase extraction
methods of using only textual terms is to augment the training set with examples of
non-textual terms. However, two challenges appear in this way. The first is how to
select non-textual terms from an external resource (e.g. a knowledge base or a lexicon)
and the second is how to balance the set of examples, since the number of terms
considered keyphrases and those that are not is often uneven. Silveira et al. [6] pro-
poses a method that allows classification algorithms to learn also from non-textual
terms. The basic assumption is that the non-textual terms to be included in the training
set must have a semantic relationship with textual terms.

In order to discover the latent relationship between not only non-textual but also
textual terms, we propose to apply semantic resources in Portuguese language, such as
Wikipedia [7] and InferenceNet [8] for inferring the non-textual keyphrase candidates,
aiming to leverage the keyphrase assignment task for Portuguese-language applica-
tions. Additionally, we use a new feature Inference Semantic Relatedeness (ISR) [6] to
capture whether the semantic relatedness of a non-textual term ntj is higher than the
semantic relatedness of a textual term ti (in respect to other terms of the text). The
intuition is that terms that are more semantically related to other terms in the document
are more likely to be keyphrase. Besides this, we apply techniques for balancing the
training set and compare with an unbalanced training set.

Our approach was validated by means of a comparison of the f-measure (i.e. recall
and precision) against the f-measure of state-of-the-art systems that do not use the
strategy we have followed, in two corpus in Portuguese – a News corpus with news
from a major Brazilian Web Newspaper about crime, sports and politics; and a Sci-
entific corpus, with abstracts of thesis and dissertations from University of São Paulo
(USP). The experiments allowed us to evaluate the impact of the quality and coverage
of the knowledge base, of the new feature ISR and of the balancing methods in the
keyphrase assignment task. The results demonstrated that the accuracy improves
around 16 % in the best scenario - the corpus of crime news and the best coverage
situation of the InferenceNet (27 % of non-textual keyphrases).
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2 Background Knowledge

2.1 InferenceNet – Common Sense Knowledge Base

The InferenceNet database (www.inferencenet.org) [8] contains the inferential and
common sense content of concepts of the Portuguese and English languages and have
been used in several NLP tasks [9]. Currently, InferenceNet.BR 2.0 contains 230000
concepts related by 750000 semantic relations divided according to the nature of the
relationship: affective – 6 %; agents – 32 %; causal – 2 %; events – 6 %; functional –
29 %; spatial – 10 %; hyperonymy and synonymy- 15 %.

The inferential content of InferenceNet consists of classifying the semantic rela-
tions according to the inferentialist view [10], which determines that the use of a
concept in inferences or potential inferences in which this concept may participate are:
(i) its pre-conditions or premises of use: what gives someone the right to use the
concept and what could exclude such a right, serving as premises for utterances and
reasoning; and (ii) its post-conditions or conclusions of use: what follows or what are
the consequences of using the concept, which let one know what someone is committed
to by using a particular concept, serving as conclusions from the utterance per se and as
premises for future utterances and reasoning.

Formally, InferenceNet is represented in a directed graph Gc(C,Rc). Each inferential
relationship rcj 2 Rc is represented by a tuple (relationName, ci, ck, type), where re-
lationName is the name of an semantic relation (CapableOf, PropertyOf, EffectOf etc.),
ci and ck are concepts C of a natural language, and type = “Pre” or “Pos” (pre-condition
or post-condition for using the concept cj). For example, the tuple (EffectOf, crime,
violence, Pos) expresses a causal relationship between the concepts crime and violence
that is a post-condition of using the concept crime.

2.2 Traditional Keyphrase Extraction

Classical approaches that recognize keywords in a text are based on statistical, struc-
tural, and syntactic features of textual terms and/or features based on knowledge bases.
The most common features used in Machine Learning to determine whether a term is
likely to be a keyphrase are described in [11] – TFxIDF, position of the first occur-
rence, keyphraseness, semantic relatedness, phrase length, spread, wikipedia’s
keyphraseness, inverse Wikipedia linkage, and node degree. This set of features has
been traditionally used and have shown their relevance in keyphrase extraction.

Wikify! [10] uses a measure called keyphraseness, calculated as the number of
times the term is a text anchor in links to Wikipedia’s internal pages divided by the
overall frequency of the term in Wikipedia. This measure quantifies the probability of
the term appearing as the tag on Wikipedia and was inspired in the editorial style
recommended to Wikipedia’s editors. With this strategy to select keyphrases, Wikify!’s
results showed to be 10 % better when compared with TFxIDF.

A large amount of research work applies machine learning for keyphrase extraction
from manually assigned keyphrases by humans [11]. KEA [14] regarded keyphrase
extraction as a classification task in which the candidate terms are represented by three
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features: TFxIDF, position of the first occurrence and keyphraseness. KEA uses the
Naive Bayes classifier to learn probability that can be used to rank candidates.

Milne and Witten [15] developed a method based on machine learning to reference
documents to Wikipedia articles. From disambiguated terms, the procedure extracts
statistical evidence, information about the topology of text and information about the
meaning of the words of Wikipedia pages to train classifiers. Terms that have links to
other Wikipedia pages are presented as positive examples of keyphrases, while those
that appear only as text are displayed as negative examples. The classifiers try to learn
the editorial style adopted in Wikipedia.

MAUI system [11] enhances KEA’s successful machine-learning framework with
semantic knowledge retrieved from Wikipedia, new features, and a new classification
model. In the candidate selection stage, all n-grams up to a maximum length of 3 words
that do not begin or end with a stop-word and that appear more than once are selected
as candidate tags. Maui adds six new features to KEA’s feature set, in which three have
not been evaluated before: spread, semantic relatedness, and inverse Wikipedia linkage.
Maui combines nine features amongst which there are many obvious relationships, e.g.
first occurrence and spread, or node degree and semantic relatedness. The best results
are obtained by combining all nine features, again using bagged decision trees, giving a
notably improved F-Measure of 47.1 %, whereas the baseline system KEA (three
features+Naive Bayes) achieves an F-Measure of 42.1 %.

Graph-based ranking methods follow an unsupervised approach for keyphrase
extraction. Mihalcea and Tarau [16] proposed a model called TextRank, which builds a
graph that represents the text and interconnects words or other text entities with
meaningful relations. The principle of the model is the fact that when one vertex links
to another one, it is basically casting a vote for that other vertex. The higher the number
of votes that are cast for a vertex, the higher the importance of the vertex, and this
information is also taken into account by the ranking model.

Grineva et al. [17] follow a similar approach by building a graph and analyzing the
interconnectivity of the vertices. However, instead of using statistics gathered from a
training set, they use semantic information derived from Wikipedia. They applied
unsupervised machine learning to uncover communities in the graph. By doing so, it is
possible to rank term communities in a way that the highest ranked communities would
contain terms semantically related to the main topics of the document (key terms).

All of the works presented here consider the terms that appear in the text. In
experiments done on two corpora (news and scientific articles), we identified that
around 21 % and 55 % of keyphrases tagged by humans, respectively, not appears in
the texts. Keyphrase extraction methods, that do not consider non-textual keyphrases,
are not comparable with those assigned by the best performing human taggers.

2.3 Metrics for Keyphrase Relevance

Statistical, topological and semantic features capture how elements can be related to
determine whether a term is relevant to be a keyphrase. We use some features available
in the literature to keyphrase extraction, described in Table 1.
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3 An Approach for Keyphrase Assignment

The task of identifying keyphrases can be modeled as the problem of selecting—from a
list of candidate terms C = {c1,c2,…,cn}—the subset K = {k1,k2,…,km} terms that
summarize the contents of the document d2D, where D is a collection of documents. In
this paper, we propose a deductive method to generate part of the set of candidates
C. Figure 1 illustrates the steps that our method follows.

First, the set T = {t1,t2,…,ti} of textual candidates is generated. T is formed by
tokens that are used in the document d. In the Natural Language Preprocessing step, for
any d in D, the text of d is processed for exclusion of punctuation marks. The
remaining words are submitted to tokenizers and morphological filters for radical
reduction and determination of the morphological class of the terms. Then all possible

Table 1. Features for keyphrase relevance.

Feature Description

Position of the first
occurrence

Is computed as the relative distance of the first occurrence of the
term from the beginning of the document [14]

Phrase length Is measured in words. Generally, the longer the term, the more
specific it is [11]

Spread Is the distance between its first and last occurrences in a document.
Both values are computed relative to the length of the document
[11]

TFxIDF Attributes to the terms a weight proportional to the frequency of
occurrence in the document and inversely proportional to the
occurrence of the term in corpus [18]

Keyphraseness Quantifies how often a term appears as a keyphrase in the training
corpus [14]

Semantic relatedness Quantifies the semantic relatedness of a term to others. As with
MAUI’s Semantic relatedness [11], the semantic similarity of a
given term is the average number of hyperlinks in common with
other candidate terms from the same document

Wikipedia’s
keyphraseness

Is the likelihood of a term being a link in the Wikipedia corpus. It
divides the number of Wikipedia pages in which the term
appears in the anchor text of a link by the total number of
Wikipedia pages containing it [11]

Inverse Wikipedia
Linkage (IWL)

Counts the number of other Wikipedia articles that link to the most
likely Wikipedia article for a given term, and normalizes this

value as in inverse document frequency: IWL ¼ �log2
linksTo Apð Þ

N .
Where linksTo(AP) is the number of incoming links to the article
A representing the candidate to keyphrase P, and N the total
number of links in the Wikipedia snapshot [11]

Node degree Quantifies the semantic relatedness of a term to other candidates
terms. The node degree of a term is the number of hyperlinks
that connect it to other Wikipedia pages that have been identified
for another candidate of the document [11]
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n-grams up to a maximum length of 3 words that do not begin or end with a stop word
are selected as textual candidates, forming the set T = {t1,t2,…,ti} of textual terms.

Additionally, a deductive approach generates a set NT = {nt1,nt2,…,ntj} of
non-textual candidate terms (NT ⊈ T), i.e., candidate terms that are not within the text.
We assume that it is possible to find, for any ntj, a semantic relationship with one or
more terms ti from D. This semantic relationship is represented in a Common Sense
Knowledge Base (CSKB). The complete set of candidates C = T • NT contains terms
that appear in any document of the training set as well as non-textual terms (ntj 62 d)
having a semantic relationship with d.

For example, Fig. 2 shows a text about sports with the corresponding keyphrases.
The set of textual candidates T is formed by the terms that are in the text such as, those
referring to the name of teams and players (Barcos, Palmeiras and Brazilian
Championship). In this example, a keyphrase that is not explicitly represented in the
text refers to the type of sport. A direct relationship between the name of the teams
and/or players might help to retrieve from the knowledge base a non-textual term (in
this case Football), indicating that this term would be a potential non-textual keyphrase
candidate, forming the set non-textual candidate terms NT.

In the inductive stage, several features are computed for each candidate cn, which
are then input to a machine-learning algorithm to obtain the probability that the can-
didate is indeed a keyphrase in K. To take advantage of the semantic information, it is

Fig. 1. Deduction of Non-textual Candidates from a Portuguese Common-Sense Knowledge
Base (CSKB) and Learning Keyphrases of a document d.

Fig. 2. An example of sport news and its keyphrases.
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necessary to connect the textual terms with the concepts belonging to some CSKB. The
use of semantic knowledge requires recognizing the sense of the candidate term ci in a
document d. However, it happens that some terms of d may present more than one
possible meaning in the base. For this reason, the task of Word Sense Disambiguation
must be carried out prior to the extraction of keyphrases. We have used the method
proposed in [19] that basically verifies the similarity of two concepts from the view-
point of conceptual proximity in the Wikipedia hierarchy and the proximity between
such concepts in terms of the inferences that they can make.

3.1 Deducing and Selecting Non-textual Candidate Terms
from InferenceNet

As defined above, the set of candidate keyphrases C contains terms (in the form of
tokens) that appear in a document d, and non-textual terms that have a semantic
relationship with terms that are in d. It is important to note that the set NT can initially
provide a large number of tokens, since there are numerous words that can be con-
sidered semantically related to a textual token of T.

These textual terms in T are then sent to the step of deduction of non-textual terms.
As explained, InferenceNet expresses the semantic relations between two concepts by

means of a triplet ci; U
z}|{

n

; ck , where ci and ck are terms in portuguese and U
z}|{

n

rep-
resents the path of size n that links the two terms by means of relationships between
them. The relationships can be of several types, such as capableOf, propertyOf,
effectOf, isA, partOf, etc. In this step, for each textual term from T, one searches the

triplets of n = 1 with form x; U
z}|{

1

; ti or ti; U
z}|{

1

; x. If x 62 T then x is a non-textual
candidate term and is included in the set NT. Formally, this can be written in a logical

way by means of inference rules: x; U
z}|{

1

;ti;ðtj2TÞ;ðx 62TÞ
x2NT ;

ti; U
z}|{

1

;x;ðtj2TÞ;ðx62TÞ
x2NT .

The intuition behind this heuristic is that non-textual terms, which are semantically
related to textual terms by means of a direct relationship (n = 1), are potential candi-
dates for keyphrases. Of course, it is up to the inductive approach to learn what
characterizes a good example of a keyphrase. However restricting the training set for
only textual terms reduces the learning capabilities of any inductive algorithm.

For each training document, candidate terms in C of a document d are identified
and their feature values are calculated. Each candidate is then marked as a positive or
negative example, depending on whether users have assigned it as a tag to the corre-
sponding document.

Not all non-textual terms inferred from textual terms deserve to be considered a
good candidate to keyphrase. We consider that the Semantic Relatedeness of a term is a
good indication of this. In order to characterize the quality of the non-textual terms, we
use a boolean semantic feature called Inference Semantic Relatedeness (ISR) [6]. This
feature is intended to capture whether the semantic relatedness of term ntj (in respect to
other terms of the text) is higher than the semantic relatedness of term ti. The intuition
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is that terms that are more semantically related to other terms in the document are more
likely to represent the text.

For example, let us consider a text about crime without a mention to the type of
crime reported but containing the textual terms handgun and death. These terms
handgun and death can infer, from a knowledge base, the non-textual term murder
through a direct relation. If murder has a higher semantic relatedness with the text than
handgun and death, then it is a better keyphrase of the text.

Finally, it is important to point out that a non-textual term can be inferred from
n textual terms. We considered that the textual term ti that best represents the deduction
relationship is one that is more significant to the document. Therefore, given n textual
terms that infer one non-textual term, the term with higher TFxIDF is chosen.

4 Experimental Evaluation

In this section, we show the results generated by our approach and by KEA [14] and
MAUI [11], using Random Forest as a classifier. It is important to point out that the
choice of classifier is not determinant to validate our approach, since our contribution is
to boost the accuracy of automatic assignment of keyphrases for texts in Portuguese by
qualifying the training set with non-textual terms from a Portuguese Common Sense
Knowledge Bases – Wikipedia and InferenceNet.

We used two corpora in Portuguese to comparatively evaluate our approach with
KEA and MAUI, two state-of-the-art machine learning-based keyphrase extraction
systems. The first one is a news corpus containing three domains: crime, sports and
politics, with a total of 493 news articles collected from a major Brazilian Web
Newspaper. A total of 2,778 keyphrases were assigned to the documents by journalists,
of which 20.3 % of the keyphrases do not appear in the texts. The second is a corpus
with abstracts of thesis and dissertation from University of São Paulo (USP), with a
total of 2000 documents collected from USP website. A total of 9,453 keyphrases were
assigned to the documents by authors, of which 55,4 % of the keyphrases do not appear
in the texts. Table 2 presents the basic statistics of the datasets and the percentage of
non-textual tags in each corpus.

We set up the experiments with the following resources, tools and parameters:

• Encyclopedic knowledge base – Wikipedia’s Brazilian dataset (snapshot in
September, 14, 2011 with 1,701,888 articles);

Table 2. Statistics of News and Scientific Corpora.

Corpus Docs Textual keyphrases Non-textual keyphrases

USP Thesis-Dissertations 2000 9,453 5,235
% of non-textual keyphrases 55,4 %
News - Crime 206 946 261
News - Sports 186 787 101
News - Politics 101 481 202
% of non-textual keyphrases 20.3 %
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• Common-sense Knowledge Base – InferenceNet 2.0 [8];
• Lemmatizer – The Stanford CoreNLP Toolkit [20];
• Weka Framework [21] – The Random Forest algorithm.

The accuracy of our approach depends on the coverage of the Portuguese CSKB
(with relationships between non-textual keyphrases with textual terms). That is to say,
the more the relationship between them is represented in the Portuguese CKSB, the
more the training set improves. For evaluating the impact of the coverage of Infer-
enceNet in our approach, we tested it with the original relationships that contained
8,3 % of non-textual keyphrases to USP Thesis-Dissertations Corpus and to the News
Corpus with 27 % to Crime domain, 26 % to Sports and 15 % to Politics. We also
varied the number of features that characterize an example. We used three sets of
features:

• F1 - has the same features as KEA, with only three features: TFxIDF, First
Occurrence, and Keyphraseness;

• F2 - has the same features as MAUI, containing five more features (Semantic
Similarity, Phrase Length, Spread, Wikipedia’s Keyphraseness, IWL);

• F3 - has the same features as MAUI, plus the new feature Inference Semantic
Relatedness (ISR).

Finally, since non-keyphrase terms outnumber the non-textual keyphrase terms, we
applied three different strategies of balancing the training sets: random over-sampling,
Synthetic Minority Over-sampling Technique (SMOTE) [22] and SMOTEBoost [23].

Tables 3, 4, 5, 6 show the comparison of the performance (with respect to f-measure)
of the evaluation scenarios for USP and News corpora, considering the original
knowledge base InferenceNet, and the following cases: (i) Datasets Unbalanced;
(ii) Datasets Balanced by SMOTE (F1 and F2) and Random Over-sampling (F3)
methods; (iii) Datasets Balanced by SMOTEBoost. In the tables, T represents the
f-measure calculated only to the textual candidates, NT calculated only to the
non-textual candidate terms, and C calculated to the complete set of candidates (T [NT).

Table 3. Results in terms of F-measure for the USP Thesis-Dissertations corpus.

K Unbalanced Balanced SMOTEBoost
Only
text

With NT
8,3 %

Only
text

With
NT
8,3 %

Only
text

With NT
8,3 %

KEA (F1) T 0.575 0.581 0.535 0.559 0.534 0.562
NT 0.000 0.000 0.000 0.000 0.000 0.000
C 0.334 0.337 0.339 0.341 0.335 0.342

MAUI (F2) T 0.583 0.589 0.605 0.595 0.597 0.580
NT 0.000 0.003 0.000 0.009 0.000 0.013
C 0.339 0.344 0.370 0.378 0.370 0.382

MAUI + ISR
(F3)

T 0.583 0.585 0.605 0.600 0.597 0.576
NT 0.000 0.002 0.000 0.014 0.000 0.011
C 0.339 0.340 0.370 0.386 0.370 0.372
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Table 4. Results in terms of F-measure for the News corpus – Crime domain.

K Unbalanced Balanced SMOTEBoost
Only
text

With NT
27 %

Only
text

With
NT
27 %

Only
text

With NT
27 %

KEA (F1) T 0.549 0.566 0.586 0.590 0.593 0.596
NT 0.000 0.176 0.000 0.185 0.000 0.180
C 0.482 0.511 0.518 0.536 0.528 0.546

MAUI (F2) T 0.604 0.640 0.655 0.654 0.663 0.664
NT 0.000 0.227 0.000 0.259 0.000 0.252
C 0.530 0.580 0.582 0.602 0.589 0.612

MAUI + ISR
(F3)

T 0.604 0.640 0.655 0.668 0.644 0.643
NT 0.000 0.227 0.000 0.278 0.000 0.248
C 0.530 0.580 0.578 0.612 0.570 0.589

Table 5. Results in terms of F-measure for the News corpus – Sports domain.

K Unbalanced Balanced SMOTEBoost
Only
text

With NT
26 %

Only
text

With NT
26 %

Only
text

With NT
26 %

KEA (F1) T 0.656 0.664 0.674 0.676 0.664 0.674
NT 0.000 0.362 0.000 0.362 0.000 0.365
C 0.616 0.640 0.617 0.652 0.628 0.653

MAUI (F2) T 0.740 0.739 0.759 0.747 0.762 0.759
NT 0.000 0.362 0.000 0.362 0.000 0.369
C 0.694 0.708 0.716 0.717 0.720 0.726

MAUI + ISR
(F3)

T 0.740 0.731 0.756 0.761 0.746 0.749
NT 0.000 0.362 0.000 0.362 0.000 0.200
C 0.694 0.701 0.711 0.730 0.703 0.712

Table 6. Results in terms of F-measure for the News corpus – Politics domain.

K Unbalanced Balanced SMOTEBoost
Only
text

With NT
15 %

Only
text

With NT
15 %

Only
text

With NT
15 %

KEA (F1) T 0.569 0.580 0.600 0.597 0.599 0.604
NT 0.000 0.187 0.000 0.187 0.000 0.191
C 0.468 0.505 0.502 0.525 0.511 0.536

MAUI (F2) T 0.684 0.684 0.694 0.696 0.697 0.696
NT 0.000 0.203 0.000 0.199 0.000 0.200
C 0.563 0.589 0.583 0.609 0.585 0.612

MAUI + ISR
(F3)

T 0.684 0.676 0.694 0.701 0.697 0.699
NT 0.000 0.202 0.000 0.202 0.000 0.177
C 0.563 0.582 0.583 0.615 0.585 0.600
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In all scenarios and corpus (of different types and domains) we achieved an
improvement of around 10 % (on average) compared to MAUI, which does not con-
sider non-textual keyphrases. For example, for the News corpus – Crime domain
(Table 4), MAUI presents 53 % in f-measure (only textual terms), while our approach
achieves 61.2 % (considering non-textual terms and a balanced training set by
SMOTE).

5 Conclusion

In this paper we advocate that the task of keyphrase extraction for different domains via
classification may be improved by qualifying the training set by deducing non-textual
candidate terms and by inferring features for them. An empirical evaluation has shown
that this strategy has increased the accuracy of keyphrase assignment systems for texts
in Portuguese Language - an improvement of around 16 % in the best scenario - the
corpus of crime news and the best coverage situation of the knowledge base Infer-
enceNet (27 % of non-textual keyphrases).

When treating the issues of unbalanced size between sets of keyphrases and non-
keyphrases after the application of our deductive strategy to enrich the training set, we
discovered, also by empirical analysis, that the accuracy can also increase largely.

While we have achieved an improvement in the results, it is evident that accuracy
rates depend on the strategies of inferring non-textual candidate terms. As future works,
we pretend investigate the deduction of non-textual candidates terms related to textual
terms in others levels of the semantic network (n > 1). Furthermore, our intention,
following the framework exposed here, is to explore the combination of others com-
mon sense knowledge bases, such as ConceptNet and WordNet.
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Abstract. Entity Linking (EL) consists in linking name mentions in a
given text with their referring entities in external knowledge bases such
as DBpedia/Wikipedia. In this paper, we propose an EL approach whose
main contribution is to make use of a knowledge base built by means of
distributional similarity. More precisely, Wikipedia is transformed into a
manageable database structured with similarity relations between enti-
ties. Our EL method is focused on a specific task, namely semantic anno-
tation of documents by extracting those relevant terms that are linked to
nodes in DBpedia/Wikipedia. The method is currently working for four
languages. The Portuguese and English versions have been evaluated and
compared against other EL systems, showing competitive range, close to
the best systems.

Keywords: Entity linking · Semantic annotation · Term extraction

1 Introduction

Entity Linking (EL) puts in relation mentions of entities within a text with
their corresponding entities or concepts in an external knowledge resource. Typ-
ically, entity mentions are proper names and domain specific terms which can be
linked to Wikipedia pages. Most EL methods include three basic subtasks: (i)
extraction of the terms likely to be entity mentions in the input text, by using
Natural Language Processing (NLP) techniques such as tokenization and multi-
word extraction; (ii) selection of the entity candidates: each mention is associated
to a set of entities in the external resource; and (iii) selection of the best entity
candidate for each mention by making use of disambiguation strategies.

In most cases, two types of approaches are suggested for the selection or
disambiguation subtask:

1. Non-collective approaches, which resolve one entity mention at each time on
the basis of local and contextual features. These approaches generally rely on
supervised machine learning models [11,14,23,24].

This research has been partially funded by the Spanish Ministry of Economy and
Competitiveness through project FFI2014-51978-C2-1-R.
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2. Collective approaches, which semantically associate a set of relevant mentions
by making use of the conceptual density between entities through graph-based
approaches [1,2,6,7,12,14,15,17,18,20,21,25,26].

Many applications can benefit from the EL systems, namely educational appli-
cations. Text annotated with EL allows students to have fast access to addi-
tional encyclopedic knowledge relevant to the study material, by linking proper
names and terms to the corresponding pages in Wikipedia or other external
encyclopedic sources. In the research community oriented to educational appli-
cations, EL is better known as the task of semantic annotation [28]. Given a
source text, the semantic annotation task is generally restricted to those men-
tions in the text referring to the same conceptual category. In fact, the main
goal of semantic annotation is to semantically categorize a text by identifying
the main concepts or subconcepts the text content is about. As a result, only
those mentions that are semantically related are annotated in the text with links
(e.g., DBpedia URIs) to their corresponding entities/concepts in an external
knowledge database. In [22], the authors describe the DBpedia Spotlight system,
which can be configured to detect topic pertinence. In order to constrain annota-
tions to topically related entities, a higher threshold for the topic pertinence can
be set. This way, texts can be annotated by DBpedia Spotlight using semantically
related entities.

In this article, we will describe an EL system for the task of semantic anno-
tation. For this specific task, the collective approach, which identifies those men-
tions associated to conceptually related entities, seems to be the most appropriate
strategy.

The main drawback of collective approaches is the fact that the conceptual
graph generated is too large and very difficult to explore in an efficient and
scalable way. The graph can grow dramatically as the set of entities associated
to the different mentions in the text is expanded by making use of different types
of semantic relations, including the hierarchical ones (hyperonymy).

To minimize this problem, a collective method is proposed and implemented.
Our EL method relies on a distributional similarity strategy to select a restricted
set of conceptual relations/arcs between entities. In particular, it only selects
relations between the most similar entities. Distributional similarity was com-
puted using Wikipedia articles, as in [8]. The conceptual relations between enti-
ties that are not similar in distributional terms are removed from the graph. So,
the conceptual graph used to search for the entity candidates is dramatically
simplified and, then, can be explored in a more efficient way.

The remainder of the article is organized as follows. In the next section
(Sect. 2), we describe the method: It starts by sketching a brief overview of
the proposed strategy. Subsect. 2.2 describes how we build an entity database
computing distributional similarity. Next, Subsect. 2.3 is focused on the NLP
approaches to term extraction. In Subsect. 2.4, the entity linking strategy is
described. Then, we evaluate and compare our method in Sect. 3 and, finally,
some conclusions are addressed in Sect. 4.
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2 The Method

2.1 Overview

Our EL method consists of three modules:

Distributional Similarity: This module builds the main encyclopedic resource
used by the Entity Linking module. Each Wikipedia entity is put in relation
with its most similar entities in terms of distributional similarity. This is the
main contribution of our work, since, to our knowledge no EL method relies
on such a sort of resource. This is described in Sect. 2.2.

Term Extraction: This module makes use of NLP strategies to extract the
most relevant terms from the text. It is described in Sect. 2.3.

Entity Linking: This is the core of the system. It makes use of Wikipedia-based
resources (such as that built by distributional similarity) and of the terms
previously extracted from the text. It consists of two tasks. First, it identifies
those relevant terms that are linked to Wikipedia entities and, then, it selects,
for each term, the best entity candidate by making use of a disambiguation
strategy. This module is described in Sect. 2.4.

2.2 Distributional Similarity

We use a distributional similarity strategy to select only semantic relations
between very similar entities. This strategy allows us to dramatically simplify
the number of relations/arcs to be explored in a collective approach.

Let us see an example. In the English DBpedia, the entity Ańıbal Cavaco Silva
(President of Portugal between 2006–2016) is directly related to 17 categories
by means of the hyperonymy relationship: for instance, Living People, Prime
Ministers of Portugal, People from Loulé Municipality, etc. If we explore these
17 categories going down to obtain their direct child (or hyponyms), the results
are 619, 406 new entities, which are in fact co-hyponyms of Cavaco Silva. Most
of these co-hyponyms have a very vague conceptual relation (e.g. being a living
person) with the target entity. In order to remove vague conceptual relations, we
only select those entities that can be somehow considered as similar to Cavaco
Silva. Similarity between two entities is computed by taking into account both
the internal links appearing in the Wikipedia articles of the two entities, and
the set of categories directly classifying them. More precisely, two entities are
considered to be similar if they share at least one direct category and a significant
amount of internal links.

In our experiments, the target entity Cavaco Silva is associated with its most
similar entities (first column in Table 1), and for each similar entity we also select
the most frequent internal links with which they co-occur (second column of the
table). The entities in the second column represent the conceptual context with
regard to which two entities are similar. As a result, we obtain a very restricted
and very similar set of entities related to Cavaco Silva, which includes other
Presidents and Primer Ministers of Portugal. Notice that the target entity is
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also similar to former Finance Ministers (Ferreira Leite and Vı́tor Gaspar), since
Cavaco Silva also had that political function before becoming Prime Minister.
In addition, he shares with these two individual the fact of being Economist and
having been working at the same universities.

In our experiments, both similar and contextual entities are all considered
in the same way: all are directly related to the target entity. As the list of co-
hyponyms for each entity is reduced from some hundred thousands candidates
to a few entities (similar and contextual ones), the resulting database is easy to
explore by most searching strategies.

Table 1. Entities related to Ańıbal Cavaco Silva using distributional similarity

Similar entities Contextual entities

Mário Soares President of Portugal, Ordem Nacional do Cruzeiro do Sul

Ordem do Libertador

Jorge Sampaio António Guterres, Timor-Leste Portuguese Presidential Election

Ordem de Amı́car Cabral

Diego Freitas do Amaral Prime Minister of Portugal, New University of Lisbon

Catholic University of Portugal

Manuela Ferreira Leite National Assembly of the Republic, Economist, Bank of Portugal

Fundação Calouste Gulbenkian

Vı́tor Gaspar Economist, Francico Louçã, Bank of Portugal, Professor

Let e1 and e2 be two entities with the corresponding articles in Wikipedia.
They are comparable if they share at least one Wikipedia category. Distributional
similarity is only computed on entity pairs sharing at least one category. So, if
entities e1 and e2 share at least one category, they are actually comparable and
similarity is computed. Distributional similarity is computed using the following
version of the Dice coefficient [3]:

Dice(e1, e2) =
2 ∗ ∑

i min(f(e1, linki), f(e2, linki))
f(e1) + f(e2)

(1)

where f(e1, linki) represents the number of times the entity e1 co-occurs with
the internal link linki. Internal links stand for the distributional contexts of the
compared entities. As a result, each entity is assigned a set of similar entities
ranked by Dice similarity and a set of internal links ranked by frequency. The
resulting entity database is the main knowledge base considered by our semantic
annotation strategy. This resource is called Similarity Knowledge Base. In [9],
Dice turned out to be one of the most reliable similarity measures for distribu-
tional semantics.

2.3 NLP Techniques for Term Extraction

We distinguish two different types of terms: basic terms and multiword expres-
sions. Basic terms are lexical units codified as common nouns, adjectives, verbs,
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or proper names which are considered as relevant for a given text. Except
proper names, which can be composite expressions (e.g., New York, University
of South California), basic terms are just single words. Multiwords are rele-
vant expressions codified as compounds that instantiate specific patterns of PoS
tags. For instance, discussion forums, natural language, cells of plants
or professor at New University of Lisbon can be multiwords within a text.

For the specific task of semantic annotation, we assume that not all terms
within a text which are linked to an entity (or concept) in DBpedia are semanti-
cally relevant. There are frequent mentions, e.g. concept, term, red, etc., which
are linked to concepts in DBpedia, but which may not be relevant in some texts.
So, terms must be ranked according to their relevance in a text and should be
considered as entity candidates only the most relevant ones.

Our approach to extract basic terms and multiwords requires PoS tagging,
which is performed with the multilingual NLP suite CitiusTool [10].1 For extract-
ing basic terms, we use a different strategy that the one used for multiword
extraction. The strategy we follow to extract basic terms is slightly different
from that used for multiwords. In the case of basic terms, their extraction relies
on the notion of termhood, that is, the degree that a linguistic unit is related to
domain-specific concepts [19]. In the case of multiwords, the extraction is based
on the notion of unithood, which concerns with whether or not sequences of words
should be combined to form more stable lexical units. More formally, unithood
refers to “the degree of strength or stability of syntagmatic combinations and
collocations” [19]. The concept of unithood is only relevant to complex units
(multiwords).

Extraction of Basic Terms. The first step consists in identifying and selecting
common nouns, adjectives, verbs, and proper names from a given text. Proper
names are selected by using named entity recognition. The result is a list of term
candidates.

The second step consists in providing the term candidates with a statistical
weight, representing the conceptual relevance of the term within the input text.
The weight of a term is computed by considering the frequency observed in the
input text (observed data) with regard to its frequency in a large collection of
texts taken as a corpus of reference (expected data). More precisely, the weight
of a term is the chi-square value, which measures the divergence between the
observed data and the values that would be expected. Expected values are pro-
vided by the reference corpus. Finally, all weighted terms are ranked according
to their score and the N most relevant are selected for semantic annotation. This
way, terms very frequent in the reference corpus (common concepts such as for
instance person, thing, object, etc.) tend to be assigned low chi-square val-
ues. By contrast, very frequent terms in the input text but rare in the reference
corpus have high values and, then, are considered as relevant for the given text.

1 Freely available at http://gramatica.usc.es/pln/tools/CitiusTools.html.

http://gramatica.usc.es/pln/tools/CitiusTools.html
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Multiword Extraction. The proposed strategy relies on the notion of unit-
hood and has common aspects with similar work requiring linguistic patterns
[27,29]. Our extraction of multiwords also consists of two steps: candidates selec-
tion and statistical ranking. In the first step, candidates are extracted using a
set of patterns of PoS tags. This is the set we use for our four languages:

noun− adj adj − noun
noun− noun noun− prep− noun
noun− prep− adj − noun noun− prep− noun− adj
adj − noun− prep− noun noun− adj − prep− noun
adj − noun− prep− noun− adj noun− adj − prep− noun− adj
adj − noun− prep− adj − noun noun− adj − prep− adj − noun

In the second step, the candidates are ranked according to the notion of
unithood: A lexical measure, chi-square, provides a test of association between
the constituents of a multiword, in order to verify whether the constituents are
or are not put together by random. More precisely, the observed values of a
multiword stands for its frequency in the input text, while the expected values
are derived from the single occurrences of its constituents in the same text.

2.4 The Entity Linking Strategy

Resources and Terms. Our strategy makes use of three resources, which
represent three different linguistic relations:

Similarity Knowledge Base (SIM). This stands for similarity relationships
between Wikipedia entities. Wikipedia entities correspond to the titles of
articles in Wikipedia (dump file of December 2014). This resource was built
based on distributional similarity (see Sect. 2.2 above).2

Categories of Wikipedia entities (HYPER). This database contains hier-
archical (hyperonymy) relations between Wikipedia entities and their direct
parent categories. This resource is provided by DBpedia3.

Redirects of Wikipedia entities (REDIR). This database contains synony-
mous relations between Wikipedia entities and their different names. This
resource is also provided by DBpedia.

The union of Wikipedia entities and categories gives rise to the set of (con-
ceptual) entities of our ontology. Indeed, some categories are not Wikipedia
entities.

Besides these three resources, our EL strategy also relies on term extraction
(see Sect. 2.3). The output of this task, which is a ranked list of relevant terms
(both single words and multiwords) is the input of the following EL tasks: search-
ing for candidates and disambiguation. According to [13], the most efficient EL
systems divide the process of entity linking in these two tasks. During the search
phase the system proposes a set of candidates for an entity mention to be linked
to, which are then ranked by the disambiguator.
2 This resource is available from the authors upon request.
3 http://downloads.dbpedia.org/3.8/.

http://downloads.dbpedia.org/3.8/


Entity Linking with Distributional Semantics 183

Searching for Entity Candidates. We verify whether the relevant terms
extracted from the input text are actually mentions of entities. For this purpose,
they are expanded in two different ways: (1) Each term is expanded with its
lemma, for instance the term databases is expanded with the singular form
database. (2) Terms are expanded with their synonymous stored in the resource
REDIR. All the inflected forms and synonyms of a term occurring in the input
text are joined in a single terminological unit. Then, we search for semantic
links between expanded terms (terminological units) and entities. The search for
links between terms and entities is performed using our external resources: SIM,
REDIR, and HYPER. The main problem arising when terms are intended to be
linked to entities is term ambiguity.

One term (hereafter we use interchangeably “term” and “terminological
unit”) can be associated to several entities, which represent their different senses.
A natural way of accessing the different entities/senses of an ambiguous term
is to use Wikipedia disambiguation pages. However, these pages include many
odd senses which should not be linked to the ambiguous term. For instance,
the French town Barcelonnette is considered as one of the senses of the term
Barcelona, which is clearly odd. Instead of using the entities listed in the dis-
ambiguation pages, we select the entities/senses of an ambiguous term by taking
into account some regular expressions related to the syntax of the Wikipedia
titles. In Wikipedia, different entities with the same name are individualized
by making use of brackets, commas or hyphens. For instance, the ambiguous
term Paris is associated to entities like Paris, Paris, Ohio, Paris, Arkansas,
Paris (mythology), Paris (song), etc. All of them can be considered different
senses of the original term. Even if our use of regular expressions in Wikipedia
titles does not always include all possible senses of an ambiguous term, most
extracted senses are apparently correct ones. So, our technique is more precise
than that based on disambiguation pages but has lower coverage.

The output of this task is a list of entity candidates associated with all
relevant terms extracted from the input text.

Weighting Candidates and Entity Disambiguation. In this task, we select
the best entity candidate of each term by making use of a disambiguation
strategy. This strategy relies on selecting the entity with the highest weight
for each term.

Given a term, the process starts by assigning the same weight to all its
entity candidates. Then, it explores the semantic relationships (similarity and
hyperonymy) of each entity candidate and searches for related entities that are
also semantically related to the candidates of the other terms in the input text.
The procedure of exploring and searching common related entities is performed
on the two knowledge resources: SIM (similarity) and HYPER (hyperonymy).

The weighting process is just a summatory of semantically related entities
that are shared by both the target entity and the rest of entity candidates of all
input terms. Given a terminological unit t1 and an entity candidate e1, the final
weight of this entity with regard to t1 is computed as follows:



184 P. Gamallo and M. Garcia

weight(t1, e1) =
k∑

i=1

sim(e1, ei) + hyper(e1, ei) (2)

where sim(e1, ei) stands for the number of similar entities which are shared by
e1 and each member (ei) of the set of entity candidates; hyper(e1, ej) represents
the number of categories which are shared by e1 and each member of the set
of entity candidates. The former function is computed on SIM while the latter
works on HYPER. The set of entity candidates is constituted by those entities
associated to all terminological units extracted from the text, where k is the
size of the set. Finally, for each term, the entity with the highest weight value is
selected.

Let us take an example. Suppose we have selected the term Cavaco Silva. To
compute weight (Cavaco Silva, Ańıbal Cavaco Silva) given the pool of entities
{Ańıbal Cavaco Silva, Jorge Sampaio, Lisbon}, we compute first the sim func-
tion, which consists in counting the number of entities in the pool which are
similar to the target entity Ańıbal Cavaco Silva according to the SIM database.
Given the Table 1 above, only one of these entities is linked by similarity to the
target entity. So, the result of the sim function is just 1. A similar procedure is
performed to comput the hyper value, but using the HYPER resource.

System Implementation. The method was implemented in Perl giving rise to
the system called CitiusLinker. So far, it works for four languages: English, Por-
tuguese, Spanish, and Galician.4 In order to facilitate its integration into external
web processes, we also implemented a RESTful web service with Dancer.5 The
web service interface can be used to annotate the text with the selected terms
and their linked entities. Besides, it also gives as output a set of semantically
related DBpedia entities to those found in the text (semantic enrichment), as
well as a set of DBpedia categories that can be used to classify the text (semantic
categorization). The web service returns HTML, XML, YAML or JSON output
documents. It can be configured to select one of the four languages, the output
format, and the number of relevant basic terms.

3 Evaluation

In order to provide an evaluation of our system in the task of semantic anno-
tation, we performed two experiments with English and Portuguese texts, using
manually annotated test corpora.

For English, we used the DBpedia Spotlight Evaluation Dataset [22]. The test
corpus consists of 10 randomly selected excerpts from New York Times news, and
each excerpt/document was manually annotated with DBpedia concepts. For
Portuguese, we created a similar dataset from 10 different Jornal de Not́ıcias
news, which were manually annotated by two linguists using the Portuguese
4 A demo is available at http://fegalaz.usc.es/∼gamallo/demos/semantic-demo/.
5 http://fegalaz.usc.es/nlpapi.

http://fegalaz.usc.es/~gamallo/demos/semantic-demo/
http://fegalaz.usc.es/nlpapi
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DBpedia. To build the gold standard dataset, we selected the concepts identified
by both annotators. As a result, we obtained 130 concepts for the 10 documents.

Both annotated datasets are freely available.6

Notice that the evaluated task is different from that defined in the different
TAC-KBP Entity Linking Tracks [16]. In those tracks, the objective is not to
identify the relevant concepts of a given document, but identifying the correct
node/concept in DBpedia given a name mention in a document. Besides, the
test datasets are just focused on named entities of type PER (person), ORG
(organization), or GPE (geopolitical entity). In [5], the author describes the
construction of two datasets for entity linking in the Portuguese and Spanish
languages, by making use of the cross-lingual XLEL-21 dataset. This dataset is
equivalent to the one used in TAC-KBP, and contains just person names.

In the English evaluation, we compare our results with those of several pub-
licly available annotation services. The results of all systems were obtained by
using the same gold standard: DBpedia Spotlight Evaluation Dataset. Except
CitiusLinker and Alchemy, whose F1 scores were obtained from our own exper-
iments, the scores of the remainder systems were taken from [22].

Table 2. F1 scores reached by different EL systems using the DBpedia Spotlight
Evaluation Dataset (for English)

Systems F1-score

The Wiki Machinea 59.5 %

DBpedia Spotlight (best configuration) 56.0 %

CitiusLinker (best configuration) 55.9 %

Zemantab 39.1 %

Alchemyc 21.1 %

Open Calaisd 14.7 %

Ontose 10.6 %
a http://thewikimachine.fbk.eu
b http://www.zemanta.com
c http://www.alchemyapi.com
d http://www.opencalais.com
e http://www.ontos.com

Table 2 shows that the performance of our strategy, CitiusLinker, is in a
competitive range for English, close to the two best systems: Wiki Machine and
DBpedia Spotlight.

Concerning the Portuguese evaluation, results are depicted in Table 3. Unfor-
tunately, we only could compare our system to DBpedia Spotlight and that pro-
vided by Alchemy. To the best of our knowledge, no further EL systems for
Portuguese are available yet. The scores reached by CitiusLinker and DBpedia

6 http://gramatica.usc.es/∼gamallo/datasets/el dataset.tar.gz.

http://thewikimachine.fbk.eu
http://www.zemanta.com
http://www.alchemyapi.com
http://www.opencalais.com
http://www.ontos.com
http://gramatica.usc.es/~gamallo/datasets/el_dataset.tar.gz
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Table 3. F1 scores reached by three systems using the Portuguese dataset

Systems Precision Recall F1-score

CitiusLinker (best configuration) 45.3 % 56.2 % 50.9 %

DBpedia Spotlight (best configuration) 45.6 % 51.2 % 48.4 %

Alchemy 12.8 % 5.38 % 7.56 %

Spotlight are slightly lower than those got in the English evaluation. Both systems
achieve similar F1-score values after having set their parameters to find the best
configuration. By contrast, Alchemy system dramatically drops performance.
In this case, no parameter configuration has been done since the experiments
were performed from the API server provided by the company. The Portuguese
DBpedia Spotlight version belongs to a multilingual system which is described
in [4].

The F1-score of our system has been obtained with the best configuration: 60
most relevant basic terms (only nouns) and all multiwords. When using adjec-
tives and verbs, the F1-score decreases. Notice also that no multiword was filtered
out. Unlike basic terms, which can refer to very generic concepts in some cases,
multiwords linked to DBpedia entities are likely to be domain-specific termino-
logical expressions referring to specific concepts. By default, CitiusLinker selects
all multiwords found in the text.

4 Conclusions

In this article, we proposed a method for a specific entity linking subtask,
namely semantic annotation with DBpedia concepts. The main contribution of
our method is the use of an external entity base built by means of distributional
similarity. This entity base is structured with similarity relationships between
entities which are not directly related by means of the DBpedia resources. In the
disambiguation process, our method only explores the similarity relations found
in this entity base, as well as the direct hyperonymy relationships provided by
DBpedia. This way, the weighting process used to disambiguate becomes simpler
and more efficient than those based on exploring several levels of organization
through DBpedia or any other ontology. Another important contribution of our
method is the use of different NLP techniques for term extraction. We defined
a specific strategy for the extraction of basic terms, which is different from
multiword extraction. Our approach achieved competitive performance over the
traditional methods in English, while kept similar performance in Portuguese.
In future work, we will evaluate the results obtained for languages other than
English and Portuguese. A deep qualitative error analysis is also required in
order to find the main drawbacks of our approach. It will also be adapted to be
applied on TAC-KBP tasks in order to be compared to other EL systems.
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Abstract. The analysis of the co-occurrence patterns between words
allows for a better understanding of the use (and meaning) of words
and its most straightforward applications are lexicography and linguist
description in general. Some tools already produce co-occurrence infor-
mation about words taken from Portuguese corpora, but few can use
lemmata or syntactic dependency information. Syntax Deep Explorer is
a new tool that uses several association measures to quantify several
co-occurrence types, defined on the syntactic dependencies (e.g. subject,
complement, modifier) between a target word lemma and its co-locates.
The resulting co-occurrence statistics is represented in lex-grams, that
is, a synopsis of the syntactically-based co-occurrence patterns of a word
distribution within a given corpus. These lex-grams are obtained from
a large-sized Portuguese corpus processed by STRING [19] and are pre-
sented in a user-friendly way through a graphical interface. The Syntax
Deep Explorer will allow the development of finer lexical resources and
the improvement of STRING processing in general, as well as providing
public access to co-occurrence information derived from parsed corpora.

Keywords: Natural Language Processing (NLP) · Co-occurrence ·
Collocation · Association measures · Graphic interface · Lex-gram ·
Portuguese

1 Introduction

The analysis of the co-occurrence patterns between words in texts shows the
differences in use (and meaning), which are often associated with the different
grammatical relations in which a word can participate [7,33]. The quantifica-
tion of these patterns is a powerful tool in modern lexicography as well as in
the construction of basic linguistic resources, like thesauri. The stakeholders
on the study of those co-occurrence patterns are linguists, language students,
translators, lexicographers and Corpus Linguistics’ researchers, who study the
behaviour of linguistic expressions in corpora. For all of these, co-occurrence data
are essential for a better understanding of language use. Furthermore, compar-
ing different association measures, each capturing different linguistic aspects of
c© Springer International Publishing Switzerland 2016
J. Silva et al. (Eds.): PROPOR 2016, LNAI 9727, pp. 189–201, 2016.
DOI: 10.1007/978-3-319-41552-9 19
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the co-location phenomena, enables the user to achieve a broader understanding
of the distribution of a given word, hence its different meanings and uses. For
a better analysis of co-occurrence patterns in a corpus, it is also important to
provide the user with an interface that helps him/her to explore the patterns
thus extracted, namely, by accessing concordances or moving on from an initial
query to another interesting collocate.

To date, only one system, DeepDict [3], is known to produce co-occurrence
information based on syntactic dependencies between (simple) word lemmata,
but it only features a single association measure, Pointwise Mutual Information
(PMI) [7]. Other systems available for Portuguese corpora, like Sketch Engine
(see below), do not benefit from syntactic information nor lemmatization and
also use a single association measure, LogDice [18].

This paper presents Deep Syntax Exporer1. Its main goal is to provide the
general public a tool to explore syntactically-based collocations from Portuguese
corpora, using a broad set of association measures, in view of an enhanced under-
standing of words’ meaning and use. The information on these collocation pat-
terns is made available through a web interface by way of lex-grams, a synopsis of
the syntactically-based co-occurrence patterns of a word’s distribution within a
given corpus. This mode of presentation organizes the information for a simpler
analysis by users. For now, only the four main lexical part-of-speech categories
(adjectives, nouns, verbs and adverbs) are targeted by the Deep Syntax Exporer.

This paper is organised as follows: Next, in Sect. 2, key concepts and related
work are presented; first, the Portuguese processing STRING [19] underlying
the tool is briefly sketched; then, the main existing systems, that provide co-
occurrence information for Portuguese corpora, are succinctly described; finally,
the association measures implemented in Deep Syntax Explorer are briefly
sketched. Section 3 presents the system architecture in detail, beginning with
the database, then the co-occurrence information extraction module, and, finally,
the web application and the way the lex-grams display this information to the
end user. Section 4 presents the evaluation of the tool’s performance. Section 5
concludes the paper and presents future directions of development.

2 Related Work

This section starts by briefly presenting the STRING system underlying the Syn-
tax Deep Explorer, from whose output the co-occurrence information is extracted.
Then, it describes three co-occurrence information extraction systems already
existing for processing Portuguese corpora. Finally, it provides a quick overview
of association measures implemented in Syntax Deep Explorer.

The STRING NLP System
STRING [19] is a hybrid, statistical and rule-based, natural language process-
ing (NLP) chain for the Portuguese language, developed by Spoken Language

1 string.l2f.inesc-id.pt/demo/deepExplorer (last visit 29/02/2016).

https://string.l2f.inesc-id.pt/demo/deepExplorer/
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Systems Lab (L2F) from INESC-ID Lisboa2. STRING has a modular structure
and performs all basic text NLP tasks. The first module is the LexMan [35],
which is responsible for text segmentation (sentence splitting and tokenization)
for assigning to each token its part-of-speech (POS) and any other relevant mor-
phosyntactic features. The module RuDriCo [10] is a rule-driven converter, used
to revolve ambiguities and to deal with contractions and certain compounds
words. The MARv [11,28] is a statistical part-of-speech disambiguator that
chooses the most likely POS tag for each word, using the Viterbi algorithm.
Finally, the XIP (Xerox Incremental Parser) [1] uses a Portuguese rule-base
grammar [20] to structure the text into chunks, and to establish syntactic depen-
dencies between their heads. This parser also performs other NLP tasks such as
named entity recognition (NER) [15,25], anaphora resolution (AR) [22,26] and
temporal expressions normalization [13,14,16,23]. The processing produces a
XML output file.

The Syntax Deep Explorer uses the following (higher level) syntactic depen-
dencies, produced by the XIP parser: (1) the SUBJ dependency, which links a
verb and its subject; (2) the CDIR dependency, linking a verb and its direct
complement; (3) the CINDIR dependency, which links the verb with a dative
essencial complement; (4) the COMPL dependency, which links a predicate (verb,
noun or adjective) to its essential PP complements; and (5) the MOD dependency
that links a modifier with the element it modifies (e.g. adjectives as modifiers
of nouns, or adverbs as modifiers of verbs); this is an umbrella dependency, as
it also connects any PP complement to its governor, iff it has not been already
captured by COMPL or another dependency); and (6) Named Entities, which also
captured by the XIP parser by an unary NE dependency that delimits and assigns
them to several general categories (PERSON, ORGANIZATION, PLACE, etc.); these
categories are then used for co-occurrence statistics, instead of the individual
entities themselves.

Current Systems Providing Co-occurrence Information
Nowadays, some tools already make it possible to obtain information on the co-
occurrence patterns of a given word from Portuguese corpora, which will now be
described briefly.

The AC/DC platform available through Linguateca3 produces raw, quanti-
tative data on words’ co-occurrences from a large variety of Portuguese corpora,
allowing the user to query complex combinatorial patterns by way of regular
expressions, though it does not make use of any association measure.

The DeepDict [3] is a tool developed by GrammarSoft4 and presented in the
Gramtrans platform5. For Portuguese corpora, this tool uses the NLP analyzer
PALAVRAS [2] and it collects dep-grams from the syntactical dependencies
produced in the parsed texts. A dep-gram is a pair of lemmas of two words that
feature a dependency relation between them. The dep-grams are quantified by

2 www.l2f.inesc-id.pt (last visit 29/02/2016).
3 http://www.linguateca.pt/ACDC/ (last visit on 29/02/2016).
4 http://grammarsoft.com/ (last visit 29/02/2016).
5 http://gramtrans.com/gramtrans (last visit on 29/02/2016).

www.l2f.inesc-id.pt
http://www.linguateca.pt/ACDC/
http://grammarsoft.com/
http://gramtrans.com/gramtrans
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PMI measure. In the database, the tool stores the dep-gram, the value of PMI,
the absolute frequency and the ID of the sentence where these dep-gram occurred
in the corpus. DeepDict has a simple form as an interface. The result is presented
as a lexicogram of the searched lemma, which shows the different dependency
relations that the word establishes with other lexical elements, sorted in PMI
value descending order. The lexicogram displays the co-locates in the natural
reading order of the related words. Words having different POS have different
lexicograms. At this stage, DeepDict does not provide access to concordances of
a given dep-gram.

The Sketch Engine [17] is a tool developed by Lexical Computing6 This
system uses Manatee [29] to manage corpora. The tool stores for each word its
lemma and POS tag. Co-occurrences are identified by the tool and are quantified
by the LogDice measure. The system has a graphical interface that is generated
by the tool Bonito [29] and allows access to stored data. The system main features
are: (i) concordance, that is, access to examples taken from the corpora but
without any analysis; (ii) word sketches, which show the words more closely
related to the target word; (iii) sketch-diff, which depicts the differences between
two different word sketches; and (iv) thesaurus, which shows similar words for a
given target word. The system allows the users to create and manage their own
corpora.

The Wortschatz [27] system has been developed at Leipzig University, and
it creates lexical similarity networks from corpora. The system identifies two
types of co-occurrences: (i) words occurring together in a sentence and (ii) words
occurring next to each other. The system uses tree-based algorithms that allows
a quick co-occurrence analysis of the entire corpus [4]. However, it does not use
the words lemmata for these calculations. Each co-occurrence is quantified by a
Significance Measure (see below) and this data is stored in a MySQL database.
The system interface provides, for a target word, its frequency class; examples
of its use (sentences); significant co-occurrences and a co-occurrence chart.

In sum, all these systems are able to list the co-occurrences of a word, though
Wortschatz does not use lemmas. The Sketch Engine is the system that offers
more features, particularly the corpus management tools and the sketch-diff.
On the other hand, DeepDict shows co-occurrence statistics based on syntactic
dependencies between lemmata and does so in a more readable, user-friendly way.

Association Measures
To understand how two words relate to each other, it is essential to quan-
tify the co-occurrence patterns found between them. Six different association
measures, commonly used in corpus-based linguistic analysis, were adopted and
implemented in Syntax Deep Explorer. The first association measure is Point-
wise Mutual Information (PMI) [7], which links the number of co-occurrences
between two words with the number of occurrences of each word. The Dice
Coefficient [9,34] is another association measure that calculates the degree of
cohesion between two words. The LogDice Coefficient [30] is a variant of the
Dice Coefficient and it is said to fix the problem of very small calculated values.
6 http://www.sketchengine.co.uk/ (last visit 29/02/2016).

http://www.sketchengine.co.uk/


Syntax Deep Explorer 193

The Pearson’s Chi-Squared measure [21] is a statistical method of hypothesis
testing. This association measure compares the observed frequencies with the
expected frequencies for a given pattern in order to verify if there is indepen-
dency between events (null hypothesis). If the difference between observed and
expected frequencies is larger than a statistical significance threshold, then the
null hypotheses is rejected and the frequency of the pattern is deemed to be
statistically relevant, given the corpus. This measure, however, should not be
used in small corpora nor with patterns with low frequency. The Log-likelihood
Ratio [12] is another approach to hypothesis testing, and it is considered to be
more suitable for sparse data than the previous method. Finally, the so-called
Significance Measure, used by the Wortschatz system [4], is comparable to the
statistical G-Test method for Poisson distribution. This measure associates the
co-occurrences of two words with the number of sentences in which they occurred.

3 Deep Syntax Explorer Architecture

This section presents the Syntax Deep Explorer architecture, sketched in Fig. 1.
The tool consists of three modules that will be briefly presented below: (i) the
database, (ii) the co-occurrence information extraction module, and (iii) the web
interface application.

Fig. 1. Syntax Deep Explorer architecture.

Database
To store the co-occurrence statistics extracted from corpora, a consistent data
model with low information redundancy is required. An Entity-Relationship
(ER) Model [6] was developed, allowing for a more natural perception of the
problem. Since typical database systems use a relational model [8], it is nec-
essary to convert the ER model. The relational model is defined by a set of
relations, represented in tables, where the columns are attributes of the relation-
ship and each row is a tuple (entry), which is unique. To identify each tuple,
primary keys are used to distinguish them. If a relation refers to another one, it
has reference attributes called foreign key, where the values of these attributes
have the primary key value of a tuple in the referenced relation [32].

The conversion to the relational model must follow the defined conversion
rules and the previous data integrity constraints. SQLite7 was used to implement

7 http://www.sqlite.org/about (last visit 29/02/2016).

http://www.sqlite.org/about
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the obtained relational model. SQLite works locally, and it allows a direct and
faster access to data, without a remote server. Access to the data is made through
SQL language, making it possible to manipulate the tables in the database and
to obtain the desired results.

Co-occurrence Information Extraction Module
Figure 2 introduces the UML (Unified Modelling Language) packages diagram
representing the tool that is responsible for the extraction of dependency co-
occurrence information, the DeepExtractor. The diagram shows the main com-
ponents used.

Fig. 2. Packages diagram for dependency co-occurrence extraction.

The XIP-API [5,24] enables the transformation of the XML files content
from the STRING parsing module, the XIP parser, into Java structures and
it organizes the information imported. The result is the XIP-Document that
consists in a set of XIP-Nodes and XIP-Dependency(ies). A XIP-Node represents
a node from the XIP parser’s output, the basic element of chunking tree. It
contains other XIP-Nodes (child nodes) and their Features, with the properties
of each node. A XIP-Dependency contains the information about a dependency
detected by the XIP parser and the XIP-Nodes to which it applies. To store the
data in the database, the JBDC (Java Database Connectivity) API is used. The
SQLiteJDBC8, the JDBC for SQLite, is used.

The package Connection facilitates the access to the Syntax Deep Explorer
database. In this package, a connection is established to the database through
the SQLiteJDBC. Here, a group of classes has been developed, where the meth-
ods are used to manipulate the database information. Each class represents a
database table and has methods to verify if an entry already exists and to insert
new entries to that table. Other classes have additional methods to compute the
values of the association measures.

The package DependencyExtractor is the core of the extraction tool. With
the help of the XIP-API, the package analyses the texts produced by STRING
to collect the statistics on co-occurrence syntactic dependencies. The Dependen-
cyExtractor method Extract accepts a XIP-Document, and for each sentence
(indicated by a XIP-Node named TOP) in this document, it obtains within this

8 https://bitbucket.org/xerial/sqlite-jdbc (last visit 29/02/2016).

https://bitbucket.org/xerial/sqlite-jdbc
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sentence: (i) the set of named entities; (ii) set of XIP-Dependency(ies), each one
linking two XIP-nodes; and (iii) the sentence string.

Afterwards, for each XIP-Dependency, the analysis process depends on the
type of dependency it belongs to. A set of classes was developed, each one rep-
resenting a XIP-dependency (e.g. SUBJ, CDIR, CINDIR, COMPL, and MOD); and it
runs the correspondent code. In these classes, the method getDepInformation
accepts a XIP-Dependency and a set of named entities in the sentence. In this
method, to prevent the analysis of dependencies and properties that are not rel-
evant to the goals of Syntax Deep Explorer, the dependency-property pattern of
XIP-Dependency is checked against a list of predefined patterns. If that pattern
is present, the analysis proceeds normally. The list of dependency-property pat-
terns present in the system indicates for each word POS which are the relevant
relations stored in the database. Then, for each XIP-Node the word lemma and
POS are obtained. In the case a XIP-Node is present in the set of named entities,
the word lemma is replaced by the correspondent named entity category (e.g.
João Silva by PERSON, NATO for ORGANIZATION, Lisboa for PLACE).

During the process, it is necessary to store the information that is being
found. Once a processed corpus is divided into several files, for each file, the
information extracted is gathered in Java structures. The DeepStorage class
works as a local database and helps to organize the information until this is
stored in the database. After the extraction from the corpus file is completed, all
gathered information is then stored in the database. When the corpus extraction
is completed, it is necessary to calculate the values of the association measures
for all syntactic dependency co-occurrences existing between two words. The
DeepMeasures calculates the six association measures described above.

Web Application
Figure 3 shows the architecture of the web application.

Fig. 3. Web application architecture.

This application has two main components, the server-side and the client-side
(browser). The first runs the code that implements the processing of informa-
tion in the database and the second runs the code that implements the graphical
interface. The communication between them is performed through asynchronous
AJAX (Asynchronous Javascript and XML) requests (via HTTP) and the trans-
mitted data is a JSON (JavaScript Object Notation) object. On the server-side,
the code was developed in PHP. A request from the client consists in asking the
co-occurrences of a word lemma and its POS, or a request for the sentences that
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exemplify a given co-occurrence. From the client request, several SQL queries
are made in the database to get the information about that word or that co-
occurrence. This information is organised in a JSON object and sent to the
client. On the client-side, the code was developed from the AngularJS9 frame-
work, which allows the use of HTML and CSS, as declarative and presentation
languages respectively.

To begin the process, the user is presented a form where s/he enters the target
word lemma and chooses its POS; the user also indicates the association measure
to be used. Some additional options can also be selected, such as the minimum
frequency of each co-occurrence and the maximum number of words to be shown
in each dependency-property pattern. By default, these values are set to ‘2’ and
‘10’, respectively. The collected information is organised in a JSON object and
sent to the server. The user is informed when the target word does not exist in
the corpus or no results were found for it. Otherwise, the system produces what
we designate as a lex-gram, that is, a synopsis of a word distribution in a given
corpus. This information is presented in two groups: words appearing to the
left and the right of the target word. Figure 4 shows the lex-gram for the noun
paı́s (country), using the LogDice association measure on the CETEMPúblico
corpus [31].

Fig. 4. Lex-gram of the noun paı́s ordered by the LogDice measure.

For each dependency pattern in which the target word appears, the words
that co-occur with it are presented in descending order of the values obtained
with selected association measure value. Each word that co-occurs is displayed
in the format lemma (l:m), where l is the base 2 logarithm of the co-occurrence
frequency, and m the value of the selected measure. The user may change the
association measure without having to re-entering the information about the
current word.

When the target word is a verb, the corresponding lex-gram shows the
words appearing as its subject, direct complement, other essential complements,
preposicional complements (eventually adjuncts) and the adverbs that modify
the verb. In the case of an adjective, the lex-gram shows the adverbs that modify

9 https://angularjs.org (last visit 29/02/2016).

https://angularjs.org
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it and the nouns that it modifies. For an adverb, the lex-gram presents other
adverbs that modify it and the adjectives, nouns, verbs, and other adverbs that
the target adverb modifies. For this category, it also shows how many times the
adverb modifies an entire sentence. Finally, from the lex-gram, and by clicking
on any co-occurrent word, it is also possible to obtain the details of this specific
collocation and view a set of sentences, taken from the corpus, that illustrate
that pattern.

4 Evaluation

For evaluating the Deep Syntax Explorer performance, the CETEMPúblico [31]
corpus, processed by STRING, was used. The processed corpus occupies 237 GB,
divided into 20 parts with 12 GB each. Each part has 210 XML files with 60 MB
each. The extraction tool was executed in a x86 64 Unix machine, with 16 CPUs
Intel(R) Xeon(R)E5530 2.40 GHz and 48 390 MB of memory.

For a single XML file from the corpus (with 60.8 MB), the extraction tool
is executed in 32.5 s, where 9.76 s are consumed by the XIP-API to import the
file, 10.65 s by the co-occurrence information extraction and 11.69 s are used to
store this information and the sentences in the database. After the execution,
that information occupies 4.33 MB. For the following parts of the corpus, only
the time taken to store the information increases, as the database response time
also increases.

Fig. 5. Time consumed by each part of the CETEMPúblico corpus.

Figure 5 depicts the performance of the tool, presenting the time spent on
each part of the corpus. The entire corpus is processed in 4,878 min (3 days,
9 h and 18 min), which corresponds to, on average, 243 min (4 h and 3 min) by
each part of the corpus and 1 min and 9.4 seconds per file. Figure 5 also shows
that the execution time is constant along the corpus, except in part 20, which
is smaller. The association measures are calculated in 146 min (2 h and 26 min).
The evolution of the database during the process is not constant. Initially, the
growth is more pronounced, but it tends to decrease as the process evolves,
because, in the beginning, the database is empty, and after processing some
files fewer words have to be added. At the end of the process, the database
has 6.8 GB. With the association measures data (0.5 GB), this value grows to
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Table 1. Time the application takes to show the lex-gram to a word.

Noun Verb Adverb Adjective

Lemma caneta paı́s otimizar ser nitidamente n~ao lindo grande

Frequency 998 196,140 972 2,533,385 964 1,362,286 997 263,518

Time (s) 0.102 0.111 0.103 0.760 0.037 0.174 0.067 0.256

7.3 GB. During the process of data extraction from the corpus, 308,573 different
word lemmas were collected, which produced 11,244,852 different co-occurrence
patterns occurring 51,321,751 times in the corpus.

The evaluation of the web application consisted in measuring the time the
application took to show the lex-gram for a word. It consists mainly in server-side
execution time, running the different SQL queries for each word POS. Table 1
shows the results from this evaluation. Two lemmas were used for each POS,
one with the highest frequency and another with a median frequency (around
1,000 instances). The time for the word with greater frequency is slightly lower
than for the word with smaller frequency. In order to obtain a faster system
response, indexes were implemented in the database tables to reduce the time
for each SQL query.

Table 2 shows the time the application takes to show the examples of sen-
tences for a co-occurrence. The higher the frequency of the co-occurrence, the
lower is the waiting time. This is due to the size of the examples’ table, since, for
a co-occurrence with low frequency, much of the table may need to be iterated.

Table 2. Time the application takes to show the examples for a co-occurrence pattern.

Co-occurrence Frequency Time (s)

(centro,paı́s) 789 0.024

(paı́s,praticamente) 46 0.025

(paı́s,populoso) 16 0.035

5 Conclusion

This paper presented Syntax Deep Explorer, a tool created for extracting
co-occurrence patterns from corpora processed by STRING. The tool takes
advantage of the rich lexical resources of STRING, as well as of its sophisticated
syntactic and semantic analysis, and finds the syntactically-based co-occurrences
patterns of a given word lemma storing that information in a database. Then,
the tool calculates different association measures, producing a lex-gram with the
co-occurrence statistical information, a snapshot representing the main distribu-
tional patterns of a given word. The lex-gram also makes it possible to move from
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any given pattern to another co-locate of interest found within. Furthermore,
STRING rich lexical resources feature a large number of multiword expressions,
which are processed in the same way as any simple (single-word) unit. Thus,
it is also possible to analyse multiwords’ distribution and their co-occurrence
patterns. Results from evaluation show that the runtime of the extraction tool
remains constant throughout the corpus, while the size of the database does
not grow linearly, indicating that information is not being repeated. The web
application response time also allows fast queries to the database.

In the future, it is necessary to increase the number of corpora present in the
database and to allow the comparison of different lex-gram for the same lemma
across corpora. The automatic creation of thesauri from the stored distributional
information is also envisaged.
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Abstract. Semantic Role Labeling (SRL) is a Natural Language
Processing task that enables the detection of events described in sen-
tences and the participants of these events. For Brazilian Portuguese
(BP), there are two studies recently concluded that perform SRL in
journalistic texts. [1] obtained F1-measure scores of 79.6, using the Prop-
Bank.Br corpus, which has syntactic trees manually revised; [8], without
using a treebank for training, obtained F1-measure scores of 68.0 for the
same corpus. However, the use of manually revised syntactic trees for this
task does not represent a real scenario of application. The goal of this
paper is to evaluate the performance of SRL on revised and non-revised
syntactic trees using a larger and balanced corpus of BP journalistic
texts. First, we have shown that [1]’s system also performs better than
[8]’s system on the larger corpus. Second, the SRL system trained on
non-revised syntactic trees performs better over non-revised trees than
a system trained on gold-standard data.

Keywords: Semantic Role Labeling · Non-revised syntactic trees ·
Brazilian Portuguese

1 Introduction

Semantic Role Labeling (SRL) is a Natural Language Processing (NLP) task
responsible for detecting events described in sentences and the participants of
these events [11]. The events are held by predicators, such as verbs and eventive
names (some nouns, adjectives and adverbs) and the participants are called
arguments. This work focuses on verbs.

To automatically annotate a text with semantic roles, most current SRL
systems employ Machine Learning (ML) techniques. When using ML, the SRL
task is generally performed on syntactic trees due to the extensive set of features
that have been identified in the syntactic structure of a sentence, such as those
presented by [11].

However, as the syntactic trees of a sentence are generated by automatic
parsers and these tools are subject to errors, problematic trees are often man-
ually revised by linguists. For Brazilian Portuguese SRL, the best performance
c© Springer International Publishing Switzerland 2016
J. Silva et al. (Eds.): PROPOR 2016, LNAI 9727, pp. 202–212, 2016.
DOI: 10.1007/978-3-319-41552-9 20
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was obtained by [1], with F1-measure scores of 79.6 when annotating revised
syntactic trees, without reported outcomes for non-revised trees. However, the
use of corrected trees does not represent a real scenario of application. In this
sense, Fonseca’s work [8], following an approach that does not use syntactic fea-
tures, obtained F1-measure scores of 68.0 in Portuguese sentences. It is known
that SRL systems using syntactic features perform better than those that do
not use them. However, there are no SRL results for Portuguese on non-revised
syntactic trees.

This work evaluates the use of revised and non-revised syntactic trees for
manual and automatic SRL tasks in Brazilian Portuguese. We demonstrate
that human annotation errors are directly related to annotation errors made
by machines. We attribute these errors to problematic syntactic trees generated
by the parser. We also show that, for a good performance in automatic SRL
on non-revised syntactic trees, it is necessary to train the SRL system with the
same type of data and/or invest in improving the parser used to preprocess the
corpus.

In Sect. 2, we show the corpora collected and compiled in this work. In Sect. 3,
we present the methodology for manual annotation of the corpus whose non-
revised syntactic trees are annotated with semantic roles. In Sect. 4, we present
the state-of-art SRL system for Portuguese and a system whose methodology
does not rely on syntactic errors. In Sect. 5, we show conducted experiments and
the obtained results. At last, Sect. 6 presents this work’s conclusions.

2 Selection of the Corpora

To evaluate the SRL task on syntactic trees with errors, we annotated semantic
roles in a new corpus compiled for this work, whose syntactic trees had not been
revised, and also used a corpus annotated with semantic roles, whose syntactic
trees had been manually revised, so that we could compare the results. The
syntactic trees of both corpora were generated by the PALAVRAS parser [2].
The corpora used in this work are PropBank.Br version 1.11 [6], referred to as
PB-Br.v1 and a selection of the PLN-Br, corpus of texts from Folha de São Paulo
[3], referred to as PB-Br.v22.

In the PB-Br.v1 corpus, we observed that many verbs have only one annota-
tion instance and this data sparsity is undesirable for machine learning purposes.
When it comes to learning annotation of semantic roles, we have to consider
three aspects: (i) which verbs are represented in the corpus; (ii) which meanings
of verbs are represented in the corpus; and (iii) which syntactic alternations are
represented in the corpus. Alternation is changing the order of constituents (syn-
tactic, semantic, or both at once). For example, the passive voice is a syntactic
alternation marking a semantic alternation (the patient takes the place of the
agent in the syntactic subject position). Normally, the number of meanings for a
1 Available at http://nilc.icmc.usp.br/portlex/images/arquivos/propbank-br/Prop-
BankBr v1.1.xml.zip.

2 Available at http://nilc.icmc.usp.br/semanticnlp/propbankbr/pbbr-v2.html.

http://nilc.icmc.usp.br/portlex/images/arquivos/propbank-br/PropBankBr_v1.1.xml.zip
http://nilc.icmc.usp.br/portlex/images/arquivos/propbank-br/PropBankBr_v1.1.xml.zip
http://nilc.icmc.usp.br/semanticnlp/propbankbr/pbbr-v2.html
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single verb is associated with the amount of syntactic alternations that it admits,
but there may be verbs that admit a large number of alternations for the same
meaning. Our goal in compiling the PB-Br.v2 was to get as much representa-
tion as possible in the three items above with the lowest number of annotation
instances, since manual annotation is costly. The sentences were divided into
classes according to linguistic criteria and considering the ML, as we chose to
start the annotation process with the most frequent verbs. Using corpus sta-
tistics, we found that verbs with a frequency higher than 1000 represent 90 %
of verb occurrences in the corpus. We assume that they are good material for
training a classifier of semantic roles, because if the classifier learns to rank well
90 % of the corpus it should have good accuracy. In addition, the highly frequent
verbs, excluding auxiliary, copula verbs and verbs that require clausal comple-
ments, are probably the most polysemous in the language. More information
about the selection of sentences for the PB-Br.v2 can be found in [7]3.

The PB-Br.v1 corpus contains 5,931 annotated instances of 3,348 sentences
and the PB-Br.v2 contains 7,661 annotated instances of 7,442 sentences. We
generate instances of a sentence for each verb contained in it. Furthermore,
we only selected instances whose syntactic trees generated by the parser are
related, i.e. all elements of the syntactic tree are connected. Section 3 presents the
results of the manual annotation of semantic roles on the selection made for the
PB-Br.v2.

3 Manual Annotation of the PB-Br.v2

The manual annotation of semantic roles was performed on 7,661 selected
instances of the PB-Br.v2, following the annotation of the PropBank project
[10], but based on annotation guidelines4 customized to the Portuguese lan-
guage enriched with wrong syntactic trees annotation process. The Tiger XML
output of the PALAVRAS syntactic parser was used, in the same format of the
PB-Br.v1 corpus. Furthermore, Tiger XML syntactic trees can be processed with
the SALTO tool [4] that was used in annotating the corpus in question.

A group of seven annotators and one adjudicator participated in the annota-
tion process. The annotators were trained and received a copy of the annotation
guidelines. In addition, a repository of verbs and their meanings, called Verbo-
Brasil, was available during the annotation5. The task consisted of annotating
the meaning of the verb – to identify the set of expected semantic roles – and
assigning semantic role labels chosen from a set of six numbered arguments
(ArgN) and 12 modifiers (ArgM). The description of each role is detailed in the
annotation manual. The annotation scheme followed the double-blind standard,
in which two annotators annotate the same portion of instances and, afterwards,
the adjudicator solves disagreements. We distribute the annotation of instances
by blocks, gathering instances of the same verb in the same task. Separately, the
3 Available at http://nilc.icmc.usp.br/semanticnlp/propbankbr/relat.html.
4 Available at http://nilc.icmc.usp.br/semanticnlp/propbankbr/manual.html.
5 Available at http://143.107.183.175:12680/verbobrasil/.

http://nilc.icmc.usp.br/semanticnlp/propbankbr/relat.html
http://nilc.icmc.usp.br/semanticnlp/propbankbr/manual.html
http://143.107.183.175:12680/verbobrasil/
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sets of copula verbs and verbs that require clausal complements were distributed.
The same annotation instance was never assigned to more than two annotators.

After concluding the annotation, we calculated the Kappa statistics [5]. As
the SRL task traditionally consists of two steps: identification of arguments and
classification of semantic roles of each argument, we calculated the individual
Kappa for each step: 0,96 and 0,90 for copula verbs; 0,96 and 0,95 for clausal
complement verbs; and 0,79 and 0,75 for verbs with no syntactic pattern. We
also calculated the Kappa statistics of the identification of verb meaning: 1,0
for copula verbs, 1.0 for clausal complement verbs and 0,92 for verbs with no
syntactic pattern.

The set of verbs that require clausal complements obtained important Kappa
results, considered almost perfect by the Kappa scale of Landis and Koch [9].
As the annotation of this set is very predictable and has little syntactic diver-
sity, the identification and classification obtained almost maximum values. The
annotation of copula verbs also obtained almost perfect results. In this scenario,
however, there is a greater syntactic diversity, which led to a drop in the agree-
ment of argument classification compared to the set of verbs that require clausal
complements. This means that the annotators agreed in identifying that a partic-
ular syntactic node is the verb argument, but disagreed in selecting its semantic
role. Finally, the set of plain verbs that present several alternations obtained a
substantial Kappa that, in the used Kappa scale, is lower than that of the other
annotated verb sets. For this set, we found that there was disagreement in select-
ing the meaning of verbs, which triggered disagreements about the detection of
arguments and the selection of semantic roles. Additionally, this is the set of
verbs whose annotation is far from being predictable as they present a lot of
syntactic alternation, i.e., syntactic constituents may appear in different orders,
which affects the distribution of roles. After analyzing human annotation, we
separated the portion in which there was disagreement between the annotators
and sent it to the adjudicator, who solved the disagreements and generated a
final version of the annotation. Table 1 shows the number of instances in which
there was full agreement between annotators and those that had to be revised.
We noted there was disagreement in over 50 % of the instances. This means that,
despite the high Kappa values, most instances had to be revised. However, this
does not imply a high rate of disagreement – as suggested by the Kappa values.
For example, an instance is sent for adjudication even if annotators have agreed
on 9 out of 10 annotated arguments and disagreed on just one.

Table 1. Proportion of the PB-Br.v2 annotation in which there was full agreement.

Full agreement Some agreement Total

Copula verbs 46 (64.7%) 25 (35.2%) 71

Verbs of clausal complements — — 602

Other plain verbs 3,130 (40,7%) 4,542 (59,2%) 7, 672

Total 3,176 4,567 8,345
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It is important to note that many syntactic trees contain errors generated
by the parser. As the annotation guidelines do not cover how to deal with all
possible errors generated by the parser, the free interpretation of how to annotate
these inconsistent trees may have contributed to the number of disagreements
obtained.

4 SRL Systems

This paper analyzes the performance of two newly developed systems to annotate
semantic roles of texts written in Brazilian Portuguese. Fonseca [8] developed a
system for annotation of semantic roles for Brazilian Portuguese, avoiding depen-
dence on external NLP tools, such as syntactic parser. Its results on revised
syntactic trees of the PB-Br.v1 corpus were a F1-measure of 68.0. The work
of Alva-Manchego [1], which uses the PB-Br.v1 corpus for training, employed
a supervised approach for automatic annotation of semantic roles on syntac-
tic trees of Brazilian Portuguese sentences. The system performance on revised
syntactic trees of the PB-Br.v1 corpus was a F1-measure of 79.6. The main dif-
ference between the systems is the use of syntactic features (the former does
not use them). In addition, none of the systems evaluated their performance on
non-revised syntactic trees. The contrast on the SRL performance on revised and
non-revised syntactic trees has never been done for Portuguese. Yet, few studies
relate the causes of errors in human annotation with the errors generated by the
machine in the SRL task, and this is one of the contributions of our work.

5 Experiments

In this section, we present the experiments developed to contrast the performance
of SRL systems trained on syntactic trees revised by humans (treebanks or gold-
standard data) and non-revised syntactic trees. We used Alva-Manchego’s system
[1] in most experiments because it is the state-of-art system in SRL for Brazilian
Portuguese. We also used Fonseca’s system [8] in a final experiment to contrast its
performance with the one of Alva-Manchego’s system. Fonseca’s system does not
use syntactic trees and, therefore, it does not suffer from the syntactic errors gener-
ated by the parser. In the scenario of the PB-Br.v2, it is interesting to note whether
the errors generated by the parser are significant to cause the Alva-Manchego’s
system to have a SRL performance lower than Fonseca’s.

The experiments reported below evaluate Alva-Manchego’s system on differ-
ent sets of the PB-Br.v2: (i) the Agreement set, composed of instances where
the annotators fully agreed, therefore, not sent for adjudication; (ii) the Adju-
dication set, composed of instances that were sent for adjudication; and (iii) the
Full set, comprising Agreement and Adjudication.

First, we conducted a 10-fold cross-validation for the set where there was
agreement between PB-Br.v2 annotators. The following results are categorized
by “corr.” indicating correct labeling, “excess” indicating a mislabeled annota-
tion, “missed” indicating an argument that was not selected as a candidate to
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annotation, “prec.” as precision, “rec.” as recall and “F1” as F-measure. The
results in Table 2 show a reasonable indication of the SRL quality, since the
Agreement set has approximately 50 % of the amount of PB-Br.v1 instances
used by Alva-Manchego. To contrast it with the Agreement set, we also checked
the quality of the SRL on the Adjudication set. The results in Table 3 show
that the Adjudication set, in spite of being approximately 80 % greater than the
PB-Br.v1 and approximately 40 % greater than the Agreement set, does not
allow an easy (or simple) automatic annotation of semantic roles. We can inter-
pret that if humans find it hard to annotate, the machine will have the same
problem – which justifies the difference of F1 scores of 6.98 on the performance
of the Agreement (F1 = 72.71) and Adjudication (F1 = 65.73) sets. We can also
speculate that the parsing errors, which caused different annotation interpreta-
tions to the human eye, hindered the automatic learning of the task because it
increases data sparsity.

Table 2. 10-fold cross-validation results
for the PB-Br.v2 Agreement set.

Overall corr. excess missed prec. rec. F1

3,640 1,401 1,332 72.23 73.22 72.71

A0 807 230 146 77.98 84.64 81.09

A1 1, 853 491 600 79.13 75.56 77.28

A2 367 294 223 55.48 62.14 58.42

A3 10 17 43 45.67 26.82 27.83

A4 2 1 15 20.00 8.33 11.67

AM-ADV 9 12 13 28.00 26.67 24.56

AM-CAU 2 4 16 13.33 8.33 9.00

AM-DIR 0 0 0 – – –

AM-DIS 6 8 16 21.67 16.67 18.16

AM-EXT 16 4 11 75.00 60.83 64.33

AM-LOC 103 113 50 48.69 67.53 55.54

AM-MNR 80 75 57 52.57 60.55 54.88

AM-NEG 134 14 19 90.30 87.80 88.83

AM-PRD 0 0 1 0.00 0.00 0.00

AM-PRP 39 28 17 58.89 71.23 62.89

AM-REC 0 0 0 0.00 – –

AM-TMP 212 110 105 65.75 67.07 66.03

Table 3. 10-fold cross-validation results
for the PB-Br.v2 Agreement set.

Overall corr. excess missed prec. rec. F1

7,164 4,001 3,469 64.16 67.37 65.73

A0 1, 873 491 377 79.26 83.24 81.18

A1 2, 703 1, 208 1, 142 69.12 70.29 69.68

A2 489 708 517 40.82 48.76 44.32

A3 14 36 82 28.39 14.14 18.00

A4 8 5 23 36.00 19.05 23.00

AM-ADV 157 134 119 54.37 57.50 55.49

AM-CAU 47 67 75 42.80 38.17 39.43

AM-DIR 0 5 13 0.00 0.00 0.00

AM-DIS 150 76 172 66.76 46.85 54.69

AM-EXT 56 35 43 62.70 58.19 58.55

AM-LOC 413 374 161 52.45 72.60 60.79

AM-MNR 200 281 219 41.81 47.78 44.48

AM-NEG 226 22 39 90.92 86.16 88.10

AM-PRD 46 125 124 27.44 27.53 26.91

AM-PRP 97 86 69 53.52 59.89 56.06

AM-REC 0 0 1 0.00 0.00 0.00

AM-TMP 684 338 271 67.24 71.64 69.26

In the 10-fold cross-validation experiment on the Full set of the PB-Br.v2, we
obtained F1 of 69.12 (Table 4), which is between the 65.73 (Adjudication set) and
72, 71 (Agreement set) values. We can speculate that despite the Adjudication set
has more instances and results lower than the Agreement set, the latter supplies
the system with syntactic trees without errors or trees that have frequent errors
for which a standard treatment is predicted in the guidelines, and therefore can be
identified by ML. It is also interesting to mention that the F1 difference between
the system trained on the PB-Br.v1 gold-standard data and the system trained on
the non-revised syntactic trees of the PB-Br.v2 is 10.48 F1 scores. The difference
of around 10.0 F1 scores between a system trained on revised trees and on non-
revised trees has already been investigated by [10,12] for the English language.
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Table 4. 10-fold cross-validation results
for the Full set of the PB-Br.v2, com-
prising both Agreement and Adjudication
sets, when using Alva-Manchego’s system.

Overall corr. excess missed prec. rec. F1

11,047 5,335 4,537 67.45 70.89 69.12

A0 2, 703 671 500 80.10 84.37 82.15

A1 4, 630 1, 713 1, 664 73.01 73.57 73.28

A2 898 974 702 48.07 56.09 51.67

A3 25 64 124 28.62 16.72 20.85

A4 18 10 30 68.00 36.07 45.21

AM-ADV 159 150 139 50.00 52.37 50.64

AM-CAU 54 69 86 43.71 39.87 40.99

AM-DIR 0 4 13 0.00 0.00 0.00

AM-DIS 183 116 161 60.95 52.57 56.20

AM-EXT 72 41 54 63.05 57.06 59.51

AM-LOC 529 460 198 53.73 72.96 61.75

AM-MNR 302 352 254 46.42 54.34 49.84

AM-NEG 360 42 58 88.91 85.90 87.23

AM-PRD 37 123 134 24.33 20.79 21.96

AM-PRP 147 99 75 59.75 66.54 62.48

AM-REC 0 0 1 0.00 0.00 0.00

AM-TMP 930 447 342 67.53 73.14 70.12

Table 5. 10-fold cross-validation results
for the Full set of the PB-Br.v2 selection,
comprising the Agreement and Adjudica-
tion sets, using Fonseca’s system.

Overall corr. excess missed prec. rec. F1

8,038 6,475 7,464 55.44 51.87 53.58

A0 2, 318 1, 058 911 68.72 71.82 70.18

A1 3, 497 2, 979 2, 755 54.13 55.93 55.00

A2 440 938 11, 16 31.97 28.26 29.94

A3 0 6 150 0.00 0.00 0.00

A4 0 0 48 0.00 0.00 0.00

AM-ADV 90 63 208 62.09 30.84 39.95

AM-CAU 5 23 134 10.19 4.36 6.04

AM-DIR 0 0 13 0.00 0.00 0.00

AM-DIS 121 94 222 57.06 35.73 42.93

AM-EXT 53 34 72 61.13 43.78 49.81

AM-LOC 282 469 444 37.57 38.93 37.98

AM-MNR 143 180 412 45.09 26.13 32.86

AM-NEG 355 40 59 89.81 86.34 87.89

AM-PRD 6 46 163 16.00 3.33 5.02

AM-PRP 64 100 154 38.15 29.89 33.18

AM-REC 0 0 1 0,00 0.00 0.00

AM-TMP 664 445 602 59,92 52.51 55.83

The contrast between the F1 values for the PB-Br.v1 and the PB-Br.v2 is
noteworthy. Although the selection made on the PB-Br.v2 respects a distribution
that should favor the SRL and this corpus is approximately 24 % larger than the
PB-Br.v1, the results show a system with 10.48 F1 scores lower than the result
obtained from the system trained by Alva-Manchego on the PB-Br.v1 corpus
(F1 69.12 against 79.6). The evidence that the use of automatic parser without
human revision adversely affects the performance of SRL systems become more
evident when we contrast the results in Table 6 with those of Table 7. The ques-
tion, however, is whether this drop on performance actually represents a system
with worse overall performance, or if the annotation in the automatic parser sce-
nario is difficult to the point that the F1 value of the trained system in PB-Br.v2
(Table 4) is considered good. To this end, we conducted two experiments: one
annotating the PB-Br.v1 corpus with the system trained on the Full set of the
PB-Br.v2 and another in the opposite direction - annotating the Full set of the
PB-Br.v2 with the system trained on the PB-Br.v1 corpus.

We can see in Table 6 that the SRL in revised syntactic trees, using Alva-
Manchego’s system trained on non-revised syntactic trees, is feasible, even
though its quality is not comparable to that of a system trained on revised
trees (F1 72.62 versus F1 79.6). We also noted that the value obtained of 72.62
is greater than the 10-fold cross-validation value of 69.12 of the system trained
on the PB-Br.v2. Thus, we realized that in addition to a system trained on non-
revised syntactic trees being able to annotate syntactic trees containing errors,
it could annotate perfect trees with a performance superior than what it anno-
tates in its own scenario. This means that training a SRL system on non-correct
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syntactic trees makes the system capture syntactic patterns of correct trees and
learn to deal with the noise contained in not syntactically correct trees.

Doing the opposite direction of annotation, we can see in Table 7 that the
quality of the SRL of the PB-Br.v2 problematic trees using the system trained on
PB-Br.v1 is 14.36 F1 scores lower than the result of the 10-fold cross-validation
for the Full set of PB-Br.v2 (F1 of 69.12 against 54.76). This result shows that a
system trained on perfect syntactic trees faces greater difficulty when annotating
faulty syntactic trees. As the PB-Br.v1 gold standard corpus does not contain
noisy examples, a minimum deviation from the correct pattern of syntactic tree
is enough to cause the system to make annotation errors.

Table 6. Annotation results for PB-Br.v1
using the SRL system trained on the Full
set of the PB-Br.v2.

Overall corr. excess missed prec. rec. F1

9,622 2,958 4,298 76.49 69.12 72.62

A0 2, 281 463 778 83.13 74.57 78.61

A1 4, 187 863 1142 82.91 78.57 80.68

A2 772 526 613 59.48 55.74 57.55

A3 20 60 127 25.00 13.61 17.62

A4 35 26 79 57.38 30.70 40.00

A5 0 0 1 0.00 0.00 0.00

AM-ADV 162 95 212 63.04 43.32 51.35

AM-CAU 75 55 77 57.69 49.34 53.19

AM-DIR 0 0 13 0.00 0.00 0.00

AM-DIS 180 87 129 67.42 58.25 62.50

AM-EXT 32 20 46 61.54 41.03 49.23

AM-LOC 523 257 190 67.05 73.35 70.06

AM-MNR 168 194 239 46.41 41.28 43.69

AM-NEG 315 47 28 87.02 91.84 89.36

AM-PRD 14 62 169 18.42 7.65 10.81

AM-PRP 97 52 56 65.10 63.40 64.24

AM-REC 0 0 8 0.00 0.00 0.00

AM-TMP 761 151 388 83.44 66.23 73.85

Table 7. Annotation results for the Full
set of PB-Br.v2 using the SRL system
trained on PB-Br.v1.

Overall corr. excess missed prec. rec. F1

7,972 5,559 7,612 58.92 51.16 54.76

A0 2, 113 1, 040 1, 090 67.02 65.97 66.49

A1 3, 426 1, 543 2, 868 68.95 54.43 60.84

A2 478 526 1, 122 47.61 29.88 36.71

A3 11 24 138 31.43 7.38 11.96

A4 8 13 40 38.10 16.67 23.19

A5 0 0 0 – – –

AM-ADV 100 179 198 35.84 33.56 34.66

AM-CAU 36 106 104 25.35 25.71 25.53

AM-DIR 0 2 13 0.00 0.00 0.00

AM-DIS 106 74 238 58.89 30.81 40.46

AM-EXT 63 45 63 58.33 50.00 53.85

AM-LOC 412 520 315 44.21 56.67 49.67

AM-MNR 242 472 314 33.89 43.53 38.11

AM-NEG 204 49 214 80.63 48.80 60.80

AM-PRD 8 245 163 3.16 4.68 3.77

AM-PRP 101 126 121 44.49 45.50 44.99

AM-REC 0 25 1 0.00 0.00 0.00

AM-TMP 664 570 608 53.81 52.20 52.99

To strengthen the analysis of results, we annotated the PB-Br.v2 Agreement
and Adjudication sets with the system trained on the PB-Br.v1. Table 8 shows
the result of 58.96 F1 in the annotation of the Agreement set of the PB-Br.v2
by the system trained in PB-Br.v1 and Table 9 presents F1 of 52.66 for anno-
tation of the Adjudication set. The difference in the performance of annotation
of the sets was 6.3 F1 scores, while the difference of the 10-fold cross-validation
performed on these sets was 6.98 F1 scores. As the difference in the perfor-
mance of annotation of the sets is close, we understand that, indeed, there is a
syntactic complexity threshold that distinguishes the Agreement and the Adju-
dication sets of the PB-Br.v2. Tables 10 and 11 show confusion matrices for the
results presented on Tables 6 and 7. These matrices show that our SRL system
trained on noisy data performs better when annotating revised trees (Table 9)
than the system trained on revised trees when annotating noisy data (Table 10).
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For example, there are 32 % of AM-TMP syntactic nodes not identified by the
SRL trained on PB-Br.v1 and tested on noisy data (PB-Br.v2) whereas there
are only 6 % of AM-TMP not identified by the SRL trained on PB-Br.v2 and
tested on the treebank (PB.Br-v1).

Finally, we conducted a 10-fold cross-validation experiment with Fonseca’s
system and the PB-Br.v2 full. The F1 value of 53,58 for the system that does
not use syntactic features presented in Table 5 shows that even with the use of
syntactic trees with errors, the SRL approach for syntactic trees is better.

Table 8. Annotation results for the
PB-Br.v2 Agreement set.

Overall corr. excess missed prec. rec. F1

2,803 1,718 2,184 62.00 56.21 58.96

A0 631 372 322 62.91 66.21 64.52

A1 1, 455 491 998 74.77 59.32 66.15

A2 210 144 380 59.32 35.59 44.49

A3 4 10 49 28.57 7.55 11.94

A4 4 4 13 50.00 23.53 32.00

AM-ADV 11 58 11 15.94 50.00 24.18

AM-CAU 5 24 13 17.24 27.78 21.28

AM-DIR 0 1 0 0.00 0.00 0.00

AM-DIS 11 27 11 28.95 50.00 36.67

AM-EXT 14 14 13 50.00 51.85 50.91

AM-LOC 92 144 61 38.98 60.13 47.30

AM-MNR 73 130 64 35.96 53.28 42.94

AM-NEG 81 14 72 85.26 52.94 65.32

AM-PRD 0 58 1 0.00 0.00 0.00

AM-PRP 27 44 29 38.03 48.21 42.52

AM-REC 0 6 0 0.00 0.00 0.00

AM-TMP 185 177 132 51.10 58.36 54.49

Table 9. Annotation results for the
PB-Br.v2 Adjudication set.

Overall corr. excess missed prec. rec. F1

5,166 3,844 5,444 57.34 48.69 52.66

A0 1, 482 668 768 68.93 65.87 67.36

A1 1, 972 1, 051 1, 873 65.23 51.29 57.43

A2 264 386 742 40.62 26.24 31.88

A3 7 14 89 33.33 7.29 11.97

A4 4 9 27 30.77 12.90 18.18

AM-ADV 89 121 187 42.38 32.25 36.63

AM-CAU 31 82 91 27.43 25.41 26.38

AM-DIR 0 1 13 0.00 0.00 0.00

AM-DIS 95 47 227 66.90 29.50 40.95

AM-EXT 49 31 50 61.25 49.49 54.75

AM-LOC 320 376 254 45.98 55.75 50.39

AM-MNR 169 342 250 33.07 40.33 36.34

AM-NEG 123 35 142 77.85 46.42 58.16

AM-PRD 8 187 162 4.10 4.71 4.38

AM-PRP 74 82 92 47.44 44.58 45.96

AM-REC 0 19 1 0.00 0.00 0.00

AM-TMP 479 393 476 54.93 50.16 52.44

Table 10. Confusion Matrix of SRL on PB-Br.v1 using system trained on PB-Br.v2.

-1 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

-1 -NONE- 0 615 605 168 26 21 0 110 31 1 81 4 81 70 24 81 28 2 186

0 A0 130 2, 281 265 33 2 1 1 0 9 0 1 4 1 5 0 6 0 1 3

1 A1 292 140 4, 187 247 26 21 0 8 5 2 5 11 20 33 0 9 5 5 33

2 A2 76 10 196 772 48 25 0 5 9 5 4 5 36 50 0 17 14 0 26

3 A3 5 1 19 22 20 1 0 0 0 1 0 2 1 4 0 1 0 0 3

4 A4 6 0 2 3 2 35 0 0 1 2 0 0 0 4 0 0 3 0 3

5 A5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

6 AM-ADV 31 4 1 1 0 0 0 162 1 0 18 3 1 14 3 4 1 0 13

7 AM-CAU 16 0 1 8 3 1 0 7 75 0 1 0 3 10 0 2 1 0 2

8 AM-DIR 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

9 AM-DIS 34 0 1 3 0 0 0 19 3 0 180 0 3 2 0 4 2 0 16

10 AM-EXT 7 0 1 2 0 0 0 4 0 0 2 32 0 2 0 0 0 0 2

11 AM-LOC 43 0 24 69 3 6 0 7 3 1 3 0 523 18 0 26 0 0 54

12 AM-MNR 48 2 9 22 7 2 0 39 5 1 5 7 12 168 1 11 1 0 22

13 AM-NEG 30 0 0 0 0 0 0 0 1 0 1 0 0 0 315 0 0 0 15

14 AM-PRD 20 1 1 4 0 0 0 2 4 0 3 1 7 9 0 14 0 0 10

15 AM-PRP 6 0 7 22 7 0 0 2 3 0 2 0 1 0 0 2 97 0 0

16 AM-REC 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

17 AM-TMP 55 1 9 9 3 1 0 9 2 0 3 9 24 18 0 6 1 0 761
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Table 11. Confusion Matrix of SRL on PB-Br.v2 using system trained on PB-Br.v1.

-1 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

-1 -NONE- 0 961 2, 242 564 61 16 143 76 4 206 2 20 231 193 195 101 90 1 485

0 A0 600 2, 113 365 46 3 1 2 6 1 2 0 1 1 4 1 6 0 0 1

1 A1 1, 139 93 3, 426 236 10 2 1 0 1 0 0 19 8 11 0 5 1 0 17

2 A2 307 11 96 478 28 7 0 1 0 0 0 0 27 16 0 9 11 0 13

3 A3 11 2 3 6 11 1 0 0 0 1 0 0 0 0 0 0 0 0 0

4 A4 5 0 3 2 0 8 0 0 0 0 0 0 0 1 0 0 0 0 2

5 AM-ADV 114 1 6 1 0 0 100 2 0 8 0 3 3 14 2 11 3 0 11

6 AM-CAU 76 4 7 6 1 1 1 36 1 0 0 0 1 4 0 3 0 0 1

7 AM-DIR 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

8 AM-DIS 60 0 1 1 0 0 3 0 0 106 0 0 2 6 0 0 0 0 1

9 AM-EXP 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

10 AM-EXT 33 0 6 2 1 0 1 0 0 0 0 63 0 1 0 1 0 0 0

11 AM-LOC 271 3 30 97 6 2 5 4 0 7 0 2 412 24 1 9 6 0 53

12 AM-MNR 237 1 32 72 14 2 24 8 4 3 0 13 24 242 1 11 5 0 21

13 AM-NEG 40 0 8 1 0 0 0 0 0 0 0 0 0 0 204 0 0 0 0

14 AM-PRD 169 10 17 24 0 3 2 5 0 1 0 0 5 7 0 8 0 0 2

15 AM-PRP 74 0 0 37 6 3 2 1 1 0 0 0 0 1 0 0 101 0 1

16 AM-REC 4 1 17 2 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0

17 AM-TMP 397 3 35 24 8 2 14 1 1 9 0 5 13 32 14 7 5 0 664

6 Conclusions

The obtained results show that a SRL system responsive to syntactic errors,
trained on noisy data (non-revised syntactic trees), performs a better SRL on
noisy data than when it is trained on revised trees (treebank). We also noted that
the SRL system obtained better results when tested on the set in which there
was full agreement between annotators and lower results when tested on the
set in which there was disagreement between annotators. We did not include in
PB-Br.v2 any annotation mark to distinguish well-formed parse trees from those
containing parsing errors. For this reason, it was not possible to verify whether
the existence of parsing errors are correlated to the drop in inter-annotator
agreement rates. During the adjudication process, however, we realized that this
correlation probably exists and it would be worthwhile to explore this hypothesis
in future work. Based on confusion matrices’ results, however, we speculate that
the learning from non-revised trees allows the system to better identify the SRL
candidates. We also noted that Fonseca’s system [8] performs a SRL inferior to
Alva-Manchego’s [1], even in an unfavorable scenario for the latter system. We
believe that, for Brazilian Portuguese, the use of syntactic trees for the SRL
task is still the most promising means and, therefore, efforts to the improvement
of syntactic parsers are welcome. We also understand that in a real scenario of
application (on-the-fly processing), the data is passed directly from the syntac-
tic parser to the SRL system without human intervention to correct the trees.
Therefore, we can say that in a real scenario of application, the training of a
SRL system on non-revised syntactic trees corpus, such as the PB-Br.v2, pro-
vides better annotation of journalistic texts than the system trained on revised
syntactic trees corpus (PB-Br.v1).
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1 Pontif́ıcia Universidade Católica do Rio Grande do Sul, Porto Alegre, Brazil
evandro.fonseca@acad.pucrs.br, renata.vieira@pucrs.br
2 Universidade Federal de Ciências da Saúde de Porto Alegre,
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Abstract. This paper evaluates the impact of semantic features in coref-
erence resolution for the Portuguese language. We show that the new
proposed features obtained on the basis of currently available Portuguese
semantic resources improve results in precision, recall and f-measure.
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1 Introduction

The problem of coreference resolution has received a great deal of attention from
the computational linguistics community. This problem usually requires previous
language processing on many levels (POS-tagging, parsing, semantic analysis).
Less resourceful languages may experience greater difficulty in advancing towards
this kind of task. Usually, there is also a shortage of data. While, for English,
we have the Ontonotes corpus [21], which contains 34.290 coreference chains,
for Portuguese language we are only aware of the Summ-it corpus [5], which
contains 560 coreference chains; the Garcia and Gamallo corpus [15] which is
annotated only with regards to entities of type person; and the HAREM corpus
[12] which contains named entities and their relations (including identity, which
may considered as a form of coreference annotation). In spite of the smaller
size, Summ-it is a high quality resource which has been used in many research
initiatives ([6–8,11]). Regarding semantic resources, only recently we see large
semantic databases as an alternative if one wants to go beyond the limits of the
usual string matching and morphological heuristics for coreference resolution.

In this paper, we propose a model based on supervised machine learning for
Portuguese coreference resolution, where semantic knowledge is considered in the
elaboration of features. Our initial set of features is based on traditional previous
work in the field, such as Soon et al.’s [25], enriched with features presented in
more recent work such as Lee et al.’s [17], also following previous research on
coreference for Portuguese [11]. On top of that we evaluate the impact of new
features that makes use of semantic knowledge.
c© Springer International Publishing Switzerland 2016
J. Silva et al. (Eds.): PROPOR 2016, LNAI 9727, pp. 213–224, 2016.
DOI: 10.1007/978-3-319-41552-9 21
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The paper is organized as follows: Sect. 2 discusses the problem of coreference
and the relevance of semantic knowledge for this problem; Sect. 3 presents related
work; in Sect. 4, we describe the main Portuguese resources that we used in our
system; Sect. 5 describes our model; in Sect. 6, we describe the experiments that
measure the impact of the inclusion of semantic features; Sect. 7 presents our
conclusions and future work.

2 Semantics for Coreference Resolution

Coreference resolution is an important task and also a great challenge for Natural
Language Processing. It basically consists of finding different references to a same
entity in a text, as in the example: [Schumacher] sofreu um acidente. [O ex-piloto]
permanece em coma. ([Schumacher ] suffered an accident. [The ex-pilot ] is still
in coma). In this case, the noun phrase [O ex-piloto] ([The ex-pilot ]) is coreferent
to [Schumacher].

There are cases where the coreference relation is simple to grasp, such as
in [Barack Obama] and [Obama], in which both NPs share some identical part,
in this case, “Obama”. In other situations, establishing a coreference relation
between two noun phrases is more complex. In cases such as [A abelha] and [O
inseto] ([The bee] and [The insect ]) there is a hyponymic relation between the
two referents which is usually part of the readers’ common sense. Besides, in this
example, for Portuguese the two NPs differ in gender, a commonly used feature
to deal with coreference. For a system to recognize this kind of relation, it would
require an adequate semantic resource.

Although the Portuguese coreference resolution area is at an early stage of
development, research in this task should be pursued, as it is quite relevant
for many other tasks. In [13] it is shown that coreference resolution may pro-
vide meaningful gains for the area of entity relation extraction, since coreference
links may be useful for extracting implicit relations. Consider the following sen-
tence: [O presidente dos Estados Unidos], [Barack Obama], afirmou hoje que as
alterações climáticas são a maior ameaça ao planeta. ([The United States pres-
ident ], [Barack Obama], said today that the climate changes are a great threat
for the planet). When identifying and creating a coreference relation between
[Barack Obama] and [o presidente] ([the president ]), it is possible to infer a rela-
tion between the entities [Barack Obama] and [Estados Unidos] ([United States ])
(in which Barack Obama is the president of the United States). In other words,
when we say that Barack Obama is the president, it is possible to classify him
as a person, as well as to say that he has a relation with the United States.

In general, previous coreference resolution systems are usually limited to non
semantic lexical features, such as: string matching, heuristics for alias recog-
nition, gender, number among others. We propose and evaluate a coreference
resolution system for Portuguese with the addition of features based on entity
categories and also world knowledge, considering semantic resources which were
recently made available. Basically, our model combines known features, adapted
from previous work with new semantic features based on semantic resources for
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Portuguese. The development of more robust coreference resolution systems may
help other NLP tasks for Portuguese, such as relation extraction and sentiment
analysis.

3 Related Work

Coreference Resolution represents a great challenge in NLP, given the many
levels of language that must be taken into account in this task. Analyzing the
current state of the art, we see that it is hard to achieve good results, inde-
pendent of the language. Most works go around without semantic resources,
perhaps because the problem of domain independent semantic resources, that
covers a broad range of semantic phenomena and that would fit into a particular
processing need, was not solved yet.

One recent and relevant coreference resolution system is Lee et al.’s [17].
Their approach to coreference resolution combines the global information and
precise features appointed by machine learning models with the transparency
and modularity of deterministic, rule-based systems. Their Entity-Centric Model
architecture applies a set of 10 deterministic sieves, where each sieve builds on
the previous model’s clusters output. In order to increase the recall, they combine
several variations of matching.

Based on Lee’s work, Garcia et al. [14] proposes Link-People: a model for
coreference resolution which is tailored to person entities (what we may consider
an initial semantic orientation). They considered three languages: Portuguese,
Spanish and Galician. Their model combines the multi-pass architecture and a
set of constraints and rules. The authors use some matching rules from [17];
in addition, they use a set of specific rules to dealing with pronouns, anaphora,
cataphora for person entities. To detect person entities, the authors uses FreeLing
NER [4]. In an error analysis, the authors mention the problem of lack of rich
semantic resources, showing that their model could be improved by detecting
semantic relations like synonymy, hyponymy and hyperonymy: [the boy] and
[the youngster]. For Portuguese coreference, Garcia et al. built their own corpus
[15] considering only entities of type person.

Although the semantic problem is mostly unattended, there is previous coref-
erence resolution research that considers semantic knowledge for English. The
authors of [22] evaluated the utility of world knowledge using a mention-pair
and cluster-ranking model. For world knowledge, the authors used two knowl-
edge bases: Yago and FrameNet. Their strategy consists into identifying rela-
tions like “Means”, “IS-A” and “Type”. Each relation is represented in YAGO
as a triple. (AlbertEinstein, Type, physicist), for instance, denotes the fact that
Albert Einstein is of type physicist. The relation “Means” provides different ways
of expressing an entity, and therefore allows dealing with synonymy and ambi-
guity, i.e. for the two triples: (Einstein, Means, AlbertEinstein), and (Einstein,
Means, AlfredEinstein) denotes the fact that Einstein may refer to the physicist
Albert Einstein or the musician Alfred Einstein. From FrameNet, the authors
used the semantic role related to verbs. For example: “Peter Anthony decries
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the program trading as limiting the game to a few, but he is not sure whether
he wants to denounce it because [...]”. Note that the semantic role may help
to establish a coreference link between “program trading” and “it”, since with
FrameNet it is possible to retrieve a relation between “decry” and “denounce”,
because these words appear in the same frame and the two noun phrases have the
same semantic role. The authors show that each semantic source may offer some
small gains but that their cumulative benefits can be substantial. This happens
because coreference may be detected either through a semantic relation, like in
[the boy] and [the youngster] connection, or through factual world knowledge,
such as in [the United States president] and [Obama].

Dealing with English and deterministic rules (like Lee et al.’s), Hou et al. [16]
proposes a rule based system to solve anaphora and bridging. Different from our
work, which tries to identify coreference (identity relation), bridging resolution
consists into recognizing and linking entities through non-identity relations. An
example is the meronymyc relation (“Part of”) as in [the house] [the chimney].
To identify this type of relations, the authors used WordNet [19].

For Brazilian Portuguese, Silva [24] proposed a coreference resolution system
based in the same Harem [12] semantic categories, using an unsupervised learn-
ing algorithm. To detect these categories, Silva used the parser PALAVRAS [1]
and the named entities recognizer Rembrandt [3]. Regarding semantic process-
ing, the author uses the synonymy relation based on Tep2.0 [18], a thesaurus
containing synonymy and antonymy for Portuguese language. Silva reports that
the semantic knowledge did not show improvements in his experiments. How-
ever, he considered a small corpus, containing just nine texts, which may be
considered a limitation.

Coreixas [6] proposes a coreference resolution for Portuguese also focusing
on the main categories of named entities: Person, Organization, Location, Work,
Thing and Other. Resources and tools were the HAREM corpus [12], the parser
PALAVRAS [1] and the Summ-it corpus [5]. In order to prove which of the
semantic categories may help to solve coreferences, Coreixas compares two ver-
sions of her system. The author showed that the use of categories of entities
resulted in an improvement in determining whether a pair is coreferent or not.
Also, the importance of world knowledge for this line of research was mentioned,
emphasizing the importance of databases with synonyms, such as Wordnet, to
complement and support coreference resolution.

Following Coreixas, Fonseca et al. [11] proposes a machine learning sys-
tem to solve coreference in Portuguese but considering only proper names. To
detect named entity categories, the authors used resources such as Repentino
[23] and NERP-CRF [9], plus auxiliary lists containing common nouns, referring
to certain categories, such as professions “advogado, agrônomo, juiz. . . ” (lawyer,
agronomist, judge. . . ) for person and “avenida, rua, praça, cidade. . . ” (avenue,
street, square, city. . . ) for location.

We see that the previous work combines the use of named entity cate-
gories and semantic knowledge resources. However, the only Portuguese semantic
resource considered for this task was Tep2.0, which contains 8.528 synonym and
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antonym relations. There are currently available more comprehensive semantic
data bases. Onto-PT [20], contains 168.858 synonymy relations, 91.466 hyper-
onymy/hyponymy, 9.436 meronymy and 92.598 antonymy relations.

4 Corpus and Semantic Resources

In this section, we cite the main resources used to build our coreference resolution
system: the coreference annotated corpus and semantic resources.

4.1 Summ-it Corpus

Summ-it [5] is a corpus consisting of fifty journalistic texts from the Science
section of Folha de São Paulo newspaper. It is part of the PLN-BR corpus [2].
The texts were annotated with syntactic, coreference and rhetorical structure
information. Summ-it also includes summaries constructed manually and auto-
matically. The corpus has a total of 560 coreference chains with an average of
3 mentions (noun phrases for each chain). The largest chain has 16 mentions.
Summ-it has been used in previous coreference resolution research for Portuguese
([6–8,11]) and has had an important role in the training and validation of clas-
sification models. The coreference annotation scheme of Summ-it is distributed
in tree distinct files: Markables, Words and POS.

A Markables file indicates the mentions. Each markable contains an id, a
pointer to the corresponding set of words (span), a link to a coreference set
(member), status (new or old) and type of NP (definite, indefinite, pronoun,
etc.), for example:

– < markable id= “markable 95” span=“word 23..word 25”
member=“set 2” status=“new” np n=“yes” np form=“def-np” / >

In this example, the element “span” indicates word ids (23 to 25), that cor-
respond to a reference to the Words file, which contains the list of tokens. As in
the example below, they refer to the noun phrase [o agrônomo Miguel Guerra]
([the agronomist Miguel Guerra]).

– < word id =“word 23”> o < /word >
< word id =“word 24”> agrônomo < /word >
< word id =“word 25”> Miguel Guerra < /word >

Summ-it also contains POS files, which contains the word id, the grammatical
class of the word, gender and number (singular/plural), as seen below:

– < word id =“word 25”>< prop canon =“Miguel Guerra” gender =
“M”number =“S”>< secondary prop tag =“hum”/ >< /prop >
< /word >
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4.2 Semantic Resources

As semantic resources we used the semantic annotation provided by the Palavras
parser [1] and Onto-PT [20]. From Palavras we used the semantic tags for iden-
tifying references to person, organization and location. Onto-PT was considered
as a general semantic base. Similarly to WordNet [19], it is structured in synsets
(groups of synonymous word senses that can be seen as possible lexicalizations of
a natural language concept) and semantic relations connecting synsets, including
not only hyperonymy (a concept is a kind of another) and part-of (a concept is
part of another), but also others, such as causation (a concept causes another) or
purpose-of (a concept is used for another). To extract the relations, we utilized
Onto-PT API which, for a given pair of words, retrieves all relations between
the given elements, as in the examples given in Table 1. Although Onto-PT has
several relations, in this work, we focused only in hyponymy, hyperonymy and
synonymy relations.

Table 1. Onto-PT: examples of semantic relations returned for a pair of words.

Word pairs Relations

estudo, pesquisa study, research sinonimoDe/synonymOf

abelha, inseto bee, insect hiponimoDe/hyponymOf

animal, cachorro animal, dog hiperonimoDe/hyperonymOf

5 Enriched Semantic Model

Our model is based on features inspired by Lee et al.’s [17] and Soon et al. [25].
We converted some Lee et al.’s rules into features, such as: Relaxed String Match
and Word Inclusion; and adopted some Soon et al.’s features, like Number, Gen-
der and Alias (which have been widely used by many related work). Some fea-
tures were simply reimplemented, others had to be adapted. In special, to these
initial features, we added five new semantic features: two based on entity cat-
egories (person, place and organization) and three using Onto-PT. To provide
the candidate-pairs, we use the same strategy of Fonseca et al.’s [10], each noun
phrase makes pair with their followers. In order to balance the data set, we
choose randomly n negative pairs (where n is the quantity of positive pairs).
Then we run one hundred times a ten fold cross validation for each model.

5.1 Basic Features

Next we present the basic (non-semantic) features of our model. The first six
features were straightforward re-implementations, while features 7 to 12 required
some form of adaptation for Portuguese, as described below.
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1. Exact String Match: if the current NP and antecedent are equal.
2. Relaxed String Match: if the strings up to the head nouns are equal.
3. Word Inclusion: if there are no different words (nouns, verbs, adjectives,

adverbs) in the NP, when compared to the antecedent.
4. Alias: if a NP is acronym of the other.
5. NP Distance: The distance of two NPs is given in terms of the number of

NPs between them.
6. Sentence Distance: This feature explores a similar idea but now we count

the distance in number of sentences.
7. Embedded Nps: This feature explores the NPs structure, checking if a noun

phrase is not identical to a constituent part of the other. To recognize con-
stituents, we observe the presence of prepositions like “de” and “em”. In (a),
as the noun phrases are embedded, they could no be coreferent.

(a) [O garoto da casa ao lado] . . . [a casa ao lado] ([The boy of the next
house]) . . . ([the next house]).

8. Proper Noun Word Match: This feature returns true if three conditions are
satisfied1: both noun phrases must contain proper nouns; the proper nouns
must be equal; and these NPs are not embedded. Example (b) shows a
violation of the third condition.

(b) [Califórnia]. . . [região sul da Califórnia] ([the southern of California]).
9. Gender: Nouns in Portuguese have gender. While in English the NP [the

teacher] may link to female or male name, in Portuguese, we would have
either [o professor] or [a professora]. But this may be tricky: [a abelha] and
[o inseto] ([the bee] and [the insect ]) with different genders, may be coreferent.

10. Number: If the phrases agree in number. Here we have a difference in the
articles. For Portuguese, for example, we have [os professores], where both
noun and article have plural forms. Like in the Gender feature, we may have
coreference links between NPs different in number, as in (c):
(c) [Um fóssil de tiranossauro Rex] foi encontrado no oceano Atlântico. [Os
ossos]... ([A fossil of tyrannosaur Rex ] was found in Atlantic Ocean. [The
bones]). . .

5.2 Semantic Features

To these previous features, we added five semantic features: Entity Category
Equal, Entity Category Different, Hyponymy, Hyperonymy and Synonymy:

11. Entity Category Equal: This feature sees if the NPs have the same semantic
category. To extract these categories we use the parser PALAVRAS [1]. We
consider Person, Location and Organization semantic categories.
(d) A opinião é de [Miguel Guerra], da UFSC (Universidade Federal de
Santa Catarina). Para [o agrônomo] ... (The opinion is from [Miguel Guerra],

1 Different from [17], we did not implement rules “location and numeric mismatches”.
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of UFSC (Universidade Federal de Santa Catarina). To [the agronomist ] ...
In text fragment (d), the pairs of NPs [Miguel Guerra] and [o agrônomo] ([the
agronomist ]) are both NPs of the category “Person”. As not all NPs have
a category associated to it, we consider another feature, “Entity Category
Different”;

12. Entity Category Different: This feature sees whether the semantic categories
of the NPs are different. This feature is used here for the cases where there
is no category associated to an NP, in which case both features: “Entity
Category Equal” and “Entity Category Different” return false.

13. Hyponymy: This feature basically extracts the lemma from the noun phrases
head word and check if they are in hyponymy relation in OntoPT. This fea-
ture helps to identify relations as in (e):
(e) Já se perguntou como [as abelhas] fabricam mel? [Os insetos] saem em
busca de... (Ever wonder how [the bees] make honey? [The insects] seek out
...)
To avoid the incorrect links (f), we combine the pre and post modifier tech-
niques in this feature.
(f) Foi o tempo em que decifrar [o genoma].... [o quebra-cabeça genético]...
Isso é [um problema ambiental]... (There was a time in which to decipher
[the genome] ... [the genetic puzzle] ... This is [an environment problem] ...)
In “f” [o quebra-cabeça genético] ([the genetic puzzle]) is not coreferent with
[um problema ambiental] ([an environment problem]). But if we analyze just
the relation between their head words “puzzle” and “problem”, the semantic
relation is found. In other words, the feature Hyponymy returns “true”, if
the following constraints are satisfied:
– the lemma of head words must be in an hyponymy relation;
– the Word Inclusion feature must return “false”.

14. Hyperonymy: Similar to Hyponymy, this feature extracts the lemma from
the noun phrases head word and search for their hypernymy relation in
OntoPT. Like Hyponymy, this feature also combines pre and post modifier
restrictions.

15. Synonymy: Like before, the synonymy relation is verified in OntoPT and
pre and post modifier restrictions are considered. This feature helps to link
mentions as in (g).
(g) O trabalho de pesquisadores da USP está revelando uma série de novas
espécies de [um tipo especial de fungo]. [Pequenos cogumelos]... (The work
of researchers from USP is revealing a number of new species of [a special
type of fungus]. [Small mushrooms]. . . )

6 Experiments

Next we describe our experiments in which six models are evaluated. The Base-
line considers only the non semantic features. The second model, EntityCat, adds
the features related to entity categories to the Baseline. The next model adds
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the Synonymy feature to EntityCat. Then we add Hyponymy to EntityCat. The
fifth model adds Hyperonymy to EntityCat and, finally, the last model includes
all the five semantic features.

We extracted the candidate pairs, initially retrieving 3022 positive pairs and
94889 negatives. In order to generate a balanced model, we utilized the random
undersampling technique, which consists into choosing randomly a sample from
negative pairs, the same number of positive samples (3022). This method was
used in [10], presenting satisfactory results. To build the classifiers, we used J48
implementation with ten-fold cross validation. To compare the models we built
one hundred versions of each (due to the randomly undersample) and present
the resulting average in Table 2.

The data was submitted to a Tukey’s test, using 5 % of probability. We can
see that the all variations including semantic features presented a significant
improvement in recall for the positive class, without loss of precision. Note that
the Full Semantic model or the EntityCat+Hyponymy are always better than
some of the other models in all measures and classes. Perhaps synonymy and
hyperonymy are not so influential, due to the fact that the quantity of positive
examples involving these features was small in our data set, so that the learning
algorithm do not consider it relevant.

Table 2. Semantic models evaluation

Model Avg Prec Pos Avg Prec Neg Avg Recall

Pos

Avg Recall

Neg

Avg F-Pos Avg F-Neg

Baseline 79.16% abc 64.99% b 53.81% b 85.66% a 63.96% b 73.87% c

EntityCat 78.57% c 66.37% a 57.26% a 84.24% b 66.16% a 74.21% b

EntityCat

+Synonymy

78.61% c 66.36% a 57.20% a 84.30% b 66.13% a 74.22% b

EntityCat

+Hyponymy

79.73% ab 66.59% a 57.13% a 85.41% a 66.52% a 74.82% a

EntityCat

+Hyperonymy

79.04% bc 66.36% a 56.99% a 84.73% ab 66.13% a 74.39% b

Full Semantic 79.92% a 66.56% a 56.95% a 85.62% a 66.45% a 74.88% a

CV 2.68% 1.17% 4.65% 3.12% 1.85% 1.06%

σ 2.13 0.77 2.63 2.65 1.22 0.79

When the numbers across the same collumn are followed by the same letters, their
difference is not significant (accorging to the Tukey’s test (p < 0.05)). Contrasted
along the vertical line, ‘a’ means a better result than ‘b’, and ‘b’ than ‘c’ (a>b>c).
‘CV ’ represents the coefficient of variation and ‘σ’, the standard deviation.

In general, Table 2 shows that the semantic knowledge improves the corefer-
ence resolution in several aspects, allowing the generation of coreference chains
which are not only based on morpho-syntatctic and string matching features.
Another point to consider is that the occurrence of coreference links between
semantic related NPs (without string similarity) is less frequent, so it is not a
surprise that the improvements are not expressed in larger numbers.

In other words, with the semantic model, it was possible to identify a few
new, but more interesting and difficult cases of coreference relations, such as:
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[o fungo], [pequenos cogumelos] ([the fungus], [small mushrooms]); [o álcool], [o
etanol] ([the alcohol ], [the ethanol ]).

7 Conclusion

In this paper, we evaluated the impact of adding semantic features to a
Portuguese coreference resolution system. The semantic features are based on
the identification of entity categories (person, place and organization) and on
semantic relations of synonymy, hypernymy and hyponymy which are provided
by the Portuguese semantic resource, Onto-PT. As a result, we show improve-
ments in the Portuguese coreference resolution task. These semantic features
allow the identification of coreferent pairs which share semantic similarity that
are not realized through lexical similarity. Although we found apparently just
a little improvement, it certainly adds quality on a new level to the output. As
future work, we want to test our semantic model at the chains level, using the
CoNLL scorer [21]. The source files used to generate the features are available
to the community.2
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automática. In: Proceedings of V Workshop em Tecnologia da Informação e da
Linguagem Humana, Rio de Janeiro, RJ, Brasil, pp. 1605–1614 (2007)

6. Coreixas, T.: Resolução de correferência e categorias de entidades nomeadas. Pon-
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Abstract. Brazilian Portuguese (BP) and European Portuguese (EP)
have specific NLP resources and tools for many tasks. It is generally
agreed upon that applying them to the variant other than their intended
one results in a performance drop; however, very little research has mea-
sured it. We evaluated a POS tagger in a cross-variant setting under
multiple combinations of word embeddings, train and test corpora, and
found that (i) BP is easier than EP, (ii) word embeddings help increase
tagger performance significantly, but not enough to close the accuracy
gap in a cross-variant setting and (iii) embeddings generated from a cor-
pus with both variants are useful in cross-variant scenarios. While we
cannot generalize observations from POS tagging to any NLP task, this
is an important first step for such evaluations.

1 Introduction

Brazilian Portuguese (BP) and European Portuguese (EP) have very distinct
features in phonology, syntax, word choice and, less remarkably, orthography1.
While mutually intelligible, the differences between both have motivated the
development of specialized NLP resources and tools [4,11], and speakers of either
variant usually agree that applying them to the variant other than their intended
one hurts performance. While this is a reasonable assertion, there is very little
published research exploring quantitatively this degradation.

In this study, we experimented with training a part-of-speech (POS) tagger
on one variant of Portuguese and testing it on the other. We evaluate POS
tagging for a number of reasons. First, speakers of one variant of Portuguese can
tell the POS of words in sentences from another one, including words they do not
know, based on their morphology and context. This is because the knowledge of
the general properties of the language, even if acquired from one variant, allows
the speaker to understand the structure of utterances in another variant.

Other reasons are more functional: the Bosque corpus [1] has texts from BP
and EP annotated with the same tagset, making a direct comparison straight-
forward. The same is true for syntactic parsing, but we focus on the simpler task
of POS tagging here, leaving syntactic parsing as a potential future work.

1 The texts explored here are from before the Spelling Agreement of the Portuguese
language taking place.

c© Springer International Publishing Switzerland 2016
J. Silva et al. (Eds.): PROPOR 2016, LNAI 9727, pp. 227–232, 2016.
DOI: 10.1007/978-3-319-41552-9 22



228 E.R. Fonseca and S.M. Alúısio

We also fed a tagger with word embeddings (numeric vectors representing
words) learned from texts in either variant. Specifically, we tried to answer the
following questions: first, to what extent embeddings obtained from a variant v1
can help a tagger trained on variant v2 to improve its accuracy on v1. This is
analogous to using unlabeled data for domain adaptation. Second, as a gener-
alization, whether embeddings obtained from a combination of texts from both
variants could improve tagging performance on any cross-variant setting. Third,
whether using embeddings learned from a sufficiently large amount of unlabeled
texts from v1 could make a tagger trained on v1 perform on v2 as well as a tagger
trained on a labeled v2 corpus.

The practical value of this study is to understand how to best use word
embeddings to adapt NLP systems for a variant v1 in cases when there is only
annotated data in v2. We cannot say to which extent observations in POS tagging
apply to NLP in general, and therefore studies similar to this one focused on
other tasks are needed to reinforce or contradict our findings.

In Sect. 2, we present some related work. Section 3 describes the experimental
setup, Sect. 4 presents the results from experiments and some discussion. Finally,
Sect. 5 summarizes our contribution.

2 Related Work

The interest in NLP focused on similar languages and variants has been growing
in the last few years, as can be seen by the establishment of the VarDial work-
shops2. There have been recent studies in, for example, Mandarin Chinese [12],
Occitan [13] and Arabic [8].

Most related to our research is the study from [7], which also compares POS
taggers across variants of Portuguese. Unlike us, they do not exploit unsupervised
data, but make use of variant-specific lexicons. The corpora in their experiments
are different from ours: they use Mac-Morpho [2] for BP and the EP part of the
Bosque corpus. Some tags of Mac-Morpho are subsumed by a single one from
Bosque and vice-versa, and therefore they map both to a new one.

The authors also tested the taggers on a newly annotated corpus of web
texts, which included texts in African Portuguese (namely, from Angola and
Mozambique). The influence of the spelling agreement was measured, and the
authors built new versions of their lexicons with post-agreement spellings. Their
experiments showed that the tagger trained on the EP corpus achieved superior
performance, and that lexicons with the new spellings had marginal effect.

3 Experimental Setup

We wanted to train our taggers for each variant with the same amount of data
to ensure a fair comparison. Therefore, we truncated the EP part of Bosque, to

2 More information about the workshops on http://ttg.uni-saarland.de/lt4vardial
2015/.

http://ttg.uni-saarland.de/lt4vardial2015/
http://ttg.uni-saarland.de/lt4vardial2015/
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Table 1. Number of sentences and tokens in the Bosque corpus

Variety Sentences Tokens Tokens/Sentence Exclusive words

Brazilian 4,216 80,239 19.03 16.98 %

European 3,082 80,275 26.05 16.55 %

make it practically the same size as the BP part. Table 1 shows the token counts
in the corpus and a tendency of EP to use longer sentences. The last column
has the percentage of word tokens that only appear in one part, i.e., which are
OOV for the other variant3.

Concerning embedding generation, we needed the unlabeled corpora to be
tokenized in the same way as Bosque, in order to have compatible vocabularies.
This is not trivial, as Bosque was tokenized by Palavras [3], which groups many
multiword expressions into a single token. Thus, we used CETENFolha4 (BP)
and CETEMPúblico (EP) [10], which were also analyzed by Palavras5. They
differ significantly in size: the former has around 28 million tokens, while the
latter has around 200 million.

We tried five embedding models, described in Table 2, generated by word2vec
[9] (50 dimensions, minimum word frequency 20). The pt model was intended
to be comparable with br, while pt-full serves to answer the third question in
the introduction.

The last column shows OOV counts considering the tagged corpora and the
vocabulary of each model. As expected, all vocabularies have a lower OOV
amount than the value shown in Table 1. Also, br, pt and pt-full have
less OOV words in their own variant, while both has the lowest total count.
random creates its vocabulary at (labeled) training time, and since we used
10-fold cross-validation, the exact OOV count varies.

Table 2. Embedding models and OOV counts with respect to the annotated corpora

Model Origin OOV – BP OOV – EP

br CETENFolha 5.87 % 8.95 %

pt Truncated CETEMPúblico 10.77 % 6.19 %

pt-full Full CETEMPúblico 7.97 % 4.14 %

both CETENFolha + Truncated CETEMPúblico 5.02 % 4.27 %

random Random initialization varies (see text)

3 Many of these OOV words are common in both variants, but since the Bosque corpus
is very small, they only appear in one of the halves.

4 Available at http://www.linguateca.pt/cetempublico/.
5 The Bosque corpus is composed of sentences from CETENFolha and CETEMPúblico.

We removed all those sentences to avoid any overlap with the labeled corpus.

http://www.linguateca.pt/cetempublico/
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Table 3. Accuracies of POS taggers under all testing configurations

Embeddings Trained on Validation Tested on

EP BP

random EP 93.51 % 93.41 % 92.82 %

BP 94.40 % 92.20 % 94.36 %

br EP 95.86 % 95.81 % 95.73 %

BP 96.72 % 94.83 % 96.70 %

pt EP 96.18 % 96.20 % 95.23 %

BP 96.54 % 95.19 % 96.46 %

pt-full EP 96.50 % 96.42 % 95.71 %

BP 96.82 % 95.42 % 96.79 %

both EP 96.33 % 96.29 % 95.84 %

BP 96.92 % 95.40 % 96.85 %

4 Results

Here we present and analyze our experimental results. We use the abbreviations
SV for “same variant” and XV for “cross-variant”, referring to a test set from
the same variant a tagger was trained on or not, respectively.

For SV, we performed 10-fold cross-validation; for XV, we ran all 10 models
trained during the cross-validation on the whole corpus of the other variant. In
both cases, we report average accuracy over the 10 runs. Statistical significance
tests were paired t-tests with the accuracy of the 10 folds from two models, with
a p-value of 0.05.

Experiments were performed with nlpnet [6], using indicators of capital let-
ters, prefixes and suffixes up to length 5; word window 5, hidden layer of 100
units, learning rate of 0.01 adjusted by Adagrad [5]. Taggers initialized with
random ran for 50 epochs; others ran for 30, since they converged faster.

Accuracies are shown in Table 3. In the BP SV setting, there was no statisti-
cally significant difference among br, both, pt-full; in XV, both and pt-full
were tied. In EP SV, pt-full was the isolated best model, and in XV, it was
both. Now we recall and answer our proposed research questions:

1. How much can embeddings from a variant v1 help a POS tagger
trained on v2 to improve its accuracy on texts from v1? Compared
with random taggers, there is substantial improvement; however, these were
very bad. In a fairer comparison with embeddings from the same variant
as the training data, both provided an absolute gain of 0.13 % for the EP
tagger (vs. pt-full) and pt-full provided 0.52 % for the BP tagger (vs.
br). Especially for the latter, this is a very good improvement.

2. Can embeddings obtained from a combination of v1 and v2 improve
tagging performance on any cross-variant setting? Yes. The model
both yielded a consistent performance boost on cross-variant scenarios.
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3. Can embeddings learned from a large corpus in v1 help a tagger
trained on v1 perform in a v2 as well as a tagger trained on v2? Not
if the tagger trained on v2 was also initialized with word embeddings.

Besides these questions, we can draw a few other interesting conclusions:

Our results differ greatly from the ones in [7]. Their tagger accuracies in
EP were higher than in BP6, even for the tagger trained with BP data. Addi-
tionally, their EP tagger SV accuracy was higher than any of ours, while their
BP SV accuracy was lower than all our BP models but the one with random
embeddings. This suggests their tagset mapping made the problem harder for
BP and easier for EP.

BP is easier than EP. Validation and SV accuracy of BP taggers is always
higher than EP ones with the same embeddings, and EP taggers are better on BP
than the opposite. A supposedly richer EP vocabulary cannot explain it: OOV
counts for both variants were shown to be well distributed among embedding
models. Instead, it might be related to the usage of shorter sentences in BP.

There is a tradeoff between a small corpus of the target variant and
large one of another variant. br, both and pt-full embeddings had compa-
rable performance on BP, showing that both quantity and quality are important
in the corpus that generates the embeddings. Remember we were limited by the
tokenization of Bosque; when this is not an issue, gathering a huge unlabeled
corpus is easy.

5 Conclusions and Future Work

We presented a quantitative analysis of the performance drop of an NLP tool
used in a variant of Portuguese other than the one it was trained on. We evaluated
changing labeled training corpora and supplying different word embeddings, and
found that BP is easier to tag than EP; word embeddings improve cross-variant
performance, but not enough to reach a tagger trained on the same variant as
the test data; and generating embeddings from a corpus with both variants is
a good idea. Still, we cannot assume that the cross-variant properties of POS
tagging are representative of NLP in general; thus, it would be very interesting
to perform similar investigations on other tasks.

Acknowledgments. This work was funded by grant#2013/22973-0 of the São Paulo
Research Funding Agency (FAPESP).
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Abstract. Multiword Expressions (MWEs) display some kind of lin-
guistic and statistical markedness that may influence the effectiveness
of techniques that automatically identify them in texts. While parsing-
based techniques for MWE identification are considered to be better at
handling long-distance dependencies, passivization and internal modifi-
cation, statistics-based techniques use association measures to detect sta-
tistical markedness regardless of syntactic form. In this paper we compare
these two approaches focusing on nominal compounds in Portuguese. We
compare the accuracy of each method and propose that combining the
strengths of both for increased accuracy.

1 Introduction

Multiword Expressions (MWEs) are sequences of words that must be treated
as a unit at some level of linguistic processing [2]. Since tasks like parsing and
automatic translation depend on resources such as dictionaries and grammars,
the automatic MWE identification can enhance the quality of such resources,
especially in uncommon languages and specialized domains, by pointing out
expressions that need to be treated as a single unit.

Various techniques for automatic identification of Multiword Expressions
(MWEs) from corpora have been investigated, varying in the amount of lin-
guistic or statistical knowledge they employ as basis for the identification [8,10].
Their effectiveness seems to depend on variables like the particular language,
the MWE type and the size of the corpus in which the identification is per-
formed [3,7,8]. As a consequence no consensus about the best technique that
works for all languages and MWE types has been reached. On the one hand
parsing-based techniques, where identification is based on syntactic structure,
seem to produce more precise results and capture long-distance dependencies
for MWEs and other grammatically well-formed expressions [10]. However, they
depend on parsing coverage for a given language and there are other types of
MWEs for which they cannot be used. For instance, they cannot easily retrieve
c© Springer International Publishing Switzerland 2016
J. Silva et al. (Eds.): PROPOR 2016, LNAI 9727, pp. 233–238, 2016.
DOI: 10.1007/978-3-319-41552-9 23
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compounds which are not grammatically well-formed, such as by and large, and
do not work well for named entities. On the other hand, statistics-based tech-
niques, while generally less precise and more recall-oriented, rely on associa-
tion measures to capture the statistical markedness and can help to identify
candidates whose components co-occur more often than chance, regardless of
their syntactic structure. They may also be combined with linguistic patterns,
for greater precision. One important advantage is that they are language and
domain independent [8], as for many languages and domains a parser may not
be available.

In this paper we compare a precision-oriented parsing-based technique with a
language-independent recall-oriented statistics-based technique. The main goal
here is to combine results from both techniques, observing how each technique
complement the other. The focus lies on MWEs in Portuguese, more specifically
on compound nouns, like carro de poĺıcia (police car).

By examining the combination of these complementary techniques we aim
to obtain the basis for a more precise MWE resource. This paper is structured
as follows: we discuss the materials and methods used in this work, and the
evaluation and results obtained respectively in Sects. 2 and 3. We wrap it all up
by presenting final remarks and future work Sect. 4.

2 Corpus and Methodology

For the MWE identification process we used the Europarl corpus [4], which
was pre-processed with the PALAVRAS parser [1]. The corpus contains 67
million tokens from which MWE candidates were extracted.1 The selection of the
Europarl corpus was driven by the possibility of future comparison with other
languages, since it presents alignments between the EU member languages.

The corpus was then processed using both a parsing-based and a statistic-
based approach for identificating MWE candidates. For the parsing-based iden-
tification we used the Fips “deep” linguistic parser [11,12] is a symbolic parser
system which recognizes structures corresponding to grammatically well-formed
phrases and uses statistical information for detecting recurrent sequences based
on corpus frequency. For the statistics-based identification we used the mwe-
toolkit [9], which allows the definition of linguistic (POS tag) patterns to extract
an initial list of candidates and the use of statistical association measures to iden-
tify candidates whose components co-occur more often than chance. Measures
implemented in the toolkit include Pointwise Mutual Information, Student’s t-
test score, Dice’s coefficient and Maximum Likelihood Estimation.

For generating the MWE lexicon we selected predefined patterns for
Portuguese, such as noun-preposition-noun (e.g. poĺıtica de desenvolvimento,
condição de trabalho), excluding proper nouns. An initial set of candidates was
obtained, and it was automatically validated according to the agreement between
1 Parsing increased the number of tokens from 49 to 67 million words as contractions

like those involving preposition and determiner are expanded to de + o by the parser
(e.g. do (of the)).
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the syntactic and statistics-based methods, and, for the cases where they dis-
agree, a weighted voting scheme was used based on how confident they are about
each candidate. From the resulting lists of MWE candidates we selected a set
of the top 2,000 MWE candidates from each approach. We then created a third
set of MWE candidates based on the agreement from the two processes. Finally,
we evaluated the quality of the three sets automatically using BabelNet [5] and
Onto.PT [6]. A smaller portion of the results (100 top candidates from each
process) was also selected for manual validation2.

3 Results

Table 1 presents the results from the automatic validation of the top 2,000 MWE
candidates identified by each of the process. This automatic evaluation process
was done by checking if at least one of the resources contained the MWE candi-
date. As we can see, the intersection of both processes present a more accurate
result, rising the accuracy of MWE identification to 17.9 %.

Table 1. Automatic validation of the top 2000 candidates identified by each method

Noun-Prep-Noun Candidates In resources % MWEs

Parsing-based 2000 198 9.9 %

Statistics-based 2000 319 16.0 %

Intersection 797 143 17.9 %

As described in the methodology, the top 100 MWE candidates identified
with each approach were manually evaluated by a linguist that is a native-
speaker of Portuguese. As some of these candidates are already automatically
validated against Onto.PT and BabelNet, only the MWE candidates that were
not in these resources were manually evaluated. Results of this evaluation are
listed in Table 2.

Since the idea is to combine both MWE identification techniques to look
for improvements on the quality of the resource, we identified in Table 2 the
number of MWE candidates that are among the top 100 for both approaches
(their intersection), those that occur in only one of the lists (their differences)
and those that occur in at least one list (their union), in relation to those that
were judged to be valid. The results obtained are that they complement each
other, since most candidates (61 %) are unique to each technique, but 39 % are
common to both, and from these 79.5 % are valid MWEs.

This means that, again, by intersecting parsing-based with statistics-based
information, it is possible to obtain a more accurate list of MWE candidates, that
2 Among the 100 top candidates from each process, some were already validated in the

automatic validation step. The manual validation was applied only to those MWE
candidates that were not prevalidated.
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Table 2. Validation of the top 100 candidates in each system

Noun-Prep-Noun Candidates Valid candidates % MWEs

Intersection 39 30 76.9 %

Parsing-based only 61 33 54.1 %

Statistics-based only 61 36 59.0 %

Union 161 99 61.5 %

presents the strength of both methods. The precision for the 100 candidates can
be seen in Fig. 1. By uniting both results, while we have an increase in coverage
(presenting a larger list of MWEs), there is also a decrease on precision when
compared to the individual systems. Since we are looking for a more accurate
resource, the intersection of both is the one we are focusing on right now.

A collateral result from the manual evaluation was the observation that the
lexical resources we used for evaluating the MWE candidates lack coverage in
terms of MWEs. Table 3 shows the number of automatically and manually vali-
dated MWE candidates, demonstrating the increase of correct MWEs from the
automatic compared to the manual evaluation. It is important to stress that all
MWEs that were manually validated were not present in the lexical resources,
since the manual validation was done only on those MWE candidates among the
top 100 that were not automatically validated.

Table 3. Automatic vs. manual validation of the MWE candidates in each system

Noun-Prep-Noun Automatic validation Manual validation

Parsing-based 30 31

Statistics-based 22 40

Fig. 1. Precision at 100
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4 Conclusions and Future Work

In this paper we compared two approaches for the identification of MWEs, con-
centrating on nominal expressions in Portuguese. For MWE identification we
examined a more precision-oriented with a more recall-oriented technique. We
first looked at the first 2000 MWEs candidates and their automatic validation
against lexical resources, and then we evaluated again the first 100 candidates,
this time using the judgment of a native-speaker expert. The results showed that
the combination of both techniques, by intersecting their results, leads to a more
accurate result.

Since the corpus used in this work is a parallel corpus with alignment between
language pairs, as future work, we plan on investigating how the transfer of
information from one language can help identification of MWEs in the other.
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da Amazônia Ltda., in the terms of the Brazilian law n. 8.248/91. This work was also
partly supported by CNPq (482520/2012-4, 312114/2015-0) and FAPERGS.

References

1. Bick, E.: The parsing system Palavras: Automatic grammatical analysis of
Portuguese in a constraint grammar framework. Aarhus Universitetsforlag (2000)

2. Calzolari, N., Fillmore, C.J., Grishman, R., Ide, N., Lenci, A., MacLeod, C.,
Zampolli, A.: Towards best practice for multiword expressions in computational
lexicons. In: Proceedings of the Third International Conference on Language
Resources and Evaluation (LREC-2002), Las Palmas, Canary Islands, Spain. Euro-
pean Language Resources Association (ELRA), May 2002

3. Evert, S., Krenn, B.: Using small random samples for the manual evaluation of
statistical association measures. Comput. Speech Lang. 19(4), 450–466 (2005)

4. Koehn, P.: Europarl: a parallel corpus for statistical machine translation. In: Con-
ference Proceedings: The Tenth Machine Translation Summit, pp. 79–86. AAMT,
Phuket (2005)

5. Navigli, R., Ponzetto, S.P.: BabelNet: building a very large multilingual seman-
tic network. In: Proceedings of the 48th Annual Meeting of the Association for
Computational Linguistics, pp. 216–225. Association for Computational Linguis-
tics (2010)

6. Oliveira, H.G., Gomes, P.: Onto.pt: automatic construction of a lexical ontology
for portuguese. In: Stairs 2010: Proceedings of the Fifth Starting AI Researchers’
Symposium, vol. 222, p. 199. IOS Press (2010)

7. Pecina, P.: Lexical association measures and collocation extraction. Lang. Resour.
Eval. 44(1–2), 137–158 (2010)

8. Ramisch, C., Schreiner, P., Idiart, M., Villavicencio, A.: An evaluation of methods
for the extraction of multiword expressions. In: Proceedings of the LREC Workshop
Towards a Shared Task for Multiword Expressions (MWE 2008), pp. 50–53 (2008)

9. Ramisch, C., Villavicencio, A., Boitet, C.: Multiword expressions in the wild?: the
mwetoolkit comes in handy. In: Proceedings of the 23rd International Conference
on Computational Linguistics: Demonstrations, pp. 57–60. Association for Com-
putational Linguistics (2010)



238 L. Zilio et al.

10. Seretan, V.: Syntax-Based Collocation Extraction, Text, Speech and Language
Technology, vol. 44, 1st edn, p. 212. Dordrecht, Netherlands (2011)

11. Wehrli, E., Nerima, L.: The fips multilingual parser. In: Gala, E., Rapp, R.,
Bel-Enguix, G. (eds.) Language Production, Cognition, and the Lexicon. Text,
Speech and Language Technology, vol. 48, pp. 473–490. Springer, Switzerland
(2015)

12. Wehrli, E., Seretan, V., Nerima, L.: Sentence analysis and collocation identification.
In: 23rd International Conference on Computational Linguistics, COLING (2010)



A Construction Grammar Approach
for Pronominal Clitics in European Portuguese

Tânia Marques1(B) and Katrien Beuls2

1 School of Informatics, University of Edinburgh, Edinburgh EH8 9AB, UK
tmarques@inf.ed.ac.uk

2 Artificial Intelligence Lab, Vrije Universiteit Brussel,
Pleinlaan 2, 1050 Brussels, Belgium

katrien@ai.vub.ac.be

Abstract. Cliticization in European Portuguese (EP) is unique
amongst other Romance languages. While preverbal and postverbal
placement of clitics is common, it is defined by the finiteness of the verb.
In EP, however, the clitic placement does not depend on the verb, but
on the context surrounding it. In this paper, we present an operational
construction grammar model for parsing and production of proclitic con-
texts.

Keywords: Construction grammar · Pronominal clitics · European Por-
tuguese · Language comprehension · Language production

1 Introduction

In European Portuguese (EP), as in other Romance languages, pronominal clitics
can appear before the verb (proclisis) or after the verb (enclisis). However, in
other languages, the type of cliticization is usually defined by the finiteness of
the verb [1]. In EP, cliticization is more complex, because the same verb form
can appear attached by the same pronominal clitic preverbally or postverbally,
depending on the context. This is illustrated by sentence (1), where proclisis
appears because of the conjunction ‘porque’ (because) before the verb in the
second clause, while no trigger is present in the first clause, leading to an enclitic.

(1) Eu dei-te este livro, porque tu o querias
I gave 2SG.DAT this book, because you 3SG.MASC.ACC wanted
‘I gave you this book, because you wanted it’

A solid theory for proclisis is essential for creating computational models
that are able to produce sentences (i.e. generated from meaning) in EP. Existing
parsers (e.g. LXParser [2], MSTParser [3], Palavras Parser [4]) have no problem
identifying clitics which have more or less unique forms and are usually adjacent
to the verb. But a system for producing sentences is dealing with far fewer hints
about the placement of the clitics and is therefore likely to over-generate.

Lúıs and Otoguro [5] have identified proclitic contexts that could inform com-
putational systems for language production. In their work, the position of the
c© Springer International Publishing Switzerland 2016
J. Silva et al. (Eds.): PROPOR 2016, LNAI 9727, pp. 239–244, 2016.
DOI: 10.1007/978-3-319-41552-9 24
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clitic and the triggers are defined through functional precedence relations, using
Lexical-Functional Grammar (LFG) [6]. However, the argument structures and
the constructions proposed have not been implemented in concrete operational-
ized patterns, at least as far as we know. Inspired by Lúıs and Otoguro’s the-
ory [5], we present an initial computational model, where the full cycle of parsing
and producing sentences is used as an evaluation mechanism. Fluid Construction
Grammar (FCG) [7,8] is used instead of LFG, because of its partial mapping
between syntactic and semantical arguments. This increases its flexibility when
dealing with unknown arguments, in contrast with LFG which assumes that each
lexical entry dictates all necessary linking information [7].

Our approach relates to semantic parsers, because it attempts to retrieve a
meaning to enable production of the correct sentence back. Our initial grammar
is based on syntactical phrasal templates obtained from the proclitic contexts
found in the literature. Nevertheless, it could be further extended by introducing
new constructions and lexicons. As in the work by Wang et al. [9], our model is
fully functionality driven and could be easily adapted to a crowdsourcing model
for automatic expansion. As stated by the authors, this has the advantages of
not requiring annotation from error prone sources, and of enabling the system
to learn a lot of the language variability with a small number of utterances.

2 Modeling a Fragment of Portuguese Grammar

Our grammar is implemented in Fluid Construction Grammar (FCG) [7,8]: a
formalism that represents linguistic information by means of feature structures.
Both for basic units (e.g. noun), or more complex structures, created by matching
basic units. It works for strings (when parsing) and meaning networks (when
producing). For more information, please consult Steels [7].

In our grammar, for simplification, we ignore all morphological changes that
occur in enclisis and mesoclisis, and we do not accept auxiliary verbs.

Figure 1 gives an overview of our grammar1. There are six types of con-
structions which apply in different orders in parsing and production. In parsing,
morphological constructions are the first to apply by matching to the strings in
the input, then semantic and syntactic features are added by the lexical construc-
tions. If one of the words is a conjunction, then the sentence is divided into two
clauses by the conjunction constructions. Argument linking constructions iden-
tify the semantic connections between event participants and build grammatical
dependencies. Trigger constructions find triggers to restrict the position of the
clitic by cliticization constructions. Finally, word-order constructions take care
of the remaining orderings between words by looking at the topic and/or focus
of the clause. The output of parsing will be a fully connected meaning network
that is used to generate the sentence back in production and a dependency graph
with the connections amongst dependents. Production is similar to parsing, but
lexical constructions are applied first by matching with the meanings, and the
morphology of words is decided only after the argument linking constructions.
1 A demo of the grammar can be found in http://fcg-net.org/demos/propor-2016/.

http://fcg-net.org/demos/propor-2016/
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(negation ?x-939)

(topic ?x-939 ?actor-979)

(me ?actor-979)

(person ?actor-979)

(act-done-by-me ?event-981 ?actor-979)

(read-object ?x-939 ?z-818)

(overlaps ?event-981 ?origo-979)

(deictic-time-point ?origo-979)

(reader ?x-939 ?actor-979)

(physical-object ?z-818)
(readee ?x-939 ?w-366)

(read ?x-939)
(him ?z-818)

leio-7

nao-7

eu-9

o-7

Fig. 1. Diagram with the order of application of the constructions in parsing (left), and
in production (right). The meaning obtained in parsing is used as input in production.

3 Proclitic Contexts

Fronted Focus: Clitics appear preverbally if the focus comes before the verb
(see (2) and (3), taken from Lúıs and Otoguro [10], which differ only in the focus).
This happens when the first position of the clause (topic) is not the subject. The
topic of a sentence is defined by a meaning predicate called ‘topic’ that is by
default linked to the subject argument of the main verb. It is worth noting that
the discourse topic is not the topic of the clause. In ‘Esse livro, li-o eu’, ‘Esse
livro’ is the discourse topic, but not the topic of the second clause, which is
empty. Furthermore, the focus ‘eu’ is not fronted, not leading to proclisis.

(2) Eu dei-te este livro
I gave 2SG.DAT this book
‘I gave you this book’

(3) Este livro te dei eu
This book 2SG.DAT gave I
‘I gave you this book’

This behaviour is achieved by two constructions: one that says that the
clausal focus is not the subject, and adds a (restricted +) feature to the verb,
activating proclisis; and the other one identifies the predicate focus (well-known
concept in linguistics [11]), which moves the subject to the back of the sentence.

Wh Questions: Wh questions that are not the subject and precede the verb
will automatically trigger proclisis, since they are fronted focus. For dealing
with Wh questions that are subjects, an additional construction wh-fronted,
was introduced that adds (restricted +) feature to the verb when a Wh question
is identified before the verb. The wh-in-situ was also introduced, which adds a
(restricted -) to the verb, allowing for Wh questions in the end of the sentence.
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(4) Quem te deu este livro?
Who 2SG.DAT gave this book
‘Who gave you this book?’

(5) Tu deste-o a quem?
You gave 3SG.MASC.ACC to whom
‘You gave it to whom?’

Negation and Adverbs: Most adverbs can either precede the verb (7), or
come in the end of the sentence (8). This is not true for negation (6), because it
always comes before the verb. Furthermore, there is a class of adverbs that do
not trigger proclisis even when preceding the verb as in (8). Lúıs and Otoguro [5]
classify the proclisis triggering adverbs as operator-like. In our implementation,
the constructions look for an adverb that precedes the verb and if it is operator-
like or negation, which we use to restrict the verb. There is also a construction
that accepts adverbs after the verb, if these adverbs can come postverbially.

(6) Ele não te deu este livro
He not 2SG.DAT gave this book
‘He did not give you this book’

(7) Eu raramente o leio
I rarely 3SG.MASC.ACC read
‘I rarely read it’

(8) Eu leio-o raramente
I read 3SG.MASC.ACC rarely
‘I read it rarely’

(9) Eu ontem vi-te
I saw 2SG.DAT
‘I saw you yesterday’

Quantified Subjects: Proclisis can also happen when specific quantified sub-
jects precede the verb. This is not true for all quantifiers, though. The quantifier
‘algumas’ (some) is not a trigger (9), while ‘poucas’ (few) is (10). Crysmann [12]
classifies the proclisis triggering quantifiers as ‘downward entailing quantifiers’,
because they seem to have downward monotonicity. Following this idea, we added
a feature (downward +) that is only present in lexical constructions for those
quantifiers. Thus, the trigger construction looks for a ‘downward entailing quan-
tifier’ that is quantifying an element related to the verb and precedes it.

(9) Algumas pessoas lêem-no
Some people read 3SG.MASC.ACC
‘Some people read it’

(10) Poucas pessoas o lêem
Few people 3SG.MASC.ACC read
‘Few people read it’

Subordinate Conjunctions: Complementarisers, relative clauses and subor-
dinate conjunctions will also trigger proclisis. Here, we will focus on subordinate
conjunctions, since they are all similar contexts. When a subordinating clause is
connected to a subordinated clause, there are two different verbs in the sentence.
So, our method for individualizing the clauses is by identifying the conjunction
and the verb in each of them, and introducing the feature (restricted +) to the
verb of the subclause.

(11) Eu dei-te este livro, porque tu o querias
I gave 2SG.DAT this book, because you 3SG.MASC.ACC wanted
‘I gave you this book, because you wanted it’

4 Analysing the Model

All our examples and further sentences were tested to assure that they can be
parsed and their meaning can produce exactly the same sentence, i.e. does not
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overgenerate. Yet, a more through evaluation of the system is needed. Usually,
this is done with a well-known annotated corpus. In our case, such standard
evaluation is unfeasible, because there are syntactic patterns that are unsup-
ported, and because the required information differs from standard corpus. A
solution would be to create our own corpus, but it would be inherently biased.
Instead, we opted to describe the sentences that can be produced. Table 1 con-
tains 18 templates. Each template was evaluated in terms of how many variations
of a sentence can be generated (expected complexity column). The grammar
requires grammatical agreement of gender and number. We consider 2 types of
article (definite/indefinite with 4 forms each), 3 proximities in demonstratives,
8 nominative personal pronouns, 11 clitics (reflexives, accusatives and datives),
6 of which are datives. With the different orders that the elements can take, we
expect our system to accept and generate nsentences sentences which could be
obtained by automatically introducing morphological and lexical constructions.

Overgeneration of our model is limited by the grammatical agreement, but
more importantly, by the meaning networks that directly steer the production
process. The system mostly overgenerates in the word order. We could be more
strict, but it would not capture the order flexibility in EP. Because of the lack
of a grammaticality criterion, ungrammatical sentences are sometimes processed

Table 1. Templates of sentences that can be parsed and produced in our design, and
expected complexity. (n - number of; cj vb - conjugated verb tense; np pr - person of
noun phrase; n/op adv - non/operator-type adverb; n/dqt - non/downward quantifier)

Structure Examples Expected Complexity

Noun Phrase np =
∑4

i=1 npi

NOUN Livros np1 = nnoun

Art NOUN O livro np2 = 2 × nnouns

DEM NOUN Este livro np3 = 3 × nnouns

NPron Eu np4 = 8

Clauses nclauses =
∑18

i=1 cli

1:NP1 V NP Eu leio livros cl1 = 2 × np × ncj vb∧pr=np1 pr

2:NP1 V CL Eu leio-o cl2 = np × ncj vb∧pr=np1 pr × 11

3:NP1 V CL NP Eu leio-te este livro cl3 = np × ncj vb∧pr=np1 pr × 6 × np

4:NP CL V NP1 Este livro te dei eu cl4 = np × ncj vb∧pr=np1 pr × 6 × np

5:NP1 ADV CL V Eu não te vejo cl5 = np × nop adv × ncj vb∧pr=np1 pr × 11

6:NP1 ADV CL V NP Eu não te leio o livro cl6 = 2 × np × nop adv × ncj vb∧pr=np1 pr × 6

7:NP1 ADV V CL Eu ontem vi-te cl7 = np × nnop adv × ncj vb∧pr=np1 pr × 11

8:NP1 ADV V CL NP Eu ontem li-te este livro cl8 = 2 × np × nnop adv × ncj vb∧pr=np1 pr × 6

9:NP1 V CL ADV Eu vejo-te raramente cl9 = np × npos adv × ncj vb∧pr=np1 pr × 11

10:NP1 V CL NP ADV Eu dou-te o livro docemente cl10 = 2 × np × npos adv × ncj vb∧pr=np1 pr × 6

11:WH CL V NP Quem te deu este livro? cl11 = nwh × np × ncj vb∧pr=wh pr × 6

12: WH CL V Quem o viu? cl12 = nwh × ncj vb∧pr=wh pr × 11

13: NP V CL WH Tu deste-o a quem? cl13 = np × nwh × ncj vb∧pr=wh pr × 11

14: QT NP CL V Poucas pessoas o lêem cl14 = ndqt × np × ncj vb∧pr=np pr × 11

15: QT NP1 CL V NP Poucas pessoas te lêem livros cl15 = ndqt × 2 × np × ncj vb∧pr=np1 pr × 6

16: QT NP V CL Algumas pessoas lêem-no cl16 = nndqt × np × ncj vb∧pr=np pr × 11

17: QT NP1 V CL NP Algumas pessoas lêem-te livros cl17 = nndqt × 2 × np × ncj vb∧pr=np1 pr × 6

Complex Clauses ncomplex clauses = ccl

18: Clause CONJ Clause Eu dei-te o livro, para tu o leres ccl = 2 × nclauses × n conj

nsentences = ncomplex clauses + nclauses
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coherently, meaning that the parsing process resulted in a fully connected mean-
ing network and the produced utterance is actual a correction for the original
input sentence. This robustness check is an advantage in error-prone discourse.

5 Conclusions and Further Research

In this paper, we presented an initial computational implementation to parse and
produce sentences in EP with the correct placement of pronominal clitics. The
sentences handled are still limited. In the future, we would also like to explore
more proclitic contexts, the morphological aspects of the clitics, and automatic
creation of constructions to expand the grammar with an annotated corpus.
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European Community’s Seventh Framework Programme (FP7/2007-2013) under grant
agreement no. 607062 ESSENCE: Evolution of Shared Semantics in Computational
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1. Spencer, A., Lúıs, A.R.: Clitics: An Introduction. Cambridge University Press,
Cambridge (2012)

2. Silva, J., Branco, B., Gonalves, P.: Top-Performing Robust Constituency Parsing
of Portuguese: Freely Available in as Many Ways as you Can Get it. LREC (2010)

3. McDonald, R.: Discriminative learning and spanning tree algorithms for depen-
dency parsing. Dissertation, University of Pennsylvania (2006)

4. Bick, E.: The parsing system Palavras. Automatic Grammatical Analysis of
Portuguese in a Constraint Grammar Framework (2000)
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Abstract. Sentence compression aims to produce a shorter version of an
input sentence and it is very useful for many Natural Language applica-
tions. However, investigations in this field are frequently task focused
and for English language. In this paper, we report machine learning
approaches to compress sentences in Portuguese. We analyze different
application contexts and the available features. Our experiments produce
good results, outperforming some previously investigated approaches.

1 Introduction

The sentence compression task aims to produce a shorter version of a sentence
[9] and it may be useful for many Natural Language applications. As an example,
in compressive summarization, the systems produce summaries with the most
relevant content of one or more related texts and they compress some sentences
before their inclusion in the summaries [2,6,8–11,15].

The current sentence compression methods usually delete some tokens or arcs
in a syntactic tree of the input sentence [2,4,8,9,13,16,17], and these methods
frequently only use information from the input sentence, although the situations
and compression applications are varied and have the potential to provide differ-
ent features and hints to the task. In this paper, we have investigated sentence
compression approaches based on machine learning techniques, employing dif-
ferent types of features in order to analyze different application contexts. We
have performed experiments for texts written in Portuguese and show that our
methods outperform some previously investigated approaches.

The paper is organized as follows. We briefly introduce the main related work
in Sect. 2. Our dataset is presented in Sect. 3. Our methods and the investigated
features are presented in Sect. 4. In Sect. 5, we show the evaluation methodology
based on different application contexts and the results of our methods. Some
final remarks are presented in Sect. 6.

c© Springer International Publishing Switzerland 2016
J. Silva et al. (Eds.): PROPOR 2016, LNAI 9727, pp. 245–250, 2016.
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2 Related Work

In one of the most used approaches in the area, [17] shows a sentence compression
method based on deletions of segments in a syntactic tree using the Noisy-
Channel framework. The authors report the problem of lack of datasets for the
training process and improve their method by applying unsupervised approaches
and some manually produced constraints.

[7] performs machine learning experiments for Portuguese by using a Decision
Tree technique. They investigate syntactic and semantic features extracted by
the PALAVRAS parser [3] and others based on the documents that the input
sentence came from, as frequency of the token and position of the sentence.

[2] presents a compressive module for summarization based on Integer Linear
Programming (ILP) in a similar way to [12]. Their system uses a bi-gram model
as sentence representation and makes deletions over the arcs from the depen-
dency tree. They use features based on the labels of the arcs in the tree, shallow
features (frequency of the words, if the word is a stopword, its position in the
sentence and document) and analysis of modifier tags (as negation, temporal
words, and others). Furthermore, they use hard constraints, which avoid some
arc deletions, in order to produce more grammatical sentences.

[16] investigates features based on two kinds of sentence representation, a list
of tokens and a tree of syntactic dependencies, used with ILP. The authors say
that this approach shows better results because these two kinds of knowledge
complement each other.

[6] presents a sentence compression method based on token deletion using the
deep learning framework. The authors defend the use of this approach because of
the low performance of syntactic parsers. Their best results were achieved with
embedding vectors obtained by a skip gram model [14] with 256 dimensions.

3 Dataset

We selected a dataset with 770 sentence pairs (25,966 tokens, including punctu-
ation marks) of original sentences and their respective compressed versions from
the Priberam Compressive Summarization Corpus (PCSC) [1]. In the PCSC
corpus, there are 801 texts/documents organized into 80 clusters and 160 sum-
maries (two for each cluster) that were manually made based on the compressive
summarization approach.

When there were two or more compressed possibilities for the same source
sentence in the corpus (there was a total of 78 cases like this), we have maintained
only its shortest version. This way, we aim to produce a compression method
that learns as many token deletions as possible. Aiming to maintain the data
unbiased, we have also removed eventual duplicated pairs.

4 Our Methods

We handled the sentence compression task as a token deletion approach in a tra-
ditional classification problem of machine learning, in which we must to answer
the question “Should this token be deleted?” for each token in the input sentence.
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We have initially experimented three sceneries of features (Sentence, Docu-
ment and Summary) based on the diversity of available information on different
applications. For instance, in compressive summarization, we may use infor-
mation of the input sentence, its source text and the output summary being
produced. On the other hand, in text simplification, we only have the input
sentence and its text. Furthermore, we also have used background features that
may be added in any of these sceneries.

In the context of the Sentence, we have only used information from the input
sentences, as simple shallow features and features derived from the syntactic
and semantic analyses. As shallow features1, we have used: if the token is inside
parentheses; if the token occurs in the beginning (if it is one of the 20 % first
tokens), ending (if it occurs after the 80 % first tokens) or in the middle of
the sentence (otherwise); if the token is a stopword; the two previous and next
tokens; and the token itself. It is important to say that, for the two last features,
we have used a stemmer in order to reduce the dimensionality of the machine
learning model. For the remaining features, we have used information extracted
by the PALAVRAS parser [3], as: the POS (Part of Speech) of the token and
of the two previous and next tokens; available syntactic functions of the token
in the dependency tree; and semantic information (named entity and semantic
class labels presented by PALAVRAS) of the token. Furthermore, PALAVRAS
expands syntactic contractions (do = de + o; dele = de + ele; no = em + o).
Thus, in order to produce compressed sentences with the same tokens of the
input sentences, we contract these expansions with a simple set of manually
developed rules.

In the scenery of Document, in addition to the Sentence features, we have
also extracted information from the documents of the sentences, as follows: the
position of the sentence in the document; if the token occurs in the most relevant
sentence in the document (which is the sentence with the most frequent words);
and the token frequency in the document (normalized by the log).

For the Summary scenery, in addition to the features above, we also have
used information based on the summarization process, as follows: if the token was
used in previous selected sentences in the summary; and the sentence position in
the summary. It is important to say that we have used the available summaries
in the PSCP corpus in order to extract these features.

We have also experimented Background features based on an embedding
vector representation of words, in which each word is represented by a numeric
array of n dimensions with values trained in a big text corpus. We have used
vectors of 256 dimensions made by a Skip gram model [14], as performed by
[6], over 1,008,353 texts from the G1 portal2. We have applied this vector rep-
resentation in order to calculate lexical similarities among tokens and use them
as features (the similarity of the token for the two previous and next tokens).
Here, the idea is to identify pairs of terms that are very similar between each
other and, therefore, may be simplified, as: names of companies (e.g., Microsoft

1 Those that require limited linguistic processing.
2 It is a famous news web portal in Brazil, at g1.globo.com.

http://g1.globo.com
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Corporation may be simplified to Microsoft) and names of famous people (e.g.,
President Dilma Rousseff may be simplified to President Dilma or only Dilma),
and others.

Finally, since the sentence compression process is interpreted as a sequence
of token deletions from the sentence and, therefore, the decision if we will keep
or remove a token probably affects the next decisions in the sentence, we have
also included features that indicate if the two previous tokens in the Context
of the target token were removed.

We have experimented 5 machine learning algorithms from different
approaches, as follows: Decision Tree; Logistic Regression; MultiLayer Percep-
tron (MLP); Näıve Bayes; and Support Vector Machine (SVM). Furthermore,
we have also experimented an Ensemble approach [5], in which a set of methods
are used in order to classify the inputs by using a voting system (weighted or
not). In this paper, our Ensemble method is simply composed of all the previ-
ously mentioned methods with a weighted voting strategy based on the evaluated
f-measure values of the methods.

5 Evaluation

We used the ten-fold cross-validation strategy in order to perform our exper-
iments. We report the traditional Precision ( |correctly classified tokens|

|compressed sentence| ), Recall

( |correctly classified tokens|
|original sentence| )3 and F-measure (F-1) metrics.

We contrast our methods with the system presented by Kawamoto and Pardo
[7]4, which investigated the Decision Tree framework for Portuguese language,
and the compression method used by Almeida and Martins [2]. Table 1 shows
the evaluation results, in which we organize the methods on the rows and the
scores on the columns. In the first column, we present the groups of features
that were used. For instance, the Logistic Regression approach, using Sentence,
Background, and Context features, presents a 0.887 f-measure.

One may see that Logistic Regression produced the best results, largely out-
performing the baseline methods. We believe that Almeida and Martins method,
which is based on the ILP approach, did not show good results probably because
of the size of the dataset, since we train and evaluate this method with a cross-
validation methodology. It is also interesting to see that, although there are
differences in performance for the different application sceneries, the results are
not very different. This may happen due to the fact that all the sceneries prob-
ably use the same main features (the ones related to the Sentence scenery).

Finally, a factor that we did not explore and that may be important is the
compression rate. We simply adopted the compressed sentences in the corpus,
without explicitly modeling the compression rate as a parameter. However, it is
known that the number of deleted tokens is directly influenced by the desired size

3 Where | • | is the size of •.
4 To the best of our knowledge, it was the first sentence compression investigation for

Portuguese.
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Table 1. Evaluation of the compressed sentences produced by our methods in different
sceneries

Features Method Precision Recall F-measure

Kawamoto and Pardo [7] 0.616 0.577 0.596

Almeida and Martins [2] 0.491 0.460 0.475

Sentence +
Background +
Context

Decision Tree 0.870 0.885 0.878

Ensemble 0.736 0.783 0.759

Logistic Regression 0.882 0.892 0.887

Näıve Bayes 0.658 0.457 0.558

MLP 0.729 0.764 0.746

SVM 0.869 0.872 0.870

Document +
Background +
Context

Decision Tree 0.857 0.875 0.866

Ensemble 0.855 0.880 0.867

Logistic Regression 0.881 0.892 0.887

Näıve Bayes 0.693 0.471 0.582

MLP 0.774 0.793 0.784

SVM 0.869 0.872 0.870

Summary +
Background +
Context

Decision Tree 0.859 0.855 0.857

Ensemble 0.881 0.891 0.886

Logistic Regression 0.882 0.892 0.887

Näıve Bayes 0.693 0.471 0.582

MLP 0.776 0.808 0.792

SVM 0.869 0.872 0.870

of the summary that contains the compressed sentences. Therefore, our machine
learning is probably biased by this, but so far we have not analyzed its impact
in our results.

6 Final Remarks

We have investigated 6 machine learning techniques for sentence compression in
three different application sceneries for texts in Portuguese. For each application
context, we have presented a different set of features. In general, we have pro-
duced good results that outperformed some previous approaches for Portuguese,
but we believe that there is still room for improvements. Future work includes
the investigation of some hard constraints to avoid the production of ungram-
matical compressed sentences, as performed by many previous investigations
[2,6,8,9,16], as well as the investigation of more sophisticated methods.

Acknowledgments. The authors are grateful to CAPES and FAPESP for supporting
this work.
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Abstract. This work proposes a model for recognition of textual entailment by
presenting a new approach through the combined use of syntactic analysis,
morphology, linguistic rules, detection of the bending voice, treatment of denial
and the use of synonyms. A prototype was developed to evaluate the model
proposed. The results, which are promising, allow the identification of textual
linking of different textual samples accurately and with flexibility.

Keywords: Distance-learning · MOOC · Textual entailment

1 Introduction

The area of entailment recognition among textual samples develops a series of tools that
can support textual analysis activities in education [9]. One of the most commonly used
approach is the statistic, observed in a relevant number of works [4, 6]. Another approach
is the syntactic analysis of texts [3], where the grammatical classification of each word
and its position in sentences are identified and used to build a dependence tree, that is
in turn used to identify the existence or not of entailment among textual samples [2, 5].

Works that aim to implement qualitative analysis resources in text excerpts through
the combined use of syntactic analysis, morphology, linguistic rules and the use of
synonyms are not observed in the literature. However, the growing use of the Distance
Learning modality, Massive Online Open Courses and the widespread adoption of
Distance Learning Environments as support in teaching and learning activities configure
a scenario that can be beneficiated from using tools that allow the automatic treatment
of textual excerpts, which can be a support element for the students and teachers.

The objective of this article is to present a model that makes possible to identify the
entailment between a short textual message containing the correct answer to a question
and other textual messages containing the answers to that same question. It is common
knowledge that natural language possesses a complex and broad nature, having plenty
of possibilities to answers and questions description. Despite this context, we consider
that in controlled environments and with specific knowledge domains, it is viable to treat
textual messages in natural language, to automatically evaluate the entailment between
short sentences. The model was implemented in a prototype and the main differential is
the textual entailment process based in a broad set of information involving syntactic
information, morphological information, linguistic rules and the description of syno‐
nyms. This model allows the correct identification of short answers to questions about
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authorship and composition. The prototype was validated with case studies that demon‐
strated results with good accuracy and performance.

2 Related Work

The lexical approach can be expanded, for instance, as in the work of Litkowski [7],
which consists in the use of comparisons between named entities, within the compared
texts evaluations. Majumdar and Bhattacharyya [8] describe a system based in lexical
representation, but uses references between the elements of the treated texts. The work
of Tsuchida and Ishikawa [11] combines the use of a score generated with basis in the
level of lexical representation and expanded with mechanisms based in machine
learning. The work of Zhang [12] combines lexical information, syntactical information,
and levels of semantic analysis with the aid of NLP tools. The work of Rios [10] apply
semantics combined with an approach of semantic distance, where points are conceded
to the candidate text according to lexical similarity and semantic similarity between the
terms of both textual samples.

The analysis of studied works indicates diverse approaches for the representation of
the elements and their treatment. The elements utilized for the representation are
predominantly lexical, but there are also relevant works with the use of additional rela‐
tions, such as synonyms and semantics annotation. The work presented in this article
has as its main differentials the combination of information from distinct analysis
(syntactic and semantic) and the use of linguistic rules.

3 Model and Evaluation

The main innovative aspect of the proposed model is the use of a broad set of resources
to perform the task of textual entailment recognition: it uses morphological information,
syntactical information, linguistic rules and synonyms. The objective of using this large
set of resources is to evaluate the possibility of better results achievements. The evalu‐
ation or recognition of textual entailment occurs when a textual sample containing the
hypothesis of a correct answer, that could have been constructed by a student, gets
compared with a sample that contains the content representing all of the necessary
knowledge to identify determined answer. The text in the answer would be normally
developed by a teacher. These samples will be called candidate text and optimal text
respectively.

The general vision of the proposed model is presented in Fig. 1. In this figure are
presented the model components and the information flow among them. After selected,
the messages containing both the optimal text and the candidate text are parsed through
the morphosyntatic analyser. In the case of the implementation of this model the
morphosyntatic parser “PALAVRAS” [1] was used, due to its precision. The parsed
textual messages are manipulated with the treatment of denial and the voice flexion is
verified. The verbs and synonyms are compared with an information base extracted from
the repository WorldNet.Br. The linguistic rules are used to extract and label each piece
of information, both in the optimal answer and in the candidates answer. Linguistic
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specialists using an editor available in the prototype manually generate the syntactic
rules. The process of execution of the rules is about identifying which one of the present
rules is able to represent the analysed text. Each rule is defined based on the information
analysis of the used corpus, creating patterns composed of morphosyntatical information
interspersed with the indication of elements that are important for the answer.

Fig. 1. General view of the proposed model

The evaluation performed was composed of three different case studies. All three
evaluations realized counted with the participation of linguistic specialists. In the first
evaluation, this linguistic specialists developed thirty questions created specifically for
this evaluation, being twenty two in the “Which/Which One” format, five in the “Who”
format, two in the “When” format and two in the “Of Which” format. Together with
these questions were also developed one optimal answer and four candidate answers for
each question, totaling one hundred and twenty answer groups to be evaluated by the
prototype. These answers were also observed by the linguistic specialists for the
construction of linguistic rules to be indexed in to the prototype, so that they would be
available next to the linguistic rules repository. The rules present in the repository during
the initial case study totals sixty nine rules. The prototype presented a 95,7 % success
rate in the initial case study.

For the second case study the linguistic specialists developed eleven questions of
different styles, being four related to the “Which/Which Ones” pattern, four to the
“Who”, two to the “What” and the last one to “How”, as well as the optimal answers
for each question. Eighteen people answered to these questions generating as such 198
candidate answers, analyzed by the linguistics specialist and also by the prototype. These
answers, after being evaluated by the prototype, presented an accuracy of 97,22 %. The
third evaluation was done with a larger set of questions and answers, in order to make
possible to evaluate the behavior of the model in a context similar to the real situations

A Model for Textual Entailment Based on Linguistic Rules 253



of application of this resource in education context. This evaluation comprises a number
of sixty questions with the same proportions of each of the types of questions. The results
shows a consistent performance of the model, with a precision of 77,5 %, even to a
greater set of very diverse questions.

4 Final Remarks

This article presented a model to identify textual entailment, which identifies as its main
components the use of linguistic rules in combination with the morphosyntatic parser
annotation, voice identification in the sentences, negation and synonym search at
WordNet. A prototype was developed and evaluated. The prototype allowed us to
demonstrate the positive results achieved with the combination of utilized resources.
The prototype possesses functionality so that the linguistics specialists can add morpho‐
logical patterns to the linguistic rules data base.

The area of recognition of textual entailment has been broadly explored for years
but there are difficulties in the adaptation of other known works in its use in the Portu‐
guese language. To bypass this characteristic, in this proposal it was presented the focus
with the use of linguistic rules. This enabled the construction of a textual entailment
system dedicated to the Portuguese language.
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Abstract. In this article we describe the creation and distribution of
the first publicly available word embeddings for Portuguese. Our embed-
dings are evaluated on their own and also compared with the origi-
nal English models on a well-known analogy task. We gathered a large
Portuguese corpus of 1.7 billion tokens, developed the first distributional
semantic analogies test set for Portuguese, and proceeded with the first
parametrization and evaluation of Portuguese word embeddings models.
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1 Introduction

Current research trends focusing on distributional semantics are sparking inter-
est in possible ways to enrich the resources and tools used for natural lan-
guage processing (NLP) tasks. Researchers and practitioners are exploring pos-
sible improvements that can be achieved from integrating distributional vectors
semantics, also known as word embeddings, in a range of syntactic and semantic
tasks, including speech recognition [16], semantic similarity of words [15] part-
of-speech (POS) tagging, named entity recognition, sentiment analysis [13] and
logical semantics [4].

Experimenting with word embeddings in such tasks requires large data sets
to extract word embeddings in a specific language. At the time of writing we
have found no such freely available or evaluated data set for Portuguese to exist.
There is therefore a need to create word embeddings in the Portuguese language
that can be explored in the types of tasks mentioned above for the English
language.

In this paper we describe our results in training, parameterizing and evalu-
ating word embeddings for Portuguese – a computationally intensive and time
consuming undertaking – as well as comparing them with an implementation for
the English language. Our contribution is in making available a set of trained
word embeddings for the computational processing of Portuguese, as well as a
set of instructions for getting them running quickly and easily.

In Sect. 2 we briefly describe word embeddings and current methods for
obtaining them, followed by a description of our own implementation of the
c© Springer International Publishing Switzerland 2016
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models in Sect. 3 and the set of experiments we run to improve their accuracy.
The resulting models are evaluated and analyzed in Sect. 4 against the English
models, before we draw our conclusions and outline our plans for future work in
Sect. 5.

2 Related Work

As concisely stated in [8], “distributional semantics is predicated on the assump-
tion that linguistic units with certain semantic similarities also share certain
similarities in the relevant environments”. Addressing this so-called ‘relevant
environment’ using distributional semantics methods is based on two key para-
digms – count-based and prediction-based methods.

Both count and prediction-based methods generate a set of distributional vec-
tors (also known as word embeddings or distributed word representations) that
are able to reflect the semantic similarity between words, with the meaning of
each word possibly characterized by a vector of real values. For example, cosine
similarity can be used to find the similarity between two word vectors, and hence
the meaning of the words they represent. Interestingly, it is possible to perform
algebraic operations using the vectors, as demonstrated by the typical example
of vector(king) − vector(man) + vector(woman) resulting in a similar vector to
vector(queen), the distributed word representation of the word queen [15].

In this article we focus on the prediction-based methods, which – inspired by
neural network-based probabilistic language models [3] – predict the co-occurrent
context words for a word of interest using a sliding window of one or more (n-)
words that continually moves along the corpus with each new word of interest.
The co-occurring context words captured by this sliding window fill the cells
of the vector for a given word of interest as we move through the corpus, in
contrast to count-based methods that count all cases of co-occurrence with a
word of interest across the entire corpus, often resulting in a huge and sparse
vector space that typically grows with the quadratic size of the vocabulary.

An even simpler use of these methods was presented in [16], where a combi-
nation of an input and an output layer – each with a length corresponding to
the size of the vocabulary – and one hidden layer with approximately 60 neu-
rons are trained to estimate the probability distribution of the next word in a
text given a previous word from the vocabulary, as in [3]. This work was later
extended with two new models – the continuous bag of words (CBOW) and
Skip-gram – to further simplify the neural probabilistic language models [15].
These two models represent a shallow use of neural networks – the CBOW model
introduces a shared projection layer for all words, a weighted matrix between
the first two layers, and a sliding co-occurrent context window for the training
of the current word of interest; while the Skip-gram model creates a standalone
vector representing the combination of contextual words and then predicts the
context vector closest to the current word vector.

These new methods – designed to leverage maximum information from large
data sets at minimum computational costs – began to be evaluated in a semantic
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textual similarity task. One of the comprehensive test sets for measuring both
syntactic and semantic regularities using analogies that was made available [15]
is the same test set we use for comparison in this paper1. As discussed in [12],
no qualitative difference can be pinpointed to one or the other of the different
approaches to word vectors, count or prediction-based ones. Any difference to
be found among particular models is instead due to the optimization of various
hyperparameters, which can yield better results using one approach or the other.
Notwithstanding, both methods still resort to different computational means to
create the shared semantic models and in a range of different sets of tasks the
Skip-gram prediction-based model has been shown to be better, on average.

Both the CBOW and Skip-gram models are available with the standalone
implementation ‘word2vec’2. For the creation of the Portuguese vectors we used
Gensim [19], a Python-based Skip-gram implementation. Gensim is a good choice
for our work because it allows for different distributional semantic methods to be
deployed within the same framework, models which can be ported to word2vec
later if convenient.

Regarding related work concerning distributional semantics of Portuguese,
Portuguese corpora are used for the creation of distributional semantic models in
[10,20], the latter using the CharWNN deep neural network for boosting named
entity recognition and the former applying a novel method that uses parallel
data for document classification. Using long short-term memory (LSTM) neural
networks, [14] constructs vector representations of words with a Portuguese
model yielding state-of-the-art results in language modeling and part-of-speech
(POS) tagging. [21] also uses distributed word representation in POS tagging for
Portuguese by using a neural language model. They resort to word2vec and to
the Portuguese Wikipedia, CETENFolha and CETEMPublico corpora, obtain-
ing state-of-the-art results for POS tagging. Another article using Portuguese
word embeddings is the Polyglot project [1], which uses a Portuguese Wikipedia
corpus to support POS tagging. Finally, [7] also seeks to improve on the POS
tagging of Portuguese using word embeddings.

Although all of these works used models for distributional semantics of Por-
tuguese, none of them report an evaluation of parameter optimization or an
assessment against current test sets. In this article, we seek to overcome this
shortcoming by performing a comparison with state-of-the-art evaluation meth-
ods. The models trained in the related works above are also not available except
the one from the Polyglot project, which has a unique model. A major contri-
bution of this article is making these trained and tuned models of Portuguese
word embeddings available as a freely available resource.

3 Implementation

For the creation of the Portuguese word embeddings we chose Skip-gram as the
training algorithm, since it obtains the best accuracy, on average, from a range
1 For a more complete description of the evaluation methods, see [22].
2 http://code.google.com/p/word2vec/.

http://code.google.com/p/word2vec/
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of test sets in the distributional semantics domain [12]. We installed the Gensim
framework and developed the necessary scripts for the training and evaluation,
which are made available at http://github.com/nlx-group.

The first step in the implementation process was the gathering of corpora,
described below in Subsect. 3.1. For a reasonable comparison with the original
(English) evaluation of Skip-gram, our evaluation should be performed with a
similar test set. Since the original test set is in English, it was necessary to
translate it – this process is described in Subsect. 3.2.

With Portuguese corpora and a test set in place, we could then design and
undertake a set of experiments encompassing the training of different models
with the objective of maximizing the accuracy of the models obtained. These
experiments are described in Subsect. 3.3.

3.1 Acquisition of Corpora

For Portuguese (both Brazilian and European variants), a total of 1,723,693,241
tokens from 121,706,288 sentences were gathered. To the best of our knowledge,
this is the largest raw text data set whose gathering was ever reported for the
Portuguese language. Table 1 lists each of the gathered corpora used along with
their respective token and sentence volumes (obtained after tokenization). We
used a web crawler to gather news articles from Jornal Digital3 and Observador4.
The crawl gathered all public news articles available on November 20, 2015,
including their titles, headlines and the articles themselves.

After the search, extraction and cleaning of the corpora, a tokenization
process took place. No lowercasing was performed over the source texts and
the original surface form of the word was used. For the tokenization, the LX-
Tokenizer [5] was used, which has a reported f-score of 99.72 %.

3.2 Test Set

The test set described in [15] – a collection of word analogies – was used as the
basis for the assessment of word embeddings. An example entry in this data set
would read: ‘Berlin Germany Lisbon Portugal’. With these four words relations –
as in this example – one can test semantic analogies by using any of the possible
combinations of three of the four word vectors in one entry and testing whether
or not the resulting vector is similar to the (fourth) word vector missing from the
combination being tested. In the example above, the completed analogy should
read: ‘Berlin is to Germany as Lisbon is to Portugal’.

The test set contains five types of semantic analogy: common capitals and
countries, all capitals and countries, currency, cities and states, and family rela-
tions. Nine types of syntactic analogy are also represented: adjective to adverb,
opposite, comparative, superlative, present participle, nationality (adjective),

3 www.jornaldigital.com.
4 www.observador.pt.

http://github.com/nlx-group
www.jornaldigital.com
www.observador.pt
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Table 1. Portuguese corpora used for training

Corpus Tokens Sentences Description Ref.

TCC 61, 979 642 scientific corpus [18]

QTLeap 56, 255 4, 000 q/a pairs in the IT domain [9]

CRPC 133, 497 5, 061 oral communication of direct
inquiries

[17]

Tanzil 178, 225 9, 377 Quran translation to
Portuguese

[24]

CINTIL 707, 444 30, 344 International corpus of
Portuguese

[2]

JDigital 3, 891, 407 110, 227 news articles from Jornal
Digital

Ted2013 3, 173, 357 156, 033 corpus from the TED talks [6]

KDE4 3, 123, 310 230, 178 KDE4 localization files [23]

Observador 34, 900, 297 732, 240 news articles from
Observador

EMEA 19, 083, 444 1, 213, 566 documentation from EMA [23]

ECB 71, 387, 581 2, 162, 343 documentation from the ECB [23]

Europarl 67, 506, 802 2, 171, 029 European Parliament sessions [11]

DGT 73, 788, 835 3, 153, 654 translation memories from
the Acquis

[23]

Stackoverflow 36, 200, 297 3, 767, 771 posts from Stackoverflow

EUBookshop 203, 762, 634 7, 310, 336 documentation from the EU
bookshop

[23]

Wikipedia 246, 550, 786 7, 460, 428 PT Wikipedia dump of
01/09/2015

CETEMPublico 225, 906, 693 8, 065, 830 news articles from the
Público

OpenSubtitles 442, 182, 528 54, 415, 635 Portuguese subtitles until
2013

[23]

CETENFolha 291, 097, 870 30, 707, 594 news articles from Folha de
S. Paulo

Total 1, 723, 693, 241 121, 706, 288

past tense, plural nouns and plural verbs. The test set contains a total of 8869
semantic and 10675 syntactic entries.

For the evaluation of the Portuguese word embeddings, the original English
test set was translated into Portuguese by skilled, native Portuguese-speaking
language experts. The resulting translations, LX-4WAnalogies, and correspond-
ing English terms are available at http://github.com/nlx-group.

http://github.com/nlx-group


264 J. Rodrigues et al.

There were some English words that could not be accurately translated into
a unique Portuguese word. Given that the original evaluation does not support
vector composition, if a single word from the original four words in an analogy
could not be translated as a single word, then the analogy in question had to be
dropped. Therefore, the resulting Portuguese test set kept only 17558 analogies
from the original 19544 English analogies. The groups of analogies affected were:

– family: From the original 506 analogies, 462 were retained in the translation
(506, 462, -44). For example, the single word copwoman is translated to the
two word expression mulher poĺıcia.

– gram1-adjective-to-adverb (992, 930, -62): For example, most is translated
to a maioria.

– gram2-opposite (812, 756, -56): For example, uncompetitive is translated to
não competitivo.

– gram3-comparative (1332, 30, -1302): The Portuguese language needs, in
most of the cases, a separate word to mark the comparison. This is accom-
plished with adverbs that quantify the adjective. For example brighter is trans-
latable to mais brilhante.

– gram4-superlative (1122, 600, -522): This group is affected by the same
linguistic phenomena as in the comparative group. For example, tastiest is
translated to o mais saboroso.

3.3 Experiments

A total of five experiments were ran, with the objective of narrowing the choice
of corpora and parameters to arrive at the most accurate word embeddings.
The evaluation was performed in two ways: with the original restriction, where
only analogies in which the frequencies of all four words are in the top 30000
most frequent words overall, and a second evaluation where this restriction is
not applied. The unrestricted evaluation is useful for grasping the achievable
generalization of a model.

– First experiment – Firstly, we use the vanilla parameters of Gensim to eval-
uate each of the gathered corpora separately (both with and without restric-
tion). Secondly, we evaluate each of the gathered corpora incrementally – that
is, one of the other gathered corpora is added to the whole in each incremen-
tation step.

– Second experiment – We take the largest resulting data sets from the incre-
mental phase of the first experiment and evaluate them with larger vector
dimensions. The reason for performing this experiment is to test whether or
not the proportionality of data and vector dimensions influences the result, as
expected.

– Third experiment – We use only the data sets that in the first experiment
yielded an improvement in accuracy when they were incremented with other
corpora (using the vanilla parameters).
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– Fourth experiment – We compare the best model obtained in the third
experiment with the model obtained by assembling together: (a) corpora that
improved over each other during the incremental phase of experiment 1;
(b) Europarl (which improved over the previous two increments although
they had not improved over the highest incremental score at that point); and
(c) CETEMPublico and CETENFolha (which were shown to yield the best
scores without restriction in experiment 2). Both models were evaluated along
a range of vector dimensions.

– Fifth experiment – We evaluated the effect of additional parameterization
(besides vector dimensions) for the most accurate model obtained in the fourth
experiment, including: (a) sliding window size (value 5 or 10); (b) initial learn-
ing rate, which linearly drops to zero as the training progresses (0.025 or 0.05);
(c) the threshold for configuring which higher-frequency words are randomly
down sampled (0 or 0.00005); (d) hierarchical sampling (0-off or 1-on); and
(e) negative sampling (5 or 15).

4 Evaluation

4.1 Experiments with Portuguese Embeddings

The first experiment (see Table 2) shows that – as expected – better accuracy
is obtained with larger data sets. Wikipedia excels here both because of its
higher quality and its relevance to the analogies test set. When incrementing the
data set in a step wise fashion, a large increase in accuracy can be seen when
Wikipedia is added to all of the previous corpora incremented up to that point
(incr 15, Table 3). Beyond this (incr 16 to 18) the accuracy drops, possibly due
to the fixed vector dimension.

The second experiment (Table 4) tests for the vector dimension with the four
largest corpora (incr 15 to 18 in Table 3). Increasing the vector dimension here
leads to increased accuracy, with the strongest results appearing around vectors
with dimension 400. The OpenSubtitles corpus seems to introduce some noise,
which reduces the accuracy. Although the incrementing with CETEMPublico
and CETENFolha did not improve over the top accuracy score with the typical
restriction, an increase can be seen without such restriction that reaches the top
value in that setting.

The third experiment (Table 5) reveals that by using only those corpora that
induced improved accuracy better generalization is obtained as indicated in the
score 28.5 for accuracy without restriction (against 26.3 from the first experi-
ment).

The fourth experiment (Table 6) reveals that although the assembled corpora
in the third experiment (chosen incr 9 in Table 5, labeled as model 2 in Table 6)
permit to obtain the best result in the restricted evaluation, that accuracy can
be surpassed by a non-restricted evaluation with the selected larger corpus as
the vector dimension is increased to 400.

Because model 1 in fourth experiment yielded higher accuracy than model
2 in almost all non-restricted evaluations (Table 6), model 1 was chosen – with a
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Table 2. First experiment –
accuracy (with/without restric-
tion) obtained by training on
the different corpora

Corpus Accuracy %

TCC 0.0/0.0

QTLeap 0.0/0.0

CRPC 0.0/0.0

Tanzil 5.0/5.0

CINTIL 0.8/0.8

JDigital 2.4/2.4

Ted2013 3.2/3.2

KDE4 3.7/3.7

Observador 9.8/5.9

EMEA 4.0/3.6

ECB 6.5/2.6

Europarl 12.7/6.4

DGT 8.4/3.8

Stackoverflow 6.9/3.1

EUBookshop 17.3/5.9

Wikipedia 36.3/26.1

CETEMPublico 27.6/20.1

OpenSubtitles 25.4/18.5

CETENFolha 19.0/13.8

Table 3. First experiment – accuracy
(with/without restriction) obtained from
incrementally adding each corpus to the pre-
vious (for example, incre 3 consists of the
TCC+QTLeap+CRPC+Tanzil corpora)

Corpus Accuracy %

incr 0 (TCC) 0.0/0.0

incr 1 (+QTLeap) 0.0/0.0

incr 2 (+CRPC) 0.0/0.0

incr 3 (+Tanzil) 1.8/1.8

incr 4 (+CINTIL) 2.9/2.9

incr 5 (+JDigital) 2.0/1.9

incr 6 (+Ted2013) 6.3/4.9

incr 7 (+KDE4) 6.9/4.9

incr 8 (+Observador) 13.2/8.3

incr 9 (+EMEA) 5.9/3.4

incr 10 (+ECB) 3.9/2.2

incr 11 (+Europarl) 8.4/4.5

incr 12 (+DGT) 8.3/3.5

incr 13 (+Stackoverflow) 7.2/3.5

incr 14 (+EUBookshop) 16.9/6.6

incr 15 (+Wikipedia) 38.2/26.3

incr 16 (+CETEMPublico) 32.8/23.9

incr 17 (+OpenSubtitles) 30.3/20.5

incr 18 (+CETENFolha) 30.5/21.4

vector dimension of 400 – to be used in the fifth and final experiment (Table 7).
In the fifth experiment model 1 of the fourth experiment is evaluated against
different settings of parameters. The results of this experiment clearly shows
that all models using hierarchical sampling induce a reduced accuracy, while
increasing the negative sampling from 5 to 15 units increases accuracy. The best
obtained score was in p 17 with an accuracy of 52.8 % in the restricted evaluation
and 37.7 % without restriction.

4.2 Comparison with English Models

In the original evaluation of the English word embeddings [15] – trained with a
vector dimensionality of 300 and a corpus of 783 million tokens – accuracy of
50.4 % was obtained with restriction. In a second experiment – where the word
embeddings were trained with a vector dimensionality of 1000 and a corpus of 6
billion tokens – accuracy of 65.6 % was obtained without restriction.

Our best trained word embeddings for Portuguese – using a corpus of approx-
imately 1 billion tokens – obtained an accuracy of 52.8 % with restriction (com-
pared to 50.4 % in English, with 783 million tokens) and 37.7 % without restriction
(compared to 65 % in English, with 6 billion tokens).
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Table 4. Second experiment – different ranges of vector dimensions evaluated on
the incremental corpora with the highest accuracy (incr 15 to 18) from experiment 1
(with/without restriction)

vector dimension

corpus 100 200 300 400 500 600

incr 15 38.2/26.3 43.4/29.2 44.7/29.6 44.9/30.6 43.4/29.5 40.4/26.8

incr 16 32.8/23.9 40.0/29.8 43.6/32.8 43.6/32.1 42.4/32.2 43.5/32.0

incr 17 30.3/20.5 35.2/26.2 35.0/25.4 35.3/25.8 37.2/28.3 36.7/27.2

incr 18 30.5/21.4 36.3/27.0 37.3/27.2 35.3/27.0 35.2/27.1 35.3/26.1

The results obtained for the Portuguese embeddings seem to be in line with
those obtained for English when using data sets of similar size. When analyzing
this kind of comparison, the variety of different training conditions – including
differences in parameterization, vector dimensionalities and the larger English
corpora – must be taken into account. We believe that our work reported here
suggests room for further improvements in the Portuguese models, and that the
work described in this paper paves the way for further exploration, specially if
larger data sets are used.

Table 5. Third experiment – selected incremental corpora, accuracy with/without
restriction (each new corpus is added to the existing with each incrementation – for
example, incr 3 consists of the TCC+QTLeap+CRPC+Tanzil corpora)

Corpus Accuracy %

chosen incr 0 (TCC) 0.0/0.0

chosen incr 1 (+QTLeap) 0.0/0.0

chosen incr 2 (+CRPC) 0.0/0.0

chosen incr 3 (+Tanzil) 1.8/1.8

chosen incr 4 (+CINTIL) 2.8/2.8

chosen incr 5 (+Ted2013) 4.1/3.9

chosen incr 6 (+KDE4) 5.1/4.1

chosen incr 7 (+Observador) 13.8/9.1

chosen incr 8 (+EUBookshop) 15.5/6.4

chosen incr 9 (+Wikipedia) 37.3/28.5

chosen incr 10 (+CETEMPublico) 31.4/25.2

chosen incr 11 (+CETENFolha) 33.9/26.4
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Table 6. Fourth experiment – comparing model 1 (corpora: TCC, QTLeap,
CRPC, Tanzil, CINTIL, Ted2013, KDE4, Observador, Europarl, DGT, EUBookshop,
Wikipedia, CETEMPublico and CETENfolha) with model 2 (corpora: chosen incr 9
from experiment 3, accuracy with/without restriction)

vector dimension

corpus 100 200 300 400 500 600

model 1 34.4/26.3 40.3/30.7 41.4/32.3 42.6/33.1 43.0/32.2 41.8/32.0

model 2 37.3/28.5 40.9/30.0 42.4/31.5 43.1/31.6 42.6/30.4 42.4/30.7

Table 7. Fifth experiment – accuracy (acc. with/without restriction) of model 1 from
experiment 4 with additional parameterization including: sliding window size (win),
learning rate (lrate), threshold for configuring which higher-frequency words are ran-
domly downsampled (hf), hierarchical sampling (hs), and negative sampling (ns). The
training of these models took a week and a half using a server consisting of 30 proces-
sors (Intel(R) Xeon� 8C CPU E5-2640 V2 @ 2.00 GHz, 20 M Cache, RAM 16x 16GB
RDIMM, 1600MHz)

win lrate hf hs ns acc. % win lrate hf hs ns acc. %

p 0 5 0.025 0 0 5 51.6/35.4 p 16 10 0.025 0 0 5 52.0/37.0

p 1 5 0.025 0 0 15 49.3/34.9 p 17 10 0.025 0 0 15 52.8/37.7

p 2 5 0.025 0 1 5 45.4/36.3 p 18 10 0.025 0 1 5 48.0/36.5

p 3 5 0.025 0 1 15 47.2/36.1 p 19 10 0.025 0 1 15 48.6/36.6

p 4 5 0.025 1e-05 0 5 50.7/31.4 p 20 10 0.025 1e-05 0 5 50.0/30.5

p 5 5 0.025 1e-05 0 15 52.1/32.6 p 21 10 0.025 1e-05 0 15 51.3/32.0

p 6 5 0.025 1e-05 1 5 45.2/33.7 p 22 10 0.025 1e-05 1 5 44.4/33.0

p 7 5 0.025 1e-05 1 15 47.1/35.0 p 23 10 0.025 1e-05 1 15 44.4/32.3

p 8 5 0.05 0 0 5 50.2/36.4 p 24 10 0.05 0 0 5 50.7/36.4

p 9 5 0.05 0 0 15 50.5/36.7 p 25 10 0.05 0 0 15 51.0/36.8

p 10 5 0.05 0 1 5 45.8/34.7 p 26 10 0.05 0 1 5 44.6/32.1

p 11 5 0.05 0 1 15 44.8/34.6 p 27 10 0.05 0 1 15 46.1/33.2

p 12 5 0.05 1e-05 0 5 50.6/30.5 p 28 10 0.05 1e-05 0 5 46.4/28.0

p 13 5 0.05 1e-05 0 15 52.5/34.3 p 29 10 0.05 1e-05 0 15 49.7/31.8

p 14 5 0.05 1e-05 1 5 43.9/30.9 p 30 10 0.05 1e-05 1 5 41.2/28.5

p 15 5 0.05 1e-05 1 15 44.3/31.6 p 31 10 0.05 1e-05 1 15 40.5/28.6

5 Conclusion

In this paper we described the creation, parameterization and evaluation of the
first publicly available distributional semantic models for Portuguese, which per-
form in line with the original state-of-the-art models for English. All the models
from the fifth experiment are made available from http://github.com/nlx-group.

In future work we plan to account for missing analogies in our test set by
using phrases instead of words. While introducing lowercasing and lemmatization

http://github.com/nlx-group
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steps and making use of richer linguistic knowledge are also promising directions,
acquiring a larger Portuguese corpora to train on remains the most important
step as we seek to improve the accuracy of our models.
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Abstract. We describe the verb lexicon of OpenWordNet-PT, a
wordnet-like resource for (mostly Brazilian) Portuguese and a series of
experiments that we designed to extend its coverage. These experiments
include checking online lists of most common verbs, checking corpora
freely available such as the Bosque-UD (the Bosque corpus annotated
with Universal Dependencies) and especially checking a dictionary of
Brazilian politicians’ biographies (the DHBB) that we consider an ideal
corpus for the kind of information extraction we are after. We certainly
succeeded into extending the coverage of the verb lexicon, however it
remains to be seen whether this new coverage is enough for the original
application.

1 Introduction

Verbs, together with nouns, are usually the main bearers of meaning in sentences.
We could not agree more with [8] when they say

Verbs are the primary vehicle for describing events and expressing relations
between entities. Hence, verb semantics could help in many natural lan-
guage processing (NLP) tasks that deal with events or relations between
entities. For tasks which require canonicalization of natural language state-
ments or derivation of (plausible) inferences from such statements, a par-
ticularly valuable resource is one which (i) relates verbs to one another
and (ii) provides broad coverage of the verbs in the target language.

Portuguese is the 6th most spoken language in the world, according to Etno-
logue [11], but lexical resources for Portuguese are still not very well-developed.
Despite some recent work on Portuguese verbs, such as VerbNet.BR [19,20],
Viper [3], and the catalog of Brazilian Portuguese Verbs [6], there are still no
freely available, comprehensive resources that provide human users and auto-
mated programs with access to Portuguese verbs, their meanings and informa-
tion about their subcategorization frames.

Given the essential role played by verbs in sentence understanding we decided
to improve the state of the verb lexicon in the basic resource OpenWordNet-
PT [14]. OpenWordnet-PT already provides some of the functionality desired,
c© Springer International Publishing Switzerland 2016
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as it has 5902 verbal synsets in Portuguese, with as many as 4511 verbal lemmas.
It also has 7865 synsets in English that are empty in Portuguese and for many of
these we know there are Portuguese words that fit them perfectly, but they are
not there, yet1. An example is the verb popularize: the verb popularizar exists
in Portuguese with the same sense as popularize has in English. We only need to
add it to the appropriate synset, but our problem is to find out within the ‘soup’
of these 7865 empty synsets, which ones are easy cases, where a corresponding
verb exists with the same meaning in English, like this one. We also need to find
out which ones are the hard verbs to translate or even the impossible ones. For
an example of a Portuguese verb that is impossible to translate as a single word
in English, we are using apaulistar (to make similar to what the natives of São
Paulo, paulistas, do). We do not expect English to have such a word, nor many
others like this that correspond to particular facets of Brazilian reality, but these
should also be part of a truly useful Portuguese (verb) lexicon.

For the verbs OpenWordnet-PT already knows about, we can provide some
indication of meaning, by giving other words that the given verb is related
to, as well as its placing in both the OpenMultilingual Wordnet (OMW) [5]
and in the SUMO ontology [16]. We can also provide some possible subcatego-
rization frames, inherited from OMW, but not checked for Portuguese, so far.
This, as well as making sure that all Portuguese synsets have verified glosses in
Portuguese, is left to future work. For the moment we would like to acknowledge
the helpful work of Alberto Simões [22] in producing automatically translated
glosses, which are extremely helpful for the work described here.

2 OpenWordNet-PT

OpenWordnet-PT is a lexical-semantic resource describing (mostly Brazilian)
Portuguese words and their relationships. It is modelled after and fully interop-
erable with the original Princeton WordNet [9] for English (henceforth PWN),
relying on the same identifiers as Princeton WordNet 3.0. This means that one
can easily find Portuguese equivalents for some specific English word senses and
conversely. This also means that OpenWordnet-PT is part of a large ecosystem of
compatible resources, including domain identifiers and mappings to Wikipedia,
DBpedia and Wikidata, amongst others. OpenWordnet-PT is encoded and dis-
tributed in RDF/OWL [2].

2.1 Related Work

As indicated above there are several works on Portuguese verbs, some more
linguistic, some more computational. The more linguistic work seems not to be
available online or tends not to have meanings associated to the verbs. The
computational work on VerbNet.BR is very encompassing, but it has not been
verified for consistency or accuracy. We discuss the golden subset of VerbNet.BR

1 For up to date numbers check http://wnpt.brlcloud.com/wn/stats.

http://wnpt.brlcloud.com/wn/stats
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in the following section. Moreover, we would not like to take the syntactic classes
as so fundamental in our own work. The work on Viper is not open source, at
the moment. The work on TeP [12] has unclear licensing status and its definitive
version is, apparently, not available yet.

3 Extending the Verb Lexicon

It is always easier to check whether one has coverage of a lexical resource than
accuracy of the same, so we decided to check the coverage of our verb lexicon,
using resources available online. From this perspective this work is a continuation
of [13]. A series of experiments, with different collections of verbs, from corpora
and otherwise was devised. We describe some of these experiments here. Data
sources used in our experiments can be found in our GitHub repository2.

3.1 Golden VerbNet.BR

Since there is an available VerbNet.BR 1.0, with a manually verified golden sub-
set, we first decided to investigate whether we had all the verbs in this golden
subset. Exactly 50 verbs were found to be missing from OpenWordNet-PT from
the 604 verbs in the golden subset of VerbNet.BR. These verbs were added to
OpenWordNet-PT, in their respective places, with the exception of two verbs
entreabrir, rebolar (meaning, respectively ‘to partially open’ and ‘to move your
hips in a rolling way’, both used literally and metaphorically in Brazilian Por-
tuguese) that we did not find perfect placements for.

Adding these verbs was not difficult, but showed us some of the problems
and issues we have to deal with. First there are typos and misspellings every-
where. Even the (short) list of golden verbs in VerbNet.BR3 has a typo captura,
instead of capturar (to capture). Then the different ways of writing in Portu-
gal and Brazil sometimes duplicate entries. For instance the verb adjectivar (to
add, perhaps too many, adjetives to your sentences), is not really different from
adjetivar, the Brazilian spelling. This verb apparently does not exist in Eng-
lish (or at least in English as considered by PWN). This orthographic difference
is well-known, but there are many entries like this. While there is an official
agreement between Portuguese speaking countries that has ‘settled’ these ortho-
graphic differences, it seems absurd to ignore how the language is really written
at the moment. Thirdly, as expected, many English verbs ‘pack in’ an adverb
or two, when in Portuguese we only have the basic verb. For example the verb
to jog is to run slowly or walk fast, hence between correr and andar in Por-
tuguese, for the fun of it. In Portuguese we have no verb between running and
walking, we need the adverbs slowly, quickly and we need to indicate that the
purpose is fun. But of course this process also happens in the opposite direction
and this is much harder for us to ascertain. We have a huge English lexicon

2 https://github.com/own-pt/cl-wnbrowser/tree/master/corpora.
3 To be found at http://www.nilc.icmc.usp.br/verbnetbr/.

https://github.com/own-pt/cl-wnbrowser/tree/master/corpora
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(117K synsets in PWN) and no guarantees that the humans trying to fit mean-
ings into it, know the whole lexicon. Fourthly, the different kinds of affixes used
both in English and Portuguese make some comparisons difficult. In particular a
negating prefix, such as mis- does not exist in Portuguese, as such, while the Por-
tuguese prefix auto- corresponding to doing something to yourself, self-, seems
much more used in Portuguese than in English. The English PWN lists only
one verb with prefix self, self-destroy, while the Bosque corpus (not a very large
one) lists at least four verbs with the corresponding prefix autodenominar/self-
denominate, auto-excluir/self-exclude, autoparodiar/self-parody, autopunir/self-
punish in Portuguese. Finally, one of the main problems has to do with the
frequency and popularity of lexical items. We have no reliable frequency data
and particularly with two very different vocabularies, corresponding to Portu-
gal and Brazil, for daily things and actions, it is hard to decide on the level of
coverage that is required.

As said, we only had problems to fit in two verbs from the golden subset
of VerbNet-BR: entreabrir, rebolar. The first one entreabrir, meaning ‘open par-
tially’ shows the phenomenon described above: a kind of conceptualization that
seems to be done via an adverb in English, as it is a partial opening. The second
one rebolar we can find an approximated sense in the English verb ‘to roll’. How-
ever, while in English this seems to indicate a particular gait, a way of walking,
in Portuguese there is no need to cover any ground while you ondulate your
hips. This small exercise made us wonder whether there were too many other
verbs missing from our resource and we decided to investigate other resources,
described below.

To find where to fit in the PWN network the ‘missing’ Portuguese verbs
from the golden VerbNet.BR we established a modus operandi: we translate the
desired Portuguese verbs using machine translation and then we manually verify
the translation. A list of words in Portuguese and corresponding words in English
is then fed to an algorithm that looks for strict matches both of Portuguese
and English words, in synsets and in glosses and then suggests these synsets
to the human annotators. Finally at least two human annotators have to agree
on the appropriateness of the word sense and its placement into the network
to make it part of the official resource. The suggesting and voting processes of
OpenWordNet-PT are described in [17].

3.2 Basic Coverage

First we used a list of the thousand most common Portuguese verbs as collected
by the ‘Corpus do Português’4. The list in that website actually has 999 verbs
instead of a thousand ones and we have all of them in OpenWordNet-PT.

Then we investigated a Swadesh list of the most important Portuguese
words5. American linguist Morris Swadesh used vocabulary lists to try to under-
stand not only change of languages over time but also the relationships between

4 http://www.corpusdoportugues.org/.
5 https://en.wiktionary.org/wiki/Appendix:Portuguese Swadesh list.

http://www.corpusdoportugues.org/
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extant languages. He based his lists on meanings he presumed would be available
in as many cultures as possible, so we are using his list here as a basic sanity
check. There are several variations of Swadesh lists, and we used the one coming
from the archives of the Open Language Archives Community (OLAC) of the
University of Pennsylvania. The file in their link to the Project Rosetta6 was easy
to deal with, but seems more about European Portuguese than the list at Wik-
tionary itself. The whole Swadesh list has 298 items, but many are pronouns
and demonstratives that are not part of a traditional wordnet. From this list
we found two verbs that we did not have (fender/‘to split’, desamolar/‘blunt’ ),
which we added in, but that are not that common in Brazilian Portuguese.

3.3 VerbOcean Translated

A different source of verbs to extend our lexicon was VerbOcean7. Work on
textual entailment of the traditional kind, using logical forms, could be helped
considerably if the algorithms doing the matching of assumptions and conclu-
sions had access to relations of entailment and causation between verbs. One
of Princeton’s Wordnet’s weaknesses is that not many of these relations are
recorded in the database. Chklovski and Pantel’s work [8] in VerbOcean was
meant to address this problem. Given our avowed disposition to do logical rea-
soning with our representations, as soon as possible, it made sense for us to
discuss the collection of verbs in VerbOcean.

Previous work in [13] describes a first attempt to clean up and improve the
extant verb lexicon of OWN-PT, using a constructed manual translation of the
verbs in VerbOcean. We have checked that all these translated VerbOcean verbs
are included in OpenWordnet-PT. Out of the original 2119 verbs in VerbOcean,
we already had in OWN-PT 1182 verbs. Now we also have in suggestions 930
verbs. Altogether there were only six verbs still missing: escantear, gazetear,
prototipar, reconfigurar, subempregar, and desinstalar. These show that, even if
morphologically related, sometimes words can have very different meanings, the
so-called semantic drifting. While the verb gazette in English means to publish
in a gazette, in Portuguese the verb gazetear means to play truant. The verbs
prototipar, ‘to prototype’, desinstalar, ‘to uninstall’, and reconfigurar, ‘to recon-
figure’ seem to arise from technology and hence should exist in English, but in
PWN one does not have these verbs. Maybe one should. The verb subempregar
shows a different social reality. In English one says underpay for the practice
of paying less than customary to workers, but in Portuguese we prefer to say
subempregar, or ‘under-employ’. Finally the verb escantear shows the issues with
different national sports as being represented in lexicons. There is a whole col-
lection of verbs in PWN having to do with baseball, American football, golf and
basketball that have no direct correspondents in Portuguese (e.g. to tee in golf).
By contrast in Brazilian Portuguese we have many verbs and especially verbal
expressions derived from soccer, the national sport, as escantear.
6 http://dla.library.upenn.edu/dla/olac/record.html?id=rosettaproject org

rosettaproject por swadesh-1.
7 http://demo.patrickpantel.com/demos/verbocean/.
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3.4 ‘Bosque’ Universal Dependencies

The corpus Bosque [1] is a paradigmatic corpus of Portuguese. It has been used
in the CoNLL-X Shared Task in dependency parsing (2006); and very recently
it has been converted to Universal Dependencies [21]. The corpus consists of
texts in Portuguese (both from Brazil and Portugal) annotated (and analyzed)
automatically by the syntactic parser PALAVRAS [4] and reviewed by trained,
native speaker linguists. The data comes from news sources. For many reasons,
it would be reasonable to expect to have all verbs in this corpus already in
OpenWordNet-PT. Nonetheless we found out that a massive number of verbs
were not available in OpenWordNet-PT, in any of their senses.

Despite being initially surprised by this finding, we believe that this shows
the beginnings of the maturity of OpenWordnet-PT. While subscribing to the
view that meaning can be translated from language to language, it seems also
clear that different languages will conceptualize different realities, so while an
English speaker may not need verbs such as abrasileirar, aportuguesar, apaulis-
tar, argentinizar, africanizar (to make or to make more Brazilian, Portuguese,
native of São Paulo, Argentinian or African), a Brazilian speaker does need
them. These are very easy to explain. Then there are misspellings: despite the
fact that the corpus was hand-checked, apparently there was a theoretical deci-
sion not to touch the contents of the texts themselves, only hand-correct the
processing. Hence we have ‘verbs’ that are instead typos such as abanadonar,
apretechar, assessoriar, assitir, atinjir. These are all clearly typos from aban-
donar, apetrechar, assessorar, assistir, atingir (‘to abandon’, ‘to equip’, ‘to be a
consultant’, ‘to assist’, ‘to reach’ ), which are all present in the lexicon.

Before removing typos and deciding on what to do about prefixes we have
1981 verbs in Bosque-UD. We had already in OWN-PT 1043 of these. We have
managed to add suggestions to 831 synsets. But there are still some 107 missing,
which are mostly cases of prefixes and typos. There are six verbs where the
prefix recém (meaning recently) was added to an existing verb, 13 with the
prefix des-, and 20 typos. A few true Portuguese verbs, arising from nouns (e.g.
vampirizar, ‘vampirize’ ) and adjectives (minorar, ‘to make minor’ ) which do
not seem to be conceptualized as verbs in English were added to the list of
candidate Portuguese-only synsets, to be dealt with later on.

However, all in all, easy typos and clear-cut cases of a different social reality
are rare. Most of the cases of the verbs missing from OpenWordNet-PT seem
to be either differences in prefixes used and cases of adjectives and nouns that
are made into verbs in Portuguese, but not in English. The prefixes des-, di-,
re-, in- are used extensively in both Portuguese and English, but they apply to
different verbs. For instance, in Portuguese we have independer, indeterminar
for to be independent, and for not determining something. These are not treated
as verbs in English, or so it seems to us. In Portuguese we use the suffix -ar to
make verbs out of nouns and adjectives and many in our list of candidates to
truly missing Portuguese synsets correspond to these, e.g. bacharelar, biografar,
conveniar, desertificar, respectively, ‘to obtain a Bachelor’s degree’, ‘to write a
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biography’, ‘to get a convênio (a contract for health insurance or such like) set
up’ or ‘to make a place a desert’.

Of course, deciding that there is no verb in English that expresses exactly the
same idea of a Portuguese word is a much harder task then deciding which words
in Portuguese fit a given synset. Given this state-of-affairs and the difficult task
of deciding which new Portuguese synsets we need to create, we have decided to
collect these “possibly Portuguese-only” candidate synsets into a spreadsheet to
see if others would be able to find appropriate PWN synsets for these meanings.
A comma separated file8 is available in GitHub with these proposed new synsets.
The number of proposed extensions coming from Bosque is not so big, around a
hundred, but these still need another checking and devising of principles to add
them in.

3.5 Diário Gaúcho

The structured corpus of the Diário Gaúcho (here called DG) is one of the
products of PorPopular project9 that aims to describe and study patterns of
written popular Portuguese. Diário Gaúcho is a popular newspaper from the
south of Brazil and we have chosen to work with this corpus hoping to find
colloquial verbs that were not in OpenWordnet-PT, yet. The DG corpus has
approximately 5 millions of tokens and the news were extracted from newspaper
issues from 2008. Since OpenWordnet-PT comes from bilingual dictionaries and
Wikipedia links, as well as some translated lists, we were worried that we might
lack some popular or colloquial verbs.

But our worries were mostly unfounded. Many of the colloquialisms brought
in by the DG corpus had synsets that was were good fits. Actually out of all
the 2042 verbs in the corpus, 1044 were in OWN-PT and 937 were already
in suggestions. Most of the missing 61 verbs are actually typos and processing
errors. However, from this work the question of how to deal with different kinds of
orthography resurfaced. Differently from some other languages, Portuguese has
an official formally approved lexicon that dictates which words are sanctioned
as Portuguese words, which ones are not.

There is also the ‘new’ Portuguese Language Orthographic Agreement, an
agreement from 1990, revised several times since then, signed by nine Portuguese
speaking countries, which is trying to achieve an unified way to spell Portuguese.
The Brazilian Government has announced that the agreement will be fully imple-
mented in 2016.

Mostly the lists of verbs we have been using so far already follow the proposed
new Orthographic Agreement. However in the DG corpus, we have found many
words that do not follow the new rules, since the corpus was extracted from
2008’s news; for example argüir, ‘to argue’, officially spelled nowadays as arguir
and sub-alugar, officially spelled as subalugar, ‘sublet’. Since our resource also
works as a dictionary for human users, these cases of old spelling rules made us

8 http://wnpt.brlcloud.com/wn/prototypes/corpora#candidates.
9 http://www.ufrgs.br/textecc/porlexbras/porpopular/.
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worry that populating the base with all the ways of spelling the same word is not
the best course of action. Those old ways are now considered wrong and might
lead users astray. On the other hand, to be used as a tool for the analysis of texts
written before the agreement (the largest part of documents in Portuguese), we
should, perhaps, have those old forms in the lexicon. We decided to include in
our base mainly the forms that follow the agreement, but also to report some
old spellings that appear in the chosen corpora. Thus we include e.g. argüir and
sub-alugar in the same synsets that have arguir and subalugar but do not insist
on making it consistently for all variants in the base.

3.6 Verbs from Other Sources

One of the applications envisaged for our lexical resources is their use on Dig-
ital Humanities studies, in particular to help with information extraction from
unstructured text. In our case we work with a small, but very interesting cor-
pus of biographies of historical figures in Brazil, from the 1930’s onwards, which
we abbreviate as DHBB (‘Dicionário Histórico Biográfico Brasileiro’, in Por-
tuguese, or “Dictionary of Brazilian Historical Biographies”). What makes this
corpus particularly nice for information extraction is that the writers of the
entries were asked to follow a set of guidelines with respect to the information
that these entries about the historical figures should contain. Hence there is a
sense in which the corpus is ‘semantically contained’.

For the purposes of our work here it means that we expect to find a relatively
limited collection of verbs that would appear, about people being born, marrying,
campaigning, being elected, writing laws, approving them and such like. The first
attempt at analyzing the results from a shallow processing of this corpus have
been described in [15]. We quickly realized that for processing this corpus we
needed to deal with named entities (NE) and their recognition. Our processing
of NEs is not up to the levels expected, yet. However, even processing that is
not as precise and accurate as one would like it to be, can be enough to provide
useful pointers when it comes to verifying the coverage, precision and recall of
your lexical resource. Thus we use the list of verbs of the DHBB, as processed
by Freeling [7], as an evaluation measure for the coverage of our system.

From the whole DHBB corpus we choose to check verbs with more than ten
occurrences. We still have 51 such verbs missing. Amongst these, there are no
typos, but there are some specific items from the politics domain (e.g. the verb
subsecretariar, ‘to act as a subsecretary’ ) and some oddities that need inves-
tigation (e.g. verbs pedrar, extremar and bondar). If we add to these, the list
of candidate synsets already extracted from Bosque-UD and the other corpora
we have some a hundred and fifty verbs that we think deserve new Portuguese
synsets. Providing synsets for these these, we do have all verbs in both Bosque-
UD and the DHBB corpora covered. It is interesting to note that indeed the
DHBB corpus shows some interesting social differences: we have several differ-
ent verbs in Portuguese for graduating from college bacharelar, graduar, for-
mar, doutorar, mestrar, while there is simply graduate in PWN. We also have
a collection of verbs related to enrol, both in schools and in political parties,
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such as ingressar, afiliar, matricular, juntar-se. And we have at least three differ-
ent ways of expressing the meaning of separate from your spouse in Portuguese,
with different legal status, descasar, desquitar, divorciar, of which only the last
one exists as such in PWN.

The work in PropBank-BR [18] says it has identified, automatically, 5688
verbs as candidate members of VerbNet.Br, distributed within 257 classes, inher-
ited from VerbNet. They suggest that a human verification of their results
would be highly valuable. We have not been able to verify all of those verbs,
which means that there is no resource with semantics for them, at the moment.
Hopefully our methods will produce similar results in terms of subcategorization
frames, when we get to these and to semantic role labelling.

Finally to see how much work we would still need to do to claim comprehen-
sive coverage, we compared our number of verbs with the ones in the Portal da
Ĺıngua Portuguesa10. Of course we are missing even more verbs, but the Portal
is an inclusive resource, covering many variations of Portuguese and not concen-
trating in high frequency items, like us. José Pedro Ferreira, from the Portal da
Ĺıngua Portuguesa, was kind enough to extract from their database only verbs
mainly used in Brazil and of higher frequency. The construction of the lexical
resources in the Portal website are described in [10]. This list has 3918 verbs, of
which we have in OWN-PT 1822 verbs, and in suggestions 1290. We still miss
806 verbs, at the moment.

4 What’s Next?

Like VerbNet-BR [20], our goal is a domain independent lexicon that provides
semantic and syntactic information about Portuguese verbs. Like VerbNet-BR,
we would like to have a Levin-style classification of Portuguese verbs, together
with a comprehensive listing of the subcategorization frames for these verbs in
our lexicon. This is because subcategorization frames provide information about
the syntactic realization of verbs as well as diathesis alternations, which can be
used as features for machine learning of semantic roles, our eventual goal.

Thus far we are completing our translations from English to Portuguese,
using as criteria of evaluation of coverage open source corpora such as Bosque-
UD and PropBank-BR, which is also the same corpus Bosque, but under different
processing. We would like to bootstrap a comprehensive lexicon of subcategoriza-
tion frames from both the minimal frames already present in Princeton WordNet
and the annotated corpora available.

Princeton WordNet has 13767 verbal synsets. More than half of these synsets
have no words in Portuguese. How many of these really constitute synsets that
should not exist in a Portuguese wordnet? And how many new synsets do we
need to add to have a resource as useful for Portuguese as PWN is for English?
Surely we must have coverage to deal with basic news text, such as the ones in
Bosque, Diário Gaúcho or the DHBB. But we do not have, as yet, an worked-out
measure for accuracy or adequacy of our resource.
10 http://www.portaldalinguaportuguesa.org/.
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5 Conclusions

This work describes some of our effort to complete and to extend the verb lexicon
of OpenWordnet-PT, our Portuguese wordnet. As OpenWordnet-PT is a semi-
automatic construction from the translation of Princeton Wordnet 3.0, we do
need some strategies to complete the synsets where the automated process was
not refined enough. Thus we have used a few different verb lists complete the
English synsets with no Portuguese words. Since our work was also based in
(recent) corpora, we have found some verbs that should, perhaps, be in Princeton
Wordnet and are not, and many truly ‘Brazilian verbs’, that should be in a
Portuguese wordnet, but have no reason to appear in an English one.

There is still plenty of work to do, both in terms of coverage and accuracy
of our verb lexicon. But we reckon we now have a much more substantial verb
lexicon. We verified that we do have all the verbs in the golden standard subset
of VerbNet.BR, except two. We verified that we have all the verbs in the trans-
lation of VerbOcean, with the exception of six verbs, that we need to add to
OpenWordNet-PT. We verified the list of the thousand most frequent verbs in
the Corpus do Português and only four verbs needed to be added. We verified
all the verbs in the Bosque-UD corpus and DG corpus, adding the ones that we
need to create to a jointly curated list, of approximately a hundred ‘missing’
items. Similarly we verified all the verbs that occur in the DHBB ten or more
times and all of these have been either added to OpenWordNet-PT or added to
the list of new candidate synsets. With all of these in place, we believe that the
verb lexicon is comprehensive enough for our immediate goals.

We need new ways of making sure that the empty synsets in English are there
because there are no good translations. Most importantly, we need to come up with
principled ways of extending OpenWordNet-PT in the directions that we are clear
that it needs to be extended. Frequency in corpora that we deem relevant is one of
the tools to be used. Another idea we are pursuing is using the data from the com-
mon orthographic Vocabulary of the Portuguese Language (VOC) [10] to improve
OpenWordnet-PT, given that we have very little in terms of morphology and fre-
quency of use information, which they do have. On a different direction, we would
like to find ways of verifying the Portuguese glosses. We would like to tackle also
the issue of the nominalizations, that VOC has many more than we do. Continuing
the theme of incorporating morphology together with semantics, we would like to
finish the inclusion of morpho-semantic links in OpenWordnet-PT.
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Hugo Gonçalo Oliveira(B)

CISUC, Department of Informatics Engineering,
University of Coimbra, Coimbra, Portugal

hroliv@dei.uc.pt

Abstract. There are several lexical resources available for the compu-
tational processing of Portuguese, organised differently and created by
different people with different approaches and limitations. This paper
presents the first experiments towards the exploitation of seven of those
resources in the automatic creation of a large wordnet, where numeri-
cal scores are assigned to the inclusion of words in synsets and to the
connection of synsets by semantic relations. Experiments confirm that
a large wordnet can indeed be created and, to some extent, computed
scores can be used as a confidence measure, which will enable the users
to select only a portion of the resource, depending on the needs of their
application on quantity and quality of lexical-semantic knowledge.

Keywords: Wordnet · Semantic relations · Confidence · Redundancy ·
Fuzzy

1 Introduction

Wordnets are lexical-semantic knowledge bases, modelled after Princeton Word-
Net (PWN) [1]. They group synonyms in synsets, which represent concepts by
their possible lexicalisations. Together with the synset glosses, different types of
semantic relation, including hypernym and meronymy, are established between
synsets and help to describe their meaning. As the same meaning might be trans-
mitted by different words, the same word might be in more than one synset, one
for each of its senses.

Due to its machine-friendly structure, wordnet became the standard model
of a lexical knowledge base. We have seen the creation of wordnets for many
languages, including Portuguese [2], though none is as consensual as PWN is
for English. Given the overwhelming task of populating a wordnet from scratch,
the open Portuguese wordnets are created automatically or semi-automatically,
and rely heavily on the contents of other lexical resources, including wordnets of
other languages. On the one hand, automatic processes enable a faster creation
but, at the same time, existing noise leads to less reliable resources.

In order to tackle existing limitations, we aim go further on leveraging the
advantages of automatic approaches, and to give the users some control on cov-
erage and reliability, depending on their needs. We believe in the potential of
c© Springer International Publishing Switzerland 2016
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redundant information across open Portuguese lexical-semantic resources, which
should enable the creation of a new broad-coverage wordnet where confidence
degrees are assigned to the decisions taken, including the membership of words
in synsets or the connection of two synsets by a semantic relation. This should
enable users to select their own confidence cut-points, which will set either large
but less reliable or smaller and more reliable wordnets. The result can be seen as
a fuzzy wordnet, an idea that is not completely new (see [3]), but has not been
much explored. Moreover, the fuzzy representation is less artificial, as we know
that word senses are not discrete [4], but complex and overlapping structures,
so their representation as crisp objects does not reflect the human language.

This paper presents the first experiments towards the creation of a fuzzy Por-
tuguese wordnet. Next section overviews the current Portuguese wordnet initia-
tives. Resources exploited in this work are then enumerated, and their contents
and redundancy analysed. After that, the proposed approach for discovering
fuzzy synsets and fuzzy semantic connections is described, together with some
results and their evaluation. It follows the steps of ECO [5] – extraction, clus-
tering and ontolosiging –, an abstract model tailored for the automatic creation
of Onto.PT, one of the open Portuguese wordnets, but flexible enough to the
creation of other resources of the same kind. This is also why this new wordnet is
baptised as CONTO.PT – as in Confidence-enriched Onto.PT. The paper ends
with the first conclusions of this approach and some lines for further work.

2 Portuguese Wordnets

There are at least six Portuguese lexical-semantic knowledge bases structured
according to the wordnet model [2], created by independent teams, follow-
ing different approaches, and with different licenses and usage restrictions.
WordNet.PT Global [6] is the most recent instantiation of the first Portuguese
wordnet, in development since 1998. It is essentially handcrafted and created
from scratch, for Portuguese, it can be browsed online, but it is not available
for download. WordNet.Br is a wordnet project for Brazilian Portuguese where
synsets and antonymy relations were first manually produced, based on dictio-
naries and corpora, and released under the name TeP [7]. Synsets were then man-
ually aligned with PWN and semantic relations between Portuguese synsets with
English equivalents were inherited [8]. To our knowledge, this part is not pub-
licly available. MultiWordNet.PT1 is a Portuguese wordnet with synsets derived
from the translation of PWN synsets. It can be browsed online and used under
the payment of a license.

Besides the previous, there are four open Portuguese wordnets. Onto.PT [5]
is created in a completely automatic fashion – both synset boundaries and the
attachment of semantic relations are learned from the exploitation of available
lexical semantic resources, without any human supervision. Its development fol-
lows ECO, a three-step approach to integrate words and relations from differ-
ent sources: (i) relation extraction between words; (ii) synset discovery from
1 See http://mwnpt.di.fc.ul.pt/.

http://mwnpt.di.fc.ul.pt/
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the synonymy relations; (iii) mapping of words in remaining relations to dis-
covered synsets. OpenWordNet-PT [9] was originally developed as a syntactic
projection of the Universal WordNet [10] for Portuguese. Its development is
thus based on the translation of lexical information in PWN, across multiple
languages of Wikipedia, open dictionaries, and also some information from cor-
pora. It is aligned to PWN and a manual curation process is currently under-
going. PULO [11] is based on the probabilistic translation of open wordnets of
other languages, with special focus to those included in the MCR project [12],
where wordnets of the Iberian languages are aligned to PWN. UfesWN [13] is
another Portuguese wordnet, based on the automatic translation of PWN.

With more than 168 k lexical items, 248 k word senses, 117 k synsets, and
340 k relation instances, Onto.PT is the largest Portuguese wordnet [2], which
additionally covers a broad range of relation types. On the other hand, it is not
aligned to PWN nor any other wordnet and it is far from being 100 % reliable. In
a manual evaluation [5], 74 % of synsets were labelled as correct, in 18 % there was
no agreement between two judges, and the remaining had at least one incorrect
word. Moreover, considering that relations between incorrect synsets are also
wrong, between 78 %–82 % were labelled as correct. This highlights the need for
incorporating confidence information in large automatically-created wordnets,
such as Onto.PT, which may allow users to, depending on their needs, define
their coverage vs reliability trade-off.

3 Redundancy in Portuguese Lexical-Semantic Resources

This section overviews the contents of the lexical-semantic resources exploited
in the reported work and analyses their redundancy, which can be useful for the
computation of confidence measures, as shown in the following section.

3.1 Open Portuguese Lexical-Semantic Resources Used

Seven Portuguese lexical-semantic resources are exploited. All of them, listed
here, are freely available for download:

– Semantic relation instances of the network PAPEL [14], extracted automati-
cally from a commercial Portuguese dictionary;

– Additional semantic relation instances extracted from two dictionaries –
Dicionário Aberto (DA) [15] and Wiktionary.PT2 (Wikt.PT) – using the same
grammars as PAPEL, and included in the network CARTÃO [16];

– Synonymy and antonymy instances from two handcrafted synset-based the-
sauri: TeP 2.0 [17] and OpenThesaurus.PT3 (OT.PT);

– Semantic relation instances acquired from two open Portuguese wordnets:
OpenWordNet-PT (OWN.PT) [9] and PULO [11].

2 http://pt.wiktionary.org.
3 http://paginas.fe.up.pt/∼arocha/AED1/0607/trabalhos/thesaurus.txt.

http://pt.wiktionary.org
http://paginas.fe.up.pt/~arocha/AED1/0607/trabalhos/thesaurus.txt
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All the obtained lexical-semantic information was converted to a suitable
input format for the second and third steps of ECO – term-based triples (a
related-to b), where words a and b are connected by a predicate (related-to)
that is the name of a semantic relation. For that purpose, thesauri and word-
nets synsets had to be deconstructed. For instance, a part-of relation between
the synsets {porta, portão} and {automóvel, carro, viatura} would result in
the triples: (porta synonym-of portão), (automóvel synonym-of carro), (automóvel

synonym-of viatura), (carro synonym-of viatura), (portão part-of automóvel), (porta

part-of carro), (porta part-of viatura), (porto part-of automóvel), (portão part-of

carro), (portã part-of viatura). Relation types used were those covered by PAPEL,
with a minor extension to include wordnet relations not extracted from dic-
tionaries, such as hypernymy between verbs (hiperonimoAccaoDe) or entail-
ment (accaoQueCausaAccao). Other wordnet relation names were adapted to the
equivalent names in PAPEL. For instance, hypernymOf became hiperonimoDe
and substanceHolonymOf became materialDe.

From all the resources, a lexical-semantic network was established with
355,026 lexical items and 1,139,243 triples (excluding inverse relations in the
wordnets) respectively distributed according to Table 1.

3.2 Redundancy

As expected, although most triples in the network occurred in only one resource,
about 109 k were in more than one, and 192 in all the seven. Table 2 distributes
the triples of covered types according to the number of resources they occur at.

A key intuition behind this work is that the more resources a triple is in, the
more likely it is to transmit a consensual and useful relation, which is confirmed
by selected examples in Table 3. On the other hand, triples that only occur in
one resource are more likely to either be incorrect, resulting from noise on the
automatic process, or to involve very specific meanings, though less useful.

4 Computing Confidence from Redundancy

We aim at exploiting the potential of redundancy for computing confidence
towards the creation of a fuzzy Portuguese wordnet. For this purpose, triples
acquired from the seven resources might be the input of a new implementa-
tion of the second and third steps of the ECO [5] that should encompass the
assignment of scores that transmit confidence. In the second step, fuzzy synsets
are discovered from synonymy triples and, in the third, they are connected by
different semantic relations, based on the exploitation of all available triples.

4.1 Discovering Fuzzy Synsets

Though not very explored, the idea of fuzzy synsets is not new. Fuzzy mem-
berships of words to synsets have been obtained from manual judgements [18]
or from the structure of synonymy networks [19]. In order to integrate domain
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Table 1. Number of lexical items and triples used from each exploited resource.

Lexical items

POS PAPEL DA Wikt.PT TeP OT.PT OWN.PT PULO

Nouns 56, 660 61, 334 30, 170 17, 149 6, 110 32, 509 5, 149

Verbs 21, 585 16, 429 8, 918 8, 280 2, 856 3, 626 1, 573

Adjectives 22, 561 18, 892 9, 536 14, 568 3, 747 4, 401 1, 316

Adverbs 1, 376 3, 160 610 1, 095 143 1, 120 153

Total 102, 182 99, 815 49, 234 41, 092 12, 856 41, 656 8, 191

Relations

Type PAPEL DA Wikt.PT TeP OT.PT OWN.PT PULO

Synonymy 83, 432 52, 278 35, 330 388, 698 51, 410 35, 597 9, 189

Antonymy 388 440 1, 263 92, 234 – 5, 774 2, 818

Hypernymy 49, 210 46, 079 22, 931 – – 78, 854 26, 596

Part 5, 491 4, 367 1, 574 – – 14, 275 1, 146

Member 6, 585 1, 057 1, 578 – – 5, 153 259

Material 336 518 192 – – 958 67

Contains 391 263 120 – – – –

Cause 7, 700 7, 211 3, 278 – – 295 291

Producer 1, 336 913 500 – – – –

Purpose 9, 144 5, 220 4, 227 – – – –

Property 23, 354 15, 732 7, 020 – – 10, 825 3, 327

State 394 237 79 – – – 505

Quality 1, 636 1, 221 381 – – – –

Manner 1, 268 3, 381 439 – – – –

Place 832 487 1, 159 – – – –

Total 191, 497 139, 404 80, 071 480, 932 51, 410 151, 731 44, 198

knowledge, PWN has been extended with fuzzy memberships of words to synsets,
as well as fuzzy semantic relations [3]. Fuzzy sets of highly related words have
also been discovered from text, to represent word senses [20].

Despite its similarities with word sense disambiguation [21], this part of the
work can be seen as a kind of word sense induction [22] because, instead of
assigning words to senses in an inventory, word senses are drawn from scratch,
based on the structure of the synonymy network.

Method: We have recently proposed an alternative approach for discovering
fuzzy synsets from synonymy networks, in two steps [23]: (i) centroid discov-
ery; (ii) fuzzy memberships computation. It is applied to a weighted synonymy
network N = (W,P ), where W is a set of words and P a set of weighted synonym
pairs, with a weight reflecting the number of times a synonym pair, P (Wi,Wj),
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Table 2. Occurrences of the same triples in different resources, per type.

Relation 1 2 3 4 5 6 7

Synonymy 262,325 38,495 14,945 6,035 2,301 792 192

Antonymy 48,444 1,257 345 96 22 7 –

Hypernymy 165,484 23,320 3,188 413 66 – –

Part 22,620 1,883 146 6 1 – –

Member 13,200 638 48 3 – – –

Material 1,735 159 6 – – – –

Contains 635 65 3 – – – –

Cause 9,286 3,354 927 – – – –

Producer 2,225 217 33 – – – –

Purpose 15,657 1,272 130 – – – –

Property 45,431 6,057 798 76 3 – –

State 1,031 81 6 1 – – –

Quality 1,760 631 72 – – – –

Manner 3,845 551 47 – – – –

Place 1,609 286 99 – – – –

Total 595,287 (85%) 78,266 (11%) 20,793 (3%) 6,630 (0.9%) 2,393 (0.3%) 799 (0.1%) 192 (0.0%)

Table 3. Examples of redundant triples.

# Relation triples

7 gruta sinonimoNDe caverna, vulgar sinonimoAdjDe ordinário, agarrar
sinonimoVDe pegar porventura sinonimoAdvDe talvez

6 público antonimoAdjDe privado, fácil antonimoAdjDe dif́ıcil, parcial
antonimoAdjDe imparcial

5 pessoa hiperonimoDe artista, mudança hiperonimoDe mutação, degrau parteDe

escada, convencional dizSeSobre convenção, sexual dizSeSobre sexo,
humanitário dizSeSobre humanidade

4 feliz devidoAEstado felicidade, gendarme membroDe gendarmaria, carta
membroDe baralho, letra membroDe alfabeto, decisivo dizSeDoQue decidir

occurs in the exploited sources. In the first step, Chinese Whispers [24] (CW),
an efficient graph clustering algorithm, is run in the network. This results in a
set of hard words clusters, used as centroids. In the second step, the member-
ship degree of each word Wi to each centroid Ck is computed by Eq. 1, which
considers the number of synonym pairs between Wi and each word in Ck.

µ(Wi, Ck) =

∑|Ck|
j=0 #(Wi synonym-of [Ck]j)

|Ck| (1)

Example: The synset discovery approach is illustrated in Fig. 1, with the help
of a weighted graph where two senses of the Portuguese word canudo arise: a
tube/pipe, or, more informally, a diploma. If CW identifies the hard clusters
CA and CB , to compute the membership of canudo to the fuzzy cluster C ′

A, the
weights of the connections between this word and words in CA are summed
and divided by the size of CA. Since #(canudo synonym-of diploma) = 2,
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Hard clusters (centroids)

CA diploma, t́ıtulo,
certidão, certificado

CB canudo, bica, tubo, cano,
canal, ducto

Fuzzy clusters (synsets)

C′
A certificado(3.75), certidão(3.5), diploma(3.5), t́ıtulo(2.75), canudo(0.5)

C′
B tubo(3.5), canal(3.0), canudo(2.83), cano(2.66), ducto(2.5), bica(2.16), diploma(0.33)

Fig. 1. Weighted lexical network, resulting hard clusters, and fuzzy synsets.

µ(canudo,C ′
A) = 2

4 = 0.5. For the membership of canudo to C ′
B , the three

connections between this word and words in CB are considered, plus the word
canudo itself, which belongs to CB and has the maximum weight (7, if seven
sources are exploited). So µ(canudo,C ′

B) = 3+5+2+7
6 = 17

6 = 2.83

Results: A total of 20,315 fuzzy synsets (13,735 noun, 4,827 adjective, 1,126
verb, 627 adverbs) were discovered from the synonymy network obtained from
the seven exploited resources. On average, noun synsets had 9.4 words, adjectives
11.9 and verbs 59.3, because their network has more connections, which can be
interpreted as a higher ambiguity and/or more synonyms for the Portuguese
verbs. The resulting fuzzy thesaurus was baptised as CLIP 2.1 [23].

Evaluation: To assess the quality of the fuzzy synsets and computed member-
ships, random pairs of words from the same synset (240 nouns, 150 verbs, 150
adjectives), organised in sets of ten, were uploaded to the Crowdflower plat-
form4, where Portuguese-speaking volunteer contributors, living in Portuguese-
speaking countries, manually labelled each pair either as possible synonyms or
not5. In the end, 59 % of the noun pairs, 46 % verb and 55 % adjective pairs were
labelled as correct. Each pair was labelled by two judges, respectively with an
agreement (IAA) of 87 %, 85 % and 75 %. At first, quality does not look very
promising. However, it improves for increasing membership degrees. Figure 2
plots the evolution of the proportion of correct pairs for different cut-points – if
the membership of one of the words in the pair is below the cut-point, the pair is
ignored – and confirms that the computed memberships behave as a confidence
measure, because they are positively correlated with the quality. For instance, for
a cut-point of 1.0, the proportion of correct noun and adjective pairs is 85 % and
for verbs 89 %. Moreover, there is a point after which all the pairs are correct.
Also in Fig. 2, the total number of words and their average number of senses is
presented for each cut-point.

4 https://crowdflower.com/.
5 The same contributor was not allowed to label more than two sets of pairs.

https://crowdflower.com/
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Cut
Correct pairs Size

N V Adj #words senses

0.00 59% 46% 55% 94,835 2.74±3.93
0.25 64% 52% 63% 73,958 1.32±0.85
0.50 79% 67% 78% 63,116 1.13±0.45
0.75 87% 65% 84% 50,897 1.08±0.31
1.00 89% 85% 89% 45,163 1.05±0.24
1.25 89% 89% 96% 21,401 1.04±0.20
1.50 87% 90% 95% 16,949 1.02±0.15
1.75 85% 91% 100% 7,581 1.01±0.11
2.00 83% 94% 100% 5,389 1.01±0.08
2.25 90% 100% 100% 2,378 1.00±0.06
2.50 100% 100% 100% 1,546 1.00±0.04
IAA 87% 85% 75%

Fig. 2. Evolution of the correct synonymy pairs while increasing the cut-point. (Color
figure online)

4.2 Discovering Fuzzy Synset Connections

After discovering the fuzzy synsets, some of them may be automatically con-
nected by semantic relations. Possible attachment points can be discovered by
exploiting the non-synonymy triples, which is done in this step.

Method: Each pair of synsets, Sa and Sb, is analysed to set attachment points
with a fuzzy score, computed by Eq. 2. For each relation type R, this equation
considers the: (i) number of triples of type R between a word from each synset,
ai and bj ; (ii) number of resources where each of the previous triples occurs,
#(ai, R, bj); (iii) membership of each word in the previous triples to their synset,
µ(ai, Sa) and µ(bj , Sb).

c(Sa, R, Sb) =

∑|Sa|,|Sb|
i=0,j=0

(
#(ai, R, bj) × (µ(ai, Sa) + µ(bj , Sb))

)

|Sa| + |Sb| : ai ∈ Sa, bj ∈ Sb

(2)

Example: Figure 3 illustrates the computation of the proposed measure in two
synsets with several hypernymy triples between their words. Hypernymy triples
used are represented in a graph, where the only redundant triple has weight 3.

S1 carro(1.2); automóvel(1.0); véıculo(0.94);
viatura(0.71);máquina(0.63); auto(0.6)

S2 calhambeque(1.25); maxambomba(0.75);
zambeque(0.5);caximbeque(0.5)

c(S1, hiperDe, S2) =
(1.2+1.25)+(1.0+1.25)+3×(0.94+1.25)+(0.71+1.25)+(0.63+1.25)+(0.6+1.25)

6+4 = 1.696

Fig. 3. Computing the confidence of the connection S1 hiperonimoDe S2.
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)88.0(oãçautis;)29.0(oãçisopsid;)79.0(oãçidnoc Confidence: 0.82
hiperonimoDe Rendering:

)6.0(oãçartnoc;)37.0(oãsnet;)8.0(oãçapsirc oãçidnocedorenég/opitmuéoãçapsirc

origem(1.10);prinćıpio(0.81);começo(0.70) Confidence: 2.28
antonimoNDe Rendering:
término(1.0) origem é o contrário de término

pressentir(1.73);prognosticar(1.73);prever(1.61) Confidence: 0.45
accaoQueCausa Rendering:

)47.1(oinı́citav;)77.1(oigásserp;)0.2(ocitsóngorp pressentir pode levar a prognóstico

educativo(1.75);doutrinal(1.75);educacional(1.25) Confidence: 0.23
dizSeDoQue Rendering:

ensinar(2.24);instruir(1.91);doutrinar(1.44) pode ser educativo por ensinar

desordenar(1.92);destemperar(1.73);desarranjar(1.67) Confidence: 0.25
hiperonimoAccaoDe Rendering:

)0.3(rarbiliuqe;)6.3(rasnepmoc;)57.3(raçnalabartnoc desordenar é uma forma de contrabalançar

)52.1(ocserutnip;)578.1(ocirótcip;)52.2(ocserotip Confidence: 0.24
dizSeSobre Rendering:

novidade(3.33);nova(3.0);not́ıcia(2.75) pitoresco pode qualificar novidade

incumbir(3.08);encarregar(2.85);confiar(2.54) Confidence: 0.32
finalidadeDe Rendering:

mı́stica(2.5);misticismo(2.5);misticidade(0.67) mı́stica pode servir para incumbir

lado(1.08);ilharga(1.08);flanco(1.0) Confidence: 0.52
parteDeAlgoComPropriedade Rendering:
trilateral(1.5);trilátero(1.5) lado pode fazer parte de algo que é trilateral

enfeite(1.0);adorno(0.98);ornato(0.80) Confidence: 0.42
fazSeCom Rendering:

jarro(1.71);jarra(1.29);vaso(0.63) enfeite pode fazer-se com jarro

loureiro(2.33);louro(2.0);papagaio(0.75) Confidence: 1.11
membroDe Rendering:

)0.1(saecárual saecárualedorbmemmuresedoporieruol

Fig. 4. Examples of discovered synset connections, their computed confidence, and
their rendering, used in the crowdsourced evaluation.

Results: The previous measure was computed between all pairs of discovered
fuzzy synsets, with a cut-point of 0.1, for relation triples of any type that were in
at least two resources. A total of 52,504 synset connections were discovered, with
a score higher than 0. As those did not include triples between words without
synonyms, and thus not in the discovered fuzzy synsets, in a second step, when a
word w involved in a triple was not in any synset, a new synset Sw containing just
that w was created, with µ(w,Sw) = 1.0. In the end, 406,751 additional synset
connections were made, with at least one synset with a single word. Moreover,
13,542 new single-word synsets were added to the 20,315 multiword synsets
discovered earlier.

Evaluation: To assess the quality of the discovered synset connections and
the suitability of their computed confidence, we relied once again on Crowd-
flower, where a random selection of 930 synset connections were uploaded. These
included only connections where at least one synset had more than one word. To
make labelling faster for the contributors, the following was done before upload-
ing: (i) only the first word of each synset was used, as we noticed that they are
often the most representative for the underlying concept; (ii) each triple was ren-
dered to a natural language sentence, depending on the relation type. Contribu-
tors could label each rendering as either: (i) correct; (ii) incorrect; or (iii) unsure.
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Figure 4 illustrates, at the same time, the output of the fuzzy attachments and
of the evaluation samples. It includes the first three words and respective mem-
berships of several synset connections in the sample, their computed confidence,
and the textual rendering shown to the contributors.

Figure 5 shows the results of the crowdsourced evaluation and the evolution
of the correct connections for increasing cut-points. It also presents the propor-
tion of answers where the contributors were unsure and insights on the size of
the fuzzy wordnet for the same cut-points, namely the number of synsets and
connections between them. Once again, the initial quality is far from impressive:
49.5 % renderings were labelled as correct and 44.3 % as incorrect. Agreement
was also lower, 70 %. It should still be noted that connections between two
single-word synsets, with a higher chance of being correct, were not used. Not
to mention that, in some cases, the used renderings might be too limitative and
they show just one word per synset. Moreover, though less consistently than
for the synonyms evaluation, quality still increased for higher cut-points, which
indicates that the computed score behaves as a confidence measure. At the same
time, the number of connections is drastically reduced each time the cut-point
increases, especially from 0 to 0.25.

Cut
Triples Size

Correct Unsure #synsets #conns

0.00 49.5% 6.2% 33,857 459,255
0.25 55.0% 6.0% 33,857 25,966
0.50 62.3% 4.5% 33,844 7,657
0.75 64.1% 6.4% 33,692 3,347
1.00 72.1% 4.7% 33,229 1,724
1.25 79.2% 4.2% 9,117 1,212
1.50 72.0% 4.0% 7,770 590
1.75 64.3% 0.0% 3,781 336
2.00 69.2% 0.0% 3,042 153
2.25 71.4% 0.0% 1,537 127
2.50 83.3% 0.0% 1,061 66
IAA 70%

Fig. 5. Evolution of the correct triples while increasing the cut-point.

After a shallow error analysis, we noticed that there were several renderings
that should have been labelled as correct, but were not. Those included connec-
tions with confidence higher than 1.8, such as (origem antonimoDe término),
(dicéfalo dizSeDoQue ter duas cabeças), or (planta hiperonimoDe bisnaga).
Although we asked the contributors to confirm their answers in electronic dictio-
naries and check for less known senses, or to mark unknown answers as unsure,
most of them were probably less experienced or have answered the questions too
fast, thus not following the instructions strictly.

5 Conclusion and Further Work

The first experiments towards the automatic creation of a fuzzy Portuguese
wordnet, through the exploitation of redundancy in available lexical-semantic
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resources, were presented. The projected wordnet combines the advantages of an
automatic creation approach, including lower creation effort for a broad-coverage
resource, with the option of controlling the quantity-quality trade-off, with a
confidence cut-point. Synsets, discovered from synonymy networks, have words
with variable memberships, and they can be connected, by semantic relations of
different types, to other synsets, also with variable degrees.

A preliminary version of the resulting wordnet is available, in a non-standard
format, from http://ontopt.dei.uc.pt, under the option CONTO.PT. We are still
studying alternatives for representing CONTO.PT with standard formats, such
as RDF/OWL.

Besides dealing with the previous issue, there is additional work to do. Alter-
native ways of computing confidence from redundancy should be explored, espe-
cially on the synset attachment, where the current measure seems to be biased
towards smaller synsets. In order to measure progress, we can use the annotated
data collected from crowdsourcing or, given the limitations of the previous, a
more controlled evaluation might be performed by more experienced and trust-
ful judges. It should also be analysed whether the synset memberships can be
adjusted when connecting synsets. For instance, if several words of the same
synset share a relation with another word, their memberships may increase.

It should be added that, although applied to Portuguese, this approach can
be used to create fuzzy wordnets in other languages, as long as there are avail-
able computational lexical resources, whether they are dictionaries, thesauri,
wordnets or even relations extracted from corpora.
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Abstract. The semantic annotation of corpora has an important role to
play in ensuring that sentences occurring in natural language texts are
correctly understood based on their intended context. Two examples of
lexical semantic units that contribute to this knowledge are word senses –
which allow words with multiple meanings to be understood based on
the context in which they are used – and named entities – which can
be disambiguated and linked back to the specific encyclopedic resources
that describe them.

In this paper, we describe the construction of lexical semantically-
annotated corpora for Portuguese, annotated with both word senses
linked to senses in a Portuguese wordnet and named entities linked
to Portuguese Wikipedia entries using DBpedia. The result is a gold-
standard lexical semantically-annotated resource that is useful in sup-
porting the training and evaluation of tools for the disambiguation of
these lexical units in Portuguese.

Keywords: Annotated corpora · Lexical semantics · Word senses ·
Named entities · Portuguese

1 Introduction

The representation of complex semantic linguistic features and information in the
annotation of corpora has resulted in the availability of increasingly sophisticated
resources for natural language processing (NLP) tasks. Word sense disambigua-
tion (WSD) – annotating words that have more than one meaning in the lexicon
with a suitable label that refers to correct sense of that word in the context in
which it was used – and named entity disambiguation (NED) – determining the
identity of the entities mentioned in a text and then linking them to the corre-
sponding information in existing knowledge bases – are two such semantic tasks
whose representation in corpora can be vital for the training and evaluation of
NLP tools.

An example of a simple case for WSD would be the English word ‘bank’ – this
might refer either to the financial institution or to the slope of land by the side
of a river, and the chosen sense would usually be represented by an entry from a
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stand-alone knowledge base or ontology such as WordNet [6], where nouns, verbs,
adjectives and adverbs are stored as sets of synonyms or ‘synsets’ and linked by
their semantic relations. Similarly, a simple case for NED would be a phrase
such as ‘The President lives in the White House’, in which ‘President’ would be
recognized as an entity and annotated with a tag denoting ‘person’, and ‘White
House’ with a tag denoting ‘location’ and would usually be represented by a link
to a descriptive entry in a database such as DBpedia [8], a large-scale multilingual
knowledge base extracted from 111 language editions of Wikipedia.1 However,
most of the available annotated corpora for Portuguese contain other types of
semantic information, such as the semantic role of phrases within sentences [2] or
the semantic type of named entities [1] – specific information about word senses
and named entities senses is not yet represented.

In this paper, we describe the creation of new Portuguese corpora annotated
with lexical semantic units, CINTIL-WordSenses and CINTIL-NamedEntities.
The new corpora are built upon the CINTIL International Corpus of Portuguese
[1] and are annotated with synset identifiers selected from the Portuguese Multi-
WordNet [9] (word senses) and with links to appropriate Portuguese Wikipedia
entries extracted from DBpedia (named entities). Our contribution is a pair of
gold-standard annotated datasets for Portuguese that can support the develop-
ment of WSD, named entity recognition and classification (NERC) and NED
tools, either as dedicated training materials or as a baseline against which Por-
tuguese tools can be evaluated.

We first describe some related work (Sect. 2) before outlining the construction
of our corpora (Sect. 3) – focusing on the CINTIL corpus we build upon, its
enrichment with word senses, linking disambiguated named entities to it, and
the resulting corpora statistics. Next, we describe some of the issues encountered
and the future work necessary to develop the corpora (Sect. 4), before offering
our concluding remarks (Sect. 5).

2 Related Work

While there are various semantically-annotated corpora in existence in other
languages, there are relatively few examples in Portuguese. In the case of NED,
recent work by Santos et al. [13] describes their efforts to resolve the linking of
named entities in Spanish and Portuguese texts to Wikipedia pages, and outlines
that their approach is based on extracted dumps of the Spanish and Portuguese
versions of Wikipedia and XLEL-21, a dataset developed to support the training
and evaluation of cross-language named entity linking systems in twenty-one
languages other than English. However, our understanding is that these datasets
are based not on spontaneously occurring natural language in context, but rather
on lists of singular entities mapped to the links of corresponding Wikipedia pages.

In their work on WSD for Portuguese, Nóbrega and Pardo [11] describe
evaluating their work against a manually-annotated subsection of the CSTNews
corpus [12], the original version of which contains 140 news texts grouped by
1 Wikipedia, the free encyclopedia: http://en.wikipedia.org.

http://en.wikipedia.org
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topic – 2,088 sentences amounting to 47,240 words. Due to the difficulty and
time constraints of their annotation task, they annotated only a small portion of
the original corpus – the most frequent 10 % of nouns in each of the 50 clusters
that they divided the texts into – resulting in 4,366 annotated words in total.
An additional caveat of their work is that their approach relies on translating
ambiguous terms to and from English and using the English WordNet for the
disambiguation and annotation tasks.

Both of these examples highlight the importance – for both the training and
the evaluation of tools – of having a large, dedicated corpora of Portuguese,
accurately annotated with word senses and with named entities. For WSD,
annotating ambiguous terms with senses from a Portuguese-specific lexicon is
important, while for NED annotating named entities as they occur in natural
language – as opposed to relying solely on datasets with stand-alone entities
mapped to Wikipedia or DBpedia – will be beneficial for the training of NED
and also NERC tools. Finally, the example provided by previous work on WSD
for Portuguese highlights how useful it would be to have corpora of a much larger
size, to better account for the variety found in natural language.

3 Constructing the Corpora

This section describes the CINTIL International Corpus of Portuguese, the lex-
ical semantically-annotated corpora that have been built upon it - CINTIL-
WordSenses and CINTIL-NamedEntities - and the tools and processes used to
annotate these new resources.

3.1 The CINTIL International Corpus of Portuguese

The CINTIL International Corpus of Portuguese [1] is a linguistic resource of
1 million tokens containing data from both written sources and transcriptions
of spoken Portuguese – the written part, sourced mainly from newspaper arti-
cles and short novels, comprises approximately 700,000 tokens. After first being
manually annotated with (a) accurate sentence, paragraph and token boundaries;
part-of-speech and morphosyntactic categories; inflectional features; and named
entities boundaries and semantic types, the corpus was then used to train (b) the
sentence chunker; tokenizer; POS tagger; lemmatizer; conjugator; nominal inflec-
tor; and named entity recognizer that collectively form the LX-Suite [5]. For the
existing version of CINTIL on top of which our lexical semantically-annotated
corpora are built, this progressive process of manual annotation, verification and
subsequent re-training of the auxiliary annotation tools has ensured that all of
the tokens in the existing corpus have been hand annotated and verified, and
that the whole of the corpus has been used to train the LX-Suite.

The CINTIL corpus continues to be extended and developed following its
original construction. CINTIL-DeepGramBank [4] includes deep grammatical
representations, with the output of LX-Gram [3] – a dedicated deep linguis-
tic grammar for Portuguese – having been manually verified by Portuguese
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linguististic experts to extend CINTIL with representations of deep linguistic
treebanks. This was followed by CINTIL-PropBank [2], whereby syntactic con-
stituency trees from CINTIL-DeepGramBank have been leveraged and enriched
with semantic role tags to construct a complete PropBank with both syntactic
and semantic levels of annotation.

3.2 Enriching CINTIL with Word Senses

CINTIL-WordSenses is the result of the manual assignment of appropriate sense
or meaning labels to words that are lexically ambiguous, taking into account the
context in which they appear in a given sentence. For example, given a phrase
such as ‘John deposited Mary’s money in the bank’, words such as ‘deposit’ and
‘money’ give us enough context to determine that the word ‘bank’ refers to the
financial institution, and not to the slope of land at the side of a river.

The Word Sense Annotation Tool. CINTIL-WordSenses was annotated
using our own graphical user interface tool for assigning synset identifers from
WordNet-style lexicons to pre-tagged input texts, LX-SenseAnnotator [10]. The
tool was developed to provide a more user-friendly way to annotate texts with
word sense information, as part of our research into WSD for Portuguese. The
initial version of the tool was developed specifically to provide us with a flexible
way to complete the word sense annotation task, after deciding that a gold-
standard corpus for use in our WSD tasks was needed.

LX-SenseAnnotator requires that input texts have already been processed
using the LX-Suite [5], resulting in tokens already being lemmatized, POS-tagged
and morphologically analyzed – the POS-tagging in particular makes it very
straightforward to separate the input text according to tokens that can (i.e.
open-class words) and cannot be annotated. Loaded text is displayed in a text
panel, with potential candidates for annotation marked in red and those words
that have already been annotated marked in green. To the right of the interface,
a second text panel displays the available senses of a given word to the annotator.

Annotators are able to choose from senses (synsets) extracted directly from
the Portuguese MultiWordNet. On highlighting an ambiguous word, the main
lemma, POS and the eight-digit synset identifier for each possible sense that
could be assigned are displayed by LX-SenseAnnotator, as well as the avail-
able synonyms of the synset and a selection of other semantically-related words
(hypernyms, hyponyms, holonyms etc.) that offer additional context. As will be
described in the next sections, annotators were only able to select from the words
and synsets present in the Portuguese MultiWordNet, and as expected not all
of the open-class words in the corpus were annotated.

The Word Sense Annotation Task. Sections of the CINTIL corpus – divided
into short segments of around 50 sentences each – were given to a team of
linguistic annotators whose task was to select the correct sense for words in a
given sentence, taking into account the discursive context in which the word
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is used. The available senses (synsets) from which annotators can choose come
directly from the Portuguese MultiWordNet, which currently stands at around
19,700 verified synsets. For example, given a simple phrase such as:

“Produção nacional e qualidade são os objectivos.”

A rough translation of which would be:

“National production and quality are the goals.”

We might wish to add the following synset identifiers to the open-class words,
linking them with their correct sense (synset) in the wordnet:

“Produção (00600686) nacional e qualidade (00765551) são os objectivos
(00884793).”

Within the Portuguese MultiWordNet – as with the English WordNet [6] – the
open-class words that account for most of the occurrences of semantic ambiguity
in natural language are represented by groups of terms or ‘synsets’, each of
which represents a specific meaning or concept for which multiple words may
be appropriate. Each synset is linked to others by semantic relations – such
as synonymy, hyponymy, hypernymy etc. – and is labeled using an eight-digit
number that acts as a unique identifier and can be used to represent the meaning
of a word that a human annotator might assign it to (see the above example).

3.3 Linking Disambiguated Named Entities in CINTIL

CINTIL-NamedEntities has been created by manually linking pre-recognized
named entities to appropriate Portuguese Wikipedia URIs via their entries in
DBpedia. For example, the word ‘Portugal’ on being recognized as a named
entity of semantic type ‘LOC’ (location) would be annotated with a link to the
DBpedia entry for the country of Portugal in its geographical sense. Prior to the
disambiguation and annotation task, the corpus was automatically tagged using
LX-NER, a hybrid rule-based and statistical NERC tool for Portuguese [7]. For
the task this paper describes we have focused particularly on the annotation of
entities in the names category, which includes types for locations (LOC), organi-
zations (ORG), persons (PER), events (EVT), works (WRK) and an additional
miscellaneous (MSC) category.

Brat. The disambiguation and annotation task was completed using version 1.3
of the brat annotation tool [14],2 a web-based annotation system with several
features that make it a good choice for our task. b Brat runs directly in the
browser – meaning that there is no installation of specific software required for
the human annotator – and has an intuitive user interface that allows annotators
to define the span of a named entity simply by dragging a selection over text and
then selecting the tag to be assigned from a pre-defined drop-down list. Recent
2 Available from: http://brat.nlplab.org.

http://brat.nlplab.org
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versions of brat also have built-in support for normalization [15], which allow
annotations to be associated with external resources. In the context of our task,
this allows annotators to associate each disambiguated named entity with its
corresponding Portuguese Wikipedia page entry in DBpedia.

Disambiguating and Annotating Named Entities. The task of disam-
biguating and annotating named entities was performed on a version of the
corpus that had already been pre-processed using our in-house NERC tool, LX-
NER. As well as helping the linguistic annotators to identify the ambiguous
named entities within the text, having the entities recognized and classified prior
to the start of the task allowed for entities to be fed to a pre-annotation normal-
ization script that could associate them with the Portuguese Wikipedia pages
in DBpedia’s database [8]. Therefore, the linguistic annotators’ task was not
concerned with the recognition or coarse classification of the entities themselves,
but instead on first verifying that the normalization was correct, and then on
choosing the appropriate DBpedia entry for the named entity in question.

To complete the disambiguation task, annotators had to take into account
both the tag assigned to the entity by LX-NER and the discursive context in
which the entity occurs. Often, the same word could be associated with different
Wikipedia entries, depending on the context in which it is used – for example,
the word ‘Portugal’ with the LOC tag should link to the Wikipedia page for
the country of Portugal in the geographical sense, while the same word with
the ORG tag would be better linked to the Wikipedia page for the Portuguese
government.

3.4 Semantically-Annotated Corpora Statistics

The final result of the annotation of the corpora is a language resource for
Portuguese of 23,825 word sense-annotated and 30,493 named-entity annotated
sentences3 (see Table 1). For word senses, from a total of 508,717 tokens there
are 193,443 open-class (potentially ambiguous) words, of which 45,502 (23.52 %)
were manually disambiguated and annotated with synset identifiers from the
Portuguese MultiWordNet. For named entities, from a total of 684,467 tokens
there were 26,371 entities recognized by LX-NER during pre-processing, of which
16,120 (61.13 %) were manually disambiguated and annotated with links to their
appropriate DBpedia entries. Both corpora – CINTIL-WordSenses and CINTIL-
NamedEntities – are available via META-SHARE.4

To create these first versions of both CINTIL-WordSenses and CINTIL-
NamedEntities, the sections into which the corpus was divided for each task were
each assigned to a single annotator. In the future, we plan to annotate each section
of the corpus again with a different annotator (for inter-annotator agreement)
3 In this first version of the word sense annotation task, fewer sentences were distrib-
uted to annotators than in the named entity disambiguation task. These gaps will
be addressed in future versions of the word sense annotation task.

4 Accessible from: http://www.meta-share.eu/.

http://www.meta-share.eu/
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Table 1. Composition of the lexical semantically-annotated corpora for Portuguese,
CINTIL-WordSenses and CINTIL-NamedEntities.

WordSenses NamedEntities

Sentences 23,825 30,492

Tokens 508,717 684,467

Senses:

Potentially Ambiguous 193,443 —

Manually Annotated 45,502 (23.52%) —

Entities:

Recognized (LX-NER) — 26,371

Manually Annotated — 16,120 (61.13%)

and to introduceaprocess of adjudication, such that the reliability ofboth resources
can be properly quantified.

4 Future Work and Development of the Corpora

Following the creation of CINTIL-WordSenses and CINTIL-NamedEntities,
there are a number of possible improvements – affecting both the word sense
and named entity annotation tasks – that can be considered going forward in
order to continue the development of the corpora.

4.1 Gaps in the Resources Essential to Disambiguation

For both annotation tasks, some gaps are apparent in the lexical resources used
to disambiguate word senses and to normalize named entities. In the case of
CINTIL-WordSenses, we encountered some examples where the task would be
improved by extending the Portuguese MultiWordNet used by the human anno-
tators. The usual case is of words not having an entry present in the wordnet, but
there were other cases in which while synsets may currently exist that contain the
word in question, these synsets represent alternative meanings to the one most
appropriate for the given context. For example, there is a well-formed synset
for the word ‘corredor’ (‘athlete’ or ‘runner’ in English) in the wordnet, but
currently no synset representing the alternative meaning of the word ‘corredor’
(‘hallway’ in English). The homonymous Portuguese words ‘corredor’ (‘hallway’)
and ‘corredor’ (‘runner’) – with one of these senses being well-represented and
another not available at present – highlight the positive impact that growing the
Portuguese wordnet will have on future versions of CINTIL-WordSenses.

Similarly, in the case of CINTIL-NamedEntities, it was not possible to pro-
vide normalized links for all of the named entities discovered by LX-NER tool,
as many of them had no suitable entries in DBpedia – in these cases, anno-
tators marked the entities in question as ‘Not found’ during the annotation.
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There were also cases in which the entity in question is more specific than the
available DBpedia entry (or vice-versa), cases that annotators currently account
for by adopting a ‘generalized’ annotation approach. For example, given a more
abstract or ambiguous entity (to use an English example, ‘President of the United
States’), the annotator will link the entity to the most specific appropriate entry
in DBpedia (i.e. ‘Barack Obama’) if it can be identified by context, or otherwise
to the DBpedia entry of the more general concept (i.e. ‘President of the United
States’). This generalized annotation approach is also used when a DBpedia
entry for a very specific named entity cannot be found. For example, many of
the journalistic texts in the original corpus come from one of the numerous sup-
plementary sections of the Portuguese newspaper ‘Diário de Not́ıcias’, such as
‘DN - Internacional’. These specific sections of the newspaper often appear as
named entities in the corpus, but because DBpedia does not contain entries for
the individual sections the entities must instead be linked to the less-specific
page of the newspaper, ‘DN - Diário de Not́ıcias’.

4.2 Problems Inherited from Prior Tagging and Annotation

The prior annotation of the original corpus has also introduced some consider-
ations for the development of both the word sense and named entity annota-
tion tasks, usually as a result of discrepancies in the existing POS tagging or
incorrectly recognized named entities. For example, previous annotation schemes
allowed for nominal multi-word expressions (MWEs) to be compositionally anno-
tated – for example, ‘sala de estar’ (‘living room’ in English), adverbial MWEs
such as ‘em prinćıpio’ (‘in principle’ in English), or prepositional MWEs such as
‘por volta de’ (‘around’ in English). The initial version of the word sense annota-
tion tool used to annotate CINTIL-WordSenses reads input texts as individual
tokens, and so currently only allows for nominal tokens (i.e. ‘sala’, ‘prinćıpio’,
‘volta’) to be annotated with synset identifiers. Given that the disambiguation
of these expressions relies on the role that each word plays in the compositional
sense formed with the other words in the expression, future versions of the task
– and the resulting corpus – could be greatly improved by updating the word
sense annotation tool to allow for compositionally annotated expressions to be
understood, and to link to compositional terms representing these expressions
(as opposed to nominal tokens only) in the Portuguese MultiWordNet.

Considering also CINTIL-NamedEntities, a number of entities have been
incorrectly tagged prior to the task by LX-NER – consider the sentence:

“Estas declarações não escondem as divergências entre Paris (LOC) e
Washington (LOC)”

Which could be roughly translated as:

“These statements make clear the differences of opinion between Paris
(LOC) and Washington (LOC)”

In this example, ‘Paris’ and ‘Washington’ would both have been better tagged as
ORG than LOC – however, we have chosen not to disambiguate such occurrences
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at this stage. Instead, we intend to improve CINTIL-NamedEntities in future
versions by first correcting the erroneous output from the LX-NER tool, and
then by retraining our tools on the corrected output.

5 Conclusions

We have described the creation of two new lexical semantically-annotated cor-
pora for Portuguese – CINTIL-WordSenses and CINTIL-NamedEntities – man-
ually disambiguated and annotated with word senses and with named entities
linked to appropriate Portuguese Wikipedia entries using DBpedia, respectively.
Our work contributes gold-standard lexical semantically-annotated resources
that can be used in the development of WSD, NERC and NED tools for
Portuguese, either as dedicated data for the training of such tools or as a baseline
against which their output can be evaluated.

We are now continuing with the development of the corpora, for which our
immediate attention is on implementing inter-annotator agreement and adjudi-
cation steps in the next version to properly quantify the accuracy and reliability
of the resource. Following this, we will then focus on addressing some of the
issues encountered in Sect. 4 – manually correcting some of the existing errors
inherited from pre-processing (concerning MWEs and recognized entities in par-
ticular) will allow us to retrain our existing tools on the corrected output, and
to continue developing the corpora in the knowledge that it becomes a more
reliable resource with each version.
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Abstract. The availability of annotated corpora for research in the area
of Readability Assessment is still very limited. On the other hand, the Web
is increasingly being used by researchers as a source of written content to
build very large and rich corpora, in the Web as Corpus (WaC) initiative.
This paper proposes a framework for automatic generation of large cor-
pora classified by readability. It adopts a supervised learning method to
incorporate a readability filter based in features with low computational
cost to a crawler, to collect texts targeted at a specific reading level. We
evaluate this framework by comparing a readability-assessed web crawled
corpus to a reference corpus (Both corpora are available in http://www.
inf.ufrgs.br/pln/resource/CrawlingByReadabilityLevel.zip.). The results
obtained indicate that these features are good at separating texts from
level 1 (initial grades) from other levels. As a result of this work two
Portuguese corpora were constructed: the Wikilivros Readability Corpus,
classified by grade level, and a crawled WaC classified by readability level.

Keywords: Readability assessment ·Web as a corpus · Focused crawling

1 Introduction

Readability assessment has been a popular and important research topic for
many decades, and by the 1980 s more than a thousand papers had already
been published discussing more than 200 different proposed readability formulas
[6]. This is in part due to the fact that determining the reading level of a given
document is a very subjective task, and many different semantic (e.g. word usage)
and syntactic (e.g. sentence length) metrics can be used to offer an automatic
complexity evaluation. It is also a consequence of the importance of readability
level assessment in practice, which aims to, for example, support educators in
selecting appropriate reading materials for students [3,25] or for people with
intellectual disabilities [7].

With advances in Natural Language Processing and Machine Learning, this
problem has often been viewed as a classification task and more complex fea-
tures have been used to determine if a given text belongs in a predetermined
c© Springer International Publishing Switzerland 2016
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reading level, such as those derived from n-gram language models [21,23,28].
The Coh-Metrix system [13,17], for example, analyzes more than 200 features
to determine text cohesion and readability. Nonetheless, these features generally
incur in a high computational cost, often relying, for example, in parsing and
annotation of the entire corpus while simpler features have been shown to be
strong predictors of text readability [11]. Moreover, the availability of annotated
corpora for research on this task is limited [21], frequently consisting of manually
adapted content.

In this context, we propose a framework for the automatic generation of
readability-assessed corpora, which adopts a supervised learning method to
incorporate a readability filter with various low-cost complexity features in a
crawler. As a consequence the framework can be used to collect suitable texts
targeted at a pre-selected reading level. As a case study we focus on Brazilian
Portuguese, but the framework could be straightforwardly adapted to other lan-
guages. Evaluation was performed by analyzing the correlation between a web
crawled corpus classified by readability and a reference corpus. The results indi-
cate that these low-cost features are good predictors of level 1 (initial grades)
texts. While levels 2 (high school) and 3 (college) do differ in content, they
seem to have no clear lexical or syntactic differences that could be measured
by these features. As a result of this work two corpora were constructed: the
Wikilivros Readability Corpus, classified by age, and a crawled WaC classified
by readability.

This paper is structured as follows. In Sect. 2, we discuss some relevant work,
while Sect. 3 presents the methodology and materials used in the experiments.
Section 4 describes the evaluation method and results. We finish with conclusions
and ideas for future work.

2 Related Work

Readability assessment has for a long time been a topic of interest, generating
influential works like those by Flesch [10], Coleman and Liau [5], and Stenner [26].
Each proposes a set of measures for calculating the readability level of a given text.
For instance, Flesch created the famous index of the same name which calculates
readability based on the number of syllables per word and the number of words per
sentence. The Flesch index is still broadly used today, being included in popular
text editing tools such as Microsoft Word. Although originally designed for assess-
ing English texts, it was adapted for Portuguese by Martins [16], by observing that
Portuguese texts scored in average 42 points less than their English counterparts,
due to the fact that Portuguese words present a higher average number of sylla-
bles because of its Graeco-Latin origins. The Coleman Index, on the other hand, is
based on the average number of letters and sentences per hundred words [5], while
the Lexile framework [26] combines word frequency counts and sentence length.
The Dale-Chall formula combines sentence length and percentage of words not
found on a list of 3000 easy words [4]. The open version of the Coh-Metrix sys-
tem [18] analyses text cohesion and readability based in 108 different features,
such as the incidence of connectives and pronouns.
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More recently, readability assessment has been viewed as a classification task,
with machine learning algorithms being trained with features that include some
of these measures. For instance, Petersen and Ostendorf [21] propose the use of
Support Vector Machines to combine features from language models, parsers and
classic readability indexes to automate the task of selecting appropriate materials
for second language learners. In their work they employ text classification and
feature selection. The SVM models are trained on texts for children with reading
level indicated by, for instance, the Weekly Reader, an educational newspaper with
versions targeted at different grade levels, and are contrasted with other corpora
consisting of articles for adults. They also discuss the large variability observed in
the assessments of multiple human annotators and the poor agreement of those
assessments with the reference corpora, showing that a well-trained system can
achieve better results considering the desired conventions.

Feng et al. [8] also treat readability assessment as a classification task, eval-
uating how accurately features used to train these classifiers can predict if a
given text is suited for a particular age group. Their best combination of fea-
tures results in a 72 % accuracy. On similar lines Vajjala and Meurers [28] apply
readability features and machine learning to classify a corpus of subtitles in
terms of target audience age group. In relation to the features, François and
Miltsakaki [11] compare the contribution of classical vs non-classical features and
the effects of different machine learning algorithms. They focus on French and
observe that the classical features are strong single predictors of text readability.

Scarton et al. [24] experimented with different features, machine learning
algorithms and feature selection strategies for classifying Portuguese texts as
simple or complex and obtained good results using Support Vector Machines.
Automatic reading level assessment can be combined with simplification as an
evaluation of the outcome of simplification, determining whether more simplifi-
cation is needed or the desired reading level was reached [12].

With the increasing availability of language materials in the World Wide
Web, repositories of texts not only include carefully curated collections, but also
data from the web. Indeed, initiatives for treating the Web as Corpus include
the WaCky (Web-As-Corpus Kool Ynitiative) framework which has been used to
produce very large corpora for different languages [1], including Portuguese [2].
Ferraresi and Bernardini [9] also explore this idea of a focused Web as Corpus,
developing acWaC-EU, a large corpus of non-native English academic pages from
European universities to study the differences in language usage. Given this rich
and ever growing source of texts, it is important to understand how they can be
better leveraged, especially considering their heterogeneity and the ubiquitous
presence of noise. For instance, regarding the application of readability mod-
els to texts from the web, Vajjala and Meurers [27] achieve good classification
performance across different corpora, consisting of different genres of texts and
different targeted age groups.

In this paper, we build on these works and propose a framework for the
dynamic collection of texts from the web assessed according to readability fea-
tures as a way of obtaining large amounts of text content that is suitable for
particular reading levels.
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3 Materials and Methods

The readability-focused Web-as-Corpus construction framework that we present
consists of a focused crawler equipped with a readability assessment module. It
adopts the pipeline proposed by Baroni et al. [1], which consists of four steps
(1–2 and 4–5), and adds an intermediate step (3) for readability assessment:

1. identification of an appropriate set of seed URLs,
2. post-crawl cleaning,
3. readability assessment,
4. near-duplicate detection and removal, and
5. annotation.

For the first step, seed selection, we followed the same procedure applied
in the construction of the brWaC [2]. We selected random pairs of medium
frequency words (between a hundred and ten thousand occurrences) from the
Linguateca1 word frequency list2 after the removal of stopwords. This list of
bigrams was used as input to a search engine API (Microsoft Bing)3, and the
top ten results for each bigram were selected. This procedure aims at increasing
corpus variety while avoiding undesirable pages such as word definitions.

For the second and third steps we used the Web as a Corpus Toolkit [29], a
toolkit in Perl based on the principles of Web as corpus construction, which was
chosen due to its modular and easily extensible architecture.4 In the post-crawl
cleaning, the toolkit applies several filters, removing non-HTML content, very
small or large pages and boilerplate based on HTML tag density. We also intro-
duced a stopword density filter to remove texts with less than 25 % of stopwords,
which are unlikely to be content texts [22]. This filter also helps to eliminate any
possible non-Portuguese texts resultant from the crawling phase.

In the third step, the readability assessment module eliminates all the doc-
uments that are not suitable to the specified target level, using the features
described in Sect. 3.1. This reduces the amount of data effectively processed by
the subsequent modules, minimizing the annotation cost of the relevant target
readability level.

In the near-duplicate detection and removal stage all documents with more
than 60 percent of duplicated sentences were discarded by the toolkit. This is
important to avoid duplicated content in the corpus, since many search engine
results can point to similar texts and this would make the corpus size a bad
metric for content variation.

In the last step, the resulting corpus was compiled as a vertical file and
annotated. Figure 1 summarizes the operation of the complete pipeline. We also

1 http://www.linguateca.pt/ACDC/.
2 http://dinis2.linguateca.pt/acesso/tokens/formas.totalbr.txt.
3 http://www.bing.com/toolbox/bingsearchapi.
4 The toolkit is divided in a web crawling module, several combinable filter modules,

a deduplication module and a post-processing module responsible for the annotation
and compilation of the corpus.

http://www.linguateca.pt/ACDC/
http://dinis2.linguateca.pt/acesso/tokens/formas.totalbr.txt
http://www.bing.com/toolbox/bingsearchapi
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Fig. 1. The adapted Web-as-Corpus pipeline

extended the toolkit to include all the text complexity features calculated as part
of the document header in the vertical corpus file. Then, depending on whether
the classification filter is enabled or not, the document level classification can
also be kept as a document annotation.

3.1 Readability Assessment

The readability assessment module is responsible for calculating several read-
ability features for each document, that are subsequently used as input to a
machine learning classification model. The features used in this module were
selected based on efficiency, given the potentially very large sizes of the collected
corpora, and on the information available for each document at this stage:

Type Token Ration (TTR): is a measure of lexical diversity that calculates
how often the different types are repeated in a given corpus.

Flesch index (Flesch): this classic lexical and syntactic complexity mea-
sure [10] is based on the number of syllables per word and the number of words
per sentence and is commonly included in readability models. We used the Por-
tuguese version, adapted by Martins [16], calculated as Eq. 1:

Flesch = 248.835 − 84.6 × SPW − 1.015 ×WPS (1)

where SPW is the number of syllables per word and WPS is the number of words
per sentence. This formula produces a value from 0 to 100, which is generally
interpreted in a four-level scale of increasing ease of readability: very difficult (0
to 25), difficult (25 to 50), easy (50 to 75) or very easy (75 to 100).
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In order to compute the number of syllables of each word, we used a rule-
based syllabification tool, which achieved a performance of 99 % correctly syl-
labified words [20].

Coleman-Liau index (Coleman): this measure indicates the US grade level
necessary to understand a given text and is based on the average number of
letters and sentences per a hundred words [5], calculated as in Eq. 2:

Coleman = 0.0588 × LP − 0.296 × SP − 15.8 (2)

where LP means letters per a hundred words and SP means sentences per a
hundred words.

Average word length and standard deviation (AWL): this measure is
based on the assumption that more complex texts are likely to include longer
words, due to the more frequent presence of prefixes and suffixes. These longer
words are generally seen as more difficult, since they have combination of mean-
ings (affix meaning plus base meaning), and they tend to be less frequent in
simpler texts.

Average number of word senses and standard deviation (Senses): in
this work this is implemented as the number of synsets in which each word
appears according to the Portuguese data on BabelNet [19]. This measure is
derived from the assumption that words which are more commonly used, and
thus more easily understood, tend to have multiple meanings in the language.

Average word frequency in a general corpus and standard deviation
(AFGC): based on the assumption that words with high frequencies are likely to
be more familiar and well known to more readers, and consequently be included
in more text levels, while rarer words are more likely to be restricted to more
complex texts.

Incidence of unknown words (Unknown): the occurrence of words not
present in a dictionary (in this work, a 3 million Portuguese unigram list) can
be an indicative of more rare and complex, domain-specific words.

3.2 The Wikilivros Readability Corpus

A readability corpus composed of similar texts from at least three different
reading levels was constructed by selecting the HTML book library from the
Wikilivros website5, the Portuguese version of the Wikibooks initiative. These
books are separated in the following levels: 33 books used in the 1st to 9th grades
in the Brazilian education system (from now on called Level 1 ), 65 books used in
the 10th to 12th grades (Level 2 ) and 21 books used in college education (Level
3 ). Although they are divided into different levels, some overlaps between the
levels were observed. Under the assumption that books present in more than
one reading level would not be informative to determine text readability, these

5 https://pt.wikibooks.org/.

https://pt.wikibooks.org/
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Table 1. The Wikilivros Readability Corpus.

Metric Level 1 Level 2 Level 3 All

Number of documents 15 45 17 77

Number of sentences 7061 17755 14049 38865

Average sentence size in words 15.70 15.72 17.20 16.20

Type 12622 26547 15293 54462

Token 111401 281436 243472 636309

TTR 0.11 0.09 0.06 0.08

overlaps were discarded. The resulting corpus, the Wikilivros Readability Cor-
pus (WRC) is described in Table 1, while its readability features are shown in
Table 2.

The corpus size per level was then normalized by randomly selecting 15
documents (the size of the smallest group) from each level as the training set.

Table 2. Readability features in the Wikilivros Readability Corpus. Standard Devi-
ation is shown in brackets.

Feature Level 1 Level 2 Level 3 All

Flesch 55.8 45.5 46.1 47.6

Coleman 10.3 11.7 11.6 11.4

AWL 4.82 (2.90) 4.99 (3.08) 4.97 (3.21) 4.95 (3.08)

AFGC 530181 (835457) 553806 (849364) 576357 (876828) 554183 (852718)

Senses 11.45 (10.18) 11.14 (9.67) 11.73 (10.08) 11.33 (9.86)

Unknown 0.2 % 0.6 % 0.5 % 0.5 %

4 Evaluation

The reference corpus presented in Sect. 3.2 and the features discussed in Sect. 3.1
were used to train a regression model (Sect. 4.1), which was evaluated in the
construction of a web crawled corpus looking to lexical and syntactic features
(Sect. 4.2).

4.1 Model

The WRC training set was used to build a classifier with SimpleLogistic [15]
model from the Weka toolkit [14], with the readability levels (1 to 3) as classes.
This linear model produces simple regression functions and applies automatic
feature selection. A regression model is appropriate for the numeric nature of
the classes, and the resulting equations where relevant features are weighted
fit our requisite of low computational cost calculation for the classification of
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web corpora, as shown in Eqs. 3, 4 and 5. The formula with the higher value
determines the appropriate class of a given document.

Level 1 = 18.43 + Unknown×−89.44 + AWLSTD ×−6.94 + SensesSTD × 0.32 (3)

Level 2 = 17.49 +Flesch×−0.03 +Senses×−0.91 +SensesSTD ×−0.58 (4)

Level 3 = −17.82 + AWL×−1.43 + AWLSTD × 7.94 (5)

This model achieved an average F-measure of 0.691 (0.741 for level 1, 0.645
for level 2 and 0.688 for level 3), with precision of 0.702 and recall of 0.689. These
results are compatible with those of Petersen and Ostendorf [21], where an SVM-
based detector obtained an average F-measure of 0.609 for a 4 level classification.
Both studies, however, are not directly comparable, given the different language
and evaluation setup applied.

In a qualitative analysis of the Wikibooks corpus, we observed that the dis-
tinction between level 1 books against the other two levels can be seen in the
lexical and syntactic level. It is possible to observe, for instance, the use of first
person singular and the direct addressing to a second person (the reader) in the
level 1 books. Sentences in this level tend also to be short and direct, presenting
information in a very clear way. Texts from both level 2 and 3 have no clear
difference in the way they were written, apart from the educational content they
convey. For this reason, we selected level 2 as a negative class in the comparative
study against Level 1 in Sect. 5.

4.2 Corpus

The pipeline for WaC crawling (Sect. 3) was used to collect more than 5000 web
pages that compose our validation corpus, the readability-assessed WaC. This
corpus was processed by the classifier (Sect. 4.1) and is described in Tables 3
and 4. The difference in proportions between the WRC and the readability-
assessed WaC, the latter being almost a hundred times larger, illustrates the
advantages of using automatically filtered web-crawled content to complement
manually generated materials.

Table 3. Readability-assessed crawled WAC.

Metric Level 1 Level 2 Level 3 All

Number of documents 1543 2881 1050 5474

Number of sentences 129323 236080 96498 461901

Average sentence size in words 13.59 15.27 17.40 15.42

Type 81018 151451 96322 328791

Token 1579323 3571962 1750491 6901776

TTR 0.051 0.042 0.055 0.049
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Table 4. Readability features for the readability-assessed crawled WAC. Standard
Deviation is shown in brackets.

Feature Level 1 Level 2 Level 3 All

Flesch 59.1 47.5 40.4 48.9

Coleman 9.79 12.0 13.69 11.8

AWL 4.75 (2.75) 5.11 (3.06) 5.35 (3.47) 5.07 (3.06)

AFGC 485385 (810291) 510310 (840530) 569913 (880637) 516202 (841150)

Senses 10.67 (9.82) 10.11 (9.10) 11.12 (9.91) 10.45 (9.44)

Unknown 0.4 % 3.4 % 5.5 % 3.1 %

5 Results

Due to the lack of a gold standard for the evaluation of a focused Web as Cor-
pus, for evaluating the generated WaC corpus we compared the linguistic proper-
ties between the readability-assessed WaC and the WRC, analyzing distributional,
lexical and syntactic properties such as frequency, dependency tags and subcatego-
rization frames. We compared level 1 class against level 2, as discussed in Sect. 4.1.

The first comparison uses the Jensen-Shannon divergence of the distribu-
tions, a symmetric and always finite variation of the Kullback-Leibler divergence.
Given two probability distributions P and Q, the Kullback-Leibler divergence
determines how much information is lost by using the latter to approximate
the former. The results from this analysis are shown in Table 5. We also calcu-
lated the Spearman’s rank correlation coefficient of the distributions6; results are
shown in Table 6. These analyses where applied to both lexical (e.g. word sur-
face forms, word lemmas) and syntactic (e.g. dependency tags, subcategorization
frames) distributions.

Observing the lexical features in Table 5, there is a smaller divergence
between the corpora in the same levels (WaC level 2 vs WRC level 2, and WaC
level 1 vs WRC level 1) than between different levels (WaC level 1 and WRC
level 2). Given that smaller Jensen-Shannon divergence values indicate more
similar data, the inner level divergence is smaller than the inter level divergence.
On the other hand, considering the syntactic features, WaC level 2 vs WRC level
2 presents a smaller divergence, but all the remaining scenarios are very close.

Table 5. Jensen-Shannon divergence analysis.

Lexical Syntactic

WaC Level 1 vs WRC Level 2 0.132 0.022

WaC Level 2 vs WRC Level 1 0.120 0.027

WaC Level 1 vs WRC Level 1 0.114 0.023

WaC Level 2 vs WRC Level 2 0.113 0.015

6 All correlations presented a significance level higher than 99%.



Crawling by Readability Level 315

Table 6. Spearman’s correlation analysis.

Lexical Syntactic

WaC Level 1 vs WRC Level 2 0.535 0.829

WaC Level 2 vs WRC Level 1 0.509 0.830

WaC Level 1 vs WRC Level 1 0.527 0.834

WaC Level 2 vs WRC Level 2 0.784 0.845

Table 7. Proportion of part-of-speech tags in different subcorpora of the WRC.

Level 1 Level 2 Level 3

Nouns 19.8 % 24.9 % 26.3 %

Adjectives 6.3 % 7.7 % 7.8 %

Prepositions 16.1 % 16.3 % 16.4 %

Personal Pronouns 2.6 % 1.8 % 1.3 %

Relative 1.5 % 1.4 % 1.3 %

Verbs 15.7 % 13.7 % 15.1 %

Other 38% 34.2 % 31.8 %

Table 8. Proportion of POS tags in different subcorpora of the readability-assessed
WaC.

Level 1 Level 2 Level 3

Nouns 21.3 % 23.5 % 25.2 %

Adjectives 5.4 % 6.5 % 8.1 %

Prepositions 14.8 % 16.4 % 17.2 %

Personal Pronouns 2.9 % 1.7 % 1.4 %

Relative 1.8 % 1.5 % 1.3 %

Verbs 16.7 % 14.4 % 12.4 %

Other 37.1 % 36% 34.4 %

It is important to note, nonetheless, that, as our training features do not take
into account this linguistic dimension, a lack of syntactic quality in the corpus
is expected.

Finally, we also performed a comparative analysis of the part-of-speech distri-
butions among the different corpora levels, identifying some interesting behavior
patterns of the reference corpus that were also observed in the evaluation cor-
pus. Nouns and adjectives are more frequent in the more advanced levels in
both corpora levels, while personal pronouns are more frequent in the lower lev-
els. Moreover, there is a more frequent use of prepositions in the more complex
texts, and less frequent use of relative clauses. This is possibly explained by the
more common supposition of previous knowledge in more advanced texts. These
values are presented in more detail in Tables 7 and 8.
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6 Conclusion

In this paper we presented a framework for the automatic generation of
readability-assessed corpora, which equips the crawler with a classifier trained
with various standard readability features to collect texts suitable for a given
educational level. We evaluated the framework by collecting texts from the web,
focusing on Brazilian Portuguese, and analyzing the correlation between the
readability-assessed web crawled corpus and a reference corpus. These features
are good predictors of level 1 texts. A qualitative analysis revealed that texts
from other levels seem to have differences in content, but no clear lexical or
syntactic differences. Furthermore, this work generated two corpora as results:
the Wikilivros Readability Corpus, classified by grade level, and a readability-
classified crawled WaC.

As future work we plan to incorporate additional measures, including those
from the Coh-Metrix-Port system [23], to improve classification of text from
levels 2 and 3, possibly as a post-processing step. Moreover, we intend to use the
framework to collect corpora classified by readability on demand in real time.
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Abstract. Collocations are a main problem for any natural language
processing task, from machine translation to summarization. With the
goal of building a corpus with collocations, enriched with statistical infor-
mation about them, we survey, in this paper, four tools for extracting
collocations. These tools allow us to collect sentences with collocations,
and also to gather statistics on this particular type of co-ocurrences, like
Mutual Information and Log likelihood values.
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1 Introduction

Collocations, here understood as “a privileged lexical co-ocurrence of two or more
linguistic elements that establish between themselves a syntactic relation.” [10],
are a type of multiword expressions that have always caused difficulties to natural
language processing tasks. Several approaches have been proposed to retrieve
collocations from the analysis of large samples of textual data. These tech-
niques automatically produce large numbers of collocations along with statistical
figures intended to reflect the relevance of the associations. Some work has been
done on the evaluation of these techniques. For instance, the work described in
[1], working only with English, evaluated WordSmith Tools 4, Collocate, Xaira
and Ngram Statistics Package, regarding the capacity to extract collocations
without keywords, measures of association, capacity to handle xml files, extract
multiword collocations, handle multiple files at the same time, and the presence
of a Graphical User Interface. The work from [4] also focused on an evaluation
of extraction tools, for Portuguese, using several technical parameters like, for
instance, how the data are organized and stored. As a result of using extrac-
tion techniques, [8] extracted and manually evaluated possible candidates and
created a large list of multiword expressions in Portuguese.
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In this paper, having in mind the construction of a statistical-enriched corpus
containing Portuguese collocations in use, we survey four online tools that allow
to automatically find collocation candidates: Wortschatz1, DeepDict2, Reference
Corpus of Contemporary Portuguese3 and Sketch Engine4. The evaluation of
these tools allow us to understand which one better fits our purpose of creating
a corpus of collocations in context that is enriched with statistical information.
There are other tools to do queries on Portuguese corpora, like Cetempublico or
Corpus do Português but we found the aforementioned ones more suitable for
the extraction of collocations in context and with statistical information.

In Sect. 2, we present our methodology. The extraction tools are described
in Sect. 3. In Sect. 4, we compare the tools. Finally, in Sect. 5, we highlight the
main conclusions and point to future directions.

2 Methodology

In this section we present the methodology followed to collect collocations in
context.

As frequency is not, by itself, a defining trait of the collocations, we decided to
use nouns with high and low frequency in the language taken from a Portuguese
corpus of frequency available in COMPARA5. We used a total of 10 nouns: 5 with
high frequencies, and 5 with low frequencies. Then, we submitted these nouns to
the surveyed tools. Each noun is being tested as the base of a collocation, and
we target to find possible collocates.

Each one of the tools is then evaluated (description in Sect. 4.2), according
to the parameters that we will now describe below, which we considered to be
the most important regarding our research purposes.

Starting with the processing time, we want it to be fast, as we need to per-
form several searches. Having the option to establish a frequency threshold is
also very important, so that we can find the most salient collocations, and not
simply common combinations of words. The search should be done by lemma,
because only searching one word form can produce limited results. Determine the
window span is also relevant. For instance, we want to capture the collocation
strong tea in a wider span, like in the tea was very strong. As using syntactic
patterns has proven to be a successful way to extract collocations, we would
like to have this option available. Moreover, we would like to use a tool that dis-
tinguishes the varieties of Portuguese and that does not have repeated
texts in its corpora, in order to ensure the representativeness of the extracted
collocations and statistics. It is also an advantage to be able to analyse the col-
locations in their context, rather than have access to a list of co-occurring
words and a score. Also, we would like to be able to download these sentences,

1 http://corpora.informatik.uni-leipzig.de.
2 https://gramtrans.com/deepdict/.
3 http://www.clul.ul.pt/pt/recursos/.
4 https://www.sketchengine.co.uk.
5 http://www.linguateca.pt/COMPARA/listas freq.php.

http://corpora.informatik.uni-leipzig.de
https://gramtrans.com/deepdict/
http://www.clul.ul.pt/pt/recursos/
https://www.sketchengine.co.uk
http://www.linguateca.pt/COMPARA/listas_freq.php
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and upload different corpora for analysis. Regarding metrics, we would like
to have information about Mutual Information, Log-likelihood and Dice
coefficient. Also, we would prefer to use a freely available tool. Finally, we
will also compare the number of correct collocations that were selected by the
systems (Sect. 4.1).

3 The Surveyed Tools

In this section, we present the tools that we have analyzed: Wortschatz, Deep-
Dict, Reference Corpus of Contemporary Portuguese, and Sketch Engine. The
word momento will be used for illustration proposes.

3.1 Wortschatz

Wortschatz is a system developed by the University of Leipzig that uses the
Leipzig Corpora Collection. This corpus exists for more than 250 languages, all
data is searchable. The Portuguese data consists of a newspaper corpus based
on material crawled in 2011 and the Wikipedia also collected in 2011. For the
European variety of Portuguese, there are 2.540.587 sentences and 53.879.750
tokens. The Brazilian variety has 25.008.883 sentences and 486.724.987 tokens.
The variety of Macau has 392,371 sentences and 8.672.381 tokens. The search
can be done in one of the varieties or all. Several tools are used for preprocess-
ing the corpus (for instance, tokenization, word frequency calculation, word co-
occurrence calculation). There are also post-processing tools, like POS tagging
and lemmatization. All the tools are available for download from their website,
as well as most of the corpora.

To do the search, typing the word is the only option, as Wortschatz is the
only evaluated tool that does not allow to establish a frequency threshold, as
well as perform the search by lemma. On Fig. 1, we can see the search result
for the word momento. On the top, we can find the number of occurrences, the
rank and frequency class and the sentences with the queried word. Bellow, the
co-occurrences, the left neighbor co-occurrences and the right ones. If we click
on one of the words that co-occurs, we can see the sentences where the candidate
collocate occurs, but not the collocation. Finally, there is no download option.

3.2 DeepDict

DeepDict is a free tool that allows to build complex dictionary entries and
context overviews for a given word on the fly. Word relations are based on
Constraint Grammar6 dependency analysis and grammatical functions, not
just co-occurrence like Wortschatz. In the case of Portuguese, the multi-level
Constraint Grammar parser used is PALAVRAS7 and the corpus used is

6 http://beta.visl.sdu.dk/constraint grammar.html.
7 http://linguateca.dei.uc.pt/Floresta/InicialFloresta.html.

http://beta.visl.sdu.dk/constraint_grammar.html
http://linguateca.dei.uc.pt/Floresta/InicialFloresta.html
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Fig. 1. Wortschatz results for the noun momento.

Floresta Sintá(c)tica8, which is a collection of sentences that have been morfos-
syntactically analyzed, producing a treebank of 1.000.000 words collected from
CETEM Publico [9].

To look up collocational candidates, we type the word, discriminate the word
class and the language. There are also other advanced options available, like
establishing a lexical frequency threshold (used to filter rare words), a minimum
occurrence (rule out rare relations or include them) and a minimum relative
frequency (set a threshold for co-occurrences). As for the window span, DeepDict
as well as Wortschatz do not have that option.

Figure 2 shows how results are displayed, considering the word momento.

Fig. 2. DeepDict results for the noun momento. (Color figure online)

For each search, relative and absolute frequency values are provided for
each relation (premodifiers, PP postmodifiers and Adjectival postmodifiers). Fre-
quency values (in red) can be clicked to see detailed statistics. Considering the
8 http://www.linguateca.pt/floresta/principal.html.

http://www.linguateca.pt/floresta/principal.html
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co-occurring word mau as example, 4.03 is the co-occurrence strength between
the lookup word and the relative frequency, and 9 is the dual logarithmic value
of absolute frequency (scale is from 0 to 9). Red numbers can be clicked to show
examples in concordance form, if available, and the statistics of these forms. Like
Wortschatz, these data are not available for download.

3.3 Reference Corpus of Contemporary Portuguese

The Reference Corpus of Contemporary Portuguese (CRPC) is an electronic cor-
pus of European Portuguese and varieties (Brazil, Angola, Cape Verde, Guinea-
Bissau, Mozambique, S. Tome and Principe, Goa, Macao and East-Timor). It
contains 311.4 million words and covers several types of written texts (literary,
newspaper, technical, etc.) and spoken texts. Searches can be made online on the
written subpart of the corpus (309 M). The texts were tokenized using the LX
tokenizer [3]. The part-of-speech tagging was trained based on a memory-based
tagger [5]. Finally, the lemmatization was done with a Portuguese version of the
MBLEM lemmatizer [2].

First, we have to select a corpus, either the European Portuguese or the
whole corpus, including varieties. Then, we type a word in the search box (or
syntactic pattern). We select the number of hits per page and we can also restrict
our search to a specific corpus (laws, newspapers, school books, etc.). This is the
only tool that allows this specific type of search. We are then presented with the
search word in context, after which we can create a collocation database with
the list of words that co-occur with the retrieved word pattern.

Figure 3 shows the results given the word momento.

Fig. 3. CRPC results for the noun momento.

We can decide the maximum window span to be used. On the collocation
controls, unlike the previously described systems, we can change the statistical
measure used and the frequency threshold. If we click on observed collocate
frequency, we can see the collocation in context. Contrary to the other systems,
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we can download these sentences and all the statistics. Regarding the processing
time for the word momento, Wortschatz and DeepDict took less than 6 s, while
CRPC took approximately 46 s.

3.4 Sketch Engine

Sketch engine is a paid corpus software interface that works online. It allows
to see concordances for any word, phrase or grammatical construction; it also
shows each word grammatical and collocational behavior. It has 200 corpora in
82 languages, but we can also upload our own corpus, being the only tool that
presents this feature. There are available corpora for two varieties of Portuguese:
European and Brazilian. The parser used, like for Deep Dict, is PALAVRAS.
There are several valences to this software, like creating a Thesaurus, word lists
or comparing occurrences of two words, but we will focus on the options that
allow extracting collocations: “word sketch” and “concordance”. They will be
detailed in the next paragraphs.

Word Sketch. Selecting “word sketch”, will allow to see a word’s grammat-
ical and collocational behavior. We type the lemma and specify its part-of-
speech. On the advanced options, we choose the European Portuguese corpus
(ptTenTen11 with 3.245.834.337 tokens from web pages). We can select a min-
imum frequency and/or score (score is defined as logDice9) and the minimum
value of co-occurrence. We can also choose to cluster10, or not, the collocates
and decide the maximum number of items in these grammatical relations. Col-
locations can also be sorted by salience11 or by raw frequency. The word sketch,
in addition to using a well-founded salience statistic and lemmatization, uses
grammar patterns. Rather than looking at an arbitrary window of text around
the headword, each grammatical relation that the word participates in is taken
into consideration. For Portuguese, there are 11 grammatical relations. The word
sketch then provides one list of collocates for each grammatical relation the word
participates in, and the results will be presented in syntactic relation clusters
(object of, subject of or n modifier). CRPC also allows a search by a syntactic
pattern, for instance, noun + adjective or a word, like momento + adjective (we
have not used this option for the present evaluation). DeepDict does not allow
a search by pattern, but the results are presented in relation clusters.

As usual, Fig. 4 shows the sketch for the word momento.
As mentioned before, the potential collocates are presented grouped accord-

ing to the grammatical relation in which they occur. The first score in front of
9 This measure is based only on a frequency of words w1 and w2 and bigram w1 w2,

it is not affected by the size of the corpus.
10 If the clustering option is selected, the collocates within a word sketch are clustered

according to any such clusters from the distributional thesaurus that they appear
in. The words from the thesaurus are clustered according to their distributional
similarity scores.

11 Salience is a statistical measure of how salient a word or lemma is in a given context,
given the frequency of the word and the context. This is measured with logDice.
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Fig. 4. Word sketch results for the noun momento.

each collocate candidate is the word frequency. If we click on it, we can see the
corpus contexts in which the node word and its collocate co-occur. The second
number is the frequency within the cluster. The word sketches and the examples
of the corpus can be downloaded in xml or txt.

Concordance. Another way to extract collocations, is to use the “concordance”
option. We type the word, select the corpus, and attain all the occurrences of
the searched word in the corpus. The next step is to build the collocation list.
This is done by creating a list of words statistically associated with the words
(node) in the query. In this search menu, we select the attribute (word, part of
speech tag, lemma, etc.). We can specify the range (span of text) around our
node word when considering candidates. The defaults are −3 (3 tokens before
the node) and 3 (3 tokens after the node). And we can also specify thresholds
on the frequency of the candidate in the whole corpus and the frequency within
the range. We can stipulate which statistics are displayed, and the statistic to
sort by. The statistics available are relative frequency, T-Score, MI-Score, MI3-
Score, log-likelihood, minimum sensitivity, logDice and MI.log-f. More details
on the metrics can be found in [6]. This is the extraction tool that provides
more statistical information, although CRPC also gives a considerate amount of
statistics.

Figure 5 shows the sketch for the word momento. To see the results ordered
according to a metric, we just have to click on the chosen metric. We can see
the word co-ocurrence on the corpus, if we click on “P”. The metrics results and
the corpora can be downloaded.

4 Comparison Between Systems

On the next sections, we will assess each tool according to the collocations they
were able to find, the extracted corpora and statistics that resulted from that
task.
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Fig. 5. Concordance results for the noun momento.

4.1 Finding Collocations

As previously mentioned, we have done the searches, on each system, using 10
nouns as the base of the collocations. These nouns were selected from a list of
frequent nouns in Portuguese. These nouns are part of the current vocabulary of
Portuguese (opposed to specialized vocabulary) and, as tools corpora are mainly
extracted from newspapers and the web, we believe there were no problems of
low representativeness of those nouns.

For this paper, we have only analyzed the first 10 extractions from each search
tool. The setup used, when allowed by the system, was a minimum frequency
of 5 and a window span of 3 words to the right and left of the node. Table 1
shows the number of collocations extracted and validated by a linguist. The last
column shows examples of collocations that were extracted by more than one
system. As previously mentioned, the tools have different size internal corpora,
which obviously skews the comparison. Still as only one of the tools allows the
upload of a corpus, a comparison using the same texts would be impossible. That
said, we will interpret the size of the corpora as an idiosyncrasy of each tool and
the results should be interpreted in this light.

The system that was able to find more collocations was Word Sketch, show-
ing that combining statistics and grammar patterns can be a successful way
to extract collocations, rather than simply count occurrences and frequencies,
like Wortschatz. Regarding the words that were selected but that were not collo-
cates, we found among them articles (o momento), prepositions (na verdade) and
words that usually occur in the same semantic field (autógrafo and fotografia).
We should also point out that words that have a lower frequency score are the
ones that show fewer candidate options and more restriction in the choice of the
collocates (diagnóstico precoce, escolaridade obrigatória).

4.2 Collecting Corpora and Statistics

First of all, for the purpose of our research, we only wanted to use the European
variety of Portuguese. All engines distinguish between varieties and DeepDict
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Table 1. Comparison between Wortschatz (Woc), DeepDict (DD), CRPC, Word
Sketch (SE-1), Concordance (SE-2) extractions.

Word WoC DD CRPC SE-1 SE-2 Examples

momento 0 5 1 2 1 oportuno (2); decisivo (2)

fim 0 1 1 4 3 lucrativo (4); pôr (2)

verdade 1 1 0 5 2 absoluto (3)

certeza 1 2 3 4 2 absoluto (4); ter (4)

força 1 0 0 3 3 de vontade (3)

adversidade 1 2 3 6 5 superar (3); climatérico (3)

autógrafo 0 0 2 6 2 pedir (3); dar (2)

fumador 2 4 2 3 2 inveterado (5); passivo (5)

diagnóstico 1 1 1 2 1 precoce (5)

escolaridade 1 1 2 1 2 obrigatório (5)

TOTAL 8 17 14 36 23

only has available an European Portuguese Corpus. Its is also important that
the corpora used are not very repetitive in its constitution because this can
bias the statistical results, but we only spotted repeated sentences in the CRPC
corpus. We also wanted to be able to see the collocations in the context of the
corpus, but this criteria was only not accomplished by DeepDict that only shows
the collocate in context and not the entire collocation. Apart from visualizing
the collocations in context, we also wanted to be able to download the sentences
where they occurred. In this case, only Sketch Engine and CRPC allow download
of the data. Sketch Engine is the only one that allows the user to upload its own
corpus and do searches on it.

The purpose of this evaluation was to access which tool better served the
purpose of collecting a corpus enriched with collocations but also gather all the
statistical information available. DeepDict gives us the relative frequency of a
given relation and the absolute frequency in a scale from 0 to 9. By using the
“word sketch” in Sketch Engine, we can obtain the word frequency and the
frequency within the cluster. With the “concordance” option, the collocation
candidates can be put in order according to several metrics: relative frequency,
T-Score, MI-Score, MI3 -Score, log-likelihood, minimum sensitivity, logDice and
MI.log-f. CRPC provides information on the total number of occurrences in the
whole corpus, the expected collocate frequency, the observed collocate frequency
and number of texts of the occurrence. Then we can also change the metrics and
see the ranking of results according to the Mutual information, MI13, Z-score,
T-score, Log-likelihood, Dice coefficient or simple rank by frequency. The results
will change according to the chosen metric. Wortschatz only features the number
of occurrences. Finally, we also took into consideration if the tool was free. From
the four we have used, only Sketch Engine needs to be paid. DeepDict is paid
for some languages, but not for Portuguese. Table 2 sums up the evaluation of
all systems. Although Sketch Engine has two search options, here was presented
as one as the results are very similar.
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Table 2. Comparison between systems features.

Woc DD CRPC SE

Processing time for the word momento ≈ 1 s ≈ 2 s ≈ 46 s ≈ 6 s

Frequency threshold ✘ ✓ ✓ ✓

Search by lemma ✘ ✓ ✓ ✓

Window span ✘ ✘ ✓ ✓

Search by pattern ✘ ✘ ✓ ✓

Distinguish varieties ✓ ✓ ✓ ✓

No duplications in the corpus ✓ ✓ ✘ ✓

Show co-ocurrences in the frpus ✘ ✓ ✓ ✓

Download results ✘ ✘ ✓ ✓

Upload corpus ✘ ✘ ✘ ✓

Use several metrics ✘ ✘ ✓ ✓

Free ✓ ✓ ✓ ✘

5 Conclusions

In this paper we aimed at doing an assessment of four extracting tools: DeepDict,
Sketch Engine, CRPC and Wortschatz. We started by describing each systems
functionalities, then we used them to extract collocations, having as a base 10
words selected from the corpus of frequencies. We evaluated the resulting corpus
and the static information provided by each tool. Based on the mentioned steps,
we conclude that Sketch Engine, despite not being free, shows great potencial as
collocation extractor, being able to find more correct collocations than the other
systems. Of course this result is influenced by the size of the corpus that Sketch
Engine uses. This tool outperforms the others in several aspects of our evalua-
tion, for instance, allowing a fine-grained tuning of the search setup (frequency
threshold, window span, search by lemma or pattern). The Portuguese corpus
used is divided into BP and EP and, from our observations so far, does not seem
to have repeated sentences. The results can be presented according to different
metrics, allowing to understand which one better suits the research purpose12.
Finally, the co-occurrences are shown in context, the results can be downloaded
and different corpora can be uploaded to the tool. If using a paying tool is not
an option, CRPC also shows good results, only having the disadvantage of the
repetitions in the corpus. In the future, the aforementioned methodology used
here for evaluation purposes, will be used to build a larger statistically-enriched
corpus containing Portuguese collocations in use that will allow us to understand
more about their contexts and will help us build rules to extract them.

12 [7] suggests that MI is generally used for a lexicographical purpose, while MI3 is
probably more useful for second language learning.
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Abstract. The lack of availability of gold standards for evaluation of
distributional thesauri is a stumbling block that prevents a direct com-
parison of alternative approaches in a uniform way. Here we present
B2SG, a TOEFL-like task for Portuguese that contains 2,875 tests with
semantic relations (synonyms, antonyms and hypernyms) for nouns and
verbs. The resource is validated by comparing it with lexical resources
and by human judgment. The resource was used for evaluating two dis-
tributional thesauri: one built from lemmata and the other from surface
forms. The evaluation of thesauri demonstrated that the use of lemmata
is slightly more accurate than the use surface forms for building distri-
butional thesauri. B2SG is readily available for download (http://www.
inf.ufrgs.br/pln/resource/B2SG.zip).

Keywords: Gold standard · Semantic relations ·Distributional thesauri

1 Introduction

The importance of resources such as WordNet [5] can be measured by the num-
ber of initiatives dedicated to (re)produce them in other languages, such as
the EuroWordNet [15] and the Global WordNet Association [3]. For Portuguese,
such initiatives include Onto.PT [7], OpenWN-PT [13], WordNet.PT [10], Word-
Net.Br [4]. Manual construction of such resources is costly and time-consuming,
and normally ends up with low coverage. An alternative is the automatic con-
struction of distributional thesauri, that present semantic similarity between
words and are both language independent and applicable to any domain [9].

The automatic evaluation of such thesauri is a complex task, because of the
lack of resources with information on the similarity of words. Moreover, due to
the large scale of the resulting thesauri the evaluation cannot be done manually
by judges as it would consume too much time. An alternative is the evaluation
of thesauri based on their performance on a particular task. For instance, we can
approximate the concept of similarity by presenting an explicit semantic relation
between words, such as the TOEFL [8] and the WordNet-Based Synonymy Test
(WBST) [6] for English. For Portuguese, there are no specific gold standards for
the evaluation of distributional thesauri. Here we present the BabeNet-Based

c© Springer International Publishing Switzerland 2016
J. Silva et al. (Eds.): PROPOR 2016, LNAI 9727, pp. 333–339, 2016.
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Semantic Gold Standard (B2SG)1, that builds upon the WBST, and we also
use this resource as a means to evaluate two distributional thesauri.

We discuss the methodology used for developing and validating B2SG in
Sect. 2. The creation and evaluation of distributional thesauri is then described
in Sects. 3 and 4. Conclusions and future work are presented in Sect. 5.

2 Constructing B2SG

The BabelNet-Based Semantic Gold Standard (B2SG) contains nouns and verbs
involving antonym, hypernym and synonym relations. Similar to Toefl [8] and
WBST [6], for each target word the B2SG lists 4 alternatives: one semantically
related word, and 3 unrelated words. For instance, for the target noun concor-
rente and the synonym relation, there are four alternatives: competidor, cortina,
amurada, and carmesim, among which the correct alternative is the first.

The data set was generated in 3 steps:

1. Selection of target words: we used a word frequency list from AC/DC
project2 to avoid low-frequency words. The number of senses of each word
was annotated using BabelNet [12], and words not found on BabelNet were
excluded from B2SG.

2. Selection of semantically related words: for each word in the frequency
list from step one we selected a set of semantically related candidates from
BabelNet. We then selected the candidate with closest frequency and number
of senses regarding the target word. A total of 10,000 nouns and 5,000 verbs
were chosen for synonymy and hypernymy, abiding to the restriction that
they were the closest in frequency3. The antonym category for both verbs and
nouns did not present the respective minimum of 10,000 and 5,000 words, so
we used all candidates, without applying a frequency filter.

3. Selection of unrelated words: using the list of words from Step 2 we
selected, for each target word, only words without explicit relation to it.
These selected words were randomly divided in groups of 3 words, and we
then selected the group with closest mean frequency and mean number of
senses in regard to the target word.

Using this process, we ensured that the target, related and unrelated words
were close in terms of frequency and polysemy. It is also important to clarify
that the same group of words were used in multiple test items, either as target,
related or unrelated word. After going through these three steps, we selected a
list of test items containing 4,734 target words (1,200 verbs and 3,534 nouns),
as shown in Table 1.

For a validation of B2SG, the data set was first evaluated against Onto.PT [7],
a thesaurus for Portuguese. As a second step, any relation that was not found in

1 A preliminary version of B2SG, yet without validation, was presented in [16].
2 Available at http://www.linguateca.pt/ACDC.
3 This list of 10,000 words include both target and related words.

http://www.linguateca.pt/ACDC
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Table 1. B2SG per relation

Synonyms Hypernyms Antonyms Total

Verbs 500 500 200 1,200

Nouns 1,667 1,667 200 3,534

Total 2167 2167 400 4,734

Onto.PT was manually evaluated by two native speaker human judges. As a result
25.4 % of the resource was found in Onto.PT, and another 35.3 % were validated
by human judges. From the initial 4,734 relations, 60.7 % in total were considered
valid, resulting in a gold standard with 2,875 validated relations.

Table 2. Semi-automatic validation

Antonym Synonym Hypernym Total

N V N V N V

Initial 200 200 1667 500 1667 500 4734

Onto.PT 40 51 676 244 191 0 1202

Human Judges 105 116 495 191 568 198 1673

Total Validated 145 167 1171 435 759 198 2875

% Correct 72,5% 83,5% 70,2% 87,0% 45,5% 39,6% 60,7%

As can be seen in Table 2, the validation resulted in more true positive rela-
tions for verbs than for nouns, and more for synonyms and antonyms than hyper-
nyms. In the case of nouns, many of the false positive candidates were proper
nouns (e.g. Martinho), letters (e.g. c), abbreviations (e.g. sr.), and foreign words
(e.g. punch and eau) present in BabelNet. When these words were among unre-
lated alternatives, they were replaced by other candidates following the same
criteria for frequency and number of senses as before. However, when they were
either among the target or related words, the whole relation was removed from
the resource. For hypernyms, many of the false positives were candidates evalu-
ated by the judges as synonyms, and, as they lacked the more general meaning
of a hypernym, they were removed from the resource.

3 Generating Distributional Thesauri

Since one of the possible applications of resources such as B2SG is the evaluation
of distributional thesauri, we decided to make an experiment that could be seen
as a baseline for future distributional thesauri for Portuguese. So here we describe
the corpus and methodology we used to generate two distributional thesauri that
were later evaluated against B2SG.
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To obtain a large representative corpus from which to generate the distribu-
tional thesauri we combined different Portuguese corpora and used their surface
forms and lemmata (Table 3) for training4. The whole corpus was parsed with
PALAVRAS [2], so that we had access to the lemmata.

Both distributional thesauri were then generated with word2vec [11], using
Skip-Gram with the following parameters: a vector size of 300 dimensions, a
context window of size 5, a downsampling threshold of 1e-5, a sampling of 5 for
the negative training algorithm, and a minimum frequency of 10 in the corpus.

Table 3. Corpus information

Corpus Surface Lemma

Types Tokens Types Tokens

brWaC 812 K 166.7 M 618 K 166.5 M

EuroPal 132 K 47.8 M 67 K 47.9 M

CETEN Folha 206 K 21.2 M 120 K 21.5 M

PLN-BR 582 K 34.1 M 479 K 34.1 M

CETEM Publico 611 K 166.6 M 330 K 138.9 M

Corpus Brasileiro 2.8 M 1G - -

Total 3.7 M 1.5 G 1.5 M 409 M

4 Distributional Thesauri Evaluation

The evaluation of both distributional thesauri was made by obtaining the sim-
ilarity values between the target word and alternatives for each test item in
B2SG. If the related word (correct alternative) had the highest similarity score
among the alternatives, the answer was considered correct.

We evaluated both thesauri using 2 criteria: a strict one, in which all 5 words
in a test item (target and all alternatives) had to be in the thesauri; and a
non-strict one, in which at least the target and related alternative had to be
present.5 The results of the evaluation are shown in Table 4, for the surface form
thesaurus, and in Table 5, for the lemmatized thesaurus.

The results obtained with both thesauri were comparable, and the thesaurus
built from the lemmatized corpus performed slightly better in general, even
though the corpus was more than three times smaller6.
4 The parsed corpus does not include the Corpus Brasileiro [1] because the lemma

information is different from the one in the other corpora, since it is not parsed with
PALAVRAS.

5 The results for the 2 criteria were very similar, because both thesauri had good
coverage in relation to the test items.

6 As Pennington, Socher and Manning [14] point out, larger corpora lead to better
statistics, so we can assume that a larger corpus of lemmatized forms would present
even better results.
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Table 4. Evaluation of the surface form thesaurus: strict and non-strict criterium

Test Type Strict criterium Non-strict criterium

Coverage Correct % Correct Coverage Correct % Correct

Antonym Noun 105 90 85.7 % 145 126 86.9 %

Verb 143 100 69.9 % 167 118 70.7 %

Hypernym Noun 545 432 79.3 % 756 606 80.2 %

Verbs 167 115 68.9 % 198 138 69.7 %

Synonym Noun 861 726 84.3 % 1167 997 85.4 %

Verb 366 275 75.1 % 433 332 76.7 %

Table 5. Evaluation of the lemmatized thesaurus: strict and non-strict criterium

Test Type Strict criterium Non-strict criterium

Coverage Correct % Correct Coverage Correct % Correct

Antonym Noun 98 82 83.7 % 143 123 86,0 %

Verb 141 110 78.0 % 167 132 79,0 %

Hypernym Noun 525 425 81.0 % 753 615 81,7 %

Verb 166 118 71.1 % 198 141 71,2 %

Synonym Noun 832 721 86.7 % 1162 1025 88,2 %

Verb 366 267 73.0 % 433 320 73,9 %

5 Conclusions and Future Work

In this paper, we described the development of B2SG, a TOEFL-like task for
Portuguese. We used a lexical resource for Portuguese to extract target words
that were similar in frequency and polysemy, resulting in almost five thousand
test items including nouns and verbs distributed among three relation types:
synonymy, antonymy and hypernymy. After automatic and manual evaluation of
the resource, B2SG presents 2,875 validated test items. Using an existing lexical
resource for the validation of B2SG made the evaluation faster, since more than
one fourth of the gold standard could be automatically validated before passing
on to human judgments.

We also used B2SG in an experiment that serves as a baseline for Portuguese
distributional thesauri. The test of B2SG was applied for the evaluation of two
Portuguese distributional thesauri: one from surface forms and the other from
lemmatized forms. On our results, the latter was in general slightly more accu-
rate, even if smaller, than the former.

As future work we plan to apply this methodology to build the resource for
other languages, and to extend the test items to include also adjectives and
adverbs.
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Abstract. This paper presents MemeGera, a prototype tool that gen-
erates image-based memes from Portuguese news headlines. All is done
automatically, with the help of computational linguistic resources, uncov-
ered here with the rules for selecting images and adapting the text.

Keywords: Linguistic creativity · Computational humor · Internet
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1 Introduction

Internet memes are a current trend in social media. They intend to spread an
idea through the Web, in a mix of visual and verbal message. Classic memes are
generally funny and combine an image macro with a piece of text (e.g. “One
does not simply X ”, “What if I told you Y ”). The same macro is typically used
to transmit messages that fall on a reusable pattern.

This paper presents exploratory work to mimic the creation of Internet
memes automatically, with Portuguese text, and applied to the scope of news.
Image macros are automatically assigned to news headlines, which are then
adapted to the macro pattern and pasted in the image to produce a (proto)meme.

As memes are a product of human creativity, this work is in the domain of
computational creativity [1]. It is a practical application of a set of linguistic
resources for the computational processing of Portuguese.

Next, we enumerate related work on linguistic creativity and computational
humor. Then, we describe the general lines of MemeGera, the developed pro-
totype. Before concluding, a selection of examples is presented.

2 Related Work

The Web enables the fast spreading of all kinds of ideas, in many different ways.
Internet memes are artefacts commonly shared in social networks, baptised after
the original definition of meme – an idea, behavior, or style that spreads from
person to person within a culture [2].

c© Springer International Publishing Switzerland 2016
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We see the generation of meme phrases as a challenge for natural language
generation and linguistic creativity. In this scope, researchers have tackled the
generation of poetry [3], slogans [4], or verbal humor, closer to meme gener-
ation due to their funny aspect, but not covering the visual dimension. Work
on computational humor covers the generation of punning-riddles [5,6], funny
acronyms [7], or adult humor [8]. A chat system has also been developed to
suggest humorous messages, often memes, to make conversations funnier [9].
Aforementioned works are in English and we are not aware of work of this kind
for Portuguese.

We should add that humor has been studied from a variety of perspec-
tives ranging from psychology and philosophy [10], sociological aspects in lit-
erature [11], or via the computational approach [12]. It occurs when there is a
break of conventionality in language so, understanding humor is also a sign of
fluency (see [13] on linguistic mechanisms for verbal humor in Portuguese).

3 Memes for News Headlines

Memegera processes a news headline and, automatically: (i) selects a suitable
image macro from a predefined set; (ii) adapts the text according to the selected
macro; and (iii) pastes the text on the macro, with the help of the Imgflip API1.
The result is ready to be consumed or posted in a social network. News titles
can be obtained automatically from the Google News RSS feed2.

3.1 Covered Macros

A broad range of image macros is typically used as memes, each with their own
semantics for transmitting a singular kind of message. We have looked both at
popular memes and at a sample of news to manually identify text patterns that
would suit certain macros. Currently, Memegera covers the following, for which
we describe the meaning, according to the KnowYourMeme website3:

– Brace Yourselves works as an announcement of something.
– One Does Not Simply points out a difficult task.
– Not Sure If represents an internal monologue with underlying uncertainty.
– Success Kid transmits a successful achievement.
– Sad Keanu transmits a sad event.
– Bad Luck Brian transmits an embarrassing event.
– Condescending Wonka transmits a sarcastic message.
– Ancient Aliens explains inexplicable phenomena as the direct result of aliens.
– Money Money is related to money.
– Matrix Morpheus reveals something unexpected.
– Wise Confucius gives an advice that turns out to be a pun.
– Am I The Only One expresses the feeling of not following a trend.
– X, X Everywhere points out an emerging trend.
1 https://api.imgflip.com/.
2 https://news.google.com/news?cf=all&hl=pt-PT&pz=1&ned=pt-PT pt&output=

rss.
3 http://knowyourmeme.com/.

https://api.imgflip.com/
https://news.google.com/news?cf=all&hl=pt-PT&pz=1&ned=pt-PT_pt&output=rss
https://news.google.com/news?cf=all&hl=pt-PT&pz=1&ned=pt-PT_pt&output=rss
http://knowyourmeme.com/
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3.2 Linguistic Resources

In order to select a suitable meme for a news story, the headline is first part-of-
speech (POS) tagged and lemmatised. A tagger based on the OpenNLP4 toolkit
is used with the Portuguese models5, and with the LemPORT [14] lemmatiser.

To identify the sentiment of the words in the headline, we use SentiLex [15],
where Portuguese words have their polarity annotated. When inflections are
required to produce the resulting text, we resort to LABEL-LEX6, a morpholog-
ical lexicon for Portuguese with a large coverage of inflected word forms. When
verbs need to be nominalised, this task is performed with the help of Nomlex-
PT [16], a nominalisation lexicon for Portuguese.

The identification of the most relevant word in the headline is simplified
by the selection of the less frequent noun, verb or adjective, according to the
frequency lists of the AC/DC project [17]. The selected word has still to be in
those lists. We also use the proverbs available in the scope of project Natura7.
To measure the semantic similarity between the headline and a proverb, we
compute the average similarity between the nouns, verbs and adjectives they
contain, using the PMI-IR [18] method on the Portuguese Wikipedia.

3.3 Rule-Based Classifier

In order to assign one of the covered macros to a news headline and produce
a meme, a classifier is run on the headline. It is currently based on a set of
trigger rules over features extracted by the aforementioned linguistic resources.
Table 1 displays the rules applied for each macro and the text resulting after
the adaptation to the macro. Some rules are very simple, such as those for Am
I The Only One and X, X Everywhere, which are only based on Portuguese
trends in the Twitter network and do not even use headlines as input. All the
other rules require the POS-tagging and lemmatisation of the news headline.
They may rely on the occurrence of specific tokens (eg. One Does Not Sim-
ply, Not Sure If ), linguistic constructions (eg. Brace Yourselves, Condescending
Wonka), or sentiment-related features (eg. Success Kid, Bad Luck Brian).

Besides those of the table, two additional macros are used as a fallback. They
are applicable to all pieces of text, although they may result in non-sense:

– Matrix Morpheus is used with proverbs that mention the most relevant word of
the text. If there is more than one such proverb, the most semantically-similar
with the headline (higher PMI) is selected.

– Wise Confucius is applied to headlines without matching proverbs and can be
seen as an application of lexical replacement humor [8]. It selects a proverb
with a termination that rhymes with the most relevant headline word r and
replaces its last word with r. Ties are also solved with the PMI.

4 https://opennlp.apache.org/.
5 https://github.com/rikarudo/TagPORT.
6 http://label.ist.utl.pt/pt/labellex pt.php.
7 http://natura.di.uminho.pt/∼jj/pln/proverbio.dic.

https://opennlp.apache.org/
https://github.com/rikarudo/TagPORT
http://label.ist.utl.pt/pt/labellex_pt.php
http://natura.di.uminho.pt/~jj/pln/proverbio.dic
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Table 1. Used image macros, triggers and resulting text.

Macro Trigger (in news headline h) Resulting text

Brace
Yourselves

h mentions an announcement, expressed by
verbs in the present or future, eg.: X
preparar/pleanear/projectar/anunciar Y

Preparem-
se/Acautelem-
se/Atenção ... Y
(está a chegar)

One Does Not
Simply

h refers to an unfinished action, expressed
by the adverb não followed by a verb v,
eg.: X não v Y

Simplesmente não se
... v Y / Y

Not Sure If h contains the alternative conjunction ou
opposing two ideas, eg.: ... X ou Y ...

Não sei se X ... ou
Y

Success Kid h either: expresses a highly positive
sentiment (at least three positive words);
has a negative phrase (P−) followed by
an adversative conjunction conj (mas)
and a positive phrase (P+)

P− ... conj P+

Sad Keanu h is highly negative because it has at least
three negative words

h

Bad Luck
Brian

h has a positive phrase (P+) followed by an
adversative conjunction conj (mas) and
a negative phrase (P−)

P + ... conj P −

Condescending
Wonka

h mentions someone’s opinion by the
linguistic constructions: X
dizer/achar/acreditar que* Y

Então achas que Y?
... Por favor,
fala-me mais
sobre isso

Ancient
Aliens

h contains words in the space domain (eg.
NASA, planet names, extraterrestre,
ovni, astronauta, espacial, ...)

h ... Aliens

Money Money h mentions a large amount of money
through the expressions: milhão de
euros/dãlares

h

Am I The
Only One?

Twitter trend T Mas serei o único ...
que não está a
falar sobre T?

X, X
Everywhere

Twitter trend T T ... fala-se sobre T
em todo lado

4 Examples

Figure 1 illustrates the results of Memegera with a selection of good examples,
originally posted on the Twitter social network. More examples are posted every
hour by our Twitterbot, and can be found in the Twitter account @memegera.
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França: Sarkozy adverte poĺıticos
oãnarap esquecerem primeira volta

→ One Does Not Simply

Merkel anuncia seõçirtser
à entrada de refugiados
→ Brace Yourselves

“Black Friday ou Black
Fraude?” Deco diz que há
fraude → Not Sure If

Mais segurança na Europa é
compat́ıvel com democracia,
diz responsável europeu.
→ Success Kid

Regime śırio acusado de usar
ataques a hospitais como arma de
guerra. → Sad Keanu

Erdogan ganhou mas perdeu.
→ Bad Luck Brian

Cidade do Futuro dentro de uma
nave espacial estacionada em
Braga → Ancient Aliens

Um milhão de dólares em
notas falsas apreendidos
→ Money Money

Magistrados dizem que
acusa¸ -ran“ésetarcóSedoãc
rativa sem qualquer suporte”
→ Condescending Wonka

#Centeno → Am I the Only One Tribunais e algumas câmaras nos
Açores encerram esta tarde “por
cautela” → Matrix Morpheus

Criado oãxefleredopurg
sobre futuro da FCT
→ Wise Confucious

Fig. 1. Examples of produced and published memes of different types.



Automatic Generation of Internet Memes from Portuguese News Headlines 345

5 Concluding Remarks

In addition to the research challenges involved, in the scope of natural lan-
guage generation and computational creativity, Memegera provides an alter-
native funny way of reading current news, through the @memegera Twitter feed.
Although most of the humor value is provided by the image macros, the memes
produced so far show that we are heading towards the right direction.

In the future, besides increasing the number of covered macros and improv-
ing the classifier with more fine-grained rules, we are planning to perform an
evaluation of the results. It should cover the dimensions of syntactic and seman-
tic coherence, suitability for the news, humor value and surprise level. Given the
subjectivity of this task, we will rely on several human judgements.
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346 H. Gonçalo Oliveira et al.

11. Kuipers, G.: Humor styles and symbolic boundaries. J. Literary Theor. 3, 219–239
(2010)

12. Suslov, I.M.: Computer model of a “sense of humour”. I. general algorithm. Bio-
physics 37(2), 242–248 (1992)

13. Tagnin, S.E.O.: O humor como quebra da convencionalidade. Rev. Bras. de
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Abstract. This paper presents an application developed for automatically
suggesting translation equivalents in a frame-based domain specific trilingual
electronic dictionary covering the domains of the World Cup and Tourism. By
comparing the syntactic and semantic affordances of a lexical unit in the source
language with those shown by all lexical units evoking the same frame in a target
language, the application suggests which of them is the best-fit translation equiv‐
alent. The application contributes to the purpose of bringing to scale the devel‐
opment of frame-based multilingual lexical databases. We discuss the current
limitations of the application, especially those regarding entity nouns, and
propose the use of ontologies and qualia structure as a means of enhancing
machine translation for entity nouns.

Keywords: FrameNet · Machine translation · Ontology · Qualia structure

1 Introduction

FrameNet Brasil has been developing multilingual computational applications for
human users based on Frame Semantics [1, 2]. In the FrameNet Brasil World Cup
Dictionary (WCD) [3], frames were used as interlingual representations connecting
the lexica of tourism and the World Cup in Brazilian Portuguese (PTB), English (EN)
and Spanish (ES) [4]. FrameNet (FN) valences can provide relevant information for
automatically suggesting terminologically accurate translation equivalents for verbs
and nouns denoting events [5]. However, for nouns denoting entities (i.e. objects,
people, places etc.), valences are unable to differentiate lexical units. This paper aims
(i) to present such a computational solution and (ii) to discuss how to enrich FN with
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ontologies [6] and qualia structure [7], so that it can be used as a semantically
grounded tool for enhancing the results of machine translation algorithms [8, 9].

2 Frame-Based Suggestion of Translation Equivalents

In WCD, 128 frames created for representing the Football World Cup and Tourism
served as an interlingua connecting 1.225 lexical units (LUs) in three languages. Since
none of the domains covered by the application vary across cultures in a way that calls
for the proposition of language-specific frames [4, 5], the adoption of interlingual frames
was possible.

LUs, the pairing between one lemma and one frame, are associated to the frames
they evoke and to annotation sets containing sentences extracted from corpora.
Sentences are annotated for the Frame Elements (FEs) in the evoked frame and also for
the Grammatical Functions (GFs) and Phrase Types (PTs) of the linguistic material
instantiating the FEs. The set of semantic and syntactic affordances of each LU forms
its valence description.

Unlike FEs, GFs and PTs used in the dictionary are not the same across languages.
GF and PT labels for each language were defined by their respective FN projects [10–
12]. The result of the language-specific annotation is summarized in patterns, as shown
in Fig. 1.

Fig. 1. Valence Patterns for visit.v in English.

2.1 Automatic Suggestion of Translation Equivalents in WCD

For automatically suggesting translation equivalents for an LU, WCD uses as input: (i)
the frame evoked by the LU, (ii) its valence patterns and (iii) other LUs evoking the
same interlingual frame. Annotated sentences provide a set of data regarding how each
LU organizes the FEs in its local syntax. The system uses this information to assess the
similarities and differences in the valence patterns. The main claim is: the more similar
the valence descriptions of two words are, the greater the possibility of them being good
translation equivalents for each other in that specific domain.
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WCD compares the core FEs instantiated in the sentences containing the LU, as well
as the GFs and PTs of each FE. Since GF and PT labels are language specific, corre‐
spondence tables provide the bases for comparison. Each label from a language is asso‐
ciated with a label of the other language. Different weights are applied for GFs pairs to
account for their prominence in the syntactic valence and for structural differences
between the languages. For instance, FN Brasil differentiates Direct Objects, Indirect
Objects and Dependents [12] while Berkeley FN only makes a difference between
(Direct) Objects and Dependents [10].

Given a Source LU (the LU in the source language), the evaluation algorithm
compares its valence descriptions to valence descriptions of Candidate LUs (LUs
evoking the same frame in the target language). The algorithm chooses the Candidate
LU with the valence description most similar to that of the Source LU as the best-fit
translation equivalent (the Target LU). To illustrate, consider a Source LU and two
Candidate LUs, with two different valence patterns each one. The algorithm would carry
out eight valence comparisons (four for each Candidate LU). Each comparison receives
a partial score. The partial score is added in one point for each exact equivalence found
between the valence patterns. The final score is the division of the partial score by the
total of possible points that would be added if valence patterns were 100 % correspondent
to each other. After the comparison, the algorithm ascribes a final average score for each
Candidate LU. The Candidate LU presenting the highest final score is then suggested
as the Target LU.

The Touring frame models the experience of a TOURIST at an ATTRACTION or PLACE.
In this frame, one would find the following LUs for EN and PTB:

– EN: enjoy.v, see.v, tour.v, tour.n, tourist.n, visit.v, visitor.n
– PTB: apreciar.v, conhecer.v, desfrutar.v, tour.n, turista.n, visitante.n, visitar.v

Table 1. Average scores for each PTB Candidate LU in regard to EN Source LUs evoking the
Touring frame. Variance is presented in brackets below the average score.

apreciar.v conhecer.v desfrutar.v visitar.v tour.n turista.n visitante.n
enjoy.v 0.523 0.435 0.453 0.384 0.342 0.250 0.253

(0.041) (0.029) (0.036) (0.001)(0.023) (0.013) (0.000)
see.v 0.500 0.437 0.405 0.371 0.328 0.250 0.252

(0.039) (0.025) (0.034) (0.000)(0.023) (0.015) (0.000)
tour.v 0.432 0.350 0.397 0.390 0.296 0.250 0.249

(0.048) (0.042) (0.043) (0.000)(0.040) (0.017) (0.000)
visit.v 0.498 0.423 0.419 0.412 0.294 0.250 0.251

(0.043) (0.037) (0.032) (0.000)(0.036) (0.014) (0.000)
tour.n 0.249 0.207 0.389 0.215 0.541 0.250 0.255

(0.011) (0.006) (0.025) (0.002)(0.005) (0.054) (0.000)
tourist.n 0.303 0.325 0.267 0.298 0.258 0.738 0.712

(0.001) (0.003) (0.001) (0.016)(0.001) (0.000) (0.005)
visitor.n 0.298 0.318 0.263 0.297 0.255 0.738 0.712

(0.002) (0.004) (0.001) (0.016)(0.002) (0.001) (0.005)

Table 1 presents the final scores (and the corresponding variance) for each LU in
this frame in the EN-PTB direction. The initial idea is that the higher the score, the better
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the translation equivalent suggested. However, variance is important. Because the score
for each Candidate LU is an average of all scores ascribed individually to each sentence
instantiating the LU, a lower variance indicates less discrepancy between the scores. If
two Candidate LUs, e.g. A and B, present very close average scores and B presents lower
variance, B may be a better translation equivalent to the Source LU than A, because it
presents similar valence patterns in the majority of its annotated sentences, as opposed
to presenting some sentences with a very high score and some others with a very low
score. The results displayed in Table 1 support the following claims:

1. There is a clear-cut difference between entity nouns (tourist.n, visitor.n, turista.n
and visitante.n), eventive nouns (tour.n – in both languages), and verbs.

2. Scores for the word tour.n both in EN and PTB indicate a very clear equivalence
between eventive nouns in the two languages. The higher variance points to discrep‐
ancies in valences, because in EN a FE such as ATTRACTION can be instantiated before
the noun while in PTB this FE must be instantiated after the noun.

3. Because scores between verb sources and verb candidates can be very similar to each
other, a rank is built by dividing scores by variances. All high-ranked candidates are
shown to the user, from the most general to the least general equivalent.

2.2 Advantages and Limitations

The solution proposed has the advantage of being automatic and easily extendable to
other languages or other frame-based multilingual applications. The only adaptation
needed would be the inclusion of equivalences between the GFs and PTs defined for
those languages in the database. In this sense, it contributes for the purpose of bringing
to scale the development of frame-based multilingual lexical databases.

On the other hand, four important limitations must be considered: (i) the dictionary
is domain-specific and it may not be fully extendable to general vocabularies; (ii) the
influence of the model over the application, since if different frames were defined,
different translation equivalences would be suggested; (iii) the partial correspondence
between some GFs and PTs must be checked against more data and (iv) the low relevance
of valence descriptions for noun targets evoking entity frames.

Solutions for (i) and (iii) can be investigated in the future, when the application is
extended to other domains and languages. Gamonal [4] discusses a methodology for
reducing the problem in (ii). A solution to (iv) must include alternative modeling
approaches for entity nouns, which will be outlined next.

3 Towards Semantically-Enhanced Machine Translation

Qualia structure can add semantic information to a computational lexicon. Pustejovsky
[7] proposes four qualia roles: (a) formal, distinguishing the entity in a larger or more
general domain; (b) constitutive, expressing the relationship between an entity and its
constituents; (c) telic, indicating the function or purpose of the entity, and (d) agentive,
indicating the factors involved in the origin of an entity. The use of qualia structures
allows for the ontological organization of the lexicon and provides an applicable
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semantic and computational representation model, capable of differentiating entity
nouns evoking one same frame. Bilingual examples (1–3) demonstrate how telic roles
can be used to disambiguate entity nouns.

(1) The [strikerFE:POSITION/TELIC:SCORE_GOAL] was suspended for two matches.
O [atacanteFE:POSITION/TELIC:SCORE_GOAL] foi suspenso por dois jogos.

(2) The [defenderFE:POSITION/TELIC:MARK_PLAYER] was suspended for two matches.
O [zagueiroFE:POSITION/TELIC: MARK_PLAYER] foi suspenso por dois jogos.

(3) The [goalkeeperFE:POSITION/TELIC:AVOID_GOAL] was suspended for two matches.
O [goleiroFE:POSITION/TELIC:AVOID_GOAL] foi suspenso por dois jogos.

The FE POSITION is the same for the three different player positions, but their telic
qualia roles are different. In fact, these roles correspond to frames in the WCD database.
If one models qualia roles as relations between LUs and frames, one can disambiguate
entity nouns evoking one same frame. Hence, a system consulting such an enriched
database could suggest translation equivalents even when the valence descriptions of
the LUs are not informative.

A lexicographic database focused on domain-specific terminology would not include
proper nouns. However, ontologies [6] can be used to relate entity and proper nouns to
categories and instances, i.e. it is possible to associate the proper noun Neymar with a
category player and to store the property of Neymar being a striker.n. This information
can be associated to both frames and qualia structure, which could positively impact
hybrid machine translator algorithms [9]: after generating the statistically based trans‐
lation alternatives for a given sentence, the algorithm could consult the best-fit equiva‐
lents suggested by the ontology-qualia-structure-enriched frame database. This is espe‐
cially relevant for sentences like (5–6), which feature the same verbal lexeme in PTB,
but two different translations in EN.

(4) Neymar marcou dois. | Neymar scored two [goals].
(5) Cada zagueiro alemão marca dois. | Each German defender marks two.

Although (4–5) refer to very different frames (Score_goal and Mark_player,
respectively) the statistically grounded algorithm in Google Translate translates (5) as
Each German defender scores two. By querying the enriched frame database for the
automatically generated translation equivalents, the algorithm could “learn”, using an
ontology [13], that Neymar is a striker (the PLAYER FE who scores the GOAL FE in the
Score_goal frame). On the other hand, it could also infer that the Telic Role of
zagueiro.n is precisely Mark_player. Thus, an EN verb evoking this frame and
featuring the DEFENDER FE in the Subject position of its valence, such as mark.v would
be a best-fit translation equivalent for marcar.v.

4 Conclusion

In this paper we showed how valence patterns can be used for automatically suggesting
translation equivalents for verbs and eventive nouns. After discussing the limitations of
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such an application, we argued that enriching FrameNet with qualia structure and
ontologies could improve machine translation for entity nouns as well.
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Abstract. Is it possible to develop a reliable QA-Corpus using social
media data? What are the challenges faced when attempting such a task?
In this paper, we discuss these questions and present our findings when
developing a QA-Corpus on the topic of Brazilian finance. In order
to populate our corpus, we relied on opinions from experts on Brazilian
finance that are active on the Twitter application. From these experts, we
extracted information from news websites that are used as answers in the
corpus. Moreover, to effectively provide rankings of answers to questions,
we employ novel word vector based similarity measures between short
sentences (that accounts for both questions and Tweets). We validated
our methods on a recently released dataset of similarity between short
Portuguese sentences. Finally, we also discuss the effectiveness of our
approach when used to rank answers to questions from real users.

Keywords: Question and Answer · Social media · Finance

1 Introduction

The availability of corpora to drive and sustain Question-Answering (QA) sys-
tems [8] is of fundamental importance. Such corpora are generally obtained from
various sources, normally large collections of text, such as online news [1], or
Wikipedia [6]. Some authors have put forward the advantages of using social
media in the construction of certain types of corpora, e.g., in [3], the authors
propose building comparable corpora from social networks, in particular, Twit-
ter. In the same line, the authors of [5] propose using Twitter as an alternative
in short sentences settings. Finally, authors in [7] address QA in social media
mainly as a characterization effort on the type and frequency of questions and
answers that may be found in Twitter, even though they don’t address the con-
struction of a corpus nor the targeting of any specific domain.

Motivated by the above setting, we study the potential of using social media
data to create a QA corpus for specific fields. We refer to the corpus simply as
QA-Corpus. In details, we study the viability of how can social media infor-
mation be explored to create a QA-Corpus on the topic of Brazilian finance.
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To our knowledge, this is the first work to study the possibility of building a
domain-specific corpus from social media. We believe that social media data
can provide a proxy to field experts who can provide timely, possibly spam free
(using the right techniques), easy to understand, reliable information [3,5,11].
As previous work have showed, this information can be acquired by the careful
choice of domain experts to follow in magazines, newspapers, or in a social media
application such as Twitter [11]. In this sense, using social media we can bypass
or tackle a major bottleneck on the creation of a QA-Corpus, of the gathering
of candidate and reliable answers to possible user questions.

We combine the use of social media data together with novel, word vector
based [4], short-sentence similarity measures to create a QA-Corpus that can
answer user question in free text form. Using the method of [4], we match ques-
tions on Twitter, containing a URLs pointing out to a news article with the
supposed answer, to real user questions.

We can summarize the major contribution of this work as the creation and
evaluation of a method that automatically creates a QA-Corpus using social
media data, based only on a seed set of Twitter ids. Using a novel similarity
measure, this corpus can be used to provide answer to questions from real world
users. We evaluate our steps on a recently released dataset of similarity between
short Portuguese sentences. More importantly, we also show how QA-Corpus
provides significant answers to questions provided from a user study performed
by us. Even though we deal with texts in Portuguese and for the financial domain
as a case study, the system here described can be easily applied to other lan-
guages and domains.

2 QA-Corpus Creation

In this section we describe the steps we took in building our QA-Corpus using
social media data. Starting with Fig. 1a, we present an overview of the main
workflow of our QA-Corpus creation method. The main input is a list of social
media accounts of experts of a given subject.

Given these users, the system collects all posts they submit on the social
media service, for instance Twitter, and save them into a database, namely
Tweets DB. Then, the module Find Questions, with the aid of the Question
Classifier, finds all tweets that contain a question, and saves them into Question
tweets. Finally, the Get answers module extracts the URL1 of the news article
linked in the text, and saves both the question tweet and its corresponding news
article that answer the question into the QA-Corpus.

Our first approach to develop the question classifier was to train a supervised
classifier to identify questions from tweets. However, as it has been discussed
by previous work, simple heuristics can achieve over 90 % accuracy [7] given the
short nature of microblogging texts. Therefore, we considered a text as a question
if it contains the question mark symbol (‘?’). In addition, in order to populate
our corpus with answers, we consider that any URL that follows a question on
the tweet text is a candidate answer to that question.
1 Uniform Resource Locator.
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Fig. 1. In (a), the main workflow of the QA-Corpus creation method making use of
social media posts and news articles from the web. And in (b), an illustration of the
use of the QA-Corpus in a question answering system.

2.1 Social Media Data Extraction

To generate a corpus of social posts that is used as input for the QA-Corpus
creation method, we have manually-selected a list with 104 Twitter users that are
considered experts in Brazilian finance. This list includes journalists, bloggers,
and professors. By means of the Twitter REST API, up to 30 November 2015,
184,001 posts could be collected. After applying the question classifier on these
posts, the resulting QA-Corpus contained a total of 18,491 pairs of questions
and answers, which corresponds to 10 % of the total of posts.

3 Using QA-Corpus for a QA System

In this section, we present the results of using the QA-Corpus. described in
Sect. 2.

For doing so, we rely on real user questions extracted from our alpha version
QA financial application. In details, we performed a user study with 7 users,
following the Wizard of Oz protocol [2], and extracted 124 questions on the
topics of two savings investments available in most Brazilian banks: Savings
Account and CDB (Bank Deposit Certificate) investments.

Moreover, we employ a word vector based similarity measure to find answers
to questions on QA-Corpus. We validate the similarity measure on a dataset
of similarity scores between pairs of Portuguese sentences. Finally, we also show
how this method provides accurate answers to the real user questions.

3.1 QA System

Figure 1b depicts our proposed QA system based on the use of the QA-Corpus
created in Sect. 2. The method works as follows. Given a question from the User
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questions database, the module Find similar questions, with the aid of Similarity
method, looks for the question tweets which are the most similar ones to the user
question, and saves them into the Similar questions set. Next, the Get answer
module gets corresponding news article that are related to the similar questions
found in the Question tweets dataset. These news articles are then retrieved.

It is worth mentioning that all texts are pre-processed in the following way.
First, the text is case-normalized, then it is tokenized. Next, all hashtags (tokens
starting with an #) and URLs are removed.

3.2 Similarity Method

Our similarity method is based on the approach described in [4], making use
of word vector representations, which is currently a well-known deep learning
approach to extract the semantic meaning of the words [9,10]. In this work,
though, a regression model has been trained instead of a binary classifier, so that
continuous values of similarity can be used to rank the most similar sentences.
In this case, texts with higher values are considered as more similar.

The regression model has been trained in the ASSIN similarity dataset, which
has been released as part of the PROPOR Semantic Similarity and Textual
Inference2.

We made use of the set of 3,000 pairs of sentences in Brazilian portuguese to
train a Support Vector Regression (SVR) model by considering a 30-dimensional
feature set defined with both domain-independent data, from word vectors cre-
ated with most recent dump of the Wikipedia in Portuguese3, plus domain-
specific data coming from all of the 184,001 originally crawled tweets and 64,646
news articles.

Based on a 70/30 division of the set, the SVR achieved Person correlation of
0.61, and mean squared error of 0.47. By considering a 3.5 threshold to convert
the set into a binary classification problem, an SVM trained with the same
configuration reached an F-score of 0.65.

3.3 Results

In Fig. 2, we present the histogram according to the number of similar questions
found for the 124 user questions. We can observe that, for the largest portion
of questions, i.e. 47 questions or 38 %, 0 to 4 similar questions are found in the
dataset. From these, the system has not been able to find any similar question
for 19 questions (40 %). On the other tail, we observe that 39 questions had more
than 20 similar questions, being in some cases very large sets ranging from 105
to 214 similar questions.

In order to better understand the results, we have also conducted a qualitative
analysis regarding the most similar questions that were found for each user

2 ASSIN: Avaliação de Similaridade Semântica e Inferência Textual - http://
propor2016.di.fc.ul.pt/?page id=381.

3 Dump of 12 December 2015.

http://propor2016.di.fc.ul.pt/?page_id=381
http://propor2016.di.fc.ul.pt/?page_id=381
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Fig. 2. Histogram of the number of similar questions found for the user questions.

question. We observe that the QA system can find pretty good matches when
the question is very clear and direct, such as What is CDB?. Even when the
question is not very clear, for instance o rendimento em poupança é melhor, the
system has been able to point out some similar questions that might link to
an answer. In some cases such as qual a diferença entre poupança e cdb? and
Então em curto prazo a poupança é mais rentável? show that, even though the
similarity method has captured the main meaning behind the question, lack of
data probably contributed to not bringing any accurate similar question. Finally,
no similar question was found for investimento na poupana é seguro, mas existem
outras opções que também são de baixo risco, mas com rentabilidade melhor.,
and the reason is not straightforward. This may have happend because: (a) the
question is not very clear; (b) the text is too long; (c) lack of data; or (d) it is
not a question but only a opinion.

4 Conclusions and Future Work

In this paper we presented a methodology to automatically create a QA-Corpus
on the topic of Brazilian finance. The QA-Corpus is built through the use of
social media data. We employ novel deep-learning based similarity measures to
match questions from users and rank candidate answers. We validate our method
on a novel dataset, as well as present a qualitative discussion of how our QA-
Corpus can benefit real users for a financial advisor application.

As we have shown, with simple heuristics and state-of-the-art similarity mea-
sures, we can create the QA-Corpus. Nevertheless, one direction for future work
is to improve the selection of social media posts to be included in QA-Corpus.
Currently, we make use of every post in the form of a question. The aim is to
increase the possibility of finding better answers to more specific user questions.
Also, investigating other similarity measures for comparisons is a promising task
for further study.
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Abstract. Recently, spell checking (or spelling correction systems) has
regained attention due to the need of normalizing user-generated content
(UGC) on the web. UGC presents new challenges to spellers, as its regis-
ter is much more informal and contains much more variability than tra-
ditional spelling correction systems can handle. This paper proposes two
new approaches to deal with spelling correction of UGC in Brazilian Por-
tuguese (BP), both of which take into account phonetic errors. The first
approach is based on three phonetic modules running in a pipeline. The
second one is based on machine learning, with soft decision making, and
considers context-sensitive misspellings. We compared our methods with
others on a human annotated UGC corpus of reviews of products. The
machine learning approach surpassed all other methods, with 78.0 % cor-
rection rate, very low false positive (0.7 %) and false negative rate (21.9 %).

1 Introduction

Spell checking is a very well-known and studied task of natural language process-
ing (NLP), being present in applications used by the general public, including
word processors and search engines. Most of spell checking methods are based
on large dictionaries to detect non-words, mainly related to typographic errors
caused by key adjacency or fast key stroking. Currently, with the recent boom
of mobile devices with small touchscreens and tiny keyboards, one can miss the
keystrokes, and thus spell checking has regained attention [1].

Dictionary-based approaches can be ineffective when the task is to detect
and correct spelling mistakes which coincidentally correspond to existing words
(real-word errors). Different from non-word errors, real-word errors generate vari-
ant forms that are ambiguous with other words in the language and must be
addressed considering context. For instance, in “eu vou comprar” (I will buy-
INF), if the last character from “comprar” (to buy-INF) is deleted, it will produce
“compra” (buys-PRES.3SG) which is also a valid verb form in BP. Therefore,
c© Springer International Publishing Switzerland 2016
J. Silva et al. (Eds.): PROPOR 2016, LNAI 9727, pp. 361–373, 2016.
DOI: 10.1007/978-3-319-41552-9 37
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disambiguation must be performed taking into account the surrounding tokens:
it is rare to have an inflected verb form after the auxiliary “vou”, much more
likely is to observe an infinitive in such context to make the compound future
tense “vou comprar” (will buy).

Several approaches have been proposed to deal with these errors: mixed tri-
gram models [2], confusion sets [3], improvements on the trigram-based noisy-
channel model [4,5], use of GoogleWeb 1T 3-gram data set and a normalized and
modified version of the Longest Common Subsequence string matching algo-
rithm [6], a graph-based method using contextual and PoS features and the
double metaphone algorithm to represent phonetic similarity [7]. As an exam-
ple, although MS Word (from 2007 version onwards) claims to include a contex-
tual spelling checker, an independent evaluation of it found high precision but
low recall in a sample of 1400 errors [8]. Hunspell [9], the open-source speller
for LibreOffice, uses n-gram similarity, rules and dictionary based pronunciation
data in order to provide suggestions for spelling errors.

Errors due to phonetic similarity also impose difficulties to spell checkers.
They occur when a writer knows well the pronunciation of a word but not how
to spell it. This kind of error requires new approaches to combine phonetic mod-
els and models for correcting typographic and/or real-word errors. In [10], for
example, the authors use a linear combination of two measures – the Leven-
shtein distance between two strings and the Levenshtein distance between their
Soundex [11] codes.

In the last decade, some researchers have revisited spell checking issues moti-
vated by web applications, such as search query engines and sentiment analysis
tools based on UGC, e.g. Twitter data or product reviews. Normalization of
UGC has received great attention also because the performance of NLP tools
(e.g. taggers, parsers and named entity recognizers) is greatly decreased when
applied to it. Besides misspelled words, this kind of text presents a long list of
problems, such as acronyms and proper names with inconsistent capitalization,
abbreviations introduced by chat-speak style, slang terms mimicking the spoken
language, loanwords from English as technical jargon, as well as problems related
to ungrammatical language and lack of punctuation [12–15].

In [15] the authors propose a spell checker for Brazilian Portuguese (BP) to
work on the top of Web text collectors, and tested their method on news portals
and on informal texts collected from Twitter in BP. However, they do not inform
the error correction rate of the system. Furthermore, while their focus is on the
response time of the application, they do not address real-word errors.

Spell checking is a well-developed area of research within NLP, which is now
crossing the boundaries between science and engineering, by introducing new
sources of knowledge and methods which were successfully applied to different
scenarios. This paper presents two new spell checking methods for UGC in BP.
The first one deals with phonetically motivated errors, a recurrent problem in
UCG not addressed by traditional spell checkers, and the second one deals addi-
tionally with real-word errors. We present a comparison of these methods with
a baseline system and JaSpell over a new and large benchmark corpus for this
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task. The corpus is also a contribution of our study1, containing product reviews
with 38,128 tokens and 4,083 annotated errors.

This paper is structured as follows. In Sect. 2 we describe our methods, the
setup of the experiments and the corpus we compiled. In Sect. 3 we present the
results. In Sect. 4 we discuss related work on spelling correction of phonetic and
real-word errors. To conclude, the final remarks are outlined in Sect. 5.

2 Experimental Settings and Methods

In this Section we present the four methods compared in our evaluation. Two
of them are used by existing spellers; one is taken as baseline and the other is
taken as benchmark. The remaining two are novel methods developed within
the project reported herein. After describing in detail the novel methods, we
present the corpus specifically developed to evaluate BP spellers, as well as the
evaluation metrics.

2.1 Method I - Baseline

We use as a baseline the open source Java Spelling Checking Package, JaSpell2.
JaSpell can be considered a strong baseline and is employed at the tumba!
Portuguese Web search engine to support interactive spelling checking of user
queries. It classifies the candidates for correcting a misspelled word according to
their frequency in a large corpus together with other heuristics, such as keyboard
proximity or phonetic keys, provided by the Double Metaphone algorithm [18]
for English. At the time this speller was developed there was no version of these
rules for the Portuguese language3.

2.2 Method II - Benchmark

The method presented in [19] is taken as benchmark. It combines phonetic knowl-
edge in the form of a set of rules and the algorithm Soundex, and was inspired by
the analysis of errors of the same corpus of products’ reviews [20] that inspired
our proposals.

Furthermore, as this method aims to normalize web texts, it performs auto-
matic spelling correction. To increase the accuracy of the first hit, it relies on
some ranking heuristics, which consider the phonetic proximity between the
wrong input word and the candidates to replace it. If the typed word does not
belong to the lexicon, a set of candidates if generated with words from the lexicon
having an edit distance to the original word of one or two.

1 The small benchmark of 120 tokens used in [16,17] is not representative of our
scenario.

2 http://jaspell.sourceforge.net/.
3 Currently, a BP version of the phonetic rules can be found at http://sourceforge.

net/projects/metaphoneptbr/.

http://jaspell.sourceforge.net/
http://sourceforge.net/projects/metaphoneptbr/
http://sourceforge.net/projects/metaphoneptbr/
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Then, a set of phonetic rules for Brazilian Portuguese codifies letters and
digraphs which have similar sounds in a specific code. If necessary, the next step
performs the algorithm Soundex, slightly modified for BP. Finally, if none of
these algorithms is able to suggest a correction, the candidate with the highest
frequency in a reference corpus among the ones with the least edition-distance is
suggested. The lexicon used is the Unitex-PB4 and the frequency list was taken
from Corpus Brasileiro5.

2.3 Method III - Grapheme-to-Phoneme Based Method (GPM)

By testing the benchmark method, we noticed that many of the wrong cor-
rections were related to a gap between the application of phonetic rules and
the Soundex module. The letter-to-sound rules were developed specially for the
spelling correction, therefore, they are very accurate for the task but have a
low recall, since many words do not possess the misspelling patterns which they
try to model. In contrast, the transcriptions generated by the adapted Soundex
algorithm are too broad and many phonetically different words are given the
same code. For instance, the words “perto” (near) and “forte” (strong) are both
transcribed with the Soundex code “1630”, in spite of being very distinct pho-
netically: “perto” corresponds to [’pEx.tU], and “forte” to [’fOx.tSI].

To fill this gap, we propose the use of a general-purpose grapheme-to-
phoneme converter to be executed prior to the Soundex module. We employed
Aeiouado’s grapheme-to-phoneme converter [21], since it is the state of the art
in grapheme-to-phoneme transcription for Brazilian Portuguese.

The usage of the grapheme-to-phoneme converter is a bit different from a
simple pipeline. According to Toutanova [22], phonetic-based errors usually need
larger edit distances to be detected. For instance, the word “durex” (sellotape)
and one of its misspelled forms “duréquis” have an edit distance of 5 units,
despite having very similar phonetic forms: [du’rEks] ∼ [du’rEkIs].

Therefore, instead of simply increasing the edit distance, which would imply
in having a larger number of candidates to filter, we decided to do the reverse
process. We transcribed the Unitex-PB dictionary and stored it into a database,
with the transcriptions as keys. Thus, in order to obtain words which are pho-
netically, we transcribe the input and look it up in the database. Considering the
“duréquis” example, we would first transcribe it as [du’rE.kIs], and then check
if there are any words in the database with that transcription. In this case, it
would return “durex”, the expected form.

The only difference of GPM in comparison with Method II lies in the G2P
transcription match, which takes place prior to Soundex. In spite of being better
than the baseline because they tackle phonetic-motivated errors, Method II and
GPM have a limitation: they do not correct real word errors. The following
method is intended to overcome this shortcoming by using context information.

4 http://www.nilc.icmc.usp.br/nilc/projects/unitex-pb/web/.
5 http://corpusbrasileiro.pucsp.br/cb/.

http://www.nilc.icmc.usp.br/nilc/projects/unitex-pb/web/
http://corpusbrasileiro.pucsp.br/cb/
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2.4 Method IV – GPM in a Machine Learning Framework
(GPM-ML)

Method IV has the advantage of bringing together many approaches to spelling
correction into a machine learning framework. Its architecture is described in
Fig. 1.

The method is based on three main steps: (i) candidate word generation,
(ii) feature extraction and (iii) candidate selection. The first encompasses three
modules which produce a large number of suggestions, considering orthographic,
phonetic and diacritic similarities. For producing suggestions which are typo-
graphically similar, the Levenshtein distance is used: for each input word, we
select all words in a dictionary which diverge by at most 2 units from the input.
For instance, suppose the user intended to write “mesa” (table), but missed a
keystroke and typed “meda” instead. The Levenshtein module would generate a
number of suggestions including an edit distance of 1 or 2, such as “medo” (fear),
“meta” (goal), “moda” (fashion), “nada” (nothing), “mexe” (he/she moves) etc.

For computational efficiency, we stored the dictionary in a trie structure. A
revised version of the Unitex-PB was employed as our reference dictionary (circa
550,000 words)6.

As for phonetic similarity, we used the same procedure as with GPM. Thus,
in order to generate suggestions which are phonetically similar to the word typed
by the user, we look up in the database.

The diacritic module generates words which differ from the input in terms
of diacritic symbols. This module was proposed because we observed that most
of the misspellings in the corpus were caused by a lack or misuse of diacritics.
BP has five types of diacritics: accute (́), cedilla (ç), circumflex (̂), grave (̀) and
tilde (̃), and they often indicate different vowel quality, timbre or stress.

However, they are rarely used in UGC, and the reader uses the context to
disambiguate the intended word. In order to deal with this problem, the diacritic
model generates, given a input word, all possible word combinations of diacritics.
Once more, the Unitex-PB is used as reference.

Fig. 1. Architecture of the GPM-ML

6 The dictionary is available upon request.
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Table 1. List of features

Feature Description

1. typedOrGen Whether the word was typed by the user or was produced in
the word generation phase

2. isTypo 1 if the word was generated by the typographical module;
0 otherwise

3. isPhone 1 if the word was generated by the phonetic module;
0 otherwise

4. isDiac 1 if the word was generated by the diacritic module;
0 otherwise

5. typedProb The unigram probability of the word typed

6. genUniProb The unigram probability of the word suggestion

7. typedTriProb The trigram probability of the word typed

8. genTriProb The trigram probability of the word suggestion

9. typoLevDist The levenshtein distance between the typed word and the
suggestion

10. insKeyDist The sum of the key insertion distances

11. delKeyDist The sum of the key deletion distances

12. replKeyDist The sum of the key replacement distances

13. keyDists The sum of all previous three types of key distances

14. phoneLevDist The levenshtein distance between of the phonetic
transcription of the typed word and of the suggestion

After candidate generation, the feature extraction phase takes place. The aim
is to allow the classifier to compare these words with the one typed by the user,
in such a way that the classifier can choose to keep the typed word or to replace
it with one of generated suggestions.

As misspelling errors may be of different nature (such as typographical,
phonological or related to diacritics), we try to select features that encompass
all these phenomena. For each word suggestion produced in the word generation
phase, we extract 14 features, as described in Table 1.

The probabilities come from a language model trained over a subset of the
Corpus Brasileiro (circa 10 million tokens). Good-Turing smoothing is used to
estimate the probability of unseen trigrams.

After feature extraction, the word selection phase comes into play. The clas-
sifier was implemented through scikit-learn [23] and comprises an optimized ver-
sion of the CART algorithm, trained over the dataset presented in Sect. 2.5, with
the features we discussed, and evaluated through 5-fold cross-validation. Several
other classification algorithms were tested, but since our features contain both
nominal and numerical data, and some of them are dependent, the decision tree
classifier achieved the best performance.
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2.5 Dataset

The evaluation corpus was compiled specially for this research and is composed
of a set of annotated product reviews, written by users on Buscapé7, a Brazilian
price comparison search engine. All misspelled words were marked, the correct
expected form was suggested and the misspelling category was indicated.

Considering that the amount of errors is not very large, we used a non-
probabilistic sampling technique similar to snowball sampling [24], in order to
obtain a reasonable amount of data with incorrect orthography. A list of ortho-
graphic errors with frequency greater than 3 in the the corpus of product reviews
compiled by [20] was used to pre-select from the same corpus sentences with at
least one incorrect word. Among those, 1,699 sentences were randomly selected
to compose the corpus (38,128 tokens). All these sentences were annotated by
two linguists with prior experience in corpus annotation. The inter-rater agree-
ment for the error detection task is described in Table 2.

Table 2. Inter-rater agreement for the error detection task

Annot. B Total

Correct Wrong

Annot. A Correct 33, 988 512 34, 500

Wrong 76 3, 559 3, 635

Total 34, 064 4, 071 38, 135

The agreement was evaluated by means of the kappa test [25]. The κ value
for the error detection task was 0.915, which stands for good reliability or almost
perfect agreement [26]. The final version of the corpus used to evaluate all meth-
ods was achieved by submitting both annotations to an adjudication phase, in
which all discrepancies were resolved. We noticed that most annotation problems
consisted of whether or not to correct abbreviations, loanwords, proper nouns,
internet slang, and technical jargon. In order to enrich the annotation and the
evaluation procedure, we classified the misspellings into five categories:

1. typo: misspellings which encompass a typographical problem (character
insertion, deletion, replacement or transposition), usually related to key adja-
cency or fast typing; e.g. “obrsevei” instead of “observei” (I noticed) and
real-word errors such as “clama” (cries out-pres3.sg) instead of “calma”
(calm).

2. phono: cognitive misspellings produced by lack of understanding of letter-to-
sound correspondences, e.g. “esselente” for “excelente” (excelent), since both
“ss” and “xc”, in this context, sound like [s]. Real-word errors also occur,
such as “compra” (buys-pres3.sg) instead of “comprar” (to buy).

7 http://www.buscape.com.br/.

http://www.buscape.com.br/
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3. diac: this class identifies misspellings which are related to the inserting,
deleting or replacing diacritics in a given word, e.g. “organizacao” instead
of “organização” (organization) and real-word errors, such as “sabia” (knew -
impf.3sg) instead of “sábia” (wise-fem.sg).

4. int slang: use of internet slang or emoticons, such as “vc” instead of “você”
(you), “kkkkkk” (to indicate laughter) or “:-)”.

5. other: other types of errors that do not belong to any of the above classes,
such as abbreviations, loanwords, proper nouns, technical jargon; e.g. “aprox”
for “aproximadamente” (approximately).

The distribution of each of these categories of errors can be found in Table 3.
Interestingly, Internet slang, which is usually assumed to be a core problem
in UGC, was not a frequent error pattern, accounting for only 4.9 % of the
occurrences.

The difference between the total number of counts in Tables 2 and 3 is caused
by spurious forms which were reconsidered or removed in the adjudication phase.
In addition to the five categories previously listed, we also classified the mis-
spellings into either contextual or non-contextual, i.e. if the misspelled word
corresponds to another existing word in the dictionary, it is considered a con-
textual error (or real-word error). For instance, if the intended word was “está”
(he/she/it is), but the user typed “esta”, without the acute accent, it is classified
as a contextual error, since “esta” is also a word in BP which means this fem.

The corpus has been made publicly available8 and intends to be a benchmark
for future research in spelling correction for user generated content in BP.

Table 3. Error distribution in corpus by category

Misspelling type Counts % Total

typo - 1, 027 25.2

phono Contextual 49 1.2

Non-contextual 683 16.7

diac Contextual 411 10.1

Non-contextual 1, 626 39.8

int slang - 201 4.9

other - 86 2.1

Total/Avg 4, 083 100.0

2.6 Evaluation Metrics

Four performance measures are used to evaluate the spellers: Detection rate is
the ratio between the number of detected errors and the total number of existing
errors. The Correction rate stands for the ratio between the number of corrected

8 https://github.com/gustavoauma/propor 2016 speller.

https://github.com/gustavoauma/propor_2016_speller
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errors and the total number of errors. False positive rate is the ratio between
the number of false positives (correct words that are wrongly treated as errors)
and the total number of correct words. The False negative rate consists of the
ratio between the number of false negatives (wrong words that are considered
correct) and the total number of errors.

In addition, the correction hit rates are evaluated by misspelling categories. In
the analysis, we do not take into account the “int slang” and “other” categories,
since both show a very irregular behavior and constitute specific types of spelling
correction.

3 Discussion

In Table 4, we summarize all methods’ results. As one can observe, the GPM-
ML achieved the best overall performance, with the best results in at least three
rates: detection, correction and false positive rate. Both methods we proposed
in this paper, GPM and GPM-ML, performed better than the baseline in all
metrics; however, GPM did not show any improvement in comparison with the
benchmark.

In fact, the addition of the grapheme-to-phoneme converter decreased the
correction rate. By analyzing the output of GPM, we noticed that there seems to
be some overlapping information between the phonetic rules and the grapheme-
to-phoneme module. Apparently, the phonetic rules were able to cover all cases
which could be solved by adding the grapheme-to-phoneme converter, and there-
fore our hypothesis was not supported.

Table 4. Comparison of the Methods

Method Rate

Detection Correction FP FN

Baseline JaSpell 74.0 % 44.7 % 5.9 % 26.0 %

Benchmark Rules&Soundex 83.4 % 68.6 % 1.7 % 16.6%

GPM 83.4 % 68.2 % 1.7 % 16.6%

GPM-ML 84.9% 78.1% 0.7% 21.9 %

All methods showed a low rate of false positives, and the best value was
found in GPM-ML (0.7 %). The false positive rate is very important for spelling
correction purposes and is related to the reliability of the speller. In the following
we discuss the correction hit rates by misspelling categories, presented in Table 5.

The baseline JaSpell (Method I) presented an average correction rate of
44.7 %. Its best results comprise non-contextual diacritic misspellings with a rate
of 64.0 %; worst results are found in contextual phonological errors, in which not
a single case was corrected by the speller. Typographical misspellings were also
very troublesome, with a correction hit rate of 28.3 %. These results indicate
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Table 5. Comparison of Correction Rates

Misspelling type Errors Correction rate by method

I II III IV

Typo 1, 027 28.3 % 56.3% 53.0 % 55.4 %

Phono Contextual 49 0.0 % 0.0 % 0.0 % 8.1%

Phono Non-contextual 683 48.2 % 85.1 % 87.1% 81.1 %

Diac Contextual 411 9.2 % 26.5 % 26.5 % 64.5%

Diac Non-contextual 1626 64.0 % 82.2 % 82.4 % 96.6%

Total/Weighted Avg 3, 796 44.7 % 68.6 % 68.1 % 78.0%

that this method is not suitable for real world applications which deal with user
generated content (it is important to notice that the JaSpell was not developed
for this text domain).

The benchmark Rules&Soundex (Method II) achieved a correction rate of
68.6 %, a relative gain of 53.4 % in comparison to the baseline. The best results
are, once more, related to the non-contextual diacritic misspellings (82.2 %), the
major error class. The best improvements compared to the baseline appear in
phonological errors influenced by context (85.1 %), with a relative increase of
76.6 %. These results are coherent with the results reported by [19], since they
claim that the method focuses on phonetically motivated misspellings.

As already mentioned, GPM (Method III) did not show any gain in com-
parison with the benchmark. As can be noticed, it had a small positive impact
in what regards to the phonological errors, raising the correction rate of non-
contextual phonological misspellings from 85.1 % to 87.1 % (2.3 % gain).

GPM-ML (Method IV) achieved the best performance among all methods
in what regards correction hit rate (78.0 %). A very high correction rate was
achieved in non-contextual diacritic errors (96.6 %) and non-contextual phono-
logical errors (81.1 %). The trigram Language Model proved to be effective for
capturing some contextual misspellings, as can be seen by the contextual diacritic
correction rate (64.5 %). However, the method was not able to properly infer con-
textual phonological misspellings (8.1 %). We hypothesize this result might be
caused by the small number of contextual phonological errors in the training
corpus (there were only 49 cases of contextual phonological misspellings). No
significant improvement was found with respect to typographical errors (55.4 %)
in comparison to the other methods.

4 Related Work

The first approaches to spelling correction date back to Damerau [27] and address
the problem by analyzing the edit distances. He proposes a speller based on a
reference dictionary and on an algorithm to check for out-of-vocabulary (OOV)
words. The method assumes that words not found in the dictionary have at most
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one error (a threshold established to avoid high computational cost), which was
caused by a letter insertion, deletion, substitution or transposition.

An improved error model for spelling correction, which works for letter
sequences of lengths up to 5 and is also able to deal with phonetic errors was pro-
posed by [28]. It embeds a noisy channel model for spell checking based on string
to string edits. This model depends on the probabilistic modeling of sub-string
transformations.

As texts present several kinds of misspellings, no single method will cover
all of them, and therefore it is natural to combine methods which supplement
each other. This approach was pursued by [22], who included pronunciation
information to the model of typographical error correction. [22] and also [29]
took pronunciation into account by using grapheme-to-phoneme converters. The
latter proposed the use of triphone analysis to combine phonemic transcription
with trigram analysis, since they performed better than either grapheme-to-
phoneme conversion or trigram analysis alone.

Our GPM method also combines models to correct typographical errors by
using information on edition distance, pronunciation, grapheme-to-phoneme con-
version and the output of the Soundex method. In this two-layer method, these
modules are put in sequence, as we take advantage of the high precision of the
phonetic rules before trying the converter; typographical errors are corrected in
the last pass of the process.

5 Final Remarks

We compared four spelling correction methods for UGC in BP, two of which con-
sisting of novel approaches proposed in this paper. The Method III (GPM) con-
sisted of an upscale version of the benchmark method, containing an additional
module with a grapheme-to-phoneme converter. This converter was intended to
provide the speller with transcriptions that were not so fine-grained or specific
as those generated by the phonetic rules and also not so coarse-grained as those
created by Soundex; however, it didn’t work as well as expected.

The Machine Learning version of GPM, the GPM-ML, instead, presented a
good overall performance, as it is the only one that addresses the problem of
real word errors. It surpasses all other methods in most situations, reaching a
correction rate of 78.0 %, with very low false positive (0.7 %) and false negative
(21.9 %), thus establishing the new state of the art in spelling correction for
UGC in BP. As for future work, we intend to improve GPM-ML by expanding
the training database, testing other language models as well as new phone con-
ventions. In addition, we plan to more thoroughly evaluate it on different testing
corpora. We also envisage, in due course, the development of an Internet slang
module.
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Abstract. The analysis of the phonetic entities of speech nearly always
requires the alignment of an audio file with its phonetic transcription.
However, it is an extremely labor-intensive task. An automatic align-
ment tool has modules that depend on the language and, while there
are many public resources for some languages (e.g., English and French),
the resources for Brazilian Portuguese (BP) are still limited. This work
describes the development of an automatic phonetic alignment tool for
BP, consisting of grapheme-to-phone converter, syllabification system
and HTK-based acoustic models. This aligner is implemented and freely
distributed as a plug-in of Praat. Performance tests are presented, com-
paring the current proposal with an existing tool.

Keywords: Phonetic alignment · Brazilian Portuguese · Pronunciation
dictionary · Syllabification · HTK · Praat

1 Introduction

Automatic speech recognition (ASR) and speech synthesis (TTS) are data-driven
technologies that require a relatively large amount of labeled data. As conse-
quence, many large speech corpora have been collected for speech technology
development in the recent years. And they need to be phonetically segmented
with a high level of precision, i.e. the phones must be time-aligned with the
sound, on risk of impairing the quality of the synthesized voice, for example.
Indeed, the analysis of the prosodic structure of speech requires to know the
precise position of the phonetic temporal boundaries [1]. However, manual pho-
netic segmentation is time-consuming, more than 13 h for a one-minute recording
[2], and expensive, since it requires trained language experts.

The most widely explored phonetic alignment techniques are based either on
hidden Markov models (HMM) used in forced-alignment mode or on dynamic
time alignment with synthesized speech (TTS+DTW) [3]. In [4], a compari-
son between these two approaches has showed that in general the TTS+DTW
segmentation is more accurate than HMM, however, the HMM-based phonetic
aligners are more reliable. Hence, an hybrid system is proposed in [5]. The results
with a Portuguese voice data suggest that the use of HMM-based along with
c© Springer International Publishing Switzerland 2016
J. Silva et al. (Eds.): PROPOR 2016, LNAI 9727, pp. 374–384, 2016.
DOI: 10.1007/978-3-319-41552-9 38
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TTS+DTW alignment tools can be worthy, as the former is more robust and
the later is more accurate.

In this context, automatic alignment tools such as EasyAlign [6], SPPAS
[7], P2FA [8] and Train&Align [9] have been developed and released. Besides a
phonetic dictionary, all these tools rely on the acoustic modeling of the language
with HMM. They provide the user with pre-existent speaker-independent models
of each language, or models of each phoneme (monophone models) or group of
phonemes (triphone models) are directly trained on the corpus to align. Then,
these models are used to align an audio file with its phonetic transcription.

P2FA is an open-source automatic phonetic alignment tool based on HTK, a
widespread HMM-based speech recognition toolkit [10]. It contains monophone
acoustic models for American English and a Python script that can be used to
do the alignment process via a command-line interface. There is also an on-line
processing system on the P2FA website [11] with which the user can submit
a limited size audio file and its word transcription and get back a TextGrid
file compatible with the Praat, the popular speech analysis software [12]. The
TextGrid contains two tiers named phone and word. The first tier holds the
phonemes or speech segments and their boundaries. The alignment of words is
deduced from their alignment into phonemes.

EasyAlign is also HTK-based, but its topmost layer lies within Praat, which
facilitates the alignment process for a computer science non-specialist. It requires
a few minor manual steps and the result is a multi-level annotation within
a TextGrid composed of phonetic, syllabic, lexical and utterance tiers. It is
already designed for French, English, Spanish and Taiwan Min and has been
recently adapted to Brazilian Portuguese (BP) [13]. It is free distributed as a
self-installable Praat plug-in only on Windows operating system, and comes with
trained monophone acoustic models.

Like EasyAlign, Train&Align offers a user-friendly graphical interface imple-
menting HTK methods and TextGrid files. However, it is proposed as a web ser-
vice that can be free accessed from any platform. Its specificity is that it trains
the acoustic model directly on the corpus to align, which makes it applicable
to any language and speaking style. In contrast, the phonetic transcription that
corresponding to the audio file must be provided to the tool, which requires a
level of expertise in linguistic. The user can set some training parameters and
modify the model configuration, taking into account the phonetic context. But,
when using tied-state triphones, a file containing the articulatory characteristics
of each phoneme must be given, which can be another difficulty.

Since the HTK tools can not be embedded in an other tool, the previous
aligners assume that HTK is installed on the user’s computer. However, there
is no limitation on the distribution of an acoustic model created with the HTK
toolkit, which can consequently be distributed under GPL license. Based on this
information, SPPAS uses the open-source Julius speech recognition engine [14]
to perform alignment based on HTK tied-state triphone models. The resulting
alignments are a set of TextGrid files for utterance, word, syllable and phoneme
segmentation. It is implemented with Python and can be executed using a
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graphical interface, or a console-mode, under Linux, Mac-OSX and Windows.
SPPAS is currently available under GPL license for French, English, Italian and
Chinese although the author claims that adding a new language is relatively easy.

A motivation of this work is to complement these previous initiatives and
release an automatic phonetic aligner for BP. It is a plug-in developed for Praat,
which produces a multi-tier TextGrid, including phonetic and syllabic annota-
tions, from a sound recording and the corresponding orthographic transcription.
The plug-in is made of Praat scripts, but it also includes the HVite tool (within
HTK) for the alignment at the phone level and other external components.
In summary, the following required tools have been developed for BP: (i) a
grapheme-to-phone (G2P) converter with stress determination, (ii) scripts used
for developing HTK-based tied-state triphone models and (iii) a syllabification
system based on a set of linguistic rules with stress vowel indication.

Alternatively, the proposed aligner can be executed using a command-line
interface. Python scripts were also implemented to automate the procedure of
doing segmentation. It was tested under Linux and Windows. All these developed
tools are publicly available [15].

According to [16], the most common and direct form of evaluation is com-
paring the automatic segmentation to a manual segmentation. Thus, aside from
the description of the alignment process in details, the results of tests performed
on a manually-aligned corpus are also shown, in order to measure the current
proposal effectiveness. An extra comparison was made with EasyAlign [13].

One of the most usual metric to evaluate the segmentations’ accuracy is called
boundary-based measure, where the performance is measured as the percentage
of (initial, middle, or final) boundaries which are similar in both alignments,
with a certain tolerance threshold (often 20 ms), considering that the phonetic
transcription is the same in both segmented corpora. Another way of evaluating
the agreement between two alignments is the phone-based duration-independent
measure, or Overlap Rate (OvR), that is to determine the percentage of well
assigned frames, within the segment [5].

2 A Phonetic Aligner for BP

This work proposes a set of tools to automatically produce segmentations for
continuous speech in BP. The result is a multi-level annotation within a TextGrid
composed of phonetic, syllabic, lexical and utterance tiers. The output is illus-
trated as a screenshot in Fig. 1. It can be executed using scripts in a console-mode
or, in order to turn it more ergonomic, as a plug-in of Praat.

The whole alignment process is a succession of four automatic steps: G2P con-
version, phone segmentation, syllabification and TextGrid conversion. Figure 2
summarizes the workflow.

The first step is called phonetization, or the process of representing sounds
with phonetic signs. For instance, in order to develop ASR systems, one needs
a pronunciation (or phonetic) dictionary, which maps each word in the lexicon
to one or more phonetic transcriptions (pronunciations). In practice, building a
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Fig. 1. The resulting TextGrid with five tiers from bottom to top: orthographic tran-
scription, phonetic transcription, words, syllables and phonemes.

Fig. 2. The alignment process, with all acceptable inputs and outputs.

dictionary for ASR is very similar to developing a G2P module for TTS systems.
In fact, a dictionary can be constructed by invoking a pre-existent G2P converter.
So, this block receives as input a tokenized standard orthographic transcription
and creates the corresponding dictionary.

Then, the resulting phonetic dictionary and a given audio file (.wav extension)
will be used as inputs for the HTK Viterbi-based (HVite) tool in the second step.
It has the function to align each word to its respective phonetic sequence, using
the acoustic model. It generates a .rec file that contains the start and end times
of each phoneme. The syllabification system performs the phoneme-to-syllable
segmentation. Finally, the last block uses the information present in the .rec file
to create a TextGrid file containing five tiers, as shown in Fig. 1. This block is a
script package implemented with Python.

After this description of the alignment process, the next sections describe the
tools that have been developed to compose the aligner.
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2.1 G2P Conversion

This work uses a G2P converter with stress determination that is based on a set of
rules described in [17]. The rules do not focus in any BP dialect and provide only
one pronunciation by word. The proposed conversion is based on phonological
pre-established criteria, its architecture does not rely on intermediate stages,
i.e., other algorithms such as syllabic division or plural identification. There is
a set of rules for each grapheme and a specific order of application is assumed.
First, the more specific rules are considered until a general case rule is reached,
which ends the process. Besides, the presence of a stressed vowel changes the
G2P converter interpretation.

The format of each dictionary entry (i.e., the word and its phonetic tran-
scription) suggested by HTK is illustrated by the example below:

leite l e j tS i sp

where the phone sp (short pause) must be added to the end of every pronunci-
ation. Therefore the developed G2P converter deals only with single words and
does not implement co-articulation analysis between words.

The rules are specified in a set of regular expressions using the C# pro-
gramming language. Regular expressions are also allowed in the definition of
non-terminals symbols (e.g. #abacaxi#). The rules of the G2P converter are
organized in three phases. Each phase has the following function:

– a simple procedure that inserts the non-terminal symbol # before and after
each word.

– the stress phase consists of 29 rules that mark the stressed vowel of the word.
– the bulk of the system, which consists of 140 rules, that convert the graphemes

(including the stressed vowel mark) to 38 phones represented using the
SAMPA phonetic alphabet [19].

During the research, some rules proposed by [17] were improved and others
were added. Aside from the description of the added or modified rules in details,
the results of tests performed on a speech corpus can be also seen in [15,18],
in order to measure the G2P converter effectiveness and its influence in a ASR
system performance.

2.2 Acoustic Model Training

For training an acoustic model, it is required a corpus with digitized voice,
transcribed at the level of words and/or at the level of phones. In the sequel,
some aspects of developing a model for BP are discussed.

The front end consists of the widely used 12 Mel-frequency cepstral coeffi-
cients (MFCCs) [20] using C0 as the energy component, and computed every
10 ms (i.e., 10 ms is the frame shift) for a frame of 25 ms. These static coeffi-
cients are augmented with their first and second derivatives to compose a 39
dimensional parameter vector per frame. Finally, the cepstral mean subtraction
technique was used to normalize the MFCCs coefficients [10].
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The acoustic models were iteratively refined [21]. A flat-start approach was
adopted, starting with continuous single-component mixture monophone models,
the HMMs were gradually improved to finally have mixtures of multiple Gaus-
sians to model the output distributions. The set of HMMs was composed by
tied-state triphones. During all the training process, the embedded Baum-Welch
algorithm [22] was used to re-estimate the models.

The initial acoustic models for the 39 phones (38 monophones and a silence
model) used 3-states left-right HMMs. The silence model was trained and then
copied to create the tied short pause (sp) model with only one acoustic state. The
sp has a direct transition from the entry to the exit state. After that, cross-word
triphone models were built from the monophone models. Transition matrices of
triphones that share the same base phone were tied.

Given a set of categories (also called questions), a decision tree specific for
BP was designed for tying the triphones with similar phonetic characteristics.
To illustrate, some vowels and consonants classification rules used to build the
decision tree are listed below:

...
QS "R_V-Close" { *+i,*+e,*+o,*+u }
QS "R_V-Front" { *+i,*+E,*+e }
QS "R_Palate" { *+S,*+Z,*+L,*+J }
QS "L_V-Back" { u-*,o-*,O-* }
QS "L_V-Open" { a-*,E-*,O-* }
...

Notice that for a triphone system, it is necessary to include questions referring
to both the right and left contexts of a phone. The questions should progress
from wide, general classifications (such as consonant, vowel, nasal, diphthong,
etc.) to specific instances of each phone. Ideally, the full set of questions loaded
using the HTK QS command would include every possible context that can
influence the acoustic realization of a phone, and can include any linguistic or
phonetic classification that may be relevant.

After tying, the number of component mixture distributions was gradually
increased up to 14-Gaussians per mixture to complete the training process.

2.3 Syllabification

The proposed syllabification algorithm for BP is implemented by means of C#
program language and is based on the 20 rules designed in [23], plus the two
rules added by [24], including the stressed vowel mark and new improvements.
All the rules are based on orthography and do not focus in any BP dialect. In
fact, phonological criteria are also considered, but only the classical ones, where
the grapheme sequence is admittedly represented by a single phoneme. Figure 3
illustrates the architecture of the self-contained system.

Each linguistic rule of the algorithm is basically composed of a condition to be
evaluated and actions to be executed, considering that every syllable must have
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Fig. 3. Block diagram of the developed syllabification tool. There is a set of splitting
rules and a hierarchical order of application is assumed, at the moment the algorithm
identifies a vowel. First, the more specific rules are considered until a general case rule
(Rule 20) is reached, which restarts the process. Note that some rules proposed by [23]
were improved during the research, like the Rule 2, as described below.

a vowel as a nucleus. Each condition evaluates all the graphemes that surround
the syllable nucleus (the vowel currently under analysis). If it is fulfilled, then
the algorithm calls the method that executes the action associated to such rule
to perform the required syllabification, for example, the vowel is separated from
the next grapheme, or is attached to the next grapheme and separated from the
subsequent graphemes, and so on. Some rules are composed of more than one
action, but they also have specific conditions to help the algorithm decide which
action must be taken, once the main condition is fulfilled.
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The algorithms on [23,24] were subject to a baseline evaluation process with
150,000 words (and their respective syllabification) extracted from the Dicio
database [25]. During this phase, the analysis of the problems gave the input
for some improvements on the rules proposed by [23]. In particular, the Rule
19 was improved to treat specific hiatus (vowel + vowel) not considered in the
previous analyses. Since this kind of vocalic sequence has a strong presence in
the Portuguese lexicon, this modified rule is an important contribution.

A summary of the suggested modifications can be seen in [15,26], as well as
some results achieved with experiments that evaluate the current syllabification
tool effectiveness and its influence in a TTS system performance.

3 Experimental Results

In this experiment, the automatic alignment was estimated on the basis of the
manual segmentation. Hence, the hand-aligned test corpus was made of 181
utterances recorded by a male speaker for a total duration of 7 min and 8 s. It
contains 1167 words and 4887 phonetic segments (the pauses were discarded).

Then, the HVite tool was called to align each utterance to its phonetic
sequence, which was provided by the G2P converter. The tied-state triphone
models were trained on the basis of about 160 h of unaligned multi-speaker audio,
according to the procedure described in Sect. 2.2. The reference corpus was not
used to train the acoustic model.

Table 1 proposes detailed alignment performances depending on the delta
range between manual and automatic boundaries, by using the time-location of
the initial of each phoneme. Despite the fair comparison, it was observed that
the tools achieved equivalent alignment rates, where 57.27 % and 59.30 % of the
differences between the boundaries lie within 20 ms for the current proposal and
EasyAlign, respectively.

In order to compare the results achieved by the proposed aligner with other
tool, the utterances were also segmented using EasyAlign [13], which is currently
the only one that exists for BP, as far as we know. However, it should be noted
that the test corpus was used to train the acoustic model provided by EasyAlign,
which is a major advantage.

The alignment accuracy was also evaluated considering the Overlap Rate
(OvR) [5]. Given a segment, a reference segmentation and the segmentation to
be evaluated, OvR is the ratio between the number of frames that belong to
that segment in both the segmentations and the number of frames that belong
to the segment in one segmentation, at least. For example, if a phone duration
in the reference segmentation differs considerably from its duration in the other
segmentation, the OvR quantity takes a very small value. According to [5], a
segment with a OvR of 0.75 is considered well segmented.

Figure 4 shows the accuracy of the two evaluated alignment tools. The x-axis
is the percentage of incorrectly assigned frames ((1-OvR)-100 %) and the y-axis
is the percentage of phones that has a percentage of incorrectly assigned frames
lower than the value given in the x-axis. The performances were again similar,
with a slightly better OvR for EasyAlign.
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Fig. 4. Alignment accuracy (or OvR evaluation) of the two tested tools. (Color figure
online)

Regarding the syllabic alignment, at present there is, to our knowledge, no
generally available corpus manually aligned to evaluate such a syllabification. We
will of course be pleased to perform this evaluation as soon as we can obtain one.
However, a comparison between the two syllabification algorithms was performed
in terms of correctly syllabified words (or word accuracy), which was obtained
manually, using the Dicio database [25] as reference.

Interestingly, the current syllabification tool is observed to clearly outperform
EasyAlign. The results obtained on the test corpus were respectively 96.06 % and
66.92 %. The explanation for this may be that both algorithms are rule-based and
assume that all the syllables have a vowel as a nucleus, but only in EasyAlign the
sonority principle is used to split the consonant clusters, in which the pauses are
also used as syllabic boundaries. Therefore, EasyAlign commonly failed trying
to determine the syllabic boundaries between words, putting together phonemes
from different words in the same syllable.

Table 1. Percentage of boundary time differences for Manual vs. Aligner and Manual
vs. EasyAlign comparisons on a BP continuous speech corpus.

�10ms �20ms �30 ms �40 ms �50ms

Aligner 31.34 % 57.27 % 72.94 % 82.81 % 87.98 %

EasyAlign 32.35 % 59.30 % 72.33 % 82.25 % 86.53 %

4 Conclusions

This paper presented a tool to perform automatic phonetization, alignment and
syllabification for BP. This multi-platform phonetic aligner works under the
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Praat software and is freely available on-line. Besides, two kinds of evaluation
were done: boundary-based and segment-based. We have shown that the results
obtained on an external test corpus are comparable to those of an existing tool
(EasyAlign for BP) that used the test corpus to train its acoustic model. It
is due to the generalization achieved by the developed HMM-based speaker-
independent acoustic model. Concerning the syllabification procedure, the pro-
posed system provided the best rates with an increase of nearly 30 % compared
to EasyAlign-tied in terms of words accuracy.

As there are limitations on the distribution of the HTK toolkit, one needs
to previously install the HVite tool. In order to avoid it, the open-source Julius
engine could be used to perform the phonetic segmentation. Future works also
include expanding the speech database, aiming at reaching the performance
obtained by alignment for English and French, for example. The phonetic dic-
tionary refinement is another important issue to be addressed, considering the
existing dialectal variation in Brazil. In parallel, adding new features to the
software, for example, the possibility to automatically create the orthographic
transcription from the audio file using the speech recognizer and an option to
train new models on the corpus to align or even on other corpora.
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Abstract. To evaluate the reading performance of children, human assessment
is usually involved, where a teacher or tutor has to take time to individually esti‐
mate the performance in terms of fluency (speed, accuracy and expression).
Automatic estimation of reading ability can be an important alternative or comple‐
ment to the usual methods, and can improve other applications such as e-learning.
Techniques must be developed to analyse audio recordings of read utterances by
children and detect the deviations from the intended correct reading i.e. disfluen‐
cies. For that goal, a database of 284 European Portuguese children from 6 to 10
years old (1st–4th grades) reading aloud amounting to 20 h was collected in
private and public Portuguese schools. This paper describes the design of the
reading tasks as well as the data collection procedure. The presence of different
types of disfluencies is analysed as well as reading performance compared to
known curricular goals.

Keywords: Reading aloud performance · Child speech · Speech corpus · Reading
disfluencies

1 Introduction

The use of automatic speech recognition technologies to analyse reading performance
gains prominence as an alternative to any kind of manual or 1-on-1 evaluation. Usually,
teachers have to spend a considerable amount of time on the task of manually assessing
a child’s reading ability. Automatic evaluation of literacy or reading ability (not neces‐
sarily of children) is always related to detecting correctly read words, or optionally
detecting what kind of mistakes are made. Additionally, there are several systems
oriented to improve the literacy of an individual [1, 2], ideally denoting and warning
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about reading errors that occur. Computer-Assisted Language Learning (CALL) is the
area of research that focuses on this subject, allowing a self-practice or an oriented
training of the language. These systems are most often created for foreign language
learning [1, 3], and are therefore targeted at adults or young adults for whom speech
technologies are significantly mature. Nevertheless, for children, there are also appli‐
cations that deal with the improvement of reading aloud performance, such as reading
tutors. Some projects aim at creating an automatic reading tutor that follows and analyses
a child’s reading, such as LISTEN [4], Tball [5], SPACE [6] and FLORA [7]. Most of
these applications are helpers, e.g., by highlighting words in a sentence as they are
correctly pronounced. The present work is carried out in the scope of the LetsRead
project whose overall goal is to have an application that can automatically evaluate the
reading aloud performance of European Portuguese (EP) children from 6 to 10 years
old (1st–4th grades), and not necessarily provide feedback to them, but to their teachers
and tutors.

There are currently no computer assisted applications for EP that automatically
evaluate the reading aloud performance of children. Even for other languages, this
automatic evaluation is a developing field, and the focus is on reading of isolated
words rather than longer sentences [8, 9]. To carry out the goals of the LetsRead
project, it was necessary to create a large new corpus of EP children’s speech with
utterances of reading tasks that are rich with common disfluencies that children
commit while reading. There are some children’s speech databases for EP, such as
SPEECON with rich sentences [10]; ChildCAST [11] with picture naming; the
Contents for Next Generation (CNG) Corpus targeting interactive games [12] and
[13] with child-adult interactions. However, these databases do not exhibit the
required samples of disfluent reading speech. Since children’s speech has different
characteristics from adult speech (such as fundamental frequency, formant frequency
variability, vowel duration variability, etc. [14, 15]), special care is needed to adapt
or create robust acoustic models that target children [16, 17].

This paper describes the careful design of the reading tasks as well as the collection
procedure of the LetsRead database. Part of the data was verified and annotated manually
including tagging of several types of disfluencies. An analysis of reading performance
with a comparison to adult speakers is also presented.

2 Reading Tasks

The Portuguese government has defined certain Curricular Goals (CG) with qualitative
and quantitative objectives per grade for reading aloud [18]. Some of these objectives
include target reading speed of words per minute on different tasks. With the analysis
of curricular goals in mind, the reading of sentences and pseudowords was the target
material to be collected (described in the following subsections). It was decided not to
include reading of isolated words, as the required time for a session could become too
long and the child’s performance is likely to decrease with extended sessions. The pseu‐
doword reading task provides an objective analysis of reading skills. With sentences,
plenty of reading disfluencies can be collected from which the overall reading
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performance of a child can be evaluated. Each child was presented with a reading task
where they were asked to read aloud twenty sentences and ten pseudowords. Forty
reading tasks were established (10 per grade) to balance repetition and diversity of the
data. At a later stage, these were shortened to 5 tasks per grade, to reinforce repetition.
The vocabulary of the set of sentences and pseudowords comprises a total of 2721 words.
The distribution of the material for the different grades is described below.

2.1 Sentences: Selection and Difficulty Level

A large set of sentences was extracted from children’s tales and school books of the
level of the target group (6–10 years old, 1st–4th grades). They are mostly short
sentences, although the maximum length is 30 words. Twenty sentences were included
in each reading task (for a recording session of one child). The first concern for distrib‐
uting sentences along the grades was to maintain a good representation of all phones,
so that acoustic models with significant quality can be built with the data. The other
main concerns to build appropriate reading tasks were to maintain the same average
difficulty within a grade (with a rising average difficulty from 1st to 4th grades) and to
have sentences of varying difficulty in a task (overlapping distributions of difficulty for
the grades). Furthermore, it is necessary to capture all types of reading disfluencies to
have examples for training, so the difficulty cannot be too low, although a balance must
exist so as not to make the tasks too hard.

A parameter of difficulty was developed to classify sentences according to phono‐
logical constraints. Although it would be ideal to also relate a word’s difficulty to its
age-of-acquisition or familiarity, not all words of the proposed reading tasks were
present in available lexical databases such as ESCOLEX [19], and it was not possible
to consider such features. The proposed parameter of difficulty is based on the method
described in [20] where sentences are evaluated in terms of phonological complexity
and variety. All words were split into syllables and a difficulty level was assigned to
each syllable, determined from these rules: the length of the syllable; the multiple
pronunciation of some graphemes (e.g. <mãe> [mˈɐ̃j̃] and <bem> [bˈɐ̃j̃]); the ambig‐
uous pronunciation of consonant clusters (e.g. <prever> [pɾɘvˈeɾ] or <florescer> [fluɾɘʃs
ˈeɾ]) and vocalic encounters (<candeeiro> [kɐ̃diˈɐjɾu] or <veem> [vˈeɐ̃j̃]). Since each
syllable has a given minimum difficulty, the length of the sentence also contributes to
difficulty.

2.2 Pseudowords Creation

Pseudowords (such as <traba> [tɾˈabɐ], <impemba> [ĩpˈẽbɐ] or <culenes> [kulˈɛnɘʃ])
represent non-existing or nonsense words which can be used to evaluate morphological and
phonemic awareness. A novel method for the creation of pseudowords was developed.
Existing tools such as Wuggy [21] take as input existing words and output pseudowords
that differ in one or two syllables to the original words. This creates pronounceable words
that are similar to existing words (such as <sapado> from <sapato>). The proposed
method creates pseudowords without the starting point of valid words while maintaining
full pronounceability. It should create unfamiliar words and the difficulty of reading them
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should be slightly higher than familiar or existing words. The aim was to create pseudo‐
words of two, three and four syllables. First, the most frequent syllables in each position for
words with those number of syllables were extracted from a large lexicon of European
Portuguese, CETEMPúblico [22]. Then, words of two or more syllables are created
randomly from a set of the most frequent syllables. Words that have syllabic combinations
that do not respect pronounceability rules are deleted as are words that exist in the lexicon.
The difficulty score for a pseudoword is calculated by the same method described above
for sentences. The distribution of the pseudowords along the reading tasks is also similar
to sentences, promoting a varying difficulty and a rising average difficulty along the grades.

3 Data Collection

The corpus of children reading aloud was collected at 2 private and 9 public schools in
urban centres and periphery areas of the central Coimbra region with children that attend
primary school, aged 6 to 10 years old. A specific application was developed in which
the sentences are displayed in a large font size on a computer screen simultaneously
with the start of recording. This means that there is no practice time to influence
performance. A screenshot of the application can be seen in Fig. 1 as well as an example
of the recording environment. The recordings were performed in school classrooms
chosen for their low reverberation and noise. The children were asked to read aloud a
set of 20 sentences and 10 individual pseudowords. A lapel Lavalier microphone (Shure
WL93) was used as the main recording device, accompanied by a standard table top PC
microphone as backup (Plantronics Audio 10). The background noise could not always
be completely controlled but was mostly low, also because the main recording micro‐
phone did a good job at filtering out background noise.

Fig. 1. Example of the recording environment (left) and software (right).
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4 Corpus and Disfluencies

The collected database consists of around 20 h of recorded speech from 284 children,
147 female and 137 male, distributed from the 1st to the 4th grade with 68, 88, 76 and
52 children, respectively. A set of 104 children’s speech utterances of pseudowords and
sentences has been fully and manually annotated and these children (46 male and 58
female) are equally distributed among the 4 grades (26 per grade). Speech from an
additional 100 children was annotated only for the pseudoword reading task. The anno‐
tated data amounts to approximately 6 h and 15 min of speech. The annotated speech
exhibits a large variety of disfluencies that represent the most common types of errors
in reading aloud by children. Based on [23], the rules for the annotation and labelling
procedure were defined and several types of disfluency were identified:

• PRE – False starts that are followed by the attempted correction (pre-corrections,
multiple can occur). Example: for prompt “grande espanto” [ɡɾɐ̃də iʃpɐ̃tu], utterance
is “grande espa espanto” [ɡɾɐ̃də ˈiʃpɐ iʃpˈɐ̃tu].

• SUB – Substitution or severe mispronunciation of a word. Example: for prompt
“voava em largos círculos” [vuˈavɐ ɐ̃j̃ lˈaɾɡuʃ sˈiɾkuluʃ], utterance is “voava em lares
sicos” [vuˈavɐ ɐ̃j̃ lˈaɾəʃ sˈikuʃ].

• PHO – Small mispronunciation of a word, usually with a change in one phone or a
phone extension (EXT, marked with the symbol [:]). Example: for prompt “A Lena
chegou a casa, da escola” [ɐ lˈenɐ ʃəɡˈo ɐ kˈazɐ dɐ iʃkˈɔlɐ], utterance is “A Lena
chegou a casa, da escola” [ɐ lˈenɐ ʃə:ɡˈo ɐ kˈazɐ dɐ ɛʃkˈɔlɐ].

• REP – Repetition of a word (multiple repetitions may occur). Example: for prompt
“Ele já me deu” [ˈelə ʒˈa mə dˈew], utterance is “Ele, ele já me deu” [ˈelə elə ʒˈa mə
dˈew].

• INS – An inserted word that is not part of the original sentence. Example: for prompt
“mas também dizem” [mɐʃ tɐ̃bɐ̃j̃ dˈizɐ̃j̃], utterance is “mas também me dizem” [mɐʃ
tɐ̃bɐ̃j̃ mə dˈizɐ̃j̃].

• DEL – The word was not pronounced (deletion). Example: for prompt “onde morava
uma velha” [ˈõdə muɾˈavɐ ˈumɐ vˈɛʎɐ], utterance is “onde morava velha” [ˈõdə muɾ
ˈavɐ vˈɛʎɐ].

• CUT – The word is cut, usually in the initial or final syllable, but not corrected later.
Example: for prompt “dá água ao papagaio” [dˈa ˈaɡwɐ aw pɐpɐɡˈaju], utterance is
“dá água ao papaga” [dˈa ˈaɡwɐ aw pɐpɐɡˈa].

• PAU (…) – Intra-word pause, when a word is pronounced syllable by syllable and
silence occurs in between. The symbol […] can also appear in other disfluency events
denoting a pause. Example: for prompt “formosa e bonitinha” [fuɾmˈɔzɐ i bunitˈiɲɐ],
utterance is “formosa e boni…tinha” [fuɾmˈɔzɐ i buni…tˈiɲɐ].

Silence and noise events such as breathing, labial and background noise were also
annotated. Extensions and intra-word pauses may occur simultaneously with other
disfluencies and are marked with [:] and […] inside phonetic transcriptions. The number
of occurrences for each type of disfluency and their percentage of total uttered words in
the database are presented in Table 1 for each of the 4 grades.
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Table 1. Distribution of disfluency types in sentences for each of the four grades and in pseu‐
dowords (number of events and % of total uttered words).

Tags Sentences Pseudowords
1st grade 2nd grade 3rd grade 4th grade Total Total

PRE 295 (7.4 %) 278 (5.7 %) 281 (4.4 %) 302 (4.1 %) 1156 (5.1 %) 318 (15.6 %)
SUB 182 (4.6 %) 149 (3.1 %) 215 (3.4 %) 208 (2.8 %) 754 (3.3 %) 263 (12.9 %)
PHO 214 (5.4 %) 169 (3.5 %) 203 (3.2 %) 143 (1.9 %) 729 (3.2 %) 476 (23.3 %)
REP 122 (3.1 %) 89 (1.8 %) 129 (2.0 %) 161 (2.2 %) 501 (2.2 %) 4 (0.2 %)
INS 30 (0.8 %) 42 (0.9 %) 42 (0.7 %) 65 (0.88 %) 179 (0.8 %) 20 (1.0 %)
DEL 5 (0.1 %) 14 (0.3 %) 16 (0.3 %) 50 (0.68 %) 85 (0.4 %) 3 (0.2 %)
CUT 11 (0.3 %) 15 (0.3 %) 29 (0.5 %) 27 (0.37 %) 82 (0.4 %) 2 (0.1 %)
EXT : 256 (6.5 %) 145 (3.0 %) 212 (3.3 %) 73 (1.0 %) 686 (3.0 %) 431 (22.7 %)
PAU… 179 (4.5 %) 126 (2.6 %) 102 (1.6 %) 65 (0.9 %) 472 (2.1 %) 251 (13.1 %)

Some interesting phenomena can be observed, such as 1st grade children being the
ones that exhibit more intra-word pauses and extensions (due to slower reading), and
4th grade children having more insertions and deletions (due to faster reading). Further‐
more, the defined false start type (PRE) is the most common disfluency for sentences,
whereas in pseudowords mispronunciations are more common since there are fewer
attempts to correct unknown words. Unexpectedly, children did not use filled pauses
when trying to read aloud as teen and adults do in spontaneous speech [24], and instead
pause with silence while thinking about how to read.

5 Reading Performance

5.1 Reading Speed

With annotated data, a simple analysis of the reading performance of each individual
child can be done. A common metric is to evaluate reading speed considering only
correctly read words, which is defined as Words Correct Per Minute (WCPM) [25]. The
average values of WCPM per grade of 80 children of our corpus at the end of school
year are shown in Table 2, side-by-side with the target curricular goals. A large inter-
grade overlap of the distributions is observed, showing a variability in reading perform‐
ance of different children, although the average does increase per grade. Figure 2
displays this behaviour with a boxplot of the distributions of WCPM, showing one clear
outlier for the third grade. On data of adults and elderly speakers reading [26, 27],
average words per minute are 130.3 ± 17.8 and 118.6 ± 21.7 respectively (on average,
there are lower reading speeds for people above 60 years). Comparing these values to
the observed child performance, there may still be expected improvement from 4th grade
children, although some perform as well as adults. For sentence reading, the difference
from average WCPM to curricular goals increases in absolute terms along the grades,
and these lower WCPM values may be explained by the difficulty of the reading tasks.
It can be concluded that the suggested increase of difficulty along the grades could be
too steep to directly evaluate CG as intended, and, for overall reading ability evaluation,
this difficulty needs to be taken into account. For pseudowords, although there are no
CG for the third and fourth grades, average WCPM values are significantly lower than
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CG, suggesting that the created pseudowords (based on joining common syllables and
not on existing words) are of high difficulty.

Table 2. Per grade Mean and Standard Deviation of measured Words Correct per Minute
(WCPM), Curricular Goals (CG) of WCPM and relative difference of WCPM to CG, for sentences
and pseudowords reading tasks.

Grade Words in Sentences Pseudowords
WCPM CG WCPM-CG WCPM CG WCPM-CG

1st 59.7 ± 18.1 55 +8.5 % 18.8 ± 8.0 25 −24.8 %
2nd 85.2 ± 22.9 90 −5.3 % 26.7 ± 8.4 35 −23.7 %
3rd 97.1 ± 23.5 110 −11.7 % 26.1 ± 6.5 –
4th 110.4 ± 22.7 125 −16.7 % 34.9 ± 9.6 –

Fig. 2. Median and quartiles boxplots of Words Correct per Minute (WCPM) for sentence reading
tasks for each of the 4 grades.

The defined curricular goals can be a starting point to appraise a child’s reading
ability. However, these do not take into account factors such as task difficulty or type
of disfluencies and other ways to qualify reading performance should be considered.
One possibility is to gather the opinion of experts and teachers, asking them to quanti‐
tatively rate the reading aloud performance of children (by listening to recordings of
reading tasks). Their subjective opinion will be based on the several aspects of reading
(speed, fluency, number of mispronunciations, etc.), and if these parameters can be
quantified, there can be a correlation between the human score and a weighted average
of the parameters. This is the premise of building an overall reading ability score that is
well correlated with the opinion of expert evaluators [8, 9].

5.2 Pseudoword Performance

To further analyze children’s performance on the task of reading individual pseudo‐
words, the additional annotation of 100 children is considered, where they read 10
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individual pseudowords each. This task differs substantially from sentence reading as
morphological and phonemic awareness are the factors that influence a good perform‐
ance on reading unknown words. Several interesting metrics can be extracted here,
which will contribute to the overall reading performance. First, the reaction time of
starting to read the word (the time between the start of recording and first try of uttering
the word) reflects how fast the child is confident on reading the entire word or the first
syllable, especially for first graders. However, it is not considered if the word is read
correctly or not, and there are children with fast reaction times who do make several
mistakes. Still, the average reaction time decreases along the grades as observed in
Table 3 and Fig. 3, with only a small increase from third to fourth grades.

Table 3. Mean and standard deviation per grade of pseudoword reading reaction times (in
seconds), number of uttered words with any kind of disfluency event (including extensions and
intra-word pauses) and number of incorrect words.

1st grade 2nd grade 3rd grade 4th grade
Reaction Time (s) 1.65 ± 0.83 1.35 ± 0.43 1.14 ± 0.23 1.19 ± 0.35
Number of disfluent words (out of 10) 6.54 ± 2.89 3.23 ± 2.32 2.96 ± 1.87 2.70 ± 2.24
Number of incorrect words (out of 10) 4.29 ± 2.33 2.31 ± 2.06 2.19 ± 1.57 2.17 ± 1.92

Fig. 3. Median and quartiles boxplots of average Reaction Times for the pseudoword reading
task for each of the 4 grades.

Also in Table 3, the number of words that had any disfluency event is quantified. For
the first grade, the average of 6.5 disfluent words out of 10 is much higher than other
grades. Still, this measure is not identical to incorrect words (also presented in
Table 3), since only phone extensions or intra-word pauses may occur.

6 Conclusions

A large corpus of children reading aloud was collected and analysed in terms of
disfluencies and reading performance in both sentence and pseudoword reading tasks.
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Various types of disfluent events were observed with the most prominent being false
starts and mispronunciations. Curiously, hesitations with filled pauses were not identi‐
fied. The analysed reading speed metrics fall averagely close to curricular goals per
grade, although the difficulty of the tasks given to children is apparently higher for third
and fourth grades than what may be expected for curricular goals evaluation. To be able
to give an overall score of reading performance based on reading speed and types of
disfluencies committed, a difficulty metric has to be considered as a parameter.

The main goal of the LetsRead project is to automatically analyse the overall
performance of children on reading aloud tasks. For that goal, great care and effort must
be taken to be able to automatically detect disfluency events and analyse disfluent
reading, which are the next steps to be explored. Other necessary efforts include the
optimization of the difficulty metric given to sentences and pseudowords, and obtaining
the opinion of teachers on the overall reading performance of children of the LetsRead
dataset, so the influence of all the parameters that contribute to reading ability can be
adjusted.
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