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Preface

The first International Conference on Acoustics and Vibration ICAV2016 was held
in Hammamet, Tunisia, from March 21 to March 23, 2016. This book contains a
compilation of 30 papers presented during this conference. ICAV2016 is the first
conference of the Tunisian Association of Industrial Acoustics and Vibration
(ATAVI). One of the main objectives of this association is to promote communi-
cation and collaboration between international and local communities involved in
the fields of acoustics and vibration through the organization of conferences and
seminars to promote science-based research and encourage meetings between
professionals and researchers in the fields of interest. ICAV2016 was an excellent
opportunity to gather about 100 researchers who discussed in plenary sessions and
parallel sessions all aspects related to the topics of the conference which are
summarized as following:

– Structural Acoustics and Vibration
– Industrial and Environmental Acoustics
– Fault Diagnosis and Prognosis
– Fluid-Structure Interaction
– Noise Source Identification
– Vibration Field Measurements and Force Identification
– Vibration and acoustics of Mechatronic systems

All the chapters included in this book were rigorously reviewed by referees. We
would like to express our gratitude to all persons who contributed to the success of
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ICAV2016: organizing committee, scientific committee, and all participants coming
from Tunisia, Algeria, France, Saudi Arabia, and China. Thanks to Springer for
supporting the first edition of ICAV2016.

Sfax, Tunisia Tahar Fakhfakh
March 2016 Fakher Chaari

Lasaad Walha
Moez Abdennadher

Mohamed Slim Abbes
Mohamed Haddar
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Fault Diagnosis in Gas Turbine Based
on Neural Networks: Vibrations Speed
Application

Mohamed Ben Rahmoune, Ahmed Hafaifa and Mouloud Guemana

Abstract The diagnosis of faults and failures in industrial systems is becoming
increasingly essential. This work proposes the development of a fault diagnostics
system based on artificial intelligence technique, using neural networks applied to a
GE MS3002 gas turbine. This technique with its generalization and memory skills
provides an effective diagnostic tool for the examined system.

Keywords Diagnosis of defects � Neural networks � Modeling � Generation
of residues � Gas turbine � Vibration

1 Introduction

The dream of creating an intelligence system is presented for a long time in the
human imagination. Several applications in this direction have been conducted by
scientists with the use of neural networks as a decision support tool (Hafaifa et al.
2011a, b, c, 2013, 2014b, c, 2015a, b; Chen and Lee 2002; Tsai and Chang 1995;
Halimi et al. 2014a, b; Eshati et al. 2013; Temurtas 2009; Galindo et al. 2013;
McGhee et al. 1997; Kim et al. 2011; Leger et al. 1998; Owen 2012; Nikpey et al.
2014). The creation of neural systems requires a thorough knowledge of several
technical aspects (Sanaye and Tahani 2010; Wahba and Nawar 2013; Wu et al.
2011; Yang et al. 2000; Kim et al. 2010; Zhang et al. 1994). In the diagnosis of
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faults and failures of industrial systems, this area is becoming more and more
complex. Artificial neural networks, are now a well understood and managed data
processing technique that allows the engineer to extract, in many situations, the
most relevant information of the data it has: control processes, prediction properties,
modeling, pattern recognition.

It is from the assumption that intelligent behavior emerges from the structure and
behavior of brain basics, the artificial neural networks have developed. Each arti-
ficial neuron is a functional unit. He receives a variable number of inputs from
upstream neuron. Each one of these entries is associated with a weight ω repre-
sentative of the strength of the connection. Each functional unit has a single output,
which branches to supply follows, a variable number of downstream neuron (Eshati
et al. 2013). In this context there are several applications of neural networks for
fault diagnosis and in particular, for the diagnosis of faults of several industrial
applications.

In this work, vibration measurements parameters are used for the development of
a vibration monitoring system based on neural networks system. These parameters
can be the displacement, velocity and acceleration; in time or frequency domain.
These quantities are useful in the prediction of fatigue failure of a particular
component of the machine and are important in the analysis, thereby reducing
vibration of the examined gas turbine. This work proposes the development of a
fault diagnostic system based on artificial intelligence technique, using neural
networks applied to a typical GE MS3002 gas turbine. This technique with its
generalization and memory skills provides an effective diagnostic tool for exam-
ining system.

2 Diagnosis Based on Neural Network

By analogy with the biological neuron, artificial neuron behavior, shown in Fig. 1,
is modeled by two phases (Er et al. 2010):

• A summation operator, which develops the potential a. This operator performs a
weighted sum of the inputs. Is subtracted from both the sum of the activation
threshold hi.
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ω

ω
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x
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Fig. 1 Nonlinear model of an artificial neuron
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• A nonlinear operator which calculates the value of the activation. This operator
is called the transfer function.

hi is the threshold of the neuron i which represents the limit at which the neuron
will activate. And xj is the neuron input (output of the upstream neuron j), the value
of the synaptic weight connecting neuron j led to the neuron i:

• A positive weight indicates an excitatory effect of the transmitter neuron j to the
receiver neuron i,

• A negative weight represents an inhibitory effect.

The combination function returns the scalar product between the input vector
and the vector of the synaptic weights. In other words, it calculates the weighted
sum of the inputs of the following expression:

ai ¼
Xn
j¼1

wijxj ð1Þ

From this value, a transfer function (or activation function, or thresholding
function) u calculates the value of the neuron state. This will be sent to downstream
neurons, using the flowing equation:

yi ¼ uðai � hiÞ ð2Þ

Neurons which are most frequently used are those for which the function u is a
nonlinear function (typically a hyperbolic tangent) linear combinations entries. The
large amount of existing connectionist models, first led researchers to classify them
according to their different properties to better understand the advantages and
disadvantages of choosing one model over another. Indeed, there are several
established neural network models based on attributes adopted, such as (Galindo
et al. 2013):

• The nature of the individual cells that make up the (binary continuous or
continuous),

• The architecture and the number of network controllers,
• The nature of the connections,
• The learning method,
• The classification performance of the storage mechanisms.

The network with radial function, shown in Fig. 2, has the same structures as the
multi-perceptive, but the activation function is a Gaussian type function. This
network, because of its architecture, most often uses the error correction learning
rule and rule by competitive learning. He may have a learning which combines
together the supervised learning and unsupervised learning. This network gets
comparable or superior to those of the Multilayer Perception. Moreover, their faster
and easier learning are the tools of choice for many types of applications, including
classification and function approximation. However, this network has not so great

Fault Diagnosis in Gas Turbine Based on Neural Networks … 3



research that the multilayer perceptive (Er et al. 2010). The most commonly acti-
vation function used is a Gaussian function is defined by:

yiðxÞ ¼ exp
� x� cik k2

r2i

 !
ð3Þ

where ci and ri are respectively the center and radius of the Gaussian function. The
output of the network is as follows:

y ¼
Xh
i

biyi: ð4Þ

2.1 Neural Networks Learning

We can consider neural networks as a black box containing the information it needs
to learn and remember. But at the start when choosing our network, the black box is
empty and contains no information and no knowledge of his subject, so learning
is needed. The instruction that is to undergo the neural network is a learning which
is a phase of the development of a neural network in which the system behavior is
modified to achieve the desired behavior. The learning is the main feature of neural
networks. It is to adapt its various parameters (weight) from an iterative algorithm
adjustment or adaptation enabling it to take into consideration all data (examples)
that are provided on their entry and adjust its settings to find the balance to support
any instance or data appearing at its input from its environment (Hafaifa et al.
2014a; Halimi et al. 2014a). There are two types of learning: supervised learning
and unsupervised learning. Learning algorithms performed better when provided

hy
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Fig. 2 Network with radial function
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with multiple and varied examples; and the network can assimilate all knowledge.
There is different learning rules among which can be distinguished (Halimi et al.
2014a), the rule Widrow-Hoff, Hebb rule, and reverse propagation.

2.1.1 Back Propagation Algorithm

The back propagation algorithm is applied in two steps, the first is the spread
forward during which the excitement XP is applied to the input layer and propagates
forward in the network to compute the output Op, and error (dp − Op) from the dp
desired output. During the second phase—backward propagation—this error
propagates backward to calculate the error for each neuron, and make appropriate
changes in the weight of the network (Kim et al. 2011; Leger et al. 1998; Owen
2012; Nikpey et al. 2014; Er et al. 2010; Gobbato et al. 2011; Simani and Patton
2008; Sanaye and Tahani 2010). The algorithm is given as follows:
A. Forward propagation

1. Initialize the weights Wij and bias neurons to small random values,
2. Applying the input vector X and the desired response vector d,
3. Calculate the inputs of the internal layers using the flowing formula:

ahpj ¼ wh
ijXpj þ hhj ð5Þ

4. Calculate the outputs of the internal layers using the flowing formula:

Ipj ¼ f anpj
� �

ð6Þ

5. Calculate the output neurons entries using the flowing formula:

O0
pk ¼

Xn
i¼1

w0
kjIpj þ h0k ð7Þ

6. Calculate the network outputs using the flowing formula:

O0
pk ¼ f a0pk

� �
ð8Þ

B. Back Ward propagation

7. Calculate the error term for the output layer

dpk ¼ dpk � Opk
� �

_f a0pk
� �

ð9Þ

Fault Diagnosis in Gas Turbine Based on Neural Networks … 5



8. Adjust the weight of the output layer

w0
kjðtþ 1Þ ¼ w0

kjðtÞþ gd0pkIpj ð10Þ

9. Calculate the terms of the error for hidden layers

dhpj ¼ _f ahpk
� �

:
X
k

d0pkw
0
kj ð11Þ

10. Edit the weights of hidden layers

wh
ijðtþ 1Þ ¼ wh

ijðtÞþ gdhpjXpj ð12Þ

11. Repeat for each training vector
12. Calculate the error

E ¼ 1
2

X
k

dpk � Opk
� �2 ð13Þ

Until the error has not reached the threshold, repeat steps 2–11.
Note that wij is the connection weights between neuron i and the neuron j, ahpj is

the input of the neuron j, a0pk is the total input of the neuron k, hhj is the fictitious
weight of neuron j and f is the sigmoid activation function, given by the flowing
equation:

f ðaÞ ¼ 1
1þ e�a : ð14Þ

2.2 Generating Residues

The diagnostic procedure based on the most commonly used models, especially in
industrial applications in real time, is that based on the residue approach. This
diagnostic procedure is usually performed in two consecutive steps: the generation
and evaluation of residues. Often used as a fault indicator, a residual r is a signal
varying over time and produced a fundamental component in diagnostic systems
using waste called tailings generator. This generator is based on a model of the
system being monitored (analytical redundancy) and its known input u to produce
an estimate ŷ which is then compared with the output of the system are measured,

6 M. Ben Rahmoune et al.



shown in Fig. 3. The difference between the measured output and thus determines
instantly estimate the amplitude of the residual.

Normally, the residue is designed so that its amplitude is zero (or low in the case
of a real application in the presence of noise and with an uncertain model of the
system) in the absence of defects, and it significantly differs to zero when a fault is
present.

Residues generation is a crucial issue for diagnostics. Indeed, the structure of the
generated residue number system depend robustness of the localization.

The approaches using a mathematical model of the process to generate residues,
can be classified into three groups: the approach of the parameter estimation, the
parity space approach and the approach based on observers (Hafaifa et al. 2011a).

2.2.1 Evaluation of Residues

We saw different approaches to the generation of waste, the next step in their
evaluation. The residue assessment phase is to determine whether the system
monitors is in a state of normal operation or not, is the detection step. If an anomaly
is detected, it is to determine which element of the system is faulty; it is the location
step. The derivatives of this modeling techniques are varied but not always effec-
tive. Indeed, the physical processes are often complex dynamic systems with strong
nonlinearities in their operation. Simplifications are needed to formulate a workable
model. Thus, the linearization techniques around an operating or reduction of order
point are all methods degrading the performance of the mathematical model.
Similarly, other problems remain with some measurable model parameters or
time-varying. Another approach is the modeling of neuronal processes. The goal is
to design a neural model for the generation of residues.

u

Generation 

Defects  Disturbances 

Assessment 

r

−

Model  

System  ∑ | r | >  j 
y

y

Diagnostic system 

0/1

Fig. 3 General structure of a
model-based diagnostic
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The general concept of the generation of waste remains the same as for the
analytical models. By analogy with the theory of observers, neuronal models
generate neuronal observers. It involves comparing the outputs of the process to
their estimated. But in this case the estimates are calculated by a neural model. The
vector of residuals rðtÞ is calculated by the difference between the actuator output
vector yðtÞ and the output vector of the neural model.

rðtÞ ¼ yðtÞ � ŷðtÞ: ð15Þ

3 Application Results

Robustness tests of the proposed approach in this work have allowed us to confirm
the ability efficacies of this approach for the diagnosis of the examined gas turbine.
Supervised learning from a database on the history of the gas turbine is considered
well suited, as shown in Figs. 4 and 5.

The results we obtained indicate diagnostic confidence, and especially that
falling generalization level returns to the transitions between normal and abnormal
operation of the machine. Because we chose the sigmoid function which ensures
continuity. Figure 6 shows the residual variation of the speed of rotation of the
turbine examined.
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Fig. 4 Supervised learning from a database on the examined gas turbine test 1
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4 Conclusion

The study of neural network models, we were able to identify the main features that
differentiate them from conventional techniques used in solving problems in several
areas such as: artificial intelligence, signal processing, recognition of forms. By this
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method, we gave a neural model that simulates the operation of our system
examined. The results are very effective per se for the detection or localization. Can
confirm that models based on neural networks are very good approximations. This
advantage is mainly due to the simplicity of the residues analyzed to generate neural
network system.
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Early Detection of Gear Faults in Variable
Load and Local Defect Size Using
Ensemble Empirical Mode Decomposition
(EEMD)

H. Mahgoun, Fakher Chaari, A. Felkaoui and Mohamed Haddar

Abstract In stationary condition, when a local gear fault occurs, both amplitude
and phase of the tooth meshing vibration are modulated. If the rotating speed of the
shaft is invariable, the gear-fault-induced modulation phenomenon manifest as
frequency sidebands equally spaced around the meshing frequency and its har-
monics in vibration spectra. However, under variable load and rotating speed of the
shaft, the meshing frequency and its harmonics and the sidebands vary with time
and hence the vibration signal becomes non-stationary. Using Fourier transform
doesn’t allow detecting the variation of the rotating machine and its harmonics
which reflect the gear fault. In this study, we propose to use the ensemble empirical
decomposition (EEMD) to decompose signals generated by the variation of load
and the size of the defect. This method is particularly suitable for processing non
stationary signals. By using EEMD the signal can be decomposed into a number of
IMFs which are mono component, we use also the spectrum and spectrogram of
each IMF to show and calculate the frequency defect.

Keywords Fault detection � Vibration � Ensemble empirical mode decomposition
(EEMD) � Gear � Rotating machines

1 Introduction

Gears are widely used in rotating machinery to transmit power. Gear defects are
inevitable and considered as one of the major sources of noise and vibration
(McFadden 1986) giving rise to abnormal operation and failure of the transmission.
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Vibration analysis is considered as one of the main tools to diagnose gear faults
since vibration signals can carry valuable information about the health status of
machines (McFadden 1986).

A local gear defect causes both amplitude and phase modulations of the tooth
meshing vibration signals (Capdessus 1992). For constant rotational speed, the
modulation phenomenon can be characterized in vibration spectra by sidebands
equally spaced around the meshing frequency and its harmonics. However, under
variable rotating speeds, meshing frequency and its harmonic and sidebands are
time varying leading to non-stationary signals (Wu et al. 2012).

The use of the conventional fault diagnosis methods such as the Fourier analysis
and the Hilbert transform do not provide valuable results. Methods based on the
decomposition of vibration signal into bands are more suitable in these situations.

Until now, many methods were applied to detect the fault at an early stage,
among these methods traditional ones including statistical analysis based on the
signal itself such as (root mean square, crest factor kurtosis, and so on) and the
frequency domain analyses based essentially on the Fourier transform. Therefore,
the Fourier analysis gives good results if the vibration signal is stationary and linear
and it is inapt to analyze the non stationary signal, which may lead to false
information about the mechanical faults (Cohen 1989). To solve this problem new
methods have been introduced. The time-frequency analysis methods such as
Wigner Ville decomposition (WVD) (Forrester 1989), short Fourier transform
(STFT) (Staszeweski 1997) and wavelet transform (WT) (Wang and Mcfadden
1997) seem to be the suitable tool to identify the frequency content and to provide
information about its variability. These methods are classified into linear time
frequency representation such as STFT and wavelet transform, and bilinear meth-
ods such as Wigner Ville distributions. The STFT is appropriate only to analyzing
signals with slow variation (Mallat 1998) and it is inefficient for non stationary
signals. The WT was widely applied because it’s a multiresolution analyses (Mallat
1998), able to detect transient features to extract impulses and denoising.
Nevertheless, the wavelet analysis is also a linear transform using functions named
wavelets as window function like the STFT. The window changes its width by
using a dilatation parameter. Then, at high frequency we have high time resolution
and a low frequency resolution. While, at low frequencies we have low time res-
olution and high frequency resolution. Then, we can’t have a good resolution for all
time-scale map due to the Heisenberg uncertainty principle (Staszewski 1997). In
addition, this method gives a time-scale representation which is difficult to interpret
as a time-frequency representation; we must have a relation between the scale and
the frequency to understand the obtained results and to identify the fault frequen-
cies. Another limitation of the WT is how to select the mother wavelet used in the
analyses of the signal, since different wavelets have different time frequency
structures, also, how to calculate the range scale used in the WT is another defi-
ciency of the transform (Liu et al. 2005). Many researchers demonstrated that the
use of the WT introduce border distortion and energy leakage.

In mechanical application, Yang et al. (2011) confirm that this method is highly
dependent on the rotational speed and pre-knowledge of the machine. To overcome
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the deficiencies of these methods empirical mode decomposition (EMD) was
proposed by Huang et al. (1998) for nonlinear and non-stationary signals and was
applied in fault diagnosis of rotating machinery (Liu et al. 2005; Mahgoun et al.
2010). It does not use a priori determined basis functions and can iteratively
decompose a complex signal into a finite number of zero mean oscillations named
intrinsic mode functions (IMFs). Each resulting elementary component (IMF) can
represent the local characteristic of the signal. However, one of the problems of
EMD is mode mixing as a result of intermittency (Huang et al. 2003; Rilling and
Flandrin 2008). Mode mixing occurs when different frequencies that should appear
separately in different IMFs are presented in one IMF. This problem gives a vague
physical significance of the IMF. EMD is unable to separate different frequencies in
separate IMFs. Also, the IMFs are not orthogonal each other, which produce end
effects. To solve the problem of mode mixing the ensemble empirical mode
decomposition EEMD method was proposed by Wu and Huang (2009) by adding
several realizations of Gaussian white noise to the signal, and then using the EMD
to decompose the noisy signal, multiple IMFs can be obtained and the added noise
is canceled by averaging the IMFs. The ensemble empirical mode decomposition
(EEMD) proposed by Huang et al. to analyze nonlinear and non-stationary signals.
The method was largely applied in fault diagnosis of rotating machinery (Wu et al.
2009; Mahgoun et al. 2012) because it does not use a priori determined basis
functions and can iteratively decompose a complex signal into a finite number of
intrinsic mode functions (IMFs). Each resulting elementary component IMF can
represent the local characteristic of the signal. But all these papers used the EEMD
to analyze signals collected from test bench which work under stationary condi-
tions, where the speed of the shaft is constant or slowly variable. The ensemble
empirical decomposition (EEMD) can be used for processing non stationary
signals.

In this work we analyze vibration signals given by a dynamic modeling of a gear
transmission in the case of non stationary load and speed with a variation in the
defect size. The spectrum of each IMF is also used to detect the fault frequency.

The structure of the paper is as follows: Sect. 2 introduces the basic of EMD and
EEMD. In Sect. 3, the method EEMD and the spectrum are applied for early faults
gearbox detection. In Sect. 4, a conclusion of this paper is given.

2 EMD and EEMD Algorithms

The EMD consists to decompose iteratively a complex signal into a finite number of
intrinsic mode functions (IMFs) which verify the two following conditions:

(a) The number of extrema and the number of zeros of an IMF must be equal or
differ at most by one.

(b) An IMF must be symmetric with respect to local zero mean.
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For a given signal xðtÞ the EMD algorithm used in this study is given in liter-
atures (Huang et al. 1998; Mahgoun et al. 2012).

To alleviate the mode mixing effect of EMD, the EEMD was used. The EEMD
decomposition algorithm of the original signal xðtÞ used in this work is summarized
in the following steps (Wu and Huang 2009):

1. Add a white noise nðtÞ with given amplitude bk to the original signal xðtÞ to
generate a new signal:

xkðtÞ ¼ x(t)þ bknðtÞ ð1Þ

2. Use the EMD to decompose the generated signals xkðtÞ into N IMFs
IMFnkðtÞ; n ¼ 1; . . .;N; where the nth IMF of the kth trial is IMFnkðtÞ.

3. Repeat steps (1) and (2) K times with different white noise series each time to
obtain an ensemble of IMFs: IMFnkðtÞ; k ¼ 1; . . .;K.

4. Determine the ensemble mean of the K trials for each IMF as the final result:

IMFnðtÞ ¼ lim
k!1

1
K

XK

k¼1

IMFnk tð Þ; n ¼ 1; . . .;N ð2Þ

3 Application

In this section we will put in evidence the efficiency of EEMD method through
simulations performed starting from a dynamic model of bevel gear transmission
which is subjected time varying operating conditions (speed and load). Previous
analysis of simulated vibration signals from gear models using Wigner Ville
(Chaari et al. 2013) or spectrogram (Chaari et al. 2013; Bartelmus et al. 2009) was
not able to provide clear information about the presence of local defect at an early
stage. This is mainly caused by the fact that impacts induced by this localized defect
are masked by the part of the signal with simultaneous amplitude and frequency
modulation induced by speed and load variation.

Let’s consider a bevel gear transmission model driven by a squirrel cage electric
motor and having the characteristics given in Mahgoun et al. (2016). The trans-
mission is loaded with a torque having sawtooth shape with frequency fL = 5 Hz as
presented in Fig. 1a.

The variation of load leads to a fluctuation in the rotational speed (Fig. 1b) and
consequently to variation of the mesh frequency. The mean value of the motor
rotational speed is nr = 1320 rpm which corresponds to a mean mesh frequency
fgm = 308 Hz. A crack on one pinion tooth is considered leading to defect fre-
quency of 22 Hz and a period of 0.045 s.
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The sampling frequency is 30,800 Hz for all signals. A crack is simulated by a
decrease in the gear mesh stiffness function when the defected tooth meshes. In this
work we propose to study acceleration signals on pinion bearing for different loads
(constant load, load fluctuation of 10 % and load fluctuation of 50 %). We have
considered also different severities of crack defect as following:

(a) Healthy gear
(b) gear with an incipient defect (1 % loss in mesh stiffness)
(c) gear with a medium defect (5 % loss in mesh stiffness)
(d) gear with an important defect (10 % loss in mesh stiffness).

So, we will have twelve signals that are decomposed by using the EEMD
method.

The acceleration signals for healthy gear and faulty gear for early and advanced
stage for a fluctuation of load 50 % are given in Fig. 2.

From literature the spectrum of a gear transmission running under constant
loading conditions is dominated only by the gear mesh frequency and its harmonics
with eventual sidebands induced by the presence of defects (Capdessus et al. 1992).
For non-stationary conditions, family of sidebands will be noticed around the mesh
frequency fgm and its harmonics induced by the non uniformity of the gear mesh
period (Fig. 3) and this can be thought to be a frequency modulation of the gear
mesh stiffness.

The zoom around the mesh frequency for the defect cases (Fig. 3b–d) shows
many asymmetric sidebands around this frequency, which indicate a frequency
modulation.
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From the presented zoomed spectrum (Fig. 3a) for healthy case, we can observe
also presence of sidebands which may cause confusion with the defected case when
diagnosing the transmission.

In order to overcome this difficulty, we propose to use EEMD to analyze such
signals. The objective is to look at the efficiency of this method and its limits
especially in the presence of an excessive load variation.

Figure 4 presents the first IMF of four signals in the case of a constant load.
From this figure we can clearly observe for the case of faulty gear the position of
impacts starting from 5 % of severity.

Figure 5 presents the first IMF of four studied signals in the case of a load
fluctuation of 10 %. From this figure we can observe the impulses due to the defect
if the severity is greater than 5 %.

Figure 6 presents the first IMF of four studied signals in the case of a load
fluctuation is 50 %. From this figure we can observe the position of the variation of
the load which can hide the impulsions due to the defect and precisely at early stage
(1 and 5 % defect). It is possible to observe the impulses due to defect if the
severity is greater than 5 %. The period between two impulses is 0.045 s which is
equivalent to the frequency defect.

The spectrogram of this IMF gives an idea on the variation of the load (Figs. 7
and 8) and gives also information of the position of the maximum load. It shows
clearly the position of the impulses due to the fault. The periodicity of the defect
can be clearly observed for 5 % of defect better than 1 % of defect.
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4 Conclusion

In this study we have used the EEMD method to analyze non-stationary signals that
give information about the variable conditions such as variable speed and load.
The EEMD method achieves good modes separation. To detect the fault masked by
simultaneous variation of load and presence of defect, EEMD showed successful
separation of the different modes that correspond to the variation of load and the
effect of fault. We have also used the spectrogram to detect the period of the
impulses due to the fault, and we have observed that the huge load (50 %) cover
information if the defect is less than 5 % in severity.
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Design of Shunted Piezoelectric Patches
Using Topology Optimization for Noise
and Vibration Attenuation

Walid Larbi, Jean-François Deü and Luciano Pereira da Silva

Abstract Passive structural vibration reduction and noise attenuation by means of
shunted piezoelectric patches is addressed in this paper. In this technology, an
elastic structure is equipped piezoelectric patches that are connected to passive
shunt circuits. The piezoelectric patches convert a fraction of the mechanical energy
of the vibrating structure into electrical energy, which is then dissipated via the
shunt circuits. The optimization in terms of damping efficiency, of the full elec-
tromechanical system composed by a host elastic structure with bonded piezo-
electric patches connected to shunt circuits, is under study in this work. The concept
of topology optimization, based on the Solid Isotropic Material with Penalization
method (SIMP), is employed to optimize the geometry of piezoelectric patches as
well as their placement on the host elastic structure. The proposed optimization
procedure consists of distributing the piezoelectric material in such a way as to
maximize the modal electro-mechanical coupling factor (MEMCF) of the
mechanical vibration mode to which the shunt is tuned.

Keywords Piezoelectric patches � Shunt � Topology optimization � Vibration
reduction

1 Introduction

Passive structural vibration reduction and noise attenuation by means of shunted
piezoelectric patches is addressed in this paper. In this technology, an elastic
structure is equipped with one or several piezoelectric patches that are connected to
passive shunt circuits. The piezoelectric patches convert a fraction of the
mechanical energy of the vibrating structure into electrical energy, which is then
dissipated via the shunt circuits. The optimization in terms of damping efficiency, of
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the full electromechanical system composed by a host elastic structure with bonded
piezoelectric patches connected to a shunt circuit, is under study in this work. An
original finite element formulation (Thomas et al. 2009), adapted to any elastic
structures with surface-mounted thin piezoelectric patches, is proposed to solve the
electromechanical problem. Then, the so-called modal electromechanical coupling
factors (MEMCF) can be defined, each one being associated to one piezoelectric
patch and one eigenmode of the structure (Trindade and Benjeddou 2009; Thomas
et al. 2012). The optimization of the electromechanical system relies on the fact that
the tuning as well as the performances of the shunt connected to the piezoelectric
patches depends only on two parameters: the MEMCF and the structural damping.
Since the latter is in most practical cases a problem data, the only parameter that has
to be considered is the MEMCF. Optimization of the geometry and placement of
piezoelectric patches on a host elastic structure has received large attention in the
last decades. A recent literature review (Belloli and Ermanni 2007) shows that
active control applications are mainly considered. A few studies address the
application of piezoelectric shunt optimization. Moreover, most of them keep fixed
shape piezoelectric patches (rectangular, for example) and only their size or posi-
tions are optimized. This imposes a constrained optimization problem which limits
the optimality of the solution. The concept of topology optimization (Bendsøe and
Sigmund 2003), based on the Solid Isotropic Material with Penalization method
(SIMP method), is employed in the present work in order to overcome this limi-
tation and to find an optimal distribution of the piezoelectric material over a host
elastic structure to provide damping efficiency for a resonant shunted system. An
optimization algorithm, based on the work of Silva and Kikuchi (1999), is devel-
oped with the MEMCF as objective function. Numerical examples are proposed to
validate and analyze the optimization strategy.

2 Electromechanical Model

2.1 Finite Element Formulation

We consider the vibration of an elastic structure with P piezoelectric patches. The
elastic structure is subjected to a prescribed displacement udi on a part and to a
prescribed surface force density tdi on the complementary part of its external
boundary. The piezoelectric patches have its upper and lower surfaces covered with
a very thin electrode and they are polarized in their transverse direction (i.e. the
direction normal to the electrodes). By using a set of practical assumptions, detailed
in Thomas et al. (2009), we can obtain an original variational formulation and then
an efficient finite element formulation of the above electromechanical spectral
problem:
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where Uf g is the column vector of nodal values of mechanical displacement, of
length N (N is the number of mechanical degrees of freedom), Muu½ � and Kuu½ � are
the mass and stiffness matrices of the system (elastic structure with piezoelectric
patches), of size N � N, and Ff g is the column vector of mechanical force, of

length N. Moreover, Qf g ¼ Q 1ð Þ. . .Q Pð Þ� �T
and Vf g ¼ V 1ð Þ. . .V Pð Þ� �T

are the
column vectors of electric charges (contained in the upper electrode) and potential
differences in each patch, Kuv½ � is the electromechanical coupling matrix, of size
N � P and Kvv½ � ¼ diag C 1ð Þ � � �C Pð Þ� �� 	

is diagonal matrix filled with the

P capacitances of the piezoelectric patches where C pð Þ ¼ �33S pð Þ=h pð Þ with �33 ¼
�iknink being the piezoelectric permittivity in the direction normal to the electrodes
and S pð Þ is the area of the patch electrodes surfaces.

The above discretized formulation equation is adapted to any elastic structures
with surface mounted thin piezoelectric patches. Its originality is that the system
electrical state is fully described by only a couple of variables per piezoelectric
patch, namely (i) the electric charge contained in the electrodes and (ii) the voltage
between the electrodes. One of the advantages of using the global charge/voltage
variables is that they are intrinsically adapted to include any external electrical
circuit into the problem and to simulate the effect of shunt damping techniques.
The additional relation for the case of a resonant shunt composed of a resistor Re

and an inductor Le in series, connected to the pth patch, writes
V pð Þ þx2LeQ pð Þ � jxReQ pð Þ ¼ 0. By introducing this relation in Eq. (1) and con-
sidering a mechanical viscous damping in the system, we finally obtain the general
finite element formulation of the electromechanical spectral problem when the
piezoelectric patches are shunted:
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where Cuu½ � is the mechanical damping matrix, Re½ � and Le½ � are the diagonal
matrices filled with the electrical resistances Re and the electrical inductances Le of
the shunt circuits and j ¼ ffiffiffiffiffiffiffi�1

p
. Note that since Kvv½ � is diagonal the evaluation of

K�1
vv

� �
is straightforward.

Moreover, depending on whether the patches are short-circuited ðfVg ¼ f0gÞ or
in open-circuit ðfQg ¼ f0gÞ, the homogeneous spectral problem associated to the
discretized formulation of Eq. (2) takes the following forms:
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2.2 Reduced-Order Model and Coupling Factors

The shunted electromechanical problem given by Eq. (2) can be reduced by pro-
jecting the mechanical displacement into the first �N short-circuit eigenmodes Uif g,
such as U xð Þf g ¼ P�N

i¼1 Uif gui xð Þ, �N � N. As a result, the reduced problem
consists in solving the following system:
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where Fi ¼ Uif gT Ff g, xi and ni are the modal force, SC natural frequency and

modal damping coefficient of the ith mode, and vðpÞi is the modal coupling coeffi-
cient associated to the ith mode and the pth patch, which is defined by

v 1ð Þ
i v 2ð Þ

i . . .v Pð Þ
i

� �
¼ Uif gT Kuv½ �; 8i 2 1. . . �Nf g. These modal coupling coeffi-

cients are related to the modal electromechanical coupling factors (MEMCF),

denoted kðpÞi , which characterize, for each mode i, energy exchange between the
mechanical structure and the piezoelectric patch p (Thomas et al. 2009):

k pð Þ
i ¼ vðpÞiffiffiffiffiffiffiffiffi

CðpÞ
p

xi

ð6Þ

Those factors (k pð Þ
i ) are found very close to the classical effective electrome-

chanical coupling factor (EEMCF) defined in IEEE (Thomas et al. 2009).
Moreover, the optimal electric parameters are classically obtained as closed-formed
expressions which depend only on (i) the natural frequency in short circuit of the
considered vibration mode as well as its modal coupling factor and (ii) the
equivalent electrical blocked capacity of the patches (Thomas et al. 2009).
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3 Topology Optimization Based on SIMP Method

3.1 Piezoelectric Material Model

The SIMP method combines the finite element method with an optimization
algorithm to find the optimal material distribution inside a given domain (Bendsøe
and Sigmund 2003). This method introduces the so-called pseudo-density
0\xmin � x� 1 for each of the eN finite elements of the optimization domain,

yielding the optimization design vector xf g ¼ x1x2 � � � xeN
h iT

. For x ¼ 1 the

material is present, while for x ¼ xmin the material is absent (the value x ¼ 0 is
usually excluded in order to avoid the stiffness and mass matrix become singular).
Although x has a physical interpretation only for these two extremes values, its
continuous change between zero and unity during the optimization avoids
numerical instabilities caused by multiple local minima of the discrete design space
(Bendsøe and Sigmund 2003; Silva and Kikuchi 1999).

By using the standard SIMP interpolation form xp, the local tensor properties and
mass density in each element n can be expressed as:

cðnÞijkl ¼ xpcn c
0
ijkl; eðnÞijk ¼ xpen e

0
ijk; �

ðnÞ
ijk ¼ xp�n �

0
ijk; qðnÞ ¼ xpqn q0 ð7Þ

where c0ijkl, e
0
ijk , �

0
ijk and q0 are the stiffness tensor, piezoelectric tensor, dielectric

tensor and mass density of the piezoelectric material. To prevent intermediate
values for x, the penalization factors pc, pe, pε and pq are employed in Eq. (7),
which penalize intermediate densities and pushes x to the limiting values zero and
unity. But one also has to restrict the total amount of design material

RfXgdX and,
a complexity constraint, such as a filter, should be considered to avoid potential
mesh dependency and checkerboard problems (Bendsøe and Sigmund 2003). For
the piezoelectric shunt problem, it is shown in Pereira da Silva et al. (2015) that the
combination of penalty exponents pq ¼ pε ¼ pc ¼ 1 and pe ¼ 2 yields excellent
results with a very small grayness. This combination is therefore considered in the
present work.

Considering the new material properties of Eq. (7), the local finite element
stiffness and mass matrices of the piezoelectric patches become:
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The finite element formulation of Eq. (1) is now written as:
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where Ks
uu

� �
and Ms

uu

� �
are the global stiffness and masse matrices of the host

elastic structure and, eKuu

h i
and fMuu

h i
are the modified global stiffness and masse

matrices of the patches.

3.2 Optimization Problem

To improve the damping level for passive or semi-passive shunted piezoelectric
devices, a key issue is the optimization of the whole system, in terms of location
and geometry of the piezoelectric patches and electric circuit components choice. It
was shown in Thomas et al. (2009, 2012) that the only parameters to maximize are
the modal coupling factors (MEMCF). Since the optimal value of the electric circuit
parameters are known as functions of the MEMCF and the system structural
characteristics, they can be evaluated in a second step. Thus, the mechanical
optimization consists in maximizing the MEMCF by optimizing the patches posi-
tions and geometries, i.e. finding the best design. Considering all these features, the
optimization problem can be described as:

maximize :
xf g

H xð Þ ¼ k pð Þ
i

� �2
; where xf g ¼ x1x2 . . . xeN

h iT

subjected to: Kuu xð Þ½ � � x2
i Muu xð Þ½ �� 	

Uif g ¼ 0f g ðSCmodal problemÞ

0\xmin � xn � 1

eX xnð Þ ¼
Z

xf gdX� eXmax

where eX is the volume of the design domain and eXmax is the upper bounds
restricting the material to be used in the piezoelectric layer.

3.3 Sensitivity Analysis

The present work uses sequential linear programming (SLP) to solve the opti-
mization problem as done in Silva and Kikuchi (1999). It consists of sequential
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solution of approximate linear subproblems that can be defined by writing a Taylor
series expansion for the objective function around the current design point xn in
each iteration step. This requires knowledge of the sensitivities (gradients) of the
objective function H in relation to the design variables xn (see Silva and Kikuchi
1999; Pereira da Silva et al. 2015 for more details).

4 Numerical Implementation

The algorithm employed in this study is shown in Fig. 1. In order to construct the
electromechanical FE models and solve the problems, the finite element code
Nastran is used in association with Matlab software (Pereira da Silva et al. 2015).

In the optimization procedure, suitable move limits are defined for the design
variables between consecutive interactions. Thus, after each interaction, a new set
of design variables xn is obtained and updated in design domain. The procedure
stops when the objective function converges. As a result, an optimum distribution
of xn is obtained. This distribution may contain intermediate values (grey zone) that
represent no real material. These intermediate values need to be interpreted as zero
(void) or one (real material).

To assess the quality of the final design, the amount of intermediate material
(“grayness”) can be quantified by the measure (Bendsøe and Sigmund 2003):

Mnd ¼
PeN

n¼1 4xnð1� xnÞeN � 100 % ð10Þ

(a) (b)

FE model creation

Topology optimization procedure: 
Placement and geometries of the 

piezoelectric patches

Calculation of optimal shunt 
circuit parameters

Final results: 
structural vibration 

Yes

Initialization 

Short-circuit modal 

Calculation of objective function 

Converged

Sensitivity analysis  

Optimization (linear programming 

Update of design 

Result
s

No

Fig. 1 a Main algorithm. b Optimization algorithm

Design of Shunted Piezoelectric Patches … 29



A fully discrete design (all elements densities xn ¼ 1) is represented by Mnd ¼ 0 %,
while a design totally grey (all elements densities xn ¼ 0:5) yields Mnd ¼ 100 %.

5 Examples

In the following, the proposed topology optimization approach is applied to find the
better placement and geometry of piezoelectric patches in piezoelectric shunt
problems. Moreover, linear quadrilateral shell elements (QUAD 4) and the
first-order shear deformation laminate theory are considered to model the structures
with surface mounted piezoelectric patches.

5.1 A Cantilever Beam with One Piezoelectric Patch

In this first example, the proposed optimization procedure is validated by com-
parison to an analytical solution given in Thomas et al. (2012). The system under
study consists of a cantilever beam made of aluminum (ρ = 2700 kg/m3, γ = 0.33
and E = 74 GPa) and with one piezoelectric device, as sketched in Fig. 2. The
piezoelectric device which is made of PIC-151 (see Thomas et al. 2009, 2012;
Pereira da Silva et al. 2015 for the properties) is assumed to be perfectly bounded to
the beam and has the same width.

For this system, Thomas et al. (2012) have been used an analytical solution to
the optimization of the position ðxpÞ, thickness ðhpÞ and length ðLpÞ of the piezo-
electric patch with a rectangular form. In the present work, the beam and piezo-
electric layer are modeled with 70 QUAD 4 elements, as shown in Table 1. With
only one element through the width and for a fixed thickness of the piezoelectric
layer, the optimization problem consists to find the optimal length of a rectangular
patch ðLpÞ and its optimal position defined by its x-coordinate ðxpÞ. Moreover, the
optimization procedure has been started with an initial value of xn ¼ 0:5 for all

elements and no volume restriction eXmax

� �
was considered.

Fig. 2 A cantilever beam with one piezoelectric device (dimensions in mm)
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As shown in Table 1, the proposed optimization approach yields excellent
results compared to the analytical solution with a very low grayness so that little
postprocessing.

To conclude, this first example validates our optimization approach and shows
its efficiency compared to analytical solution.

5.2 Sound Power Radiated from a Thin Plate

In this example, a free-clamped rectangularplate with two rectangular reinforce-
ments perfectly bonded on its underside surface is considered, as shown in Fig. 3a.
The plate and the reinforcements are made of 2 mm thick aluminum plates
(E = 70 GPa, γ = 0.33, q ¼ 2700 kg/m3). We refer the reader to Pereira da Silva
et al. (2015) for a complete description of the problem.

In order to reduce the sound radiation of modes 1, 6 and 14 (most radiating
modes as shown in Fig. 3b) and get a multi-modal damping of the structure, a shunt
system with three piezoelectric devices, made of PIC151 (see Thomas et al. 2009,

Table 1 Resulting topologies for the first bending mode

Fig. 3 a Mesh and optimal configuration for the piezoelectric shunt system. b Plate FRF—
attenuation of the sound radiation of modes 1, 6 and 14
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2012; Pereira da Silva et al. 2015 for the properties) and with 0.5 mm of thickness,
is used.

Three zones on the top surface of the plate were delimited to attach and design
each piezoelectric device (Pereira da Silva et al. 2015). In addition, an upper boundeXmax ¼ 3 cm3 on the volume is employed to limit the material used in each device.
Thus, the value of xn ¼ 0:2 for all elements in the three design domains is used as
initial guess (all constraints satisfied).

The FRF are computed with a modal reduction approach using the first 40 SC
eigenmodes. Mechanical damping was introduced through a modal damping
coefficient n ¼ 0:005 for all eigenmodes in the selected reduced modal basis.

Figure 3a shows the best design obtained with the optimization procedure where

the resulting MEMCFs are k 1ð Þ
1 ¼ 19:9 %, k 2ð Þ

6 ¼ 13:8 % and k 3ð Þ
14 ¼ 16:2 %.

Moreover, Fig. 3b presents the FRF of the system with and without shunt control.
This figure illustrates again the performance of the shunt technique in vibration and
sound radiation reduction of the select modes. These results also show that the
optimization of the patches geometry causes better performance in terms of
attenuation compared to arbitrary geometries and demonstrates the effectiveness of
the proposed approach.

6 Conclusions

The present contribution was dedicated to the study of passive vibration damping
by using piezoelectric patches and resonant shunt circuits. The concept of topology
optimization was successfully applied in order to optimize the placement and
geometry of piezoelectric patches. An optimization algorithm was employed and
validated. Numerical examples demonstrate the effectiveness of the proposed
approach for the design of piezoelectric devices in shunt damping problems. No
checkerboard patterns were observed in the examples treated in the present work.
Moreover, the topology optimization procedure is applied here to resonant shunts
but it remains valid for resistive shunts or switch techniques since the mechanical
and electrical optimizations are uncoupled.
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Prediction of Sound Radiation
from Submerged Cylindrical Shell
Structure with an Interpolation Method
for the Measured Surface Velocity

Yilin Zhang, Haijun Wu and Weikang Jiang

Abstract An interpolation method is proposed for the reestablishing of the surface
velocity of cylindrical shell structures. The surface velocity is expressed by the
Fourier series in the circumferential direction and the piecewise Lagrange functions
in the axial direction. Numerical examples demonstrate that the interpolation
method can get smooth continuous velocity distribution on the surface of the
cylindrical shell structures, which is satisfactory for predicting the acoustic radia-
tion based on few measured surface velocities. The accuracy and applicability of the
interpolation method for the prediction of sound radiation are both numerically and
experimentally validated.

Keywords Interpolation method � Sound radiation � Submerged cylindrical shell

1 Introduction

Cylinder structures are widely used in submerged engineering applications.
Characteristics of the sound radiation of submerged vehicles can be simplified into
the analyzing of single or double cylindrical shell structures. The analysis and
prediction methods of the sound radiation of the cylindrical shell structures can be
divided into too kinds: the numerical methods and the experimental methods (Wu
et al. 2000; Guz and Kubenko 2002; Chen et al. 2014; Liu et al. 2014).

Due to the limitation of experiment equipment, usually the number of the
measuring points cannot be very large in the on site experiment. Thus, interpolation
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method is usually used to prediction the vibration response on unmeasured points
(Yang and Parvin 2003). Firstly, the model is discretized base on the position of
measuring points, then the responses on other positions are obtained based on linear
or high-order interpolation method within discrete element. This kind of interpo-
lation only considers the velocity conditions of adjacent elements. The response on
interpolation points cannot be accurately obtained. In this paper, based on the
characteristic of the axial symmetry cylindrical shell, a semi-analytical global in-
terpolation method is provided to obtained the layout of the velocity on the surface
of the cylindrical shell.

For the analytical expression of the surface velocity of the cylindrical shell, it has
been studied for years. It can be expanded by Fourier series or polynomial func-
tions. But for complicate structures like submarine, the accurate expressions cannot
be obtained analytically. Thus, the experimental method, as a supplement, is
introduced here. For such structure, after choosing certain form of series of its
surface velocity expression, according to the experimental results, the coefficient of
each series can be identified, then the velocity at other positions can be got by
interpolating.

In this paper, an interpolation method is provided to get the continual velocity
layout on the surface of the structure from measured surface velocity. Base on the
obtained continual velocity distribution, the sound radiation of the structure can be
fast and precisely obtained through boundary element method. This interpolation
method is also validated experimentally.

2 Interpolation Method for Surface Velocity on Structure

For an axial symmetric cylinder model, only half of its surface needs to be cal-
culated because of its symmetry. The velocity function is expanded using Fourier
cosine series in the circumferential direction and Lagrange polynomial gm xð Þ along
the axial direction. The expression of the surface velocity can be written as:

v h; xð Þ ¼
XM
m¼1

XN
n¼0

amn cos nhð Þgm xð Þ ð1Þ

where 0� h� 2p; 0� x�L, L is the length of the cylindrical model; N is the
number of the points used in the Fourier interpolation; M is the number of the
points used in the Lagrange interpolation; the Lagrange interpolation is written as:

gm xð Þ ¼ x� x1ð Þ � � � x� xm�1ð Þ x� xmþ 1ð Þ � � � x� xMð Þ
xm � x1ð Þ � � � xm � xm�1ð Þ xm � xmþ 1ð Þ � � � xm � xMð Þ ð2Þ
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Equation (2) is a polynomial function with order M − 1.
The expansion parameter amn can be determined by the velocity v h; xmð Þ, it has

the following expression:

amn ¼ ln

Z2p
0

v h; xmð Þ cos nhð Þdh ð3Þ

in which ln ¼ 1=2p; n ¼ 0
1=p; n 6¼ 0

�
:

Based on the Rahola Theorems 4.2 and 4.3 (Rahola 1996), and the analysis of
Wu et al. (2010), when the number of integration points is larger than mj j þ 1; it can
be calculated by rectangle integration formula accurately:

amn ¼ lnDh
XN
l¼1

v hl; xmð Þ cos nhlð Þ ð4Þ

in which, Dh is the radian gap between two measuring points, v hl; xmð Þ is the
surface velocity at measuring point hl; xmð Þ.

The expansion parameter amn can be obtained from Eq. (4) based on the data of
the velocity at the measuring points, the boundary condition at the other position
ðh; xÞ can be obtained from Eq. (1).

3 Sound Radiation Prediction from Cylindrical Shell

In the analysis of outer field sound radiation, the far-field radiation condition is
satisfied, the boundary element method (BEM) can be used to calculated the
radiated sound field. BEM is a numerical algorithm based on boundary integral
equation:

cðxÞpðxÞ ¼
Z
S

G x; yð Þ @p yð Þ
@n yð Þ �

@G x; yð Þ
@n yð Þ p yð Þ

� �
dSðyÞ ð5Þ

G x; yð Þ ¼ eikf x�yk k

4p x� yk k ð6Þ

in which x, y are field point and source point on surface S; G x; yð Þ is the free space
Green’s function. c xð Þ is a variable depending on the position of the field point x,
here c xð Þ ¼ 0 in the domain interior, c xð Þ ¼ 1 at an exterior point and c xð Þ ¼ 0:5
on a smooth surface.
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After the continual velocity layout being obtained by the interpolation method
described in Sect. 2, by using BEM that based on Burton-Miller equation, the sound
pressure on the structure surface can be calculated. Then the sound pressure on an
arbitrary point can be predicted through Eq. (5).

3.1 Numerical Simulation

A discretized model of a ring-stiffened single cylindrical shell is modeled in
ANSYS using 3-node shell elements (SHELL 63), with the length being 2 m,
radius being 0.6 m and thickness being 0.005 m. Damping is included in the
numerical model using a structural loss factor of 0.005. The flow media is estimated
as water when calculating the sound radiation, with the density being 1000 kg/m3

and sonic being 1500 m/s.
The model is discretized into 160 elements along the circumferential direction

and 72 elements along the axial direction. The model has 11,680 nodes and 11,520
rectangle elements. Six degrees on both ends of the cylindrical shell are con-
strained, a normal point force is applied on the shell surface. The radiated sound
power of the cylindrical shell is then calculated by FE/BE methods numerically.

In order to validate the interpolation method numerically, 32 nodes along the
longitude direction and 19 nodes along the circumferential direction are picked out
from the discretized model of the cylindrical shell. By using the interpolation
method described in Sect. 2, the velocity at other nodes on the shell surface is then
obtained. The radiated sound power of the cylindrical shell is calculated by BEM.

The radiated sound power of the cylindrical shell is calculated for the entire
frequency interval from 100 to 800 Hz in increments of 20 Hz and the spectrum are
shown in Fig. 1, the errors between two methods are least then 2 dB, which shows
a good agreement.

Fig. 1 Sound power of the
numerical simulation model
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3.2 Experimental Verification

The radiated sound power of a double cylindrical shell is also experimentally
measuring in an out-door underwater testing field. The object is a double cylindrical
shell as shown in Fig. 2a and its three view drawing with dimensions in Fig. 2b.
The thickness of the inner shell is 5 mm and the outer shell is 2 mm. The layout of
the acceleration sensors is also shown in Fig. 2b. Only half of the model needs to be
measured. 9 acceleration sensors are evenly arranged on half of the circumferential
surface with the spacing being 0.23 m. 8 acceleration sensors are evenly arranged
along the axial direction with the spacing being 0.2 m. There are 72 acceleration
sensors in total.

The sound power radiation of the cylindrical shell is also measured experien-
tially. The underwater testing field is in a lake with the water depth being 11 m,
which can be seen as a free field for the sound radiation. 10 hydrophones are
arranged along the axial direction outside the cylindrical shell, as shown in Fig. 3.
The spacing between two hydrophones is 1 m. The distance between the hydro-
phone array and the axis of the cylindrical is 4.2 m. Only the circumferential
radiated sound pressure is measured.

The model rotated every 30° during testing, an envelope cylindrical surface is formed
to calculate the radiated sound power. The enveloping surface is divided into rectangle
grids. The radiated sound power can be calculated from the following expression.

Fig. 2 Model of double cylindrical shell and layout of acceleration sensors
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SWL ¼ 10 log10
XM
m¼1

pmj j2
p2ref

 !
Am ð7Þ

in which pmj j is the mean square vale of the mth grid, Am is the area of the mth grid,
pref is the reference sound pressure which equals to 1 lPa.

The spectrum of both the experimentally obtained from Eq. (7) and from BEM
using interpolated velocity distribution are compared in Fig. 4. In the frequency
interval below 1000 Hz, they have good agreement, the errors are less than 2 dB; in
frequency interval from 1000 to 1400 Hz, the largest error is less than 5 dB, and the

Fig. 3 Testing field
arrangement

Fig. 4 Sound power level of
experimental results and
prediction results
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average error is 2.8 dB. It can be found that the two results have the same trend,
which indicates the prediction method of the radiated sound power of the cylin-
drical shell based on interpolation method has good practicable and can be used in
engineering application.

4 Conclusion

In this work, a new interpolation method is proposed for the reestablishing of the
surface velocity of cylindrical shell structures. The surface velocity is expressed by
the Fourier series in the circumferential direction and the piecewise Lagrange
functions in the axial direction. The coefficients of the series expression are com-
puted from measured surface velocity. Once the coefficients are obtained, the series
expression can be used to calculate the velocity at other positions on surface of the
cylindrical shell structures. Then the sound power radiation of the cylindrical
structures can be predicted based on boundary element method. In order to
experimentally validate the numerical results, experiments on a double cylindrical
shell was conducted in an underwater testing field. A similar trend in results of the
radiated sound power obtained experimentally direct from the hydrophone data and
from the interpolation method was observed. The interpolation method is shown to
be an efficient technique and has engineering application.
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Identification of Small Objects
with Near-Field Data
in Quasi-Backscattering Configurations

Houssem Haddar and Mohamed Lakhal

Abstract The aim of this work is the detection of small inclusions (or defects) in
the three-dimensional free space, using near field acoustic data in a
quasi-backscattering configuration. The latter is such that for any source point in the
antenna path we have an orthogonal line of receivers. Our inversion algorithm is
based on a Music type method adapted to the asymptotic form of the scattered field
for small inclusions and the data configuration. The efficiency of the procedure is
tested against synthetic data.

Keywords Data in quasi-backscattering configurations � Music type method �
Near field operator

1 Introduction

We present a new sampling method (Cakoni and Colton 2014; Kirsch 2002) for
detecting targets (small inclusions or defects) immersed in a homogeneous medium
in three-dimensional space, from measurements of acoustic scattered fields created
by point source incident waves. We consider the harmonic regime and a data setting
that corresponds with quasi-backscattering configuration: the data is collected by a
set a receivers that are distributed on a segment centered at the source position and
the device is swept along a path orthogonal to the receiver line. We assume that the
aperture of the receivers is small compared with the distance to the targets.
Considering the asymptotic form of the scattered field as the size of the targets goes
to zero and the small aperture approximation, one is able to derive a special
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expression for the scattered field. In this expression a separation of the dependence
of scattered field on the source location and the distance source-target is performed.
This allows us to propose a sampling procedure that characterizes the targets
location in terms of the range of a near-field operator constructed from available
data. Our procedure is similar to the one proposed in Haddar and Jacob (2015) for
far-field configurations. We then implement the procedure using Music type
algorithm and well chosen combination of the multi-campaign measurements
(varying the source-receivers path). Validation against synthetic data is performed
for some toy examples.

The outline of this note is the following. In the first section, we present the direct
problem corresponding to the acoustic wave propagation in the medium and its
approximation in the case of small inclusions. We then describe the setting for the
collected data that corresponds to quasi-backscattering configuration. In the second
section, we give a characterization of targets in terms of the measurement operator
range in the fashion of Music type algorithms. We treat both cases of mono-polar,
di-polar and mixed inclusions. In the last section, we give details on how we use the
Music method to solve our inverse problem and finally give numerical results to
show the effectiveness of the technique.

2 Direct Problem

We begin discussing the mathematical formulation for the scattering problem in
homogeneous media containing some inclusions in the case of three-dimensional
space.

The direct problem corresponds with the determination of the total field ut or the
scattered field usc in some homogeneous medium containing some obstacles, from
the knowledge of the incident field generated by a source point.

Let D be the set containing the targets composed of M inclusions Dj ¼ Cj þ djBj

where Cj represents the center, dj is the size and Bj is the shape of the inclusion,
with medium properties q j, n j.

Let uinðx; x0Þ be the incident field generated by the point source x0 in R a plane at
altitude z ¼ H,

uinðx; x0Þ ¼ Uðx; yÞ :¼ expðikjx� x0jÞ
4pjx� x0j ; with x0 2 R and x 2 R

3 and x 6¼ x0

ð1Þ

where k ¼ 2p
k is the wave-number and k is the wavelength in the homogeneous

medium. Due to the in-homogeneity (presence of the inclusions) of the medium,
this field induces a scattered field usc. The total field ut ¼ uin þ usc satisfies:
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r 1
qd

rutdð:; x0Þ
� �

þ k2n2du
t
dð:; x0Þ ¼ �dx0 in R

3 ð2Þ

subject to the Sommerfeld radiation condition:

lim
r!þ1 r

@usc

@r
� ikusc

� �
¼ 0 ð3Þ

where r ¼ jxj and qd, nd are defined as:

qdðxÞ ¼
1
qj

�
and ndðxÞ ¼ 1

nj

�
if x 2 R

3n[ jDj

2 Dj

�

In the case of small inclusions we have the following approximation for the
scattered field (with d :¼ maxj¼1;M dj):

uscðx; x0Þ�
XM
j¼1

c jqM
ðjÞrUðCj; x0Þ:rUðCj; xÞþ jBjjk2c jnUðCj; x0ÞUðCj; xÞþOðd3Þ

ð4Þ

where c jn ¼ n2j � 1, c jq ¼ qj � 1, and MðjÞðqjÞ, jBjj are respectively the polarization
tensor and volume of Bj (Haddar and Mdimagh 2012). We consider the experi-
mental setting where an array of receivers occupies a segment L is swept along a
line T 2 R orthogonal to L in the plane R :¼ fx 2 R

3; x3 ¼ Hg above the targets
fDj; j ¼ 1; . . .;Mg that belongs to the lower half plane fx 2 R

3; x3 � 0g. We
assume that a source is placed at the center of L. In this configuration one would
collect measurements of uscðx; x0Þ, for x0 2 T , x 2 Lðx0Þ, where Lðx0Þ � R is the
segment orthogonal to L at x0.

In a backscattering configuration Tðx0Þ is reduced to fx0g meaning that we have
a single receiver at the source location (McDonough and Curlander 1991). In the
quasi-back-scattering configuration we assume that the size of Lðx0Þ is small (but
not reduced to a single point). More precisely jLðx0Þj ¼ 2h, with h � H:

3 A Music Type Algorithm for the Inverse Problem

We now turn our attention to the inverse problem of reconstructing the location of
the inhomogeneities from the quasi-backscattering near field data (described in the
previous section) represented in Fig. 1.
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3.1 Approximation of the Scattered Field
in the Quasi-Backscattering Configuration

Let v̂ be a unit vector of R3, we consider the setting where we have: x0 ¼ jx0jû and
x ¼ x0 þ gv̂, assume that g

1
2 � jy� x0j, let g � 1 and ŵ is such that (v̂; û; ŵ) form

an orthonormal basis of R3: Then we simply have

jx� yj ¼ jy� x0 � gv̂j ¼ jy� x0j � gv̂:yþO
g2

jx0 � yj2
 !

ð5Þ

and

x� y
jx� yj ¼

x0 � yþ gv̂
jy� x0j 1þ g

jy� x0j v̂:yþO
g2

jy� x0j2
 ! !

ð6Þ

The case of mono-polar inclusions: It corresponds to qj ¼ 1, for all j 2
f1; . . .;Ng which implies that MðjÞ ¼ 0. The scattered field is then given by:

uscðx; x0Þ ’
XM
j¼1

jBjjk2c jnUðCj; x0ÞUðCj; xÞþOðd3Þ:

Fig. 1 Quasi-backscattering
configuration
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Let us set

~uscðg; x0Þ :¼
XM
j¼1

sj
e2ikjCj�x0j

ð4pjCj � x0jÞ2
e�ikgv̂:Cj ð7Þ

with sj ¼ �k2c jnðxÞd
3
j jBjj, jBjj, volume of Bj, û ¼ v̂? and v̂ the incident and mea-

surement directions. Then from approximation (5), we have:

uscðg; x0Þ ¼ ~uscðg; x0ÞþO
g2

jx0 � yj2
 !

:

The case of dipolar inclusions: they correspond with nj ¼ 1 for all j ¼ 1 : M. In
this case

uscðx; x0Þ ¼
XM
j¼1

c jqM
ðjÞrUðCj; x0Þ:rUðCj; xÞþOðd3Þ:

Let us set in this case

~uscðg; x0Þ ¼
XM
j¼1

c jqM
ðjÞrUðCj; x0Þ:rUðCj; x0Þe�ikgv̂:Cj

¼
XM
j¼1

c jqM
ðjÞðCj � x0Þ:ðCj � x0Þ e2ikjx0�Cjj

16ðpjx0 � CjjÞ2
ik � 1

jx0 � Cjj
� �2

e�ikgv̂:Cj :

Then from approximation (6), the scattered field verifies

uscðg; x0Þ ¼ ~uscðg; x0ÞþO
g2

jx0 � yj2
 !

:

If in addition MðjÞ ¼ ajI, with I the identity matrix, which corresponds to spherical
inclusions,

~uscðg; x0Þ ¼
XM
j¼1

c jqaj
e2ikjx0�Cjj

16p2
ik � 1

jx0 � Cjj
� �2

e�ikgv̂:Cj : ð8Þ

3.2 A Music Algorithm

Let us consider as data ~uscðg; x0Þ, where ~usc is given by Eq. (7) in the case of
monopolar inclusions, and given by Eq. (8) in the case of dipolar spherical inclu-
sions. We define the near-field operator as
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F : L2½�h; h� ! L2ðTÞ

given by

ðFgÞðx0Þ ¼
Zh
�h

gðgÞ~usðg; x0ÞdsðyÞ ð9Þ

for z 6¼ x0; x0;with z 2 R
3. We also define the sampling function wm (that we shall

use in the inversion algorithm) as

wmðx0; zÞ :¼ U2ðx0; zÞ ¼ expð2ikjz� x0jÞ
ð4pjz� x0jÞ2

in the case of mono-polar inclusions and as sampling function wb

wbðx0; zÞ :¼ rUðx0; zÞ:rUðx0; zÞ ¼ expð2ikjz� x0jÞ
16p2

ik � 1
jz� x0j

� �2

this function in the case of dipolar inclusions. We observe from the expressions of
~usðg; x0Þ that F has a finite rank. We denote by P? the orthogonal projection on T ,
and P== the orthogonal projection on the line Rv̂. The inversion method we con-
sider in this paper is based on the following result.

Theorem 1 Let z 2 R
3 and wð�; zÞ be the sampling function ( ¼wmð�; zÞ in the

monopolar case and ¼wdð�; zÞ in the dipolar case). Assume that
P==ðCjÞ 6¼ P==ðCrÞ for all j 6¼ r. Then the following statements are equivalent:

(i) wðz; :Þ is in the range of F;
(ii) jz� x0j ¼ jCj � x0j; for all x0 2 T and for some j 2 f1; . . .;Mg:

Let us denote by Cj for j 2 f1; 2; . . .;Mg the set of points z 2 R
3 that satisfy

(ii) in the theorem. This set is exactly the circle with center Xj ¼ P?ðCjÞ orthog-
onal to T and containing Cj.

As consequence of this theorem, one is able to identify from the operator F (and
therefore the set of quasi-backscattering data) Cj for j 2 f1; 2; . . .;Mg. Let us
denote by Rj the plane containing Cj.

If we consider another (path) line T 0 for the sources that is parallel to T , one can
identify another set of circles C0

j in the same plane Rj. It is then easy to reconstruct
the points Cj for j 2 f1; 2; . . .;Mg as the intersections between Cj and C0

j (we
exclude the intersection that have positive third components since we assume that
the targets are located in the lower half plane). We have then obtained a charac-
terization of the inclusions positions using the the range of RðFÞ with two different
backscattering data sets (associated with two parallel paths of the sources).
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We now explain how one can reconstruct the circles Cj using a Music type
algorithm and how to automatically perform the intersections with different data
sets. Let us consider P the orthogonal projection onto the null space NðF	Þ of F	. It
is well known that, since F has a finite rank, wðz; :Þ is in the range of F if and only if
Pwðz; :Þ ¼ 0. We then get from the theorem that the circles Cj correspond with the
points z such that Pwðz; :Þ ¼ 0. From the practical point of view, let us consider
ðU; S;VÞ ¼ ðuk; sk; vkÞk
 1 be the singular decomposition for F where uk and vk are
respectively the left and right singular functions that correspond to the singular
values sk . Let r0 be the number of non vanishing singular values. Then

Pwðz; :Þk k2¼
X
k[ r0

wðz; :Þvkh iL2ðTÞ
��� ���2

We now introduce the imaging function:

IðzÞ :¼ 1
Pwðz; :Þk k ð10Þ

and observe that the circles Cj are the points where IðzÞ ¼ 1.
From the algorithmic point of view, we observe that one can avoid evaluating

IðzÞ for all points z 2 R
3. We can proceed in two steps. We first identify the planes

Rj by evaluating IðzÞ on a plane PðTÞ containing T . The indicator function would
have infinite values at the points fj ¼ Cj \PðTÞ. The planes Rj then correspond
with the plane containing fj and orthogonal to T . One can also (in principle) obtain
Cj knowing fj and Rj. We rather prefer not to identify Cj using this characterization
since it would be sensitive to noise. We shall visualize Cj by evaluating IðzÞ for all
points z 2 Rj. Let us denote I 0ðzÞ the indicator function associated with T 0. Then the
points Cj belonging to the plane Rj are identified as the peaks of IðzÞI 0ðzÞ. This
procedure has the advantage of being automatic and intrinsically handle the case of
multiple points belonging to Rj. It can also be easily extended to the case of more
than two sets of data (which would increase the precision and robustness with
respect to noise).

4 Numerical Results

Before starting the presentation of some numerical results, we first give some
details related to the implementation of our algorithm. We consider two parallel
paths T and T 0 containing each N sources points and we assume that we have R
receivers at each source position. Let us set Kjðx0Þ ¼ sjwmðx0;CjÞ in the monopolar
case, and Kjðx0Þ ¼ ajc jqwdðx0;CjÞ in the dipolar case. The near field operator F is
approximated by the matrix
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Fn;r ¼ 2h
Rþ 1

XM
j¼1

Kj x
n
0

� �
e�ikgr v̂�Cj 1� n�N 1� r�R:

In order to avoid inverse crime, we also consider the case of noisy measurements
by applying our algorithm to the noisy operator

eFn;r :¼ Fn;rð1þ rNn;rÞ 1� n�N 1� r�R

where ð�1�Nn;r � 1Þ are random numbers and r denotes the noise level. The
singular value decomposition of F or eF is done using the predefined function svd in
MATLAB.

In all the simulation, the region containing all the targets is taken as a volume
V ¼ ½�A;B� � ½�a; b� � ½�p; h�; of dimension 20k� 20k� 11k, with ðA ¼ B ¼
a ¼ b ¼ p ¼ 10kÞ and h ¼ k.

We consider two parallel paths T and T 0 of the sources, which emit with a
wavelength k ¼ 1 cm. The corresponding imaging functions are I and I 0. We shall
express all the experiment parameters as functions of k. The length of sources path
is L ¼ 20k; with N ¼ 81 source points uniformly distributed with distance ds ¼ k

4 :

The aperture of the antenna is 2h ¼ 2k containing R ¼ 8 detectors, equidistantly
spaced with dm ¼ k

7 : The line T is placed in the plane P0 ¼ fz2 ¼ y0jy0 ¼ �4kg,
at the altitude H ¼ 8k. Each area in V is uniformly sampled with a mesh size
dz ¼ k

6 : The circle centered at the exact position of defects with radius k
2 is indicated

in all the images using a magenta color.

4.1 Reconstruction of One Inclusion

A first example with a single defect: The path T 0 is placed in the plane P0
0 ¼

fz2 ¼ y00jy00 ¼ 4kg; at the altitude H0 ¼ 12k. The inclusion is placed at C ¼
ð�2k; 2k;�kÞ: In the first step, we evaluate the function IðzÞ for all the points
z 2 PðTÞ ¼ P0. We denote by C1

j , j ¼ 1 : r0; the abscissa of the r0 first largest
values of IðzÞ (r0 the number of non-vanishing singular values). In this case, r0 ¼ 1
and one point C1 corresponds to the first component of C (see Fig. 2a). In the
second step, we evaluate IðzÞ and I 0ðzÞ for all z 2 R ¼ fz1 ¼ C1g, and the peaks of
IðzÞI 0ðzÞ give us the two other coordinates of C (see Fig. 2b).

Influence of the distance T � T 0: To analyze the influence of the distance between
the two paths T and T 0, we vary the position of T 0 from the plane P ¼ fz2 ¼
yjy ¼ �4kg at the altitude z ¼ 8k; to the plane P ¼ fz2 ¼ yjy ¼ 4kg at altitude

z ¼ 12k; with steps in space dy ¼ k
2 and dh ¼ k

8. We set d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðy� y0Þ2 þðz� z0Þ2

q
the distance between the two line paths T and T 0. In the same way as before, we
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reconstruct the inclusion C for all positions of T 0 corresponding with d 2 ½0; 4 ffiffiffi
5

p
k�

by evaluating UdðzÞ ¼ IðzÞI 0dðzÞ. Let us set bUdðzÞ ¼ UdðzÞ
Udk k1. One defines the dif-

ference between bUd and the theoretical Uex
d ðzÞ defined by Uex

d ðCÞ ¼ 1 and Uex
d ðzÞ ¼

0 for z 6¼ C as eðdÞ ¼ Ûd�Uex
dk k

Uex
dk k (see Fig. 3).

As can be noted from these numerical results, increasing the distance T � T 0

improves the accuracy of the reconstruction of the inclusion. In the following, the
path T 0 is placed in the plane P0

0 ¼ fz2 ¼ y00g and y00 ¼ 4k; at the altitude
H0 ¼ 12k.

Fig. 2 From left to right, the reconstruction of three component in the case of mono-polar and
dipolar inclusion with 5 % noise. a Reconstruction of the component C1 in the plane P(T).
b Reconstruction of the two other the other components of the inclusion in the plane R
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4.2 Reconstruction of Multiple Inclusions

Here we consider the case of two inclusions; C1 ¼ ða0; b0; c0Þð¼ð0;�4k;�5kÞ a

fixed target in V) and C2 ¼ ða; b; cÞ that we shall vary the position and set d ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ða� a0Þ2 þðb� b0Þ2 þðc� c0Þ2

q
the distance C2 � C1 (Fig. 4).
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d as function of distance d between the two line T and

T 0, with 5 % of noise, in the left monopolar inclusion in the right dipolar one

Fig. 4 From the left to right, the reconstruction with 5 % of noise, with respectively distance

between the two inclusions d ¼
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2

p
k

2 ; d ¼ k and d ¼ 3
ffiffi
2

p
2 k. a Monopolar inclusions. b Dipolar

inclusions
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First step, we determine a ¼ C1
2 and a0 ¼ C1

1 by evaluation of IðzÞ in all point
with PðTÞ ¼ P0 the grid containing the line T , and identifying first r0 (=2 in this
case) abscissa of r0 largest values of I: In the second step for j ¼ 1; 2; we evaluate
Id;jðzÞ and I 0d;jðzÞ, and therefore Ud;jðzÞ ¼ Id;jðzÞI 0d;jðzÞ for all the grid point

2 Rj ¼ fz1 ¼ C1
j g. Finally for all j ¼ 1; 2; the imaging function ÛjðdÞ ¼ UjðdÞ

UjðdÞk k1
in Rj, which represent respectively the position of C1 and C2. Third step: the
concatenation bUd ¼ bU1ðdÞþ bU2ðdÞ (for example in the plane
R ¼ fz1 ¼ 0g ==Rj; j ¼ 1; 2) of the two images should give us a grid with the
components ðy; zÞ of the two objects. In Fig. 4 are represented respectively the two
monopolar and dipolar inclusions vertically, and horizontally the change in distance
d from C1 to C2:

We now analyze the influence of the distance between the targets on the quality

of images obtained with our algorithm. To do that evaluate eðdÞ ¼ Ûd�Uex
dk k

Uex
dk k as in

the previous example but where d denotes here the distance between the two
inclusions. In Fig. 5 we present this variation in the case of two monopolar
inclusions with 3 different noise levels.
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Fig. 5 The difference between bUd and Uex as a function of distance between the two monopolar
inclusions, with 1, 5 and 10 % of noise from left to right
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As can be noted from the numerical results, the accuracy increases as the dis-
tance between the two inclusions increase. Our algorithm can clearly separate two
different inclusions if the distance is greater than k.
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Characterization of Sandwich Beams
with Shear Damage by Linear
Vibration Method

I. Ben Ammar, C. Karra, A. El Mahi, R. El Guerjouma
and Mohamed Haddar

Abstract The purpose of this work is the study of the dynamic behavior of
sandwich beams with shear damage. The linear vibration method is used in this
study. The technique focuses on the response of the material’s resonance modes as
a function of the driving amplitude by sweeping the frequency. The sandwich
materials used in this study is constructed with glass fiber laminates as skins and
with PVC closed-cell foams with density 60 and 100 kg m−3 as core. The response
excitation of the shaker was established and the resonant frequencies and damping
have been deducted for each frequency mode and each shear damage density.

Keywords Sandwich � Linear vibration � Shears damages � Dynamic behavior �
Frequency � Damping

1 Introduction

Sandwich construction has found extensive application in aircraft, missile and
spacecraft structures due to high strength to weight ratio. This type of construction
consists of thin, stiff and strong sheets of metallic or fiber composite material
separated by a thick layer of low density material.

They are more advantageous compared to the other traditional metallic materials.
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A sandwich construction has following advantages: High ratio of bending
stiffness to weight as compared to monolithic construction; high resistance to
mechanical and sonic fatigue; good damping characteristic…

During the use of the sandwich material, he can damage in several ways. The
principal modes of damage of composites with foam cores are: fracture of skin,
indentation, face wrinkling, debonding between skin and core, shear damage of the
core.

Many damage detection methods have been developed for composite structures,
such as acoustic emission (AE) (De Rosa et al. 2009; Lee and Lee 2002; Leone
et al. 2012), thermography (Maldague 2001), X-ray (Shi et al. 2012), electrical
resistance (Wen et al. 2011), ultrasonic C scan (Hsu 2009), guided-wave based (Su
et al. 2006; Caminero et al. 2013; Li et al. 2013) and vibration-based (Fan and Qiao
2011; Yam et al. 2003) methods etc.

A great number of studies are reported in the literature on linear vibration of
composite materials.

Vladimir et al. (2004) investigated the dynamic behavior of the sandwich beam
with transverse damage on the foam. They observed that the frequency increase at
the presence of the damage.

Idriss (2013) and Idriss et al. (2015) analyzed the dynamic behavior of sandwich
with debonding. The Sandwich material used in this study is constructed with glass
fibre laminates as skins and with PVC closed-cell foams as core. The linear
vibration characterization showed that the frequency decrease and the loss factor
increase when the debonding length increases. It also shown that when the density
of the foam increases, the damping decreases slightly.

Okutan et al. (2009) studied the dynamic behavior of flat and curved sandwich
with different position of debonding. They showed that the presence of the debonding
damage causes the decrease of frequency and the curvature angle of sandwich.

Many researchers (Yang et al. 1998; Tenek et al. 1993; Lee et al. 2003) were
studied the effects of delamination on the frequencies of composite.

The purpose of the present article is to characterize the dynamic behavior of
sandwich beams with shear damage on the foam by linear vibration method. The
shear damage is initiated in the middle of the foam. The number of the shear
damage is then increased two by two along the length of the specimens. The effects
of the densities of damage on the frequency, loss factor were studied for each
frequency mode.

2 Materials and Experimental Procedures

2.1 Materials

Sandwich material used in this study is constructed with glass fibre laminates as
skins and with PVC closed-cell foams as core. The skins were cross-ply laminates
with a total of 4 unidirectional layers of E-glass fibres in an epoxy matrix arranged
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in the sequence [0/90]s. The sandwich beams are differentiated by the densities
PVC core (60 and 100 kg m−3) (Fig. 1).

The sandwich materials were prepared by hand lay-up process from epoxy resin,
glass fibres and PVC closed-cell foams. Rectangular plates (600 × 300 mm) of the
composite were cured at room temperature with pressure (30 kPa) by using vacuum
moulding process for 10 h. The plates were fabricated. The sandwich beams were
cut with a diamond disk. The beam’s dimensions are 300 × 40 × 22 mm.

2.2 Experimental Set up

The linear vibration tests are performed for both, i.e. the undamaged and damaged
composite sandwich beams.

Figure 2 shows the experimental setup used to study the vibrations of specimens
in a clamped-free configuration.

Generation of swept-sine signals is made up using an analyzer Stanford
Research Systems SR785. The signals started by a start and end frequencies ranging
from 10 Hz to 2 kHz. The signal excitation is amplified at a constant gain using a
power amplifier, to excite the shaker BK 4809 attached at the extremity of the
specimen. Vibrations are measured by an accelerometer attached at the free
boundary of each sample and connected to a conditioning amplifier. The specimen
is excited around resonance bending modes at intact as well as specimens with
shear damage in the core using excitations from 350 mV, before amplification.

The shear damage is initiated in the middle of the foam. The number of the shear
damage is then increased two by two along the length of the specimens (Fig. 3).
The specimens were tested in linear (low amplitude of excitation) resonant
experiment. For each material and each density of damage states, three samples
were tested for repeatability three times.

Figure 4 shows an example of the Fourier transform of the response to an
excitation level of a sandwich beam in a clamped-free configuration. This response

Upper mould 

Reinforcing plies 

and PVC core  

Perforex ply 

Lower mould
Bleeder cloth 

Bleeder cloth 
Perforex ply 
Peel ply 

Peel ply 

Fig. 1 Schematic diagram of
sandwich material assembly
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Fig. 2 Experimental setup

Fig. 3 Sandwich beam with 3 shear damages in the foam

Frequency (Hz) 

Fig. 4 Example of the Fourier transform of the response to an excitation level of a sandwich beam
in a clamped-free configuration
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shows the peaks corresponding to the natural frequencies of each mode (3 modes).
The treatment of the experimental results is performed by polynomial interpolation
of order up to 8. This method allows obtaining the values of the natural frequencies
fi, and the loss factor gi of each mode. The loss factors are determined for different
modes and different damage densities by the half-power bandwidth method (3 dB
method).

3 Linear Vibration

The experimental vibration study is performed on sandwich beam with shear
damage on the foam and in a clamped-free configuration. In this part, we studied
the effect of damage densities on the frequencies and the loss factors.

3.1 Effects of Damage Densities on the Frequencies

The specimens were tested at low amplitude excitation, to examine the effect of
damage densities on frequency of sandwich beams in linear vibration.

Figure 5a, b show the evolution of natural frequency for four first modes versus
the damage densities for two types of sandwich materials differentiated by the
densities of their foams (60 and 100 kg m−3). The damage density is the ratio of the
number of shear damage on the foams with the total length of the specimen.

The curves show that the natural frequencies decrease when the damage den-
sities increase. This decrease is due to the rigidity loss, which is governed by the
change of the mechanical properties of the sandwich materials (foam and skins).
Then the natural frequencies depend on the damage and foam densities.

For the smaller damage densities, the higher order mode (mode 3) is much more
sensitive than the others modes.

For example for core density of 60 kg m−3, the first and the third modes of the
sandwich without shear damage are 186 and 1442 Hz. The sandwich beam with
12 m−1 damage density, the first mode is about 173 Hz and for the third mode is
1165 Hz.

3.2 Effects of Damage Densities on the Loss Factors

The loss factors are determined for different modes and different damage densities
by the half-power bandwidth method (3 dB method).

Figure 6a, b show the evolution of loss factor for three first modes versus the
damage densities for two types of sandwich materials differentiated by the densities
of their foams (60 and 100 kg m−3). The results show that the loss factors increase
with the increasing of damage densities.
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In the case of sandwich with foam of 60 kg m−3, the value of the loss factor is
0.89 % for the undamaged specimens in first mode, while it is 2.12 % for sandwich
with density of damage 60 m−1 in the foam.

Damage densities D (m-1)

0 10 20 30 40 50 60

Lo
ss

 f
ac

to
r 

(%
)

0,0

0,5

1,0

1,5

2,0

2,5
(a)

(b)

Mode 1

Mode 2

Mode 3

Damage densities D (m-1)

0 10 20 30 40 50 60

Lo
ss

 f
ac

to
r 

(%
)

0,0

0,5

1,0

1,5

2,0

Mode 2

Mode 3

Mode 1

Fig. 6 Evolution of the loss factor versus damage densities for sandwich specimens with foam
density: a 60 kg m−3 and b 100 kg m−3

Characterization of Sandwich Beams with Shear … 61



For the sandwich with foam of 100 kg m−3, the value of the loss factor is 0.87 %
for the undamaged specimens, while it is 1.8 % for sandwich with 60 m−1 damage
density in the foam. The variation of loss factor is considerably higher in case of the
specimens with foam density of 60 kg m−3. The density of the core plays an
important role on the resistance.

4 Conclusion

The dynamic behavior of sandwich structures with shear damage by linear vibration
method, are investigated. Two types of sandwich structures with different foam
densities were considered. This study shows that the rigidity of the sandwiches
increases with the increase of core and damage densities.

The main purpose of this study was to analyze the changes in linear parameter as
function of densities of damage. The linear vibration characterization showed that
the frequency decrease and the loss factor increase when the densities of damage
increase. It also shown that when the density of the foam increases, the damping
decreases slightly.
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Parameter Identification of a Sandwich
Beam Using Numerical-Based
Inhomogeneous Wave Correlation Method

R. Ajili, O. Bareille, M.-L. Bouazizi, M.-N. Ichchou and N. Bouhaddi

Abstract To achieve low calculation-cost structural identification process, a
numerical-based Inhomogeneous Wave Correlation (IWC) method is proposed in
this paper as an extension to the experiment-based IWC. It consists, in a wave
propagation framework also called wavenumber space (k-space), on identifying the
propagation parameters such as the wavenumber and the spatial damping from the
Frequency Response Functions (FRFs) computed using numerical simulations. The
proposed method is applied to a sandwich beam with honeycomb cores in flexural
vibration. Compared to its implementation based on experimentally-measured
FRFs, the proposed numerical-based IWC proves to be an efficient tool for more
inner structural parameter identification in wide frequency band with respect to the
Mc Daniel method considered as reference.

Keywords Identification � Inhomogeneous wave correlation � Wavenumber
space � Damping � Honeycomb-core sandwich
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1 Introduction

Structural identification forms an ever growing emphasis in engineering applica-
tions, such as vibroacoustics. Since experiments are expensive, the use of numerical
simulations becomes more and more inevitable in order to reduce the cost of the
identification process for bulk structural property forecasting. In the literature, most
works focus on the modal-based numerical approaches. In spite of their efficiency in
low frequency range, these methods proved to be limited in mid and high fre-
quencies. This disadvantage makes their use of limited interest. Other methods
based on wave propagation approach are introduced as an alternative. The latter are
based on the wavenumber space (k-space) analysis for parameter identification
(Ichchou et al. 2008a).

With special emphasis on the k-space characteristics identification, the most
frequently used approaches are the Mc Daniel (Mc Daniel et al. 2000a) and the
Inhomogeneous Wave Correlation (IWC) (Berthaut et al 2005) methods. The
principle of the Mc Daniel method is to adjust iteratively, for each frequency, the
wavenumber using as initial estimate the wavenumbers for the neighboring fre-
quencies. This method can also estimate the structural damping at any frequency. It
was implemented in Mc Daniel et al. (2000b) for damping identification of a freely
suspended beam excited by an arbitrary transient load. It proved to be efficient with
respect to the modal approach. An extension of the application from one to
two-dimensional structures was proposed in Ferguson et al. (2002) by combining a
Continuous Fourier Transform (CFT) with a least square minimization. It permits to
identify a single dominant homogeneous wave when using a windowed field far
away from the near-field sources which would otherwise create disturbances.

The originality of the IWC lies in the use of inhomogeneous waves to describe
the vibratory field. An introduced correlation index, depending on propagation
parameters, allows extracting the parameters in each direction of propagation, and
thus eliminating the near-field sources. Indeed, it builds a dispersion equation, from
a space vibratory field, which depends on the frequency and direction. In the
literature, the IWC method was applied in Berthaut et al. (2005) and Ichchou et al.
(2008b) to parameter identification of isotropic and anisotropic ribbed panels and
plates, in Ichchou et al. (2008a) to honeycomb beams and panels with bending load
at wide frequency band, in Inquiété (2008) to identify the phase velocity of a
quasi-isotropic laminated composite plate, in Carmona et al. (2007) to estimate the
elasticity modulus of a plate with respect to a modal approach and in Rak et al.
(2008), with the Mc Daniel, to identify the damping of an homogeneous beam
covered with viscoelastic layers. The efficiency of these methods is proved with
respect to standard Oberst tests. In this work, the IWC method is used for parameter
identification and compared to the Mc Daniel method considered as reference.

Besides that, the growing industrial integration of composite materials, in par-
ticular for high technology sectors, is due to their interesting mechanical and
material properties, high energy dissipation and resistance/weight ratios. In the
present paper, the parameters identification of a sandwich composite beam of
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honeycomb core with bending load is illustrated. The experimental and numerical
Frequency responses functions (FRFs) computation permits to identify the struc-
tural damping of the beam by estimating the propagation parameters (wavenumber
and special damping) using the IWC method compared to the Mc Daniel method.

2 Identification Methods

The main two identification methods which are considered in this paper are briefly
described thereafter. The authors refer to the aforementioned literature concerning
the Mc Daniel’s method and the IWC one.

2.1 The Mc Daniel Method

In a mathematical framework, the Mc Daniel is based on the solving of a linear
differential equation of motion of the neutral axe or surface of the structure of the
form

�x2U ¼ LfUg ð1Þ

where LfUg is a linear operator containing the displacement (U) derivatives with
respect to the space coordinate x.

The solution of Eq. (1) is thus expressed as

UðxÞ ¼
XN
n¼1

Fneiknx þBneikn L�xð Þ
n o

ð2Þ

where N is the number of different waves. Each wave n is characterized with a
wavenumber kn of complex value containing positive real and imaginary parts and
an amplitude Fn or Bn according to forward or backward propagation, respectively,
and computed using boundary conditions.

The wavenumber is computed according to the type of the propagated wave
through the structure. It is, in fact, expressed, in the flexural, longitudinal and
torsion wave case, respectively, as

kf ¼
ffiffiffi
4

p qAx2

E xð Þ 1� ic xð Þð ÞI; kl ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

qx2

E xð Þ 1� ic xð Þð Þ

s
; kt ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qx2

G xð Þ 1� ic xð Þð Þ

s
ð3Þ

where EðxÞ and GðxÞ ¼ EðxÞ=2ð1þ mÞ are the real parts of the Young and shear
modulus, respectively, q is the mass density, I the inertia moment, A the area of the
transversal section and c xð Þ the damping of the material.
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The wavenumber being calculated, the damping can be identified as

c ¼ = k2i
� �

< k2if g
����

���� ð4Þ

where the index i can refer to the indexes f , l or t according to the specific case.
= :f g and < :f g correspond respectively to the imaginary and real parts.

The wavenumber was initially supposed. To verify its validity, it is compared to
the obtained wavenumber through the error function defined as

e2 kð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPM

m¼1 U
mes xm;xð Þ � U xm;xð Þj j2PM
m¼1 U xm;xð Þj j2

s
ð5Þ

where M is the number of considered measurement points and Umes xm;xð Þ and
U xm;xð Þ are the measured and real wave fields, respectively. To minimize this
error, an optimization algorithm varying the wavenumber is implemented.

2.2 The IWC Method

The principle of the IWC method is to compute propagation parameters k and c by
correlating the vibratory field u x; y;xð Þ of the structure with an inhomogeneous
wave:

uIWC ¼
Z2p
0

A hð Þe�ik hð Þ 1þ ic hð Þð Þ x cos hð Þþ y sin hð Þð Þdh ð6Þ

The correlation is performed through an IWC criterion defined as

IWC kIWC; cIWC; hð Þ ¼
RR

S u:uIWCdxdyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiRR
S u:u:dxdy�

RR
S uIWC:uIWC:dxdy

q ð7Þ

where uIWC is the complex conjugate of the wave uIWC. This criterion represents the
wave (uIWC) contribution in the field u x; y;xð Þ or also the ratio of the energy carried
by the wave by the total energy contained in the field. Maximizing the IWC cor-
relation criterion leads to optimizing the wavenumber and damping identification.

According to the works performed in Berthaut (2004) on plate structures, for a
zero fixed damping (c0 ¼ 0) and direction (h0 ¼ 0), the wavenumber k0 is calcu-
lated for a maximal IWC criterion. Then, the damping c0 is computed. For the initial
obtained couple k0; c0ð Þ, an iterative algorithm is implemented to calculate the
couples ki; cið Þ for a finite set of directions hi. The ki; cið Þ being calculated, they are
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sorted and the damping values which correspond to vanishing waves (c hið Þ[ 1) are
eliminated. The final step consists in varying the frequency band of study and
identifying the wavenumber k h;xð Þ and the damping c h;xð Þ for each frequency
iteration.

3 Experiments and Numerical Simulations

3.1 Structure

The considered example is a sandwich composite beam with aluminum honeycomb
core (Fig. 1) of length 1 m and width 0.029 m. The thickness of the core plate is
0.011 m. The face plates are made of 6-ply carbon-fiber composite oriented
respectively according to the directions [45-45 45 45-45 45]. Materials properties of
each component are listed in Table 1.

The beam is freely suspended. A point force is applied using an electrodynamic
shaker Bruel&Kjær 4809. The normal velocity of the panel was measured by a
Scanning Laser Vibrometer (Ometron VPI+). The phase reference was obtained by
a force transducer Bruel&Kjær 8001. Both signals were sampled with a Hewlett
Packard Paragon 35654A (Ichchou et al. 2008). 19 observation points are con-
sidered such as Δx = 0.05 m in both experimental measurements and Finite
Element Model (FEM) for numerical simulations.

The objective of the application is to identify the wavenumber and the spatial
damping through two possible configurations: experiment-based and numerical-
based identification. In fact, experimental and numerical FRFs results are

Fig. 1 Honeycomb-core
sandwich beam

Table 1 Material properties of the components of the sandwich beam

Material Properties

Type Reference E1

(GPa)
E2

(GPa)
E3

(GPa)
ν G12

(GPa)
G13

(GPa)
G23

(GPa)
ρ
(kg m−3)

Face
plates

Vicotex
G803/914

60.27 60.27 – 0.029 5 5 5 1594

Core
plate

5056 3.1
3/16.001

– – 0.668 – – 0.31 0.137 49.65
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introduced to the identification process. The IWC method is used and its results are
compared to those obtained when applying the Mc Daniel method.

The final goal is here to assess the ability of the IWC method to perform
numerical predictions of the propagation characteristics of complex materials.

3.2 Results and Discussions

3.2.1 Experimental Results

The results presented below show a high sensitivity of the two methods to the
measurement’s disturbance and noise in the frequency range [3000, 6400 Hz], due
to experimental conditions. The FRFs are less sharp and thus the wave numbers
suffer some uneven changes at some frequencies. To overcome this issue, some
functional regressions are required. This can be done through the least-squares
technique: coarse regression corresponding to a low polynomial order regression
and fine regression corresponding to a higher order one.

The effect of the noise on the identified wavenumber and damping is visible in
Figs. 2 and 3, respectively, before applying the regression technique (blue and
black curves). After regression, a good agreement between the identified
wavenumber using the IWC and Mc Daniel methods can be shown in the same
figures (brown and magenta curves for coarse regression and green and red curves
for fine regression). Consequently, the IWC method proves to be an efficient tool
for parameter identification from experimental FRFs.
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Fig. 2 Evolution of the wavenumber identified using the IWC and Mc Daniel methods according
to frequency (before and after regression)
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3.2.2 Numerical Simulations Compared to Experimental Results

A comparison between the identified parameters using experimental and numerical
FRFs after applying a fine regression is illustrated by Figs. 4 and 5. The
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Fig. 3 Evolution of the damping identified using the IWC and Mc Daniel methods according to
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Fig. 4 Comparison of the wavenumbers calculated using the IWC and MC Daniel methods
according to the experimental and simulated FRFs
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numerical-based identification process is in agreement with the experiment-based
one. The efficiency of the IWC method is proved with respect to the Mc Daniel
method in the two identification cases.

Either method can then be considered as predictive tools for bulk characteristics’
predictions on composite material or on other complex substructures.

Note that the regression must be carefully done in order to filter the measurement
noise and preserve the useful information contained in the displacement field and
thus to correctly identify the wavenumber and the damping. To achieve this aim, the
least squares method is implemented. It is based on the principle of minimizing the
variance of the interpolation error by adequately choosing the interpolation poly-
nomials order. First order polynomials are used in this work for coarse regression
and fifth order polynomials for the fine regression.

3.2.3 Numerical Simulations

The numerical FRFs of the observation points, in the frequency range [500, 5500]
Hz, are presented in Fig. 6.

As expected from the experimental applications, Figs. 7 and 8 show a good
agreement between the identified wavenumber and spatial damping using the IWC
and Mc Daniel methods. The IWC method is consequently an efficient tool for
propagative characteristics identification from numerical FRFs.
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4 Conclusion

The agreement between the results of the IWC and the Mc Daniel methods, both
according to experiments and simulations, proves that the numerical-based IWC
method is an efficient tool for parameter identification in mid-high frequency range.
It can be considered as an alternative to the modal-based methods.

The deterministic model parameters identification cannot perfectly agree with
the experimental one. Therefore, extending the study to take into account uncer-
tainties is an interesting perspective to this work which permits to achieve more
realistic model parameters identification.

However, the results obtained for the damping identification are not sufficiently
accurate. The identification process must be improved in order to achieve more
accurate results. This is the current purpose of on-going researches.
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Time Domain Stability Analysis
for Machining Processes

Asia Maamar, Belhassen Chedli Bouzgarrou, Vincent Gagnol
and Raouf Fathallah

Abstract In this paper, a time-domain simulation approach for stability analysis of
machining processes is presented. Stability limits are detected by a new criterion.
To ensure the reliability and the effectiveness of the proposed approach, the stability
of the turning process is first studied, and then compared to the well-known semi
analytical frequency-domain approach of Budak and Altintas, which gives exact
stability predictions in this case. However, the proposed time-domain approach in
milling process provides more conservative and realistic results in stability pre-
dictions. These results highlight the lack of precision of the classical frequency-
domain approach for which several simplifying assumptions are made.

Keywords Turning � Milling � Stability lobes � Chatter

1 Introduction

The productivity is a key issue in machining operations. It depends on the cutting
parameters but it is restricted by the phenomenon of chatter instability.
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Chatter has been widely studied (Altintaş and Budak 1995; Tobias and Fishwick
1958). It consists in a feedback mechanism for the growth of the self-excited
vibrations due to the vibrations in chip thickness, cutting force and tool vibrations
(Gagnol et al. 2011). Many researches are performed to model this phenomenon, in
order to avoid it (Altintaş and Budak 1995; Merritt 1965; Tobias and Fishwick
1958). These studies have led to graphic charts, commonly known as stability lobe
diagrams, showing the stability limits as a function of chip thickness and spindle
speed. In 1983, Tlusty used a time domain simulation to predict machining stability
of helical end mills and to develop the stability diagrams (Tlusty et al. 1983). In
1991, Smith highlighted the use of peak-to-peak force diagrams to plot cutting
stability limit (Smith and Tlusty 1993; Tlusty et al. 1991). Altintas and Budak, in
1995, developed an analytical approach to develop the stability lobes in milling
(Altintaş and Budak 1995).

In the present study, machining stability prediction is developed by a
time-domain simulation approach. The proposed approach allows evaluating sta-
bility prediction error attached to the hypotheses made in the frequency domain by
Altintas and Budak.

2 Stability Prediction in Turning

In this section, a stability analysis in turning process is performed based on a
time-domain approach. The objective of this work is to validate the proposed
approach.

2.1 Dynamic Cutting Model in Turning

The cutting model, shown on Fig. 1, represents a rigid tool in interaction with a
flexible workpiece in the radial direction.

The model is based on these hypotheses:

• An orthogonal cutting, so the effort is proportional to the depth and the width of
cut.

• The dynamic behavior of the workpiece is assimilated to a one-DDL
“mass-spring-damper” system.

The system’s equation of motion is given by the following relation:

m€qðtÞþ c _qðtÞþ kqðtÞ ¼ FðtÞ ð1Þ

where m, c, k are respectively the mass, damping and stiffness constants of the
workpiece in the radial direction.
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Initially and during the first round, the surface of the piece is smooth without
waves, whereas in the next revolutions, the tool starts leaving a wavy surface due to
the vibrations caused by the radial cutting force F.

Hence, the resulting dynamic chip thickness is no longer constant, but it varies in
function of the vibration frequency and the speed of the workpiece.

The general dynamic chip thickness can be expressed as follows:

h(t) ¼ h0� ½q(t)� q(t� T)� ð2Þ

where h0 is the initial chip thickness. [q(t) − q(t − T)] is the dynamic chip thick-
ness produced owing to vibrations at the present time t and one revolution period
before T. This expression defines the contribution of the surface regeneration
mechanism. The expression of the instantaneous cutting force is:

FðtÞ ¼ kf a hðtÞ ð3Þ

kf is the specific cutting pressure.
In the Laplace domain, the current vibrations, caused by the cutting force, is

expressed as:

qðsÞ ¼ kf a hðsÞ£ ðsÞ ð4Þ

Were the transfer function of the single DOF of the workpiece is:

/ sð Þ ¼ q sð Þ
F sð Þ ¼

1
ms2 þ csþ k

Figure 2 is a close loop block diagram that represents the chatter vibration
system. In this diagram, the parameters of the dynamic cutting process are in the
Laplace (frequency) domain. The input of the system is the initial chip thickness h0,
and the output of this feedback system is the current vibration q(t), left on the inner
surface.

Fig. 1 Dynamic cutting
model in turning (Altintas
2012)
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The simulation of this diagram block, for different cutting conditions, gives us
two cases of the time-domain workpiece trajectory, shown on Fig. 3a, b.

These simulations have been carried-out on Matlab-Simulink by using ODE45
integration scheme with a time step <10−4 s. At each instant, the actual depth of cut,
as well as the force involved in the cutting, is computed.

In Fig. 3a, the instantaneous workpiece displacements are shown, from a rota-
tional speed N = 5350 rpm and an axial depth of cut a = 1.5 � 10−5 m. With the
same rotational speed, but with a depth of cut a = 1.5 � 10−4 m (Fig. 3b), the
vibrations rise to a level where the tool begins to lose contact with the workpiece.

2.2 Proposed Stability Criterion

From the instantaneous tool displacement, the stability identification requires
defining an appropriate criterion. In this work, the proposed criterion is defined
through these steps:

First, the creation of a vector Z that contains the values of displacement during
the simulation:

Z ¼ ½q t1ð Þq t2ð Þ . . . qðtnÞ�T

• Than two vectors X and Y contain the first and the last thousand values of the
vector Z respectively:

X ¼ Zð0 : 1000Þ
Y ¼ Zðlength Zð Þ � 1000 : length Zð ÞÞ

Fig. 2 Block diagram of chatter dynamics in turning process
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• For each vector X and Y, the difference between the displacement and its mean
value is calculated, then, the root mean square (RMS) values of this difference
cX and cY are determined by using these two expressions:

cX ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
T

� �ZT
0

½qX tð Þ � qX�2dt

vuuut ; cY ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
T

� �ZT
0

½qY tð Þ � qX�2dt

vuuut ð5Þ

• Finally, the stability criterion is defined:
• If cY [ cX, than the system is unstable and we mark in red the point (N, a) on

the stability diagram.
• Else, the cutting system is stable and we mark in green the point (N, a) on the

stability diagram.

A range of rotational speeds and a rotational speed step size, a range of axial
depths of cut and an axial depth of cut step size are specified. The simulation
program is then iteratively called for each combination of cutting conditions. After
each run, the time displacements are scanned. In each case, the stability criterion is
used to know if the cutting system is stable or not. The time-domain simulations
lead to the limit of stability, which is in the form of lobes.

2.3 Verification of the Proposed Approach

In order to verify proposed approach, the stability prediction is carried out in the
frequency domain by using the method of Altintas and Budak. In Fig. 4, both the
time-domain and the frequency-domain stability limits are shown on the same
graph. A total correlation between the two stability lobes is clearly seen with same
stability limits.

Fig. 3 a Instantaneous displacement for stable cutting; b instantaneous trajectory for unstable
cutting
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This result is logic because, in frequency-domain approach, Altintas and Budak
didn’t use any approximation when modeling the dynamic behavior of the turning
process. Finally, this correlation validates completely the proposed time-domain
approach. Moreover, time-domain prediction gives more realistic results for spindle
speeds higher than 5500 rpm.

3 Stability Prediction in Milling

3.1 Dynamic Cutting Model in Milling

The dynamics of the milling process has been derived by Altintas and Budak, is
considered to have two DOFs as shown in Fig. 5.

The cutting tool is assumed to have 4 teeth. The cutting forces excite the
structure in the X and Y directions, causing dynamic displacements x(t) and y(t) of
the tool, respectively.

The system’s equations of motion are given by the following relations:

mx€xðtÞþ cx _xðtÞþ kxxðt) ¼ Fxðt)
my€yðtÞþ cy _yðtþ kyyðt) ¼ Fyðt)

�
ð6Þ

Fig. 4 Validation of the present method
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Similarly, the stability analysis is performed firstly by the proposed time-domain
approach and then by the well-known semi analytical approach of Altintaş and
Budak (1995), in the frequency domain.

Figure 6 is a close loop block diagram that represents the chatter vibration
system, in the case of the cutting in milling. In this diagram, for each direction of
the displacements X and Y, a transfer function, /xx and /yy, is integrated respec-
tively. They are expressed as:

/xx ¼
1

mxs2 þ cxsþ kx
; /yy ¼

1
mys2 þ cysþ ky

ð7Þ

These simulations have been carried-out on Matlab-Simulink by using ODE45
integration scheme with a time step <10−4 s. At each time step, the spindle angular
position is updated, the forces in the two directions X and Y involved in the cutting

Fig. 5 Dynamic cutting model in milling (Altintaş and Budak 1995)

Fig. 6 Block diagram of chatter dynamics in milling process
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are calculated which allows determining the displacement of the tool in the
directions X and Y.

For the elaboration of the stability lobes diagram, the simulation program is
iteratively called for each combination of cutting conditions, which are the rota-
tional speed and the depth of cut. After each run, the tool displacements in function
of time can be plotted.

In Fig. 7a, the simulated tool displacements in function of time in the two
direction X and Y are shown for a spindle speed N = 4000 rpm and an axial depth
of cut a = 1.2 � 10−4 m. With the same rotational speed, but now with a depth of
cut a = 3.1 � 10−3 m (Fig. 7b), the vibrations rise to a level where the tool begins
to lose contact with the workpiece.

3.2 Proposed Stability Criterion

In this case, the stability criterion is a little bit different from that used in the turning
process, because the milling process is approximated to a two DOFs system. In the
milling process, the proposed criterion is defined through these steps:

• First, the creation of two vectors Q1 et Q2 that contain the values of dis-
placement during the simulation:

Q1 ¼ x t1ð Þx t2ð Þ . . . x tnð Þ½ �T; Q2 ¼ ½y t1ð Þy t2ð Þ . . . yðtnÞ�T

• Then, we create a vector qx1 containing the first thousand values of the vector
Q1:

qx1 ¼ Q1ð0 : 1000Þ

Fig. 7 Tool displacements in function of time a a stable cutting conditions; b unstable cutting
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• A vector qx2 will contain the last thousand values of the vector Q1:

qx2 ¼ Q1 lengthðQ1Þ � 1000 : lengthðQ1Þð Þ

• Than a vector qy1 contains the first thousand values of the vector Q2:

qy1 ¼ Q2ð0 : 1000Þ

• A vector qy2 will contain the last thousand values of the vector Q1:

qy2 ¼ Q2ðlength Q2ð Þ � 1000 : length Q2ð ÞÞ

• For each vector qx1, qx2, qy1 and qy2, the difference between the displacement
and its mean value is calculated.

• The RMS values of these differences: cx1; cx2; cy1, and cy2 are determined by
using the following expressions:

cx1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
T

� � ZT
0

qx1ðtÞ � 1
T

ZT
0

qx1ðtÞ
" #2

vuut ð8Þ

cx2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
T

� � ZT
0

qx2ðtÞ � 1
T
� ZT

0

qx2ðtÞ
" #2

vuut ð9Þ

cy1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
T

� � ZT
0

qy1ðtÞ � 1
T
� ZT

0

qy1ðtÞ
" #2

vuut ð10Þ

cy2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
T

� � ZT

0

qy2ðtÞ � 1
T
� ZT

0

qy2ðtÞ
" #2

vuut ð11Þ

• Finally,

• If cx2 [ cx1 or cy2 [ cy1 than the system is unstable and we mark in red the
point (N, a) on the stability diagram.

• Else, the cutting system is stable and we mark in green the point (N, a) on the
stability diagram.

Using the approach of Altintas and Budak, a stability analysis has been per-
formed for the milling process. It is important to note that on the frequency-domain
method, Altintas and Budak uses several simplifying approximations: A mean
value of the cutting forces is used and the harmonic contributions are neglected.

Indeed, the instantaneous cutting forces are periodic at the tooth period. Their
expression is the following:
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FðtÞf g ¼ Fx

Fy

� �
¼ 1

2
aKt AðtÞ½ � Dx

Dy

� �
ð12Þ

Like the milling forces, [A(t)] matrix is periodic at the tooth period, and it can be
expanded into Fourier series:

AðtÞ½ � ¼
X1
r¼�1

Ar½ �e�irxt; Ar½ � ¼ 1
T

ZT

0

AðtÞ½ �e�irxt ð13Þ

As a simplification, only the fundamental component of the Fourier series is
considered:

A0½ � ¼ 1
T

ZT

0

AðtÞ½ �e�irxt ð14Þ

The expression of the milling forces is therefore reduced to [3]:

FðtÞf g ¼ 1
2
aKt A0½ � Dx

Dy

� �
ð15Þ

A superposition of the two stability limits determined by the two different
methods is shown in Fig. 8.

First, Fig. 8 indicates that the two stability lobes have the same peak locations.
The stability lobes obtained by time-domain simulations are more conservative

than those resulting from the frequency-domain approach of Altintas and Budak.

Fig. 8 Superposition of two limits of stability
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This result is expectable, because in the frequency-domain method, the effect of the
harmonic components of the variable cutting force is neglected.

The comparison between our approach and the frequency-domain-based stability
limit shows clearly that the simplifying approximation has a significant effect on the
stability limit.

4 Conclusion

In this work, a time-domain simulation approach for the prediction of stability in
turning and milling is proposed. The dynamics of those machining processes are
assimilated to mass-spring-damper systems, in which, the contribution of the sur-
face regeneration mechanism is integrated. By simulating the block diagram of the
cutting process, the instantaneous trajectories can be determined with good preci-
sion. In order to characterize the stability in the time domain, we have defined a
criterion to detect the unstable growth of the displacements in the system.
Thereafter, stability limits in terms of lobes are obtained. A stability prediction of a
turning process, using the method of Altintas and Budak, is done to verify the
effectiveness and the accuracy of the proposed approach. In the same manner,
stability prediction in milling process is performed with the aim of highlighting the
uncertainties of the simplifying approximations used in the frequency-domain
method for stability prediction. Therefore, the proposed time-domain simulations
are more accurate and best suited in this case for an optimal tuning of the cutting
conditions that guarantee stability and high productivity of the machining process.
Moreover, this approach allows rapid and efficient model refining as well as the
integration of nonlinear dynamic effects in order to enhance the accuracy and the
realism of the stability predictions.
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Modeling and Control for Lateral Rail
Vehicle Dynamic Vibration with Comfort
Evaluation

Mortadha Graa, Mohamed Nejlaoui, Ajmi Houidi, Zouhaier Affi
and Lotfi Romdhane

Abstract Investigation of vibration is an important topic for the purposes of ride
Investigation of control vibration is an important topic for the purposes of ride
comfort in railway engineering. The vibration of rail vehicles becomes very com-
plex because it is affected by the condition of vehicles, including suspensions and
wheel profile, condition of track sections, including rail profile, rail irregularities,
cant and curvature. The present study deals with the modeling and control for lateral
rail vehicle active suspension by PID-ZN controller. For this, a numerical simu-
lation of the dynamic behavior is made based on the Lagrangian approach in order
to study the effect of vehicle speed in response to imperfections in the tracks.
A model of 17 degrees of freedom is adopted which consists of one car body 2
bogies and 4 wheel-sets. A Sperling ride index (ISO2631) is calculated using
filtered RMS accelerations in order to evaluate the ride comfort. Which allowing at
the same time the evaluation of the dynamic behavior of the car body and the level
of passenger comfort by analyzing the accelerations at the center of mass of the car
body.
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1 Introduction

Rail comfort is one of the priority axes of the designers of rail vehicles. However,
the comfort that passengers experience is usually perceived differently from one
individual to another. Proved in several research works, track defects present the
main sources noise and vibration for the rail vehicles. The nature of vibration itself
is random and covers a wide frequency range (Skarlatos et al. 2004). The
improvement of the passenger comfort while travelling has been the subject of
intense interest for many train manufacturers, researchers and companies all over
the world. Although new techniques in manufacturing and design ensure better ride
quality in railway carriages, it is sometimes impossible to completely eliminate
track defects or various ground irregularities. This comfort is highly affected by the
vehicle speed and the rail imperfections. Improving the rail vehicle suspension is
the key to avoid high perturbations, to be transmitted from the wheels to the
passenger. The classical passive suspensions are able to absorb only a limited part
of these perturbations dynamic behavior of the car body comfort in a more efficient
way.

Several studies have been performed on rail vehicle with passive suspensions.
Nejlaoui et al. (2013) optimized the structural design of passive suspensions in
order to ensure simultaneously passenger safety and comfort. Abood and Khan
(2011) investigated the Railway carriage simulation model to study the influence of
vertical secondary suspension stiffness on ride comfort of railway car body. Zhang
et al. (2013) developed a finite elements optimization technique to find the best
parameters of the passive suspension in order to improve the train riding comfort.
The objective is to reach the best compromise between the ride quality and the
suspension deflections.

Other works focused on the study of active suspension systems where a con-
trolled actuator is embedded in the system. Zhou et al. (2010) developed an active
lateral secondary suspension of railway vehicles in order to attenuate the vehicle
body lateral vibration. This active suspension is controlled by the use of skyhook
dampers. To decrease the effect of road vibration problems, Eski and Yıldırım
(2009) controlled the vibration of the vehicle suspension by using a PID controller.
The LQR method was also used in designing active suspensions (Pratt 2002;
Vincent 1999).

Safety and comfort are evaluated with specific performance indices. To inspect
the motion within the range of human comfort, a Sperling’s ride index is measured
for the ride comfort ISO 2631 (Kumar 2006). There exists complex dynamics
between the rail and wheel. In fact, an accuracy modeling of the rail vehicle
dynamics is often difficult. In the physical system, the input comes from the actual
track. In a model, the user-defined input can be created analytically or can be based
on actual measurements. For this study analytic track data are created using
mathematical shapes, to represent the track geometry (Dukkipati and Amyot 1988).
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2 Modeling of Rail Road Vehicle

To analyze the dynamic behavior of railway vehicles, usually the vehicle (and if
necessary the environment) is represented as a multi body system. A multi body
system consists of rigid bodies, interconnected via massless force elements and
joints. Due to the relative motion of the system’s bodies, the force elements gen-
erate applied forces and torques. Typical examples of such force elements are
springs, dampers, and actuators combined in primary and secondary suspensions of
railway vehicles.

2.1 Assumptions

The assumptions made in formulating the model are as follows:

• Bogie and car body component masses are rigid.
• The springs and dampers of the suspension system elements have linear

characteristics.
• Friction does not exist between the axle and the bearing.
• The vehicle is moving with constant velocity on a rigid and constant gauge.
• All wheel profiles are identical from left to right on a given axle and from axle to

axle and all wheel remain in contact with the rails.
• Straight track.
• An irregularity in the vertical direction with the same shape for left and right

rails.

2.2 Rail Road Vehicle Model

Figure 1 illustrates the train vehicle model adopted in this study. It consists of a
vehicle body, two bogies frames and four wheel-sets. Each bogie consists of the
bogie frame, and two wheel sets. The car body is modeled as a rigid body having a
mass Mc; and having moment of inertia Jbx and Jcz about the longitudinal and
vertical axes, respectively. Similarly, each bogie frame is considered as a rigid body
with a mass mb (mb1 and mb2) with moment of inertia Jbx and Jbz about the lon-
gitudinal and vertical axes, respectively. Each axle along with the wheel set has a
mass mw (for four axles mw1; mw2; mw3 and mw4). The spring and the shock absorber
in the primary suspension for each axle are characterized by a spring stiffness Kp

and a damping coefficient Cp, respectively. Likewise, the secondary suspension is
characterized by spring stiffness Ks and damping coefficient Cs, respectively. As the
vehicle car body is assumed to be rigid, its motion may be described by the lateral
displacement and rotations about the vertical axis (yaw or Wc) and about the
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longitudinal axis (roll or hc). Similarly, the movements of the two bogies units are
described by three degrees of freedom ybi; Wbi and hbi (i = 1, 2), each about their
centers. Each axle set is described by two degrees of freedom yw; and Ww. about
their centers. Totally, 17 degrees of freedom have been considered in this study for
the vehicle model shown in Fig. 1. The detailed parameters regarding the moment
of inertia and mass of different component are given in Table 1.

Some parameters regarding the rigid bodies are already given in Table 1;
however, the other parameters, which are essential for the simulation of the vehicle,
are presented in Table 2. A typical rail road vehicle system is composed of various
components such as car body, springs, dampers, Bogies, Wheel-set, and so forth.

When such dynamic systems are put together from these components, one must
interconnect rotating and translating inertial elements with axial and rotational
springs and dampers, and also appropriately account for the kinematics of the
system structure.

To minimize the car body vibrations, tow lateral actuators are designed: one
controller actuator per bogie in a vehicle (Fig. 1). The lateral controllers are
designed to suppress car body lateral, yaw and roll angular vibrations caused by
lateral rail disturbances.

The control force vector can be given as: ði ¼ 1; 2; j ¼ 1. . .4Þ

Fu½ � ¼ Fu
c Fu

bi Fu
wj

h i
ð1Þ

where Fu
c ; F

u
bi and Fu

wj are the car body, bogie i and wheel-set j control forces,
respectively, given in following:
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Fig. 1 Physical model of railway vehicle
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Fu
c ¼

P2
i¼1

uyi

h3
P2
i¼1

uyi

Lb uy1 � uy3
� �

2
666664

3
777775

T

ð2Þ

Table 1 Detailed parameter of rigid bodies

Name of rigid bodies Mass (kg) Moment of inertia
(kg m2)

IXX IZZ
Car body 6.7 � 105 105 106

Bogie-I and II 105 105 105

Wheel-set-I, II, III and IV 4000 4000 4000

Table 2 Vehicle parameters

Parameter Nomenclature Values

Primary spring stiffness Kp 106 N/m

Secondary spring stiffness Ks 1.7 � 106 N/m

Primary damping coefficient Cp 6 � 104 Ns/m

Secondary damping coefficient Cs 105 Ns/m

Lateral hertz spring stiffness Khz 35 � 109 N/m

Longitudinal distance between bogies I and II and car
body mass center

Lb 6 m

Longitudinal distance between wheel-set and
corresponding bogie origin

Ld 1.4 m

Lateral distance between a longitudinal primary
suspension and corresponding wheel-set

dp 1 m

Lateral distance between longitudinal secondary
suspension and corresponding bogie origin

ds 1 m

Lateral distance between contact point of wheel–rail and
corresponding wheel-set origin

a 0.7163 m

Lateral distance between vertical primary suspension and
corresponding wheel-set origin

b1 1 m

Lateral distance between vertical secondary suspension
and car body mass center

b2 1 m

Nominal wheel radius R1 0.61 m

Vertical distance between wheel-set and bogie mass
centers

h1 0.3 m

Vertical distance between bogie mass center and lateral
secondary suspension

h2 0.2 m

Vertical distance between lateral secondary suspension
and car body mass center

h3 1.3 m
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Fu
ti ¼ �uyi h2uyi 0

� � ð3Þ

Fu
wj ¼ 0 0 0 0½ � ð4Þ

2.3 Equation of Motion

The equations of motion of the railway vehicle are obtained by means of the
Lagrange equation. We obtained the following equations of motion for the
wheel-set j:

mwj€ywj þ 2Cp � _ybi þ _ywj � h1 _hbi þð�1ÞiLd _wbi

h i
þ 2Kp �ybi þ ywj � h1hbi þð�1ÞiLdwwj

� �
þ khy ywj 1þR1

k
a

� �
� yrj

� �
þ 2 f11

_ywj
V

� wwj

� �
þ f12

_wwj

V

 !" #
¼ 0

ð5Þ

Jzwj€wwj þ 2d2pCp � _wbi þ _wwj

h i
þ 2d2pKp �wbi þwwj

� �
þ 2 f11

_ywj
V

� wwj

� �
þ f12

_wwj

V

 !" #
¼ 0

ð6Þ

where j = 1, 2 when i = 1, j = 3, 4 when i = 2, k = 1 when j = 1, k = 3 when j = 2,
k = 5 when j = 3, k = 7 when j = 4; the dot indicates differentiation with respect to
time variable t; f11 is the lateral creep coefficient; f12 is the lateral/spin creep
coefficient.

The equations of motion of the bogie i are:

mbi€ybi þ 2Cp 2_ybi � ð _ywj þ _ywðjþ 1ÞÞ þ 2h1 _hbi
h i

þ 2Cs � _yc þ _ybi � ðh3 _hc þ h2 _hbiÞ � kLb _wc

h i
þ 2Kp 2ybi � ðywj þ ywðjþ 1ÞÞ þ 2h1hbi

� �
þ 2Ks �yc þ ybi � ðh3hcþ h2hbiÞ � kLbwc½ � ¼ �uyi

ð7Þ
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Jxbi€hbi þ 2h1Cp 2h1 _hbi þ 2_ybi � ð _ywj þ _ywðjþ 1ÞÞ
h i

þ 2h2Cs h3 _hc þ h2 _hbi þ _yc � _ybi þ kLb _wc

h i
þ 2b21Cp 2 _hbi � k

a
_ywj þ _ywðjþ 1Þ
� 	� �

þ 2b22Cs � _hbi þ _hc
h i
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� �
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a
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þ 2b22Ks hbi � hc½ � ¼ h2uyi

ð8Þ

Jzbi€wbi þ 2d2pCp 2 _wbi � ð _wwj þ _wwðjþ 1ÞÞ
h i

þ 2LdCp 2Ld _wbi � ð _ywj � _ywðjþ 1ÞÞ
h i
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h i

þ 2d2s Ksðwbi � wcÞ

þ 2LdKp 2Ldwbi � ðwwj þwwðjþ 1ÞÞ
h i

¼ 0

ð9Þ

where j = 1 and k = 1 when i = 1; j = 3 when i = 2; j = 5 and k = −1 when i = 3.
Finally, the equations of motion of the car body are:
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3 Track Inputs to Rail Road Vehicle

The dynamic wheel loads generated by a moving train are mainly due to various
wheel/track imperfections. These imperfections are considered as the primary
source of dynamic track input to the railroad vehicles. Normally, the imperfections
that exist in the rail-track structure are associated with the vertical and lateral track
profile, cross level, rail joint, wheel flatness, wheel/rail surface corrugations and
sometimes uneven support of the sleepers.

In actual practice different types of periodic, a-periodic or random track irreg-
ularities may exist on the track, but in the present study a lateral local discontinuity
type of irregularity is considered as shown in Fig. 2. The shape of the irregularity is
assumed to be similar on the left and the right rails.

The excitations of the left wheels of leading bogies are as follows:

Yri ¼ H for tdi � t
0 otherwise



ði ¼ 1::4Þ ð13Þ

where

td1; td2; td3; td4½ � ¼ 0;
2Ld
V

;
2Lb
V

;
2Lb þ 2Ld

V

� �
ð14Þ

In the present study, H is taken as 0.03 m.

4 Control Strategies and Design

In this section, the design of the PID controller for improving the ride passenger
comfort is presented.

The different controller gains will be determined according to the rail vehicle
dynamic. The PID controller block diagram is given in Fig. 3. The objective of the

Local lateral 
discontinuity 

H

V 

x

y

y

x

Fig. 2 Model of track
irregularity
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PID is to minimize an error e(t) through the control of the active suspension. The
output of the PID controller is given by:

uyiðtÞ ¼ KPeðtÞþKI

Z t

0

eðsÞdsþKD
deðtÞ
dt

ð15Þ

where KP;KI andKD are proportional, integral and derivative gains, respectively.
uyiðtÞ is the control force.
We will substitute the PID controller and the open loop return with a level

step. To find the values of the PID gains, we have used the step response
Ziegler-Nichols method (Ang et al. 2005; Wolfgang 2005). Table 3 presents these
gains.

5 Simulation and Comfort Evaluation

The models were built in the MATLAB/Simulink® environment. The fixed step
solver ODE-45 (Dormand-Prince) was utilized, with the sampling time
Ts = 0.0001.

Dynamic analysis was carried out for the vehicle at different speeds: 15, 30, 45
and 60 m/s.

uy(t) yc(t) 
X0

0

( )
t

IK e s ds∫ Rail vehicle model 

( )PK e t
w

( )
D

de t
K

dt

e(t)

P

D

I

PID Controller 

Fig. 3 The block diagram of PID controller

Table 3 PID gains Lateral control force KP KD KI

Uyi (i = 1,2) 121 2432 42,654
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Figure 4 presents the lateral car body displacement for the speed 60 m/s. It can
be observed that, in the case of the active PID-ZN controller, the reduction of the
car body’s lateral displacement peak is approximately 63 % compared to passive
suspension.

To calculate the Sperling ride comfort index (European Rail Research Institute
1993; Chen et al. 2005). The FFT plot is generated for a frequency range between 0
and 1000 Hz, as the human beings are most sensitive in the frequency range of 4–
12.5 Hz. Ride comfort analysis has been performed for speeds ranging from 15 to
60 m/s.

The analysis has been performed on the system model to calculate the vertical
acceleration of the system. FFT output is taken to get the peak acceleration fre-
quency component. Comfort index for passive system has been presented in
Table 4.

The maximum and minimum ISO Sperling Index values are respectively 3.17
and 2.03 for the rail vehicle speed respectively 15 and 60 m/s. These values
respectively indicate “Strong, irregular, but still tolerable” and “Clearly noticeable”
zones.

This means that the passengers are not much affected by the vibration as they are
exposed to low level of vibrations for this type of irregularity. From Table 5, the
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Time(s)

y c(m
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Active PID-ZN

Fig. 4 The lateral Car body
displacement for 60 m/s

Table 4 Sperling’s ride index evaluation for different vehicle velocities (passive system)

Vehicle speed (m/s) Sperling index (Wz) Ride comfort evaluation

15 3.17 Strong, irregular, but still tolerable

30 2.54 More pronounced but not unpleasant

45 2.15 Clearly noticeable

60 2.03 Clearly noticeable
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active PID-ZN controller keeps the passenger in a “just noticeable” level of comfort
for all speed values.

6 Conclusion

Lateral control dynamic analysis has been carried out for a Railway Vehicle. A 17
degree of freedom model is used for the analysis. A lateral acceleration response at
the car body has been calculated in the frequency domain. The Sperling Ride index
has been calculated and presented for the above vehicle at different speeds. The
calculated values of the Sperling index are found well in the satisfactory limits
defined by the ISO 2631 standard which means that the passengers are not much
affected by the vibration as they are exposed to low level of vibrations. It should be
noticed that the control model was carried out to improve Wz index for all speeds.
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Vibration Detection in Gas Turbine Rotor
Using Artificial Neural Network Combined
with Continuous Wavelet

Benrabeh Djaidir, Ahmed Hafaifa and Abdallaha Kouzou

Abstract The current development in surveillance methods as well new supervi-
sory approaches meets many requirements in the design and operation of industrial
equipment. This article proposes the development of vibration fault detection in gas
turbines. Indeed, the presence of one or more defects of vibration in these machines
results in the emergence of new usable frequency for monitoring these rotating
machines. This work proposes to implement an approach based on artificial neural
network methods, combined with continuous wavelet technique for the construction
of fault diagnostic tool based on the information data on the state of the examined
gas turbine bearing.

Keywords Faults detection � Gas turbine � Continues wavelet � Generation of
residues � Monitoring system � Neural networks system � Varying conditions �
Vibration modeling

1 Introduction

Gas turbines are widely used in industry, because of their frequent use in various
applications; dice the importance of these machines in the oil facilities and other
industrial fields. However, many shortcomings and problems affected such systems,
which can lead to dangerous vibrations on their mode of operation and degrades its
mechanical condition. Vibration monitoring of gas turbines, is widely used in
several industrial applications technique, given its efficiency is taking a very
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important place in the framework of the implementation of condition-based
maintenance (Hafaifa et al. 2013a, b, 2014, 2015a, b; Djeddi et al. 2015a, b;
Mohamed et al. 2015; Bendjama et al. 2010). It allows you to track the status of the
turbine in operation to prevent unwanted downtime. To perform vibration analysis,
different tools are used, firstly to detect a failure and to assess the severity of the
problem on the state of the machine.

This work proposes the use of a monitoring system for the detection of vibra-
tions of a gas turbine using an approach based on artificial neural networks; this
technique is based on the existence of basic data learning for the examined turbine.
Next, a combination with the wavelet method associated with spectral analysis and
based on the Fourier transform is developed. The results are satisfactory and val-
idated by an experimental procedure for monitoring of certain abnormalities (lin-
eage default), and to identify the causes and nature of faults affecting the examined
system.

2 Neural Networks Supervision

A supervisory strategy based on neural network techniques, makes it possible to
develop a diagnostic procedure defects of generating indicators of defects (residual
generation), designed to detect and locate faults. And allows for localization and
identification of the type of failure, the principle is calculated from the difference
between the measurements of the process signals and the theoretical value provided
by the system model to monitor. In this work, the neural network approach is
proposed to describe the dynamic behavior of the process, which can be charac-
terized by deterministic relationships between defects causes and effects. In order to
improve the performance of the proposed diagnostic strategy, that is to say the
development of its outputs according to the input thereof. The artificial neural
networks are suitable for such problems as an effective monitoring tool. Among the
different types of neural networks, multilayer perceptron (MLP Multi Layer
Perceptron) are quite popular and used at present in many industrial applications
(Djaidir et al. 2014; Eshati et al. 2013; Ablay 2013; Jurado and Carpio 2006; Kim
et al. 2011; Lee et al. 2013).

In this work an neural networks approach are used, the parameters of acceler-
ation and rotational speed as input variables in this system, as they are the most
representative of the defects, their paces vary considerably in case of application of
a fault, and their measurements, may be accessed by sensors which provide physical
quantities. The network settings can write using the following vector:

x1 x2 . . . xN½ �T ð1Þ

With in the activation function fj, uj is the output of jème neurons in the hidden
layer is obtained as follows:
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uj ¼ f1
XN
i¼1

w1
i;j
xi þ b1j

 !
ð2Þ

With b1j and w1
i;j represented respectively bias and weight between jème neurons

of the hidden layer and the ièmeneuron of the input layer.
The desired output vector is given by:

y1 y2 . . . yN½ �T ð3Þ

The transformed to an intermediate vector of hidden variables, the general laws
for calculating outputs of the neurons k in the hidden layer may be expressed as
follows:

yk ¼ f2
XN
l¼1

w2
l;k
ul þ b2k

 !
ð4Þ

The index above 2 shows the connection (secondary) between neurons layers
input/hidden.

With f1ðvÞ ¼ 2
1þe�2v � 1 and f2ðvÞ ¼ v are the sigmoid and linear activation

functions respectively.
The modeling algorithm is performed according to the type of application

studied in this work, which is a gas turbine, as shown in Fig. 1.
The stage of development of the gradient back propagation neural networks is

made by a supervised learning algorithm. This algorithm is designed to make
associations between pairs of vectors (data input, desired output). Indeed, the basic
idea of this algorithm is to minimize the squared error criterion relative to weight
connections, once the weights are updated according to the error, from layer to layer
in the layer output is given by the following formula (Mohamed et al. 2015;

Vibrationsy

1x

2x

Nx

3x

j iw , k lw ,

Fig. 1 Structure of used multilayer neural networks
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Guemana et al. 2015; Nikpey et al. 2014; Jagaduri and Radman 2007; Sanaye and
Tahani 2010; Simani and Patton 2008):

E ¼ 1
2

XM
i¼1

ydi � yið Þ2 ð5Þ

The aim of this learning algorithm of back propagation error gradient is to find
the set of weights, ensuring output of the neural network as possible following the
desired reference value. In the implementation section will be supervised learning
neural network from a database, to accommodate the detection and classification of
defects in the examined vibration gas turbine.

3 Industrial Applications

In this work, a gas turbine type GE 3002-MS installed in SC2 compression station
in north of Hassi R’Mel gas field, Algeria, as shown in Fig. 2, was examined in the
context of a diagnostic study of this gas turbine. Deferent vibratory phenomena
emitted at the bearing (No. 01 and 03) of the gas turbine have had tested.

The examined gas turbine is designed for driving a compressor of natural gas,
along a pipeline. So to identify the origin of the high level of vibration signal in the
control room, oversee a system was proposed and to propose practical solutions to
make the machine compatible with a normal exploitation of corrective actions on
the modes of operation of this turbine.

In practical fact, some defects in gas turbines are characterized by shocks,
resulting from non-local stationary of the vibration signals, because these vibrations
contain all the information regarding the state of defective mechanical turbine
bodies. Therefore, vibrations are the result of a set of forces exerted by the turbine
itself, or the result of the interaction with the environment in which the machine is

Fig. 2 Examined gas turbine
GE 3002
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operated. Indeed the analysis of their signals provides information on the degra-
dation process, which may be internal in general. Vibration monitoring by mea-
suring and analyzing the dynamic behavior demonstrates that the turbine is adapted,
or on the contrary it should be improved mechanically to fulfill its mission.

The problem knows which method is possible to strengthen the management of
analysis of vibration signals from the components of the gas turbine, as a com-
plementary indicator for better optimal vibration monitoring strategy. A preliminary
reading of the train operating parameters was performed on the examined turbine,
action was recorded from sensors installed on this machine, in Table 1, unstable
vibration values over the tree line are given.

Supervised learning of the used neural network from a data base was made and
well adapted, through learning by the multilayer perceptron, for the detection and
classification of defects turbine studying this, to optimize optimal settings for the
used neural network, as shown in Fig. 3.

The MSE performance obtained for the gas turbine after modeling are given in
Table 2.

Figures 4, 5 and 6 shows successively the evolution of the spectral structure,
when a lineage of defect in the bearing No. 03 of the gas turbine. The imbalance
generates strong vibrations in the rotational speed of the high pressure turbine (HP),
it appears when the center of gravity of the rotor does not correspond to its axis of

Table 1 Gas turbine GE3002 vibrations measurement

SC2 Speed HP = 7100 rpm Levels of vibration (mm/s)

Speed LP = 6500 rpm Turbine Centrifuge
compressor

HP speed
(%)

LP speed
(%)

Bearing
04°

Bearing
03°

Bearing
02°

Bearing
01°

LP
(mm/s)

HP
(mm/s)

CC
(mm/s)

CC
(mm/s)

Gas turbine MS 3002
TC301

60 2.6 0.47 1.59 0.95 0.36

61 32.46 1.56 1.8 0.99 0.56

69.5 43.56 1.53 2.32 0.82 0.438

75.5 51 1.535 3.39 0.843 0.43

82.67 55.34 1.537 4.36 1.06 0.931

85 56.69 2.2 4.4 1.42 1.2

86 57.837 2.46 4.6 2.6 1.35

91.99 67.13 2.37 5.9 1.95 1.52

100 85.32 2.337 6.43 1.46 1.63

98.78 97 2.84 9.5 1.54 1.85

99 100 2.98 9.61 2.01 2.73

98.8 89.4 3.89 9.754 2 2.89

100 100 3.85 10 2.63 2.854

98.9 95 3.3 10.5 2.49 1.34
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rotation. From the results obtained, and the modeling done by supervised learning
techniques of selected neural network shows that the architecture of the network is
better. Because the values of the squared error is tolerable and obtained little
computing time, as shown in Fig. 7, which explains that the desired outputs are
very close to the actual outputs. This learning is to change the parameters of the
neural network, to minimize the error between the target output and the actual
output of the neural network.

The simulation results have shown the ability of the obtained neural model to
reproduce the dynamic bearings of the turbine, and which can detect defects that
occur in the shaft line for different amplitudes. Neural networks can thus be suc-
cessfully applied, because learning is in this case to change the parameters to
minimize the error between the target output and the actual output of the neural
network.
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Fig. 3 Performance of the used neural network

Table 2 MSE performance using neural network modeling

Tests Performance (MSE) of ANN

Training
function

Number
of
neurons

Transfer
function in
hidden layer

Transfer
function in
output layer

MSE for best
average
performance

Test
1

traingd 18 tansig logsig 0.00135

Test
2

traingd 8 logsig logsig 0.00105
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Fig. 4 Evolution of the spectral vibration structure
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Fig. 5 Lineage defect amplitude/test 1
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3.1 Validation Tests Using Wavelet Analysis

In this part of the work, wavelet analysis for the validation tests was performed; the
wavelet transform is used to apply a multi-resolution analysis of the vibration signal
obtained in the previous section. Indeed, the continuous wavelet transform is thus
defined by the convolution f ðtÞ with all translated and dilated wavelet wb;aðtÞ, is
give by:

TOCðb; aÞ ¼ 1ffiffiffiffiffiffi
ajjp
Zþ1

�1
f ðtÞw t � b

a

� �
dt ð6Þ

With wb;aðtÞ is generated by translations and dilatations of wðtÞ the latter is
expanded with a scale parameter a and by translated parameter b given by:

wb;a ¼
1ffiffiffiffiffiffi
aj jp w

t � b
a

� �
ð7Þ

This means that any energy signal can be written as a linear combination of
wavelets wb;aðtÞ and wavelet coefficients of this combination are the scalar prod-
ucts, given by:

Zþ1

�1
f ðtÞwb;aðtÞdt ð8Þ

With f ðtÞ is being the studied signal.
We use the mathematical formula of the wavelet Morlet following:

wðxÞ ¼ e�px2e10ipx ð9Þ

By expansion and translation in time, there is dilated and translated wavelet
function wb;aðtÞ which is represented in the following formula:

wb;aðxÞ ¼
1ffiffiffiffiffiffi
ajjp e�p x�b

að Þ2e10ip x�b
að Þ ð10Þ

Thus, the wavelet transform is a time-frequency resolution which depends on the
scale, if it satisfies the following condition of eligibility:

Cw ¼
Zþ1

�1

ŵðxÞ
������ 2

xjj dx � þ1 ð11Þ

For the validation tests, the form used is the wavelet of Morlet shown in Fig. 8.
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Figure 9 shows the results of validation tests, by applying the wavelet transform
on the vibration signal measured at the bearing No. 03 of the high pressure
(HP) turbine and Fig. 10 shows the spectrum obtained by the wavelet validation test.
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Fig. 8 Form of the used wavelet
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From the results obtained, defects of the bearings are manifested by the
appearance of periodic impacts at particular frequencies. To overcome such defects,
the wavelet application to this vibration signal measured was used on the bearing
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Fig. 10 Spectrum envelope of the wavelet coefficients
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Fig. 11 Acceleration signal in the presence of defects in bearings
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No. 03, the results of this test is shown in Fig. 11 and their spectrum envelope of
the wavelet coefficients Fig. 12.

Experimental results obtained by following the experimental conditions are
presented in this section, showing amplitude as a function of the vibration fre-
quency signal. The bearing life depends on the load acting on the shaft, the rota-
tional speed and the action point of the force.

4 Conclusion

The model developed in this work model the dynamic behavior of a gas turbine
rotor type MS 3002, operated at high speed for defect detection vibration. The
alignment effect is manifested as a component of high amplitude at the frequency of
rotation of the rotor in radial direction, sometimes in the axial direction in the case
of rotor cantilever. The monitoring approach offered by neural networks allows for
the relationships between vibration signatures holders lineage defects. From this
input variable, the neural network provides a representation for characterizing the
output variables for proper monitoring strategy. And combining with the wavelet
method, for the diagnosis of strategies was validated, and vibration signature, and
allows a very precise analysis of vibration signals of defects of different types in
multiple configurations in temporal mode frequency.
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A Finite Element Model
for Elastic-Viscoelastic-Elastic
Composite Structures

Zhicheng Huang, Zhaoye Qin and Fulei Chu

Abstract A finite element model is developed to investigate the vibration and
energy dissipation characteristics of elastic-viscoelastic-elastic composite (EVEC)
beams. The theoretical energy dissipation characteristics of the EVEC beams are
quantized by the loss factors. Two energy dissipation mechanisms, namely the
shear and compression damping are combined in the finite element model.
Numerical examples are provided to verify the finite element model. The instructive
conclusions are important to make the EVEC beam more suitable for controlling
structural vibrations and noise.

Keywords Viscoelastic material � Composite structure � Combined damping �
Finite element method � Vibration analysis

1 Introduction

Elastic-viscoelastic-elastic composite (EVEC) structures have been extensively
applied to various structures in order to attenuate their vibration response noise
(Nashif et al. 1985). It is very important to study their energy-dissipation
Characteristics.

Most of researchers in this area make the assumption that the shear damping is
the only mechanism, and the compressional damping does not occur or is negli-
gible. Kerwin (1959) first studied the viscoelastic damping based on the theory that
the damping only came from the shear strain of the viscoelastic layer. Ungar (1962)
extended this work to a more general analysis for complicated viscoelastic
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geometries. DiTaranto (1965) accounted for the extensional deformations in the
viscoelastic. Mead and Markus (1969) derived sixth-order equation of motion for
EVEC beam. Johnson and Kienholz (1982) used Modal strain Energy
(MSE) method to predict the damping characteristics of EVEC structures. Later,
many researchers such as, Galucio et al. (2004), Kumar and Singh (2009), Daya and
Potier-Ferry (2001) and Bilasse et al. (2011) developed some numerical model
models for EVE sandwich beams and plates.

On the other hand, some researchers experimentally found the compressional
damping of the EVEC structures, and some analytical models based on compres-
sional assumption of dissipating energy were established. Douglas and Yang (1978)
and Douglas (1986) presented a mathematical model for compressional damping of
EVEC beam, and they proved the transverse compressional damping by experi-
ment. Sisemore et al. (1999) and Sisemore and Darvennes (2002) presented can-
tilever EVEC beam experiments, and the results showed the compressional
damping in the viscoelastic core.

The models of EVEC structures in above-cited works were analytical models.
Moreover, they considered only one damping mechanism. In fact, there exist two
damping mechanisms in the viscoelastic core, namely, the shear and compressional
damping mechanisms. The shear strains results from the longitudinal relative
motion of the two elastic layers. The compression strains of the viscoelastic core
results from the transverse relative vibration of the two elastic layers.

The purpose of this research is to develop a refined finite element (FE) model to
investigate the vibration and energy dissipation characteristics of EVEC beams.
The FE model simultaneously considers the shear and compression deformation of
the viscoelastic layer.

2 Finite Element Modeling

2.1 Model and Basic Assumptions

The FE model is briefly outlined in this section to describe the behavior of EVEC
beam. It is assumed that the base beam and the constraining layer follow the Euler–
Bernoulli beam theory. The base beam and the constraining layer have different
transverse deflection. The transverse displacement of the viscoelastic layer is the
linear interpolation of the ones between the constraining layer and the base beam.
The structural damping is caused by the shear and compression deformation of the
viscoelastic layer. Every layer is pasted solidly and there is no relative sliding
between layers.
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2.2 Kinematics

Based on the above assumptions, with the geometry and deformation of the EVEC
beam, the longitudinal and transverse displacements of the viscoelastic layer can be
derived, respectively:

uv ¼ 1
2

uc þ ubð Þþ 1
2

hc
@wc

@x
� hb

@wb

@x

� �� �
; wv ¼ 1

2
wc þwbð Þ ð1a; bÞ

The shear strain and the transverse compression strain can respectively given by

b ¼ 1
hv

uc � ubð Þþ hc þ hvð Þ
2

@wc

@x
þ hb þ hvð Þ

2
@wb

@x

� �
; ev ¼ 1

hv
wc � wbð Þ ð2a; bÞ

where uc and ub are the longitudinal deflections of the constraining layer and the
base beam, hc, hv and hb are the thickness of the constraining layer, the viscoelastic
layer.

2.3 Degrees of Freedom and Shape Functions

The beam elements considered in this study are integral one-dimensional elements
bounded by two nodes. Each node has six degrees of freedom to describe the
longitudinal, transverse and angular displacement of the constraining layer and the
base beam. Figure 1 shows an EVEC beam element.

The nodal displacements are given by

Def g ¼ wci hci uci wbi hbi ubi wcj hcj ucj wbj hbj ubjf gT ð3Þ

The transverse displacement wc, the rotation hc and the axial displacement uc of
the constraining layer, the transverse displacement wb, the rotation hb and the axial
displacement ub of the beam are expressed in the nodal displacements by finite
shape functions

ch

vh

bh

i j
el

ciθ
cjθ

ciw
cjw

biθ
biw bjθ

bjw

ciu

biu

cju

bju

Fig. 1 Nodal displacement
of a EVEC beam element
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wc ¼ N1½ � Def g; hc ¼ N2½ � Def g; uc ¼ N3½ � Def g
wb ¼ N4½ � Def g; hb ¼ N5½ � Def g; ub ¼ N6½ � Def g ð4a–fÞ

where the shape functions are given by

N1 ¼ 2 x
le

� �3�3 x
le

� �2 þ 1 x3
le2 � 2 x2

le

� 	
þ x 0 0 0 0

h
�2 x

le

� �3 þ 3 x
le

� �2 x3
le2 � x2

le 0 0 0 0
i

N2 ¼ 6 x2
le3

� 	
� 6 x

le2
� �

3 x
le

� �2�4 x
le

� �þ 1 0 0 0 0
h
�6 x2

le3

� 	
þ 6 x

le2
� �

3 x
le

� �2�2 x
le

� �
0 0 0 0

i
N3½ � ¼ 0 0 1� x

le
0 0 0 0 0 x

le
0 0 0


 �
N4 ¼ 0 0 0 2 x

le

� �3�3 x
le

� �2 þ 1 x3
le2 � 2 x2

le

� 	h
þ x 0 0 0 0 �2 x

le

� �3 þ 3 x
le

� �2 x3
le2 � x2

le 0
i

N5 ¼ 0 0 0 6 x2
le3

� 	
� 6 x

le2
� �

3 x
le

� �2�4 x
le

� �þ 1 0 0 0 0
h
�6 x2

le3

� 	
þ 6 x

le2
� �

3 x
le

� �2�2 x
le

� �
0
i

N6½ � ¼ 0 0 0 0 0 1� x
le

0 0 0 0 0 x
le


 �

ð5a–fÞ

Applying shape functions, Eqs. (1) and (2) can be expressed in the nodal dis-
placement as follows:

uv ¼ N7½ � Def g; wv ¼ N8½ � Def g; b ¼ N9½ � Def g; ev ¼ N10½ � Def g ð6a–dÞ

where

N7½ � ¼ 1
2

N3 þN6ð Þþ 1
2

hcN2 � hbN5ð Þ
� �

; N8½ � ¼ 1
2

N1 þN4ð Þ;

N9½ � ¼ 1
hv

N3 � N6ð Þþ hc þ hvð Þ
2

N2 þ hb þ hvð Þ
2

N5

� �
; N10½ � ¼ 1

hv
N1 � N4ð Þ

ð7a–dÞ

2.4 Energy Expressions

In this section, the energy expressions of the element are derived to obtain the mass
and stiffness matrices. The nomenclature used in this section is present as follows:
Ei;Ai; Ii and qiði ¼ c; v; bÞ are the Young’s modulus, the cross-sectional area, the
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moment of inertia and the density of the constraining layer, the viscoelastic layer
and the base beam, respectively. Gv is the shear modulus of the viscoelastic layer.

2.4.1 Potential Energy

1. The constraining layer

Uc ¼ 1
2

Zle
0

EcAc
@uc
@x

� �2

þEcIc
@2wc

@x2

� �2
" #

dx ¼ 1
2

Def gT Kec½ � þ Kbc½ �ð Þ Def g

ð8a; bÞ

where

Kec½ � ¼ EcAc

Zle
0

@N3

@x

� �T
@N3

@x

� �
dx; Kbc½ � ¼ EcIc

Zle
0

@2N1

@x2

� �T
@2N1

@x2

� �
dx

ð9a; bÞ

2. The base beam layer

Ub ¼ 1
2

Zle
0

EbAb
@ub
@x

� �2

þEbIb
@2wb

@x2

� �2
" #

dx ¼ 1
2

Def gT Keb½ � þ Kbb½ �ð Þ Def g

ð10a; bÞ

where

Keb½ � ¼ EbAb

Zle
0

@N6

@x

� �T @N6

@x

� �
dx; Kbb½ � ¼ EbIb

Zle
0

@2N4

@x2

� �T
@2N4

@x2

� �
dx

ð11a; bÞ

3. The viscoelastic layer

Uv ¼ 1
2v

Zle
0

GvAb
2 þEvhvbe

2
v


 �
dx ¼ 1

2
Def gT Ksv½ � þ Kpv


 �� �
Def gT ð12a; bÞ

A Finite Element Model for Elastic-Viscoelastic-Elastic … 119



where

Ksv½ � ¼ GvAv

Zle
0

N9½ �T N9½ �dx; Kpv

 � ¼ Evhvb

Zle
0

N10½ �T N10½ �� �
dx ð13a; bÞ

The total stiffness matrix of the EVEC beam element is

Ke½ � ¼ Kec½ � þ Kbc½ � þ Keb½ � þ Kbb½ � þ Ksv½ � þ Kpv

 � ð14Þ

2.4.2 Kinetic Energy

1. The constraining layer

Tc ¼ 1
2

Zle
0

qcAc
@uc
@t

� �2

þ qcAc
@wc

@t

� �" #
dx ¼ 1

2
_De

n oT
Mec½ � þ Mbc½ �ð Þ _De

n o

ð15a; bÞ

where

Mec½ � ¼ qcAc

Zle
0

N3½ �T N3½ �dx; Mbc½ � ¼ qcAc

Zle
0

N1½ �T N1½ �dx ð16a; bÞ

2. the base beam layer

Tb ¼ 1
2

Zle
0

qbAb
@ub
@t

� �2

þ qbAb
@w
@t

� �2
" #

dx ¼ 1
2

_De

n oT
Meb½ � þ Mbb½ �ð Þ _De

n o

ð17a; bÞ

where

Meb½ � ¼ qbAb

Zle
0

N6½ �T N6½ �dx; Mbb½ � ¼ qbAb

Zle
0

N4½ �T N4½ �dx ð18a; bÞ
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3. the viscoelastic layer

Tv ¼ 1
2

Zle
0

qvAv
@uv
@t

� �2

þ qvAv
@w
@t

� �2
" #

dx ¼ 1
2

_De

n oT
Mev½ � þ Mbv½ �ð Þ _De

n o

ð19a; bÞ

where

Mev½ � ¼ qvAv

Zle
0

N7½ �T N7½ �dx; Mbb½ � ¼ qvAv

Zle
0

N8½ �T N8½ �dx ð20a; bÞ

The total mass matrix of the EVEC beam element is

Me½ � ¼ Mec½ � þ Mbc½ � þ Meb½ � þ Mbb½ � þ Mev½ � þ Mbv½ � ð21Þ

2.5 Equations of Motion

Using Hamilton’s principle, the equations of motion for the EVEC beam element
can be written as:

Me€De þKeDe ¼ Re ð22Þ

For the whole EVEC beam, by assembling the mass matrix and the stiffness
matrix with standard FEM assembling procedures, the global dynamic equation can
be derived as:

M€DþKD ¼ R ð23Þ

where M is the total mass matrix of the EVEC beam, K is the total stiffness matrix
of the EVEC beam, and R is the force exerted on the EVEC beam system.

3 Finite Element Model Validation

A cantilever EVEC beam case is used to validate the presented FE model. The
material and geometrical parameters of the sandwich beam are presented in Table 1.
The natural frequencies and associated loss factors of the clamped-free sandwich
beam corresponding to the first three modes are presented in Table 2. The
results from the present FE model are compared with the experimental values
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(Barbosa and Farage 2008). When the presented FE model is used, the cantilever
EVEC beam is discretized into 30 elements.

The Young’s modulus and loss factor of the viscoelastic core can be expressed
as, respectively:

Ev ¼ eþ ax2 x2 � dþ b2
� �

d� x2ð Þ2 þ b2x2
ð28Þ

gv ¼
abxd

d� x2ð Þ2 þ b2x2

1
Ev

ð29Þ

where a ¼ 5:26 MPa, b ¼ 55:59� 106 s�1, d ¼ 6:98� 109 s�2, and
e ¼ 0:58 MPa.

Table 2 shows the natural frequencies and the associated loss factors of the
clamped-free sandwich beam corresponding to the first three modes by using the
presented FE method and the experimental results, respectively. Compared with the
experimental results, the errors of the FE method are showed in Table 2 as well.

It can be seen form Table 2 that the presented FE model has good accuracy in
predicting the natural frequency and the loss factor of the EVEC beam structure.

Table 1 Material and geometrical parameters of cantilever EVEC beams

Constraining layer
and base beam

Young’s modulus Ec ¼ Eb ¼ 6:87� 1010 Pa

Poisson’s ratio vc ¼ vb ¼ 0:33

Mass density qc ¼ qb ¼ 2:69� 103 kg/m3

Thickness hc ¼ hb ¼ 3 mm

Viscoelastic core Young’s modulus Depend on frequency

Poisson’s ratio vv ¼ 0:25

Mass density qv ¼ 795 kg/m3

Loss factor Depend on frequency

Thickness hv ¼ 2 mm

Structure size Length L1 = 500 mm

Width b = 24 mm

Table 2 Comparisons between experimental and numerical results of the first three natural
frequencies for the EVEC beam

Mode Experimental result (Barbosa
and Farage 2008)

Present FE model

Natural
frequency (Hz)

Loss
factor

Natural
frequency (Hz)

Error
(%)

Loss
factor

Error
(%)

1 16.95 0.1748 17.15 1.17 0.1797 2.80

2 79.33 0.1350 76.91 3.05 0.1361 0.81

3 184.44 0.0765 184.76 0.17 0.0822 7.45
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The error range is form 0.17 to 3.05 %, and the average error is 1.46 %. It can be
seen from Table 2 that the theoretical predictions are very close to the experimental
values for the first three loss factors as well. The error range of the loss factors is
form 0.81 to 7.45 %, and the average error is 3.69 %.

The results presented in Table 2 show a good agreement between the theoretical
predictions and experimental values for the first three natural frequencies and loss
factor. This provides validation for the present complex finite element model.

4 Conclusions

A refined FE numerical model is developed to analyze the vibration and damping
characteristics of EVEC beam structure. A type of one-dimensional sandwich beam
element with eight DOF is used to discrete the composite beam structure. The
viscoelastic material of the core layer is assumed to be compressible. Both of the
shear and compressional deformations of the viscoelastic core are considered in the
FE model. The energy-dissipation characteristics of the EVEC beams are quantized
by the loss factors. The natural frequencies and loss factors of the EVEC beams are
investigated by the FE model. The results of the present finite element method are
compared with the experimental ones to verify the validity of the FE method.
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Application of the Operational Modal
Analysis Using the Independent
Component Analysis for a Quarter
Car Vehicle Model

Dorra Ben Hassen, Mariem Miladi, Mohamed Slim Abbes,
S. Caglar Baslamisli, Fakher Chaari and Mohamed Haddar

Abstract This paper investigates the dynamic behavior of a quarter car vehicle
system using the Operational Modal Analysis (OMA). This method is applied using
one of the major techniques of the Blind Source Separation (BSS) which is the
Independent Component Analysis (ICA). Compared to the classical modal analysis,
the Operational Modal Analysis presents the advantage that it is only based on the
vibratory responses of the structure in order to identify its modal parameters. To
validate this approach in the case of a quarter car vehicle model, the estimated
results obtained by the OMA methods are presented and compared with those
obtained by the modal recombination method.

Keywords Operational modal analysis � Independent component analysis �
Quarter car vehicle model
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1 Introduction

The modal analysis is an interesting research area. In fact, this method allows the
determination of the dynamic characteristics of a system such as: the eigenfre-
quencies, the mode shapes and the damping coefficients. Classical modal analysis
requires the measurement of the vibratory responses of the system and the
knowledge of the applied forces on it. But in real structures, it is hard to identify
exactly the excitation force such as for the case big machines vibrations or the
wind acting on the buildings…. Thus, the major difficulty of such problem resides
in the existence of any information about these forces For this purpose, this paper
deals with the use of the Operational Modal Analysis (OMA) based on the
Independent Component Analysis (ICA) in order to identify the modal parameters
of a system knowing only its vibratory responses. Many authors were interested
in this technique, for example Abbes et al. (2011) showed that the ICA can be
used in the OMA in order to determine the modal characteristics of vibrations of
a double panel system. Others like (Akrout et al. 2012) used the ICA as a method
of the OMA in the case of laminated double-glazing system and determined the
modal parameters of the structure. They validated this technique by calculating
three types of performance criteria. Kershen et al. (2007) showed the relation
between the vibration modes and those obtained by the ICA technique in the case
of structural dynamics.

In this paper, the use of The ICA as a technique of the OMA is applied in the
case of a quarter car vehicle model to identify its dynamic characteristics. In fact,
the determination of the modal parameters of this system is very important in order
to avoid the resonance when using such system. Nevertheless, the suspension
system is a very important part in the vehicle. It permits the minimization of the
vibrations due to the road profile also, it ensures the vehicle handling (Li et al.
2014; Purushotham 2013). Basha and Rao (2012) examined the MacPherson sus-
pension system using a finite element formulation and concluded that it is possible
to ensure a good road handling using the parameters of the considered suspension.
Maher and Young (2007) achieved an experimental test for a suspension system
and compared the results with those obtained numerically using the modal analysis.

This paper is structured as follows: In the first section a brief presentation of the
OMA method is done, then, a description of the studied system is carried out.
Finally, comparison between estimated and theoretical modal parameters responses
is performed.

1.1 Description of the ICA

The vector of the observed signals X can be written as (Jutten and Hérault 1991)
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XðtÞ ¼ A½ � Sf g ð1Þ

where: A is the mixing matrix and S is the vector of the source signals.
The ICA concept consists on estimating both A and S based only on the

knowledge of the vector X. This estimation must be done under many assumptions
(Hyvärinen and Oja 2000; Taktak et al. 2012) which are defined as follows:

– The components of the vector S are statistically independent.
– These independent components must be uncorrelated.
– The components of the vector S must have a non Gaussian distribution.

1.2 Application of the ICA in the OMA

The modal response of a given mechanical system using the modal superposition
method can be written as follows:

yðtÞ ¼
Xn
i¼1

ai expð�ni xi tÞ sinðxdi tþuiÞ ð2Þ

With: ni: damping coefficients, xi: natural frequencies, xdi: damped frequencies,
ui: phasing and ai: Constants determined from the initial conditions, t: time.

Starting from this response, the dynamic response of the system can be written
as:

x ¼ w y ð3Þ

With: x: the measured signal (displacement), w: the modal matrix.
By combining the two Eqs. (2) and (3), xðtÞ can be written as:

xðtÞ ¼
Xn
i¼1

wi ai expð�nixi tÞ sinðwdi tþuiÞ ð4Þ

The principal idea is to consider the vibratory responses xðtÞ as virtual sources
with different spectral contents. They are considered as the observed signals of the
ICA algorithm. Then, we apply the ICA concept; in this case, the ICA provides the
mixing matrix A which is close to the matrix w and the estimated signals S which
are close to the modal responses. From these responses the eignfrequencies and the
damping coefficients are determined.

So, it can be noticed that the ICA technique is close to the Operational Modal
Analysis which aims to determine the modal matrix w, the damping coefficients and
the natural frequencies of the system by knowing only the measured signal XðtÞ.
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2 Description of the Studied System

2.1 Presentation of the System

The studied system is presented by Fig. 1.
This system has two degrees of freedom. X1 is related to the sprung mass M1 and

X2 is related to the unsprung mass M2. The mathematical formulation of the
equations of motion is described in the following section.

2.2 Equations of Motion

The two equations of motion of the system can be written in a matrix form as
follows:

M½ � X
::n o

þ C½ � _X
� �þ K½ � Xf g ¼ 0 ð5Þ

X1
Mass of the chassis 

M
1

Mass of the tire 

M2 

X2 

k1 

k2 
C2

C1

Fig. 1 Quarter car vehicle
model
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where:

Xf g, _X
� �

and X
::n o

are respectively displacement, velocity and acceleration

vectors.

M½ � is the mass matrix (Kg) described as follow: M½ � ¼ M1 0
0 M2

� �
.

C½ � is the damping matrix (Ns/m) which is written as: C½ � ¼ c1 �c1
�c1 c1 þ c2

� �
.

½K� is the stiffness matrix (N/m) which is equal to: K½ � ¼ k1 �k1
�k1 k1 þ k2

� �
.

In our case, we are going to use the parameters values as written below:

M½ � ¼ 1085 0
0 40

� �
; C½ � ¼ 100 �100

�100 200

� �
; K½ � ¼ 10000 �10000

�10000 140000

� �

The vibratory responses of the suspension system is numerically computed,
taking into consideration these initial conditions:

Initial displacements: X0f g ¼ 10�3

10�3

" #

Initial velocities: _X0
� � ¼ 10�3

10�3

" #

In Fig. 2 we present the vibratory responses of the quarter car vehicle model
with their frequency spectrum.

It can be noticed that the frequency spectrum of the observed signals X contains
the eigenfrequencies of the studied system which are equals to (f1 = 0.5 Hz and
f2 = 10 Hz).

3 Results of the Application of the ICA

Starting only from the vibratory responses presented in Fig. 2, the modal param-
eters of the quarter car vehicle model are estimated via the ICA method.

Figure 3 presents the two estimated modal responses of the quarter car vehicle
model as well as their spectrum.

From these figures, it can be concluded that the ICA can identify the modal
parameters of the quarter car vehicle system. In fact, for each estimated modal
response, the spectral contents show only one eigenfrequency which is the esti-
mated eigenfrequency of the corresponding mode.
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Table 1 summarizes both the theoretical eignfrequencies and the estimated ones.
A good agreement is obtained when comparing the two results.

The damping coefficients of each mode are presented in Table 2.
It is noticed that the relative error between the estimated and the theoretical

damping coefficients is small, so it can be concluded that the ICA can also identify
the damping coefficients of a dynamic system.

4 Conclusion

For this paper, one of the important techniques of the BSS which is the ICA is used in
the OMA. For the studied system which is a quarter car vehicle model, the OMA
allows identifying the modal properties (modal response, natural frequencies). By
calculating the relative error of the parameters (eignfrequencies, damping coeffi-
cients) obtained by the modal recombination method and those estimated by the ICA,
we obtained satisfactory results. Thus, the Independent Component Analysis (ICA)
can be applied in the Operational Modal Analysis (OMA) in order to determine the
modal characteristics of a system using only its measured vibratory responses.
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Feature Extraction Using S-Transform
and 2DNMF for Diesel Engine Faults
Classification

Ezzeddine Ftoutou and Mnaouar Chouchane

Abstract This paper investigates the supervised classification of a distribution
fault of an internal combustion Diesel engine using vibration measurement. For 3
inlet valve clearance values, the standard S-transform is used to produce a
time-frequency representations of the vibration signals. The large size of time
frequency images is then reduced to a set of lower sizes using two-dimensional
non-negative matrix factorization. A multilayers perceptron neural network is then
trained and applied to classify the test data. The optimal size of feature set is
computed, for the best classification and the lowest elapsed CPU time at the training
and testing classification phases. It has been found that the performance of the
multilayers perceptron neural network classifier is, generally, enhanced and the
CPU time is minimized for a reduced feature set size.

Keywords Feature extraction � S-transform � Two-dimensional non negative
matrix factorization � Distribution fault classification � Diesel engine

1 Introduction

Vibration signals measured on the engine block are generally non-stationary
(Antoni et al. 2002). Time-frequency analysis is often considered as the adequate
signal processing tool in this case (Ftoutou et al. 2012; Li et al. 2011; Wang et al.
2008).

In the internal combustion Diesel engine faults classification domain, many
transformations are used to transform the acquired signals in the time domain to the
time-frequency domain. Among these methods, we cite the short-time Fourier

E. Ftoutou (&) � M. Chouchane
Laboratory of Mechanical Engineering (LGM), National Engineering School of Monastir
(ENIM), University of Monastir, Avenue Ibn Eljazzar, 5019 Monastir, Tunisia
e-mail: ezzeddine.ftoutou@gmail.com

M. Chouchane
e-mail: mnaouar.chouchane@enim.rnu.tn

© Springer International Publishing Switzerland 2017
T. Fakhfakh et al. (eds.), Advances in Acoustics and Vibration,
Applied Condition Monitoring 5, DOI 10.1007/978-3-319-41459-1_13

135



transform (STFT), the continuous wavelet transform, Wigner-Ville transforms
(WV), etc. A recently developed method called S-transform (ST) (Stockwell et al.
1996) is used as a joint time-frequency representation of the vibration signals.

This method is known for its local spectral phase properties that combines ele-
ments of wavelet transform and short-time Fourier transform. ST is unique in that it
provides frequency-dependent resolution while maintaining a direct relationship
with the Fourier spectrum. In addition, the S-transform is shown to have a frequency
invariant amplitude response in contrast to the continuous wavelet transform which
attenuates high frequency signals relative to the low frequency signals. In the case of
additive noise, the linear property of the S-transform insures the easy removal of this
noise from the tile frequency representation if it was not completely removed before.
This advantage is not present in the other transforms, as Wigner-Ville transforms.
For these reasons, ST will be used in this paper as time-frequency transform to
transform the acquired signals in the time domain to the time-frequency domain.

The high number of pixels in time-frequency representations or images prohibits
the direct exploitation of the pixel values as features. Thus, a method of reduction of
the image matrix to a reasonable number of features should be used.

For a given matrix, many factorization methods exist, such as: singular value
decomposition (SVD), non-negative matrix factorization (NMF) (Lee and Seung
2001), LU decomposition, QR decomposition, Cholskey decomposition, etc.

The difference between these methods comes from the applicability and physical
significance that can be deduced from these based on the domain in which they are
applied. In the internal combustion Diesel engine faults classification domain, the
most common decomposition methods are SVD and NMF. Both are matrix
decomposition techniques. But, the SVD yields unique factors, whereas NMF
factors are non-unique. In addition, SVD factors contain both positive and negative
entries while NMF factors are strictly positive. This constraint of positivity makes
the resulting matrices easier to inspect. Also, NMF is additive combinations, and
can be easily understood and linked to physical meanings. In contrast to NMF
which applies for only a single matrix, and finds only one base matrix, 2DNMF
aims to find two base matrices to represent the input matrices in a low dimensional
matrix subspace. 2DNMF not only inherits the advantages of NMF, but also owns
the properties low computational complexity, as well as high recognition accuracy.
For these reasons, the new technique called two dimensional non-negative matrix
factorization (2DNMF) (Li et al. 2011) based on the non-negative matrix factor-
ization (NMF) will be used in this paper for feature sets extraction and reduction by
reducing the number of columns (time) and/or lines (frequency) of each high
dimensional time-frequency representation.

Before the classification step, an important question must be asked: what is the
optimal size of feature set, which must be used, while retaining the most important
information in the time frequency representations, have the best classification rate
and with the minimum CPU time?

In this paper, we try to give the answer to this question by using a multilayers
perceptron neural network (MLP) as a supervised classifier, to discriminate the test
data into three fault classes, and to find the optimal size of feature set. The
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percentage accuracy rate (Ftoutou et al. 2011) and the elapsed CPU time at the
training and testing phases of classification process are computed and compared to
select the optimal size of feature set.

In this paper, the classification of a distribution fault of an internal combustion
(IC) diesel engine is investigated. The classification is based on the features
extracted from time-frequency domain using two recent methods S-transform and
two-dimensional non negative matrix factorization. Vibration signals are measured
at the middle of the engine block for three levels of the inlet valve clearance fault at
the idle speed. Using the S-transform (ST), all vibration signals are transformed to
time-frequency images. Feature set extraction and reduction is then applied using
2DNMF to the time-frequency matrix. Subsequently, a MLP with back-propagation
algorithm is used to classify the test data into three fault classes and to evaluate the
performances of the 2DNMF algorithm.

This paper is organized as follows. Section 2 describes the time-frequency
representation of temporal signals using S-transform, the feature extraction in
time-frequency domain and feature set reduction by the 2DNMF and the supervised
fault classification using MLP. The measurement set up and the signal acquisition
and processing system as well as the simulated fault are described in Sect. 3. The
methods presented in Sect. 2 are then applied in Sect. 4. The percentage accuracy
rate (PAr) and the elapsed CPU time for the classification and matrix size reduction,
with 2DNMF, are computed and compared. The paper is concluded in Sect. 5.

2 Fault Classification

To classify the distribution Diesel engine fault, three steps have been applied.
In the first step, all vibration signals, acquired in the time domain, are trans-

formed to the time-frequency domain using the ST. In the second step, the sizes of
the time-frequency representations are decreased using 2DNMF. In the last step, a
MLP method is used to discriminate the 3 fault classes.

2.1 Time-Frequency Transformation Using ST

In this paper, the recently developed S-transform (Stockwell et al. 1996) is used as a
time frequency transformation of the vibration signals. The discrete S-transform
ST jT ; n

NT

� �
of a temporal discrete signal x½kT �, of N points and acquired with a

sampling period T , is defined as:

ST n
NT

h i
¼

XN�1

m¼0

X mþ n
NT

h i
e�

2p2m2

n2 e
i2pmj
N ; n 6¼ 0 ð1Þ

Feature Extraction Using S-Transform and 2DNMF … 137



where X mþ n
NT

� �
is the discrete Fourier transform of the discrete signal x½kT � and

defined as:

X mþ n
NT

h i
¼ 1

N

XN�1

k¼0

x½kT � e�i2pnk
N ; n 6¼ 0 ð2Þ

with j, k and m = 0, 1,…, N−1 and n = 1, 2,…, N.

2.2 Feature Set Extraction and Reduction Using 2DNMF

In 2DNMF method (Li et al. 2011), each time-frequency matrix Ak, obtained by ST,
is transformed into a low dimensional matrix Dk following two steps.

At first step, for each p� q (with q = N, p = N/2 and N is the number of sample
in the k-th measured temporal signal) time-frequency matrix Ak, 2DNMF finds
p� d non-negative matrix L and d � q non-negative matrix Hk such that Ak can be
written as a weighted sum of the column bases L as follows:

Ak � LHk ð3Þ

At the second step of 2DNMF, the q� p time-frequency matrix transpose AT
k of

Ak is written as:

AT
k � RCk ð4Þ

where R and Ck are q� g row bases and g� p combining coefficients matrices
respectively. By now, we have obtained the p� d dimensional column bases L and
the q� g dimensional row bases R. A matrix Dk of a reduced size giving a new
representation of the matrix Ak can be obtained by projection of matrix Ak on the
column bases L and the row bases R. Thus,

Dk ¼ LTAkR ð5Þ

Dk is a d � g matrix called the encoding matrix of Ak and contains the most
important information contained in the matrix Ak .

To find the approximate factorization Ak � LHk , we need to define cost func-
tions (F) that quantifies the quality of the approximation. One useful measure is
simply the square of the Euclidean distance defined as:

FðW;HÞ ¼ A�WHk k2F ð6Þ

with :k kF is the Frobenius norm. To get L and Hk matrices (or R and Ck) the
update propagation rule, given by (Lee and Seung 1999), is used.
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2.3 Fault Classification Using MLP

MLP is the most famous and the most widely used type of artificial neural networks
with applications as diverse as finance (forecasting), manufacturing (process con-
trol), and science (speech and image recognition, health monitoring, fault classifi-
cation, etc.) MLP have an input layer, a number of hidden layers and an output
layer. For additional information’s see (Magnus et al. 2010).

3 Measurement Set-up and Faults Simulation

Vibration signals are measured on the external structure of an IC diesel engine,
mounted on a testing bench, having four cylinders in line, a power of 50 kW at
4600 rpm and a maximum torque of 110 Nm at 2000 rpm. The engine is mounted
on a testing bench. The fuel is injected indirectly into the combustion chambers in
the following order: 1–3–4–2. The engine events timing are presented in Table 1.

Vibration signals are measured at the middle of the camshaft cover of the IC
diesel engine using B&K piezoelectric accelerometers type 4384, and B&K charge
amplifier type 2634 as shown in Fig. 1. At the same time, an inductive proximity
sensor is also used to detect the top dead center (TDC) in cylinder 4 as shown in
Fig. 1. The output of the amplifier is connected to a PC plug-in data acquisition
card NI PCI-6025E.

The measurement is carried out at a crankshaft speed of 800 rpm, which cor-
responds to the idle speed, and at a roughly constant oil pressure and water tem-
perature and without external load.

Figure 2 shows typical measured signals, from top to bottom: the TDC signal
and a vibration signal measured by an accelerometer placed at point P1 (cf. Fig. 1).

The vibration signal in Fig. 2b shows that the main sources of excitation likely
to affect the engine vibration response include impacts related to fuel injection, high
rise of gas pressure during combustion and the impacts of intake and exhaust
valves. It can also be noticed that the vibration energy related to combustion in
cylinders 2 and 3 is higher than that of cylinders 1 and 4 because the accelerometer
is fixed closer to cylinders 2 and 3 during measurement.

Table 1 Timing of valves events for the IC engine with BDC: bottom dead center and TDC: top
dead center

Engine event Relative position

Exhaust valve open (EVO) 56° B-BDC

Inlet valve open (IVO) 20° B-TDC

Exhaust valve close (EVC) 13° A-TDC

Inlet valve close (IVC) 37° A-BDC

Suffix ‘B’ represents ‘Before’ and ‘A’ represents ‘After’
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The distribution fault consists of changing the intake valve clearance of cylinder
2 from its normal value of 0.25 mm to two higher values of 0.35 and 0.45 mm.
Three fault classes are therefore considered, C1, C2 and C3, corresponds respec-
tively to valve clearances 0.25, 0.30 and 0.35 mm. Valve clearance is modified by
reducing the thickness of the adjustment shim located between the valve stem and
the tappet, as shown in Fig. 3, respectively by 0.1 and 0.2 mm.

4 Results and Discussions

For the engine speed and for each fault class among the 3 fault classes, the mea-
sured temporal vibration signal has a length of 800 engine cycles. Each cycle
contains 1024 data points or samples. Twenty signals were selected randomly from

A/D Card 

Fig. 1 Measurement set-up for vibration data acquisition on an IC diesel engine

Fig. 2 Acquired signals. a Top dead center signal, b vibration signal
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each class. The set of 20 signals is also, randomly, divided into two equal sets. One
set is used in the training phase and the other set for the test phase of the MLP
classifier. All selected signals are transformed to time-frequency domain using ST.
Mathematically, each vector of length 1024 is converted into a matrix of size
512� 1024.

For both kinds of faults, all time–frequency images (i.e. matrices) sizes are
reduced to extract low-dimensional feature subset using 2DNMF, described in
Sect. 2.2. The parameters d, g were set to one of the values
512; 256; 128; 64; 32; 16; 8; 4; 2½ � and the maximum number of iterations of the
2DNMF algorithm was fixed to 100. The size of the reduced matrix is therefore
gr � dc features extracted from each time-frequency image with r ¼ 1; 2; . . .; 10
and c ¼ 1; 2; . . .; 9.

Randomly, sixty time–frequency matrices for each fault class and speed are used
to calculate the encoding matrices Dk. Thirty Dk matrices are used to trainer the
MLP classifier and the remainder for him testing. The MLP classifier is constructed
with three layers, the input layer, one hidden layer containing five neurons, and the
output layer, and trained by the back-propagation learning rule until the mean
squared errors are less than 1:10�20. The sigmoid function is used as the activation
function in the MLP classifier.

The percentage accuracy rate (PAr) used by Ftoutou et al. (2011) and the average
elapsed CPU time to carry out the training and the test tasks at classification phases
are used, in this subsection, to compare and evaluate the performance of the
2DNMF algorithm for different matrix size. A low value of PAr indicates a bad fault
classification result and vice versa.

Figure 4 shows the average elapsed CPU time to reduce the time-frequency
images size using the 2DNMF algorithm for the 3 distribution fault classes C1, C2
and C3. From this figure, we conclude that the average CPU time is between a few
seconds, for a low matrix size, and more than 400 s for a matrix of size
ð512� 512Þ. A general conclusion can be interpreted, that the average elapsed CPU
time to reduce the time-frequency images decreases with the size of matrix to
compute.

Table 2, shows the average percentage of perfect classification values as a
function of Dk size ðg� dÞ. Examining this table, a decisive relationship between

Fig. 3 The valve control
mechanism
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PAr and different matrix size ðg� dÞ is not easy to interpret. However, a number of
general interpretations can be deduced such as:

• the use of ST, 2DNMF and MLP algorithms to classify the distribution fault,
gives a PAr values between 33.2 % for a Dk size ðg� dÞ ¼ ð512� 512Þ and
87.6 % for a size ðg� dÞ ¼ ð4� 2Þ,

• generally, the PAr values increase when Dk size ðg� dÞ decrease,
• the best values of PAr are localized below the diagonal of Table 2

ðð2; 512Þ; ð512� 2ÞÞ.

Figure 5 shows the average elapsed CPU time for the MLP algorithm to classify
the 3 fault classes, at the training and testing phases, respectively, in Fig. 5a, b.
From this figure we notice that the average elapsed CPU time for the MLP algo-
rithm to classify the 3 fault classes, at both training and testing phases, increase with
the size of Dk. Also, we conclude that the average elapsed CPU time for the MLP
algorithm to classify the 3 fault classes, at the training phase is between a few
seconds and about 300 s for a large Dk size. While at the testing phase, the average

Fig. 4 Average elapsed CPU time required to reduce the time-frequency images size (g × d)
using the 2DNMF algorithm for: a valve clearance = 0.25 mm, b valve clearance = 0.35 mm, and
c valve clearance = 0.45 mm

Table 2 Percentage of accuracy rate values for different dimensions of time-frequency matrix
(g × d)

d

g 512 256 128 64 32 16 8 4 2

512 33.2 37.4 50.1 36.9 58.7 53.8 63.0 66.2 72.4

256 62.2 34.6 50.2 60.5 64.6 63.7 53.5 59.5 73.1

128 40.4 48.6 64.9 55.3 65.0 45.2 54.4 63.5 65.6

64 33.9 46.9 45.7 63.2 66.0 49.9 63.2 59.3 76.1

32 50.3 69.7 55.6 63.3 58.6 72.7 54.5 64.6 68.2

16 48.5 61.7 55.9 78.6 63.5 78.6 67.0 59.8 79.9

8 64.1 59.5 59.6 69.4 64.2 66.3 64.7 66.2 75.1

4 60.7 66.4 58.5 65.9 64.4 54.5 58.0 58.5 87.6

2 74.0 80.2 79.6 75.6 77.6 68.0 64.6 66.7 65.5
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elapsed CPU time for the MLP algorithm to classify the 3 fault classes does not
exceed 5 s.

5 Conclusion

In this paper, the classification of a diesel engine distribution fault using vibration
analysis is investigated. Vibration signals are measured on the engine bloc and
transformed to the time-frequency domain using the S-transform. To construct a set
of features for each measured signal, the 2DNMF algorithm has been applied to
reduce the size of the matrix representation of the time frequency images. A MLP
neural network algorithm is used as a supervised classifier.
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Experimental Study of Combined Gear
and Bearing Faults by Sound Perception

Younes Ramdane, Ouelaa Nouredine, Hamzaoui Nacer
and Djebala Abderrazek

Abstract One presented in this work a vibro acoustic analysis of various signals in
the case of one or several combined defects such as bearings and gears defects. The
objective is to identifying each of the defects even when it combined. We begin by
studying the temporal and spectral scalar indicators; a perceptive analysis of the
sounds corresponding to different types of defects have been established to
investigate the sensitivity of listeners to the combined defects, and the ability to
distinguish between defects with different types and natures. According to the study
of the vibrational indicators and of the listening test, the results are well preven-
tative of the evolution of different defects gravity. For sound perception, the lis-
teners could classify the sounds according to the type and the level of defects
gravities.
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1 Introduction

The gears and bearings are driveline effort and movement by physical contact
between parts. This type of transmission generates vibrations and consequently
emits noise. Main vibrations are produced by the input shock contacting gear teeth.

The monitoring and the diagnosis of the defects of rotating machines belong to
the programs of conditional maintenance, and are 75 % based on vibration analysis.
Several researchers are still working on the improvement or the development of
new indicators resulting from vibration and acoustic signals. In this study an
acoustic approach of perception was used in order to propose an optimization of the
monitoring indicators to improve the detection of defects. Indeed, subjective
analyses used by maintenance technicians, based on the experience feedback, are
often correlated with the worsening of the defects. The use of dissimilarity test, as
acoustic perception, allowed to correlate a dimension of obtained perceptual space
with Gears defects (Younes et al. 2015a, b).

Listening to the vibration signals of the different defects configurations, we hope
to build a linear correlation between the aggravation of the defect and a combi-
nation of 2 scalar indicators used in monitoring. The advantage will be to build a
defect detection model with scalar indicators, ranging from birth to the defect
aggravation. To design this type of model in a new real case, should constitute a
basis for signals coming from healthy and defective configurations. This approach
is quite similar to a method of artificial intelligence as neural networks, but does not
require any learning stage to adjust optimization settings. The originality of this
article is at the level of the contribution of a subjective approach by human hearing
in addition to the current physical methods.

In complement with work concerning the study of the real and simulated gears
defects (Younes et al. 2015a, b), we presents in what follows a study of the
combined defects of gears and bearings by acoustic perception; the purpose here is
to extend the application of the perceptive approach presented in Younes et al.
(2015a, b) for the case of the defects of different nature and gravity.

2 Experimental Setup

2.1 Test Rig

One uses a device designed by the Mechanics and Structures Laboratory University
of Guelma Algeria, for the realization of simulations of isolated defects on bearings
and/or in gears (Fig. 1). This experimental design is made for different speeds and
different frequency bands.
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2.2 Configurations of the Simulated Defects

In this experimental design, we made the acquisition of vibration signals for two
rotations frequencies and two frequencies bands for different types of defects. We
started by the case without defect, after that we have created three defects, small,
average and great on three different bearings to ensure the possibility to combine
these defects with three gears defects (small, average and great) that we created on
the surface of a pinion tooth 2, see Table 1.

3 Results and Discussion

3.1 Scalar Indicators

The evolution of scalar indicators over time can give information about the defect
aggravation. One present in Table 2, the values of these indicators calculated from
different time signals collected by accelerometers. The evolution of each indicator is
not linear with the worsening of the combined defects; It is therefore difficult to
monitor the status of defect with a single indicator.

The kurtosis is a sensitive indicator to signal shape and not to its energy, this is
confirmed by the histogram in Fig. 2, where we note the increase with the severity
of the defect in two cases of isolated defects on bearing and gear. The combination
of the two defects decreases its sensitivity and causes a decrease in its level.

 

 

 

Accelerometer

Motor 

Ball bearing  

Two gears 
Transmission 

Brake

Pulse

Fig. 1 Experimental setup
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3.2 Perceptive Approach

One chose for the treatment, only the signals measured at a speed of 15 Hz and a
12800 Hz frequency band. These are exported from Labshop Pulse software on *.
wav format. We have selected 10 sounds that will be the subject of the listening
test.

The listening test was conducted on the different sounds, using the paired
comparison method, multidimensional analysis INDSCAL MDS was applied
thereafter for the results treatment of Younes et al. (2015a, b).

Table 1 The values of the scalar indicators

Sounds Corresponding defects

S1 Healthy Case HC
S2 Small Defect on Bearing2 SDB2
S3 Average Defect on Bearing2 ADB2
S4 Great Defect on Bearing1 GDB1
S5 Small Defect on PinionG2 SDG2 + Without Defect Bearing

SDG2 + WDB2
S6 Average Defect on PinionG2 SDG2 + Average Defect on Bearing2

ADG2 + ADB2
S7 Small Defect on PinionG2 SDG2 + Small Defect on Bearing2

PDG2 + SDB2
S8 Moyen Défaut PignonG2 MDG2 + Moyen Défaut Roulement Palier2

MDG2 + MDRP2
S9 Grand Défaut PignonG2 GDG2 + Sans Défaut Roulement Palier2

GDG2 + SDRP2
S10 Grand Défaut PignonG2 GDG2 + Grand Défaut Roulement Palier2

GDG2 + GDRP2

Table 2 The values of the scalar indicators

Pv RMS CF K OL KF SCG

Without defect S1 15.60 3.28 4.75 4.03 2.68 51.21 351.28

Bearing defect S2 21.60 3.47 4.83 4.80 2.84 75.04 363.88

S3 23.30 4.04 5.77 5.22 3.30 94.03 401.96

S4 30.80 4.01 7.67 6.02 3.28 123.65 433.38

Gear defect S5 16.80 3.33 5.04 4.37 2.72 55.96 334.74

S7 18.50 3.66 5.05 4.65 2.99 67.72 361.28

S9 29.60 4.07 7.28 5.66 3.32 120.42 342.69

Combined defect S6 18.70 3.50 6.49 6.13 2.86 65.45 359.42

S8 19.70 3.66 5.38 4.21 2.99 72.19 339.63

S10 19.90 3.80 5.23 4.38 3.10 75.67 361.73
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3.2.1 Perceptual Space with Two Dimensions

One present in Fig. 3, the perception space in 2 dimensions; we found according to
DIM1, that sounds appear in the of defect degradation order from least degraded
(S1) to the most degraded (S10) and this for different degradation degrees and
defects types (bearing or gear).

Fig. 2 Evolution of kurtosis according to the defect type
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Fig. 3 Perceptual space
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The first group of sounds S2, S3and S4 corresponding to small, average and
great bearing defect. Listeners have classified them just after the S1 sound (healthy
case).

The second group of sounds (S5, S7 and S9) corresponding to the small, medium
and large gear defect. Referring to the analysis of DIM1, listeners have classified
the gear defects as being more degraded defects (important) that bearing defects,
including the great defect S9, which has been classified with the defect S10 which is
the combination of two great defects on the bearing and the gear.

The third group of combined defects sounds S6, S8 and S10 corresponding to
the small–small, average–average and great–great defects of bearing and gear. The
S6 can be grouped with S5 and S7 of the gear sounds, view to the little influence of
bearing defect over the gear defect. While the S8 and S10 sounds were perceived by
listeners as the more degraded defect that small and average gear defect. The S8 and
S9 and S10 sounds can be grouped together as defects with great severity.

One presents by histogram of the Fig. 4 coordinates sounds of DIM1 of the 10
sounds. The results of this figure, confirm the analysis which we presented in
Younes et al. (2015b), where we found that the passage of DIM1 values from
negative to the positive means that that we have achieved a stage of deterioration
that requires stopping the machine.

3.2.2 Correlations Between Scalar Indicators and Dimensions

The correlation of scalar indicators in Table 2 with the results of sound perception,
does not give a good result except for the DIM2 with two indicators: the kurtosis
and crest factor. We get a mathematical model (1) with a correlation coefficient
R2 = 0.72.

Fig. 4 DIM1 values of the 10 sounds
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DIM2 ¼ �0:462� Kurtosisþ 0:287� Crest factorþ 0:598 ð1Þ

The dimension DIM1 that is physically correlated with the degradation state
(bearing and/or gear) can be modeled via a linear combination of indicators in
Table 1; it will therefore analyze other indicators.

4 Conclusion

The objective of this work is to extend the application of perceptual approach to the
study of single and combined defects of different nature (gear and bearing). The aim
is to propose mathematical models to DIM1and DIM2 allowing the correlation of
some indicators with sound perception.

For sound perception, listeners were able to classify the sounds according to the
type and the level of defects severity. While the correlation between scalar indi-
cators and sound perception, does not give a good result except for the second
dimension with two indicators: the kurtosis and crest factor.

The application of perceptive approach has proven effective in cases investigated
in Younes et al. (2015a, b), real and simulated gear defects, but its application in the
case of several defects with different type and nature can be still useful extending it
to other indicators.
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Modal Analysis of Spur Gearbox
with an Elastic Coupling

Atef Hmida, Ahmed Hammami, Fakher Chaari,
Mohamed Taoufik Khabou and Mohamed Haddar

Abstract Coupled shafts are considered as the main source of vibration in rotating
systems. In this work, a mechanical system composed of an electric motor, an
elastic coupling and one stage spur gear is investigated to analyze dynamic behavior
of elastic coupling, its influence on the natural frequencies, the vibrations, and the
response of the system. A lumped parameter model of the corresponding system is
developed to identify the natural frequencies and vibration modes. In addition,
distributions of modal kinetic and strain energies are studied.

Keywords Elastic coupling � Gearbox � Natural frequencies � Distributions of
modal kinetic and strain energies

1 Introduction

The dynamic characterization of an elastic coupling that connects two shafts, in
terms of the equivalent stiffness and damping coefficients, are associated with the
angular and translation displacements of the coupling. Accurate models for rotating
systems are important for the prediction of their dynamic behavior (Genta et al.
2005; Chatelet et al. 2005). Some components are difficult to model accurately, and
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several researchers have attempted to characterize them experimentally to gain
physical insight into their behavior (Ding et al. 2000). For example, Nordmann
(1984) identified modal parameters from an elastic rotor supported by oil film
bearings, and Edwards et al. (2000) and Sinha et al. (2002) used the machine itself
to determine the dynamic characteristics of the structure supporting the machine.
Few practical works has been done on the dynamic characterization of torsional
flexible couplings that are found in many rotor dynamic systems. Recently, Tapia
and Cavalca compared some models of flexible couplings. Four models of flexible
couplings are considered; the first model proposed by Kramer (1993) considers the
flexibility of mechanical connections as a frictionless coupling which is rigid in the
radial direction. In this model, the coupling has the effect of the decreased degrees
of freedom of translation in the nodes, making the translational movement both
nodes equal. The coupling mass should be added to both nodes of the coupling as a
rigid body. The second model proposed by Kramer (1993) considers the torsional
stiffness and the damping of the coupling. But in this case, the stresses of the first
model are always maintained. The third model defined by Nelson and Crandall
(1992) considers that the elastic coupling has a translational stiffness and a torsional
stiffness. It takes into account also internal damping and inertial effects of the
coupling. Inertial effects are considered in the model and two rigid disks are added
in each point of connection.

Gears are widely used in many power transmission applications and are char-
acterized by their high efficiency. However, they can be subjected to severe oper-
ating conditions giving rise to dynamic problems. Many researchers studied modal
proprieties of gears highlighting the relationship between natural frequencies and
parameters of the system. Cunliffe et al. (1974) focused on a numerical model of a
planetary gear with a fixed carrier and characterized vibration modes.

Bartelmus (2001) showed the influence of error mode parameters and the
influence of clutch damping on the dynamic factor.

This paper presents a modal analysis of a mechanical system composed of a
gearbox driven by a motor via an elastic coupling. Natural frequencies are identified
and the distribution of modal kinetic energies and modal strain energies are
analyzed.

2 Dynamic Model

The system is composed of a motor and a receiver connected through an elastic
coupling and one stage spur gearbox. The transmission shafts are supported by 3
bearings (Fig. 1).

The corresponding dynamic model is presented in Fig. 2. It is composed by
three blocks:

– The first block is constituted by a driving wheel and the first part of the elastic
coupling. They are connected through a transmission shaft (1).
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– The second block is composed of the second part of the coupling and the pinion
gear (spur gear (22)) connected through the shaft (2).

– The third block is composed of the spur gear (31) and the receiving wheel
(32) connected to each other by a transmission shaft (3).

The wheels are assumed rigid body. Shafts are assumed massless and have
torsional stiffness khi (i = 1, 2, 3). They are supported by bearings modeled as linear
springs.

The second model proposed by Nelson and Crandall is adopted for the elastic
coupling with two translation stiffness and damping (kt, Ct), torsional stiffness and

Fig. 1 Kinematic layout of the system

Fig. 2 Dynamic model of the system
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damping (kr, Cr). The coupling inertial effects are included in the model as two rigid
disks in the first and the second blocks.

Using Lagrange formalism, the equation of motion can be written as:

M q
:: þCq

: þ K tð Þþ _Ks
� �

q ¼ FðtÞ ð1Þ

M is the global mass matrix which is defined as:

M ¼

I11 0 0 0 0 0 0 0 0 0 0 0
0 I12 0 0 0 0 0 0 0 0 0 0
0 0 I21 0 0 0 0 0 0 0 0 0
0 0 0 I22 0 0 0 0 0 0 0 0
0 0 0 0 I31 0 0 0 0 0 0 0
0 0 0 0 0 I32 0 0 0 0 0 0
0 0 0 0 0 0 M1 0 0 0 0 0
0 0 0 0 0 0 0 M1 0 0 0 0
0 0 0 0 0 0 0 0 M2 0 0 0
0 0 0 0 0 0 0 0 0 M2 0 0
0 0 0 0 0 0 0 0 0 0 M3 0
0 0 0 0 0 0 0 0 0 0 0 M3

2
6666666666666666664

3
7777777777777777775

ð2Þ

C is the global damping matrix which is written as:

C ¼

Ch1 �Ch1 0 0 0 0 0 0 0 0 0 0
�Ch1 Ch1 þChacc �Chacc 0 0 0 0 0 0 0 0 0
0 �Chacc Ch2 þChacc �Ch2 0 0 0 0 0 0 0 0
0 0 �Ch2 Ch2 0 0 0 0 0 0 0 0
0 0 0 0 Ch3 �Ch3 0 0 0 0 0 0
0 0 0 0 �Ch3 Ch3 0 0 0 0 0 0
0 0 0 0 0 0 Cx1 þCxacc 0 �Cxacc 0 0 0
0 0 0 0 0 0 0 Cy1 þCyacc 0 �Cyacc 0 0
0 0 0 0 0 0 �Cxacc 0 Cx2þCxacc 0 0 0
0 0 0 0 0 0 0 �Cyacc 0 Cy2 þCyacc 0 0
0 0 0 0 0 0 0 0 0 0 Cx3 0
0 0 0 0 0 0 0 0 0 0 0 Cy3

2
6666666666666666664

3
7777777777777777775
ð3Þ

Ks is the structural stiffness matrix of the system.

Ks ¼

Kh1 �Kh1 0 0 0 0 0 0 0 0 0 0
�Kh1 Kh1þKhacc �Khacc 0 0 0 0 0 0 0 0 0
0 �Khacc Kh2 þKhacc �Kh2 0 0 0 0 0 0 0 0
0 0 �Kh2 Kh2 0 0 0 0 0 0 0 0
0 0 0 0 Kh3 �Kh3 0 0 0 0 0 0
0 0 0 0 �Kh3 Kh3 0 0 0 0 0 0
0 0 0 0 0 0 Kx1þKxacc 0 �Kxacc 0 0 0
0 0 0 0 0 0 0 Ky1 þKyacc 0 �Kyacc 0 0
0 0 0 0 0 0 �Kxacc 0 Kx2 þKxacc 0 0 0
0 0 0 0 0 0 0 �Kyacc 0 Ky2 þKyacc 0 0
0 0 0 0 0 0 0 0 0 0 Kx3 0
0 0 0 0 0 0 0 0 0 0 0 Ky3

2
6666666666666666664

3
7777777777777777775

ð4Þ
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K(t): time dependant stiffness matrix.

KðtÞ ¼ KmðtÞ

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 S10 S12 0 0 0 S7 S6 �S7 �S6
0 0 0 S12 S11 0 0 0 S9 S8 �S9 �S8
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 S7 S9 0 0 0 S3 S5 �S3 �S5
0 0 0 S6 S8 0 0 0 S5 S4 �S5 �S4
0 0 0 �S7 �S9 0 0 0 �S3 �S5 S3 S5
0 0 0 �S6 �S8 0 0 0 �S5 �S4 S5 S4

2
6666666666666666664

3
7777777777777777775

:

ð5Þ

where Km(t) is the gear mesh stiffness. F(t) is the external force vector.
q is the degree of freedom vector and it is defined as:

q ¼ ðh11; h12; h21; h22; h31; h32; x1 ; y1; x2 ; y2; x3 ; y3Þ ð6Þ

The technological and dimensional parameters of the model are presented on the
Table 1.

Table 1 Parameter of the
system

Gear box parameters

Teeth number Z12 = 20; Z21 = 30

Pressure angle a = 20°

Teeth module (m) mn = 2 � 10−3

Contact ratio ea = 1.6

Average mesh stiffness (N/m) Kmoy = 2.11 � 108

Motor’s Caracteristics
Torque (N m) 20

Inertia (kg/m2) 4 � 10−3

Speed (rpm) 1200

Caracteristics of receiving
Torque (N m) −40

Inertia (kg/m2) 6 � 10−3

Coupling’s Caracteristics
Inertia (kg/m2) 4 � 10−3

Torsional stiffness (N/m) 352

Translation stiffness (N/m) 462 � 102

Caracteristics of shafts and bearings
Torsional shaft stiffness (N/m/rad) 5 � 108

Bearing stiffness (kg/m2) 5 � 108
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3 Modal Analyses

3.1 Natural Frequencies and Vibration Modes

The natural frequencies and vibration modes are determined from equation of
motion (1) and the associated eigenvalue problem given by

x2
i M½ �Vi ¼ ð Ks½ � þ ½�K�ÞVi ð7Þ

where xi are the natural frequencies and Vi are the vibration modes.
�K is the average matrix of mesh stiffness matrix depend of time K(t).
In order to identify the natural frequencies, the Frequency Response Function

(FRF) on the third bearing in the X3 direction is showed when the first degree of
freedom is excited (Fig. 3). Several peaks located in 26.1, 878, 1679.6, 1972.3,
1974.2, 2591.1 and 3470.3 Hz and corresponding to the natural frequencies appear
in this figure.

Meanwhile, there are other natural frequencies which don’t appear in this figure.
They are 1902, 2344 and 3470 Hz.
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Fig. 3 Frequency response function (FRF) on the third bearing (X3)
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3.2 Analysis of the Distribution of Modal Strain
and Modal Kinetic Energies

The modal strain energy and the modal kinetic energy distributions are computed in
order to give information on bodies sought to critical speeds in terms of dominant
motion and deformation.

3.2.1 Analysis of the Distribution of Modal Strain Energies

The total modal strain energy is defined as:

Ep ¼ 1
2
qtið~KþKsÞqi ð8Þ

Figure 4 shows the distribution of modal strain energies, where the X-axis is
defined in Table 2.

In X-axis is represented the contribution of each degree of freedom in the total
modal strain energy. Details are given in Table 2.

3.2.2 Analysis of the Distribution of Modal Kinetic Energies

The modal kinetic energy can be written as:

Ec ¼ 1
2
w2
i
q
� t
iMq

�
i ð9Þ

Figure 5 shows the distribution of modal kinetic energies.
In X-axis is represented the contribution of each degree of freedom in the total

modal kinetic energy. Details are given in Table 3.
Table 4 shows a recapitulation of the modal dominant kinetic and strain energies

distributions. It can be noticed that the natural frequencies can be divided into two
bands:

– The first band where the natural frequencies are less than 1500 Hz. This band
can be called “gear modes” and it is characterized by the dominant strain energy
in the gear meshing zone and a dominant rotational motion of the components.
Movement are rotation of components.

– The second band concerns the natural frequencies more than 1500 Hz. This
band can be called “bearing modes” and it is characterized by the dominant
strain energy in bearings and the dominant movement are in translations of
shafts.
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Table 2 X-axis of the contribution of the modal strain energy

1 Inertia of the motor 7 Bearing 1(x1)

2 Inertia of the 1st part of coupling 8 Bearing 1(y1)

3 Inertia of the 2nd part of coupling 9 Bearing 2(x2)

4 Inertia of the 1st gear 10 Bearing 2(y2)

5 Inertia of the 2nd gear 11 Bearing 3(x3)

6 Inertia of the receiver 12 Bearing 3(y3)

13 Gear meshing
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Fig. 4 Modal strain energies
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Fig. 5 Modal kinetic energies

Table 3 X-axis of the contribution of the modal kinetic energy

1–2 Rotation of shaft 1(h11, h12) 7–8 Translation in bearing 1(x1, y1)

3–4 Rotation of shaft 2(h21, h22) 9–10 Translations in bearing 2(x2, y2)

5–6 Rotation of shaft 3(h31, h32) 11–12 Translations in bearing 3(x3, y3)
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4 Conclusion

Using elastic coupling to connect two shafts and model it following Nelson and
Crandall showed that this coupling was most important in controlling the dynamic
response.

According to the distribution of modal strain energies and modal kinetic energies,
the natural frequencies can be classified into two bands: below and above 1500 Hz.
Modes located in the first band called “gear modes” are characterized by the dom-
inant strain energy in the meshing zone and a rotational dominant movement
whereas modes located in the second band are called “bearing modes” and they are
characterized by the dominant strain energy in bearings and a translational dominant
motion of shafts. This study can help designers to avoid critical frequencies on the
system by changing parameters of the system. It allows one also to localize critical
components susceptible to damage when crossing natural frequencies.

References

Bartelmus W (2001) Gearbox dynamic modelling. J Theoret Appl Mech 39(4):989–999
Chatelet E, D’Ambrosio F, Jacquet-Richardet G (2005) Toward global modelling approaches for

dynamic analyses of rotating assemblies of turbomachines. J Sound Vibr 282(1–2):163–178
Cunliffe F, Smith JD, Welbourn DB (1974) Dynamic tooth loads in epicyclic gears. J Eng Ind

95:578–584
Ding JJ, Al-Jumaly A (2000) A linear regression model for the identification of unbalance changes

in rotating machines. J Sound Vibr 231(1):125–144
Edwards S, Lees AW, Friswell MI (2000) Experimental identification of excitation and support

parameters of flexible rotor–bearings—foundation system from a single run-down. J Sound
Vibr 232(5):963–992

Table 4 Summary of the modal dominant kinetic and strain energies distributions

Frequency (Hz) Dominant kinetic energy Dominant strain energy

26.1 Rotation motion in 2 and 3 shafts Gear meshing

878.3 Rotation motion in the 3 shaft Gear meshing

1583.8 Translation in bearing 2(X2) Bearing 2(x2)

1679.6 Translation in bearing 2 and 3(Y2 and Y3) Bearing 2(y2)

1902.3 Translation in bearing 3(X3) Bearing 3(x3)

1972.3 Translation in bearing 3(Y3) Bearing 3(y3)

1974.2 Translation in bearing 1(Y1) Bearing 1(x1)

1974.2 Translation in bearing 2(X2) Bearing 1(y1)

2344.4 Rotation motion in 1 shaft Inertia of the 1st part of
coupling

2591.1 Translation in bearing 3(Y3) Gear meshing

3470.3 Rotation motion in 2 shaft and
Translation in bearing 3(Y3)

Gear meshing

162 A. Hmida et al.



Genta G (2005) Dynamics of rotating systems. Mechanical Engineering Series, Springer
Krämer E (1993) Dynamics of rotors and foundations. Springer, London
Nelson HD, Crandall SH (1992) Analytic prediction of rotor dynamic response. In Ehrich FE

(ed) Handbook of rotor dynamics. McGraw-Hill Inc, NewYork
Nordmann R (1984) Identification of modal parameters of an elastic rotor with oil film bearings.

J Vib Acoust Stress Reliab Des 106:107–112
Sinha JK, Friswell MI, Lees AW (2002) The identification of the imbalance and the foundation

model of a flexible rotating machine from a single run-down. Mech Syst Signal Process 16(2–
3):255–271

Modal Analysis of Spur Gearbox with an Elastic Coupling 163



Planet Load Sharing Behavior
During Run Up

Ahmed Hammami, Alfonso Fernandez Del Rincon, Fakher Chaari,
Fernando Viadero Rueda and Mohamed Haddar

Abstract The objective of this paper is to study the effects of meshing phase
between planets and the planet position error on the load sharing behavior in
planetary gear set during run up regime. These effects will be studied numerically
and will be validated experimentally through a back-to-back planetary gear test
bench by comparing strains in the pinhole of each planet.

Keywords Planetary gear � Load sharing � Run up � Meshing phase � Planet
position error

1 Introduction

Planetary gear can transmit higher power because they use multiple power paths
formed by each planet branches. This allows the input torque to be divided between
the n planet paths, reducing the force transmitted by each gear mesh.
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Each planet path carries an equal load under ideal conditions. Nevertheless,
planetary gears have inevitable manufacturing and assembly errors. So, the load is
not equally shared amongst the different planet-ring and sun-planet paths, which
can be a problem in terms of both durability and dynamic behavior.

Many significant works on the subject of planetary gear load sharing have been
done. These works were based on transmission modeling and assessed by experi-
mental tests. Kahraman (1994) used a discrete model to study the influence of
carrier pin hole and planet run-out errors on planet load-sharing characteristics of a
four-planet system under dynamic conditions. He employed later (Kahraman 1999)
a planet load-sharing model to determine the static planet load sharing of
four-planet systems and presented experimental data for validation of the model
predictions. Iglesias et al. (2013) studied the effect of planet position error on the
load sharing and transmission error. Singh (2005) found that the tangential pin
position error has a greater effect on the load sharing than the radial pin position
error. Ligata et al. (2008) proved experimentally that for the same amount of error,
the degree of inequality in the planet load-sharing behavior increases with the
number of planets in the system. Guo and Keller (2012) presented a
three-dimensional dynamic model which take into account to the addressing
gravity, bending moments, fluctuating mesh stiffness, nonlinear tooth contact, and
bearing clearance. They validated this model against the experimental data.

All works on the subject of planetary gear load sharing are in the static,
quasi-static or stationary operations.

In this paper, the effects of meshing phase and the error position of the pin hole
of planets on the load sharing characteristics are studied during the run up regime
numerically and validated experimentally through back-to-back planetary gear.

2 Description of the Test Bench

The test bench is composed of two identical planetary gear sets with the same gear
ratio allowing the mechanical power circulation (Fig. 1). The first planetary gear is
a “test gear set” and the second planetary gear is a “reaction gear set” having a free
ring. An arm is fixed on this ring and allowing the introduction of external load
(Hammami et al. 2014a, b). The two planetary gears are connected back-to-back:
the sun gears of both planetary gear sets are connected through a common shaft and
the carriers of both planetary gear sets are connected to each other through a rigid
hollow shaft (Hammami et al. 2014c).

Three strains gauges are used in quarter bridge configuration in order to compare
the load sharing between the tests planets. They are installed in the pin holes of each
planet in the tangential direction of the test carrier (Fig. 1).

The wires from the strain gauges are connected to the Programmable Quad
Bridge Amplifier module (PQBA) of the acquisition system “LMS SCADAS 316
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system” through a hollow slip ring which is installed with the hollow shaft that
connects the carriers (Fig. 2).

Additionally, an optic tachometer (Compact VLS7) which is placed along the
hollow carriers’ shaft measure its instantaneous angular velocity.

The data will be processed with the software “LMS Test.Lab” to visualize time
history of strains.

Fig. 1 Back-to-back planetary gear test bench

Fig. 2 Instrumentation layout
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3 Numerical Results

In this part, effects of meshing phase and the position error of planets on the load
sharing behavior are studied during the run up regime. The variation of speed
during this regime is controlled by the frequency converter “Micromaster 440”
which commands linearly the variation of the rotational speed of motor as shown in
Fig. 3.

First of all, we define the planet load sharing ratio (LSR) as the ratio of the
meshing torque due to sun-planet (i) and ring-planet (i) meshes of planet (i) by the
meshing torque of all planets.

LPi ¼
TmeshðPiÞPn
i¼1 TmeshðPiÞ

: ð1Þ

3.1 Effect of Meshing Phase

For the case of equally spaced planets and in phase meshes gear (sun planets and
ring planets), the planet load sharing factor is equal to 1/N (N: number of planets).

In our case, planets are equally spaced and gear meshes functions are sequen-
tially phased.

Zjwi

2p
6¼ n and

XN

i¼1

Zjwi ¼ mp ðj ¼ r; sÞ ð2Þ

Zj is the number of tooth of the gear (j). wi is the angle position of the planet (i).
n and m are integer.

For run up regime, the period of mesh stiffness function decrease as speed
increases (Khabou et al. 2011; Viadero et al. 2014). Meshes stiffness between gears
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are modelled as square functions. Figure 4 shows the evolution of mesh stiffness for
ring-planets on the test gear set during run up taking into account mesh phasing.

The dynamic response is computed according to the procedure given in
(Kahraman 1994) and the load sharing ratio is computed according to Eq. (1).
Figure 5 shows the planet load sharing ratio for the nominal position of planets
(faultless system) for 100 N.m of input torque.

In this case, the LSR for all planets fluctuates slightly around the 1/N value
(N = 3: number of planets) because the number of tooth in contact changes. The
fluctuation of LSR of each planet is with a phase shift of 2p/3. This phase is induced
by the fact that gear mesh sun-planets and ring-planets are sequentially phased. In
addition, the period of fluctuation of LSR of each planet decrease with time which is
explained by the evolution of the mesh stiffness ring-planets during run-up.

Fig. 4 Evolution of the mesh stiffness ring-planets during run-up
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3.2 Effect of Planet Position Error

If a planet has an error “e” on the position of its pin hole, and all other planets are at
their ideal position, then the force due to this error is given by (Singh 2010):

Fe ¼ Keff :e ð4Þ

Keff is the cumulative stiffness due to meshing stiffness of the contact at the sun–
planet Kps and planet–ring Kpr, and the planet bearing stiffness Kb.

Keff is defined as (Ligata et al. 2009):

1
Keff

¼ 1
Kb

þ 1
Kps þKpr

ð5Þ

In our case, the planet 1 has an error “e1 = 60 lm”, the planet 2 has an error
“e2 = −5 lm” and the planet 3 has an error “e3 = −60 lm”. The LSR in this case is
represented in Fig. 6.

The position errors of planets 1 and 2 have an important effect in the LSR. Planet
1 which has a positive error anticipates the contact, being preloaded before planets 2
and 3 begin to transmit load; whereas planet 3 which has a negative error is
preloaded after planet 2 and 1. This defects are in tangential direction and they have
an effect very important in the LSR (Bodas and Kahraman 2004). In addition, planet
load sharing ratio tends towards fair values in the run up regime which is explained
by the fact that the transmitted load decrease in each planet as the speed increase.
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170 A. Hammami et al.



4 Correlation with Experimental Results

Strain-time histories for three planets system having errors “e1 = 60 lm” and
“e2 = −5 lm” and “e2 = −60 lm” are shown in Fig. 7. It is clear that the posi-
tioning error has an important effect in the strain of each pin hole of planet. Also,
strains tend towards fair values as the speed increase.

The computational results of the load sharing ratio are compared to the measured
LSR (Fig. 8). In general, the calculated load sharing agrees with the measured data.
In fact, the effect of meshing phase is observed only in the numerical results
because the recorded signals presents noise due to the contact between brushes and
slip ring. So, a signal processing was necessary.
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5 Conclusion

In this paper, the planets load sharing behaviour is studied during the run up regime
and correlated with those obtained experimentally using strain gages on planets of a
back-to-back planetary gear test bench.

The effect that planets are sequentially phased is included to the model and as
results; the load sharing ratio for all planets fluctuates slightly around the 1/N value
and the period of fluctuation of each planet decreases with time. The planets
position errors have an important effect on the LSR of each planet which tends
towards fair values in the run up regime. The final numerical results with the two
effects agree with the measured strains on planets.
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Multi-objective Design Optimization
of the NBTTL Mechanism

B. Najlawi, M. Nejlaoui, Z. Affi and L. Romdhane

Abstract This work deals with the multi-objective design optimization of NBTTL
mechanism. The needle jerk (NJ) and the maximum angular velocity ratio (MAVR)
are minimized simultaneously. The goal is to minimize the machine input torque
and vibration. The multi-objective imperialistic competitive algorithm (MOICA) is
used to find the optimal link lengths of the NBTTL mechanism. Compared to Juki
8700, the obtained results show that the optimized mechanism can reduce the
MAVR by 80 % and the NJ by 70 %.

Keywords NBTTL mechanism �Multi-objective optimization �MOICA � Needle
jerk � MAVR

1 Introduction

The application of several engineering fields in textile industry has found a great
attention in recent years. Many researchers focused on optimizing the design of
sewing machines in order to improve their mechanical performances. In particular,
synthesizing the needle-bar-and-thread-take-up-lever (NBTTL) mechanism is one
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of the most important studies in this area. This mechanism consists of a four bar
linkage and a slider crank mechanism driven by the same crank.

Several studies deal with the dimensional synthesis of four bar mechanisms.
Vasiliu and Yannou (2001) optimized the design of four bar mechanisms using a
neural network method. In the same lines, Matekar et al. (2011) presented an
optimization study of a four bar mechanism with the differential evolution algo-
rithm. Ebrahimi and Payvandy (2015) used an objective function with penalty
weighting factors to minimize the coupler tracking error and the Jerk of the thread
take-up lever.

Other works dealt with the design of slider crank mechanisms. Gotlih et al.
(2007) minimized the needle velocity using a nonlinear optimization procedure.
The aim is to decrease the heat caused by friction between the needle and the fabric
in the penetration zone. However, the reduction of the needle velocity in the
penetration zone may affect the amount of the required needle force, which in turn
depends on the transmission angle of the slider crank mechanism (Eschenbach and
Tesar 1971). In this context, Tanik (2011) has introduced the transmission angle
criterion to design a compliant slider crank mechanism.

However, to the best of our knowledge, there is no study which considers
simultaneously the optimization of the four bar linkage and the slider crank
mechanism (as a single system) in order to design the NBTTL mechanism. In this
paper, a multi-objective optimal design of the NBTTL mechanism is developed.
The aim is to reduce the sewing machine vibration and minimize the input to output
torques ratio by minimizing, simultaneously, the needle jerk (NJ) and the maximum
angular velocity ratio (MAVR) of the coupler point.

The rest of the paper is organized as follows: In Sect. 2, a description of different
parts of the NBTTL is presented. In Sect. 3, a kinematic analysis of the NBTTL
mechanism is developed. In Sect. 4, a multi-objective optimization problem for the
design of the NBTTL mechanism is formulated. Then, the MOICA algorithm is
described. The obtained optimal results are discussed in Sect. 5 and some con-
cluding remarks are shown in Sect. 6.

2 The NBTTL Mechanism

Figure 1 presents the NBTTL mechanism of a sewing machine. The thread take-up
lever mechanism is the four-bar linkage OABC. OEF represents the slider-crank
mechanism in which point F denotes the needle. The function of the thread take-up
lever in the stitch formation process is to ensure appropriate thread feeding. The
function of the needle, which is fixed to the needle bar, is to penetrate the fabric.
The rotation of the input link (OA) is transformed to the translation of the needle
bar through the slider-crank mechanism. The displacement of the needle bar is
represented by the distance‘s’.
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3 Kinematics of the NBTTL Mechanism

To optimize the NBTTL mechanism, it is mandatory to find:

• The input-output relation between the crank OA angular displacement and the
coupler point D displacement.

• The needle jerk in point F.

In this section, the modeling of the NBTTL mechanism is presented. The angle
h4, the velocity _h4 and the acceleration €h4 describing the input of the machine are
supposed to be known during the functioning of the sewing machine.

The needle displacement, with respect to OX,OYð Þ frame, is given by (Fig. 1):

r7 sinðh4 � aÞ � r8 cos/ ¼ 0 ð1Þ

s ¼ r7 cosðh4 � aÞþ r8 cos sin�1 r7
r8
sinðh4 � aÞ

� �� �
ð2Þ

D

F

O

Thread take-up 
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Fig. 1 The NBTTL mechanism
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By taking the time derivative of Eq. (3), we can find the needle jerk:

vs ¼ �r7 vh4 sinðh4 � aÞþ 3€h4 _h4 cosðh4 � aÞ � _h
3
4 sinðh4 � aÞ

h i
� 3r7

r7
r8

dfðh4Þ
dt

_h4 þ r7
r8
fðh4Þ€h4

� �
fðh4Þ _h4 cosðsin�1ðr7

r8
sinðh4 � aÞÞÞ

� �

� r7 sinðh4 � aÞ d
dt

r7
r8

dfðh4Þ
dt

_h4 þ r7
r8
fðh4Þ€h4

� �� �
þ r7

r8
fðh4Þ _h4

� �3

r7 sinðh4 � aÞ

ð3Þ

Where fðh4Þ ¼ cosðh4 � aÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� r7

r8

� �2
sin2ðh4 � aÞ

r

In textile engineering, sewing machines have been basically designed for work at
high speed. This can lead to high vibration. To decrease the vibration of the sewing
machine, we reduce the jerk of its needle given by:

NJ ¼
Z2p
0

s
:::		 		d h:

4
ð4Þ

NJ defines the first objective function to be minimized.
The maximum angular velocity ratio (MAVR) is given by:

MAVR ¼ max AVRð Þ ¼ max
_h2
_h4

 !
¼ max

r4
k

� �
ð5Þ
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Fig. 2 Position virtual loop of four-bar linkage

178 B. Najlawi et al.



Generally, the MAVR is treated geometrically (Barker 1987). In this work we
will give a closed form solution of the MAVR. Referring to Fig. 2, the closed loop
equations of the virtual loop ABD can be given by:

AB

!þ BD


!þDA

! ¼ 0

! ð6Þ

Equation (6) can be projected into their X and Y components.

�r3 cos h3 þ a cos h2 � k cos h4 ¼ 0
r3 sin h3 þ a sin h2 � k sin h4 ¼ 0

�
ð7Þ

By using Eq. (6), we can express k as follows:

k ¼ r3
sinðh3 þ h2Þ
sinðh4 � h2Þ ð8Þ

From Eq. (5), the maximum angularity ratio is given by:

MAVR ¼ max
r4 sinðh4 � h2Þ
r3 sinðh3 þ h2Þ

� �
ð9Þ

In fact, minimizing the maximum angular velocity ratio yields the minimization
of the input to output torques ratio. Minimizing this ratio allows the minimization of
accelerations and hence minimizing the inertial forces exerted on the mechanism.
Hence, The MAVR represent the second objective function.

4 Multi-objective Optimization Design
of the NBTTL Mechanism

The optimization problem can be defined as minimizing simultaneously the NJ and
the MAVR while respecting some constraints. In order to ensure that the input
crank of the thread take-up lever can make a complete rotation, the mechanism
should satisfy the Grashof law. Moreover, the set of input link angles h4 has to be
sorted in an increasing order h4 ið Þ\h4 iþ 1ð Þð Þ. The displacement of the needle is
limited ð30 mm� s� 62 mmÞ and the optimization variables have to be limited to
some bounds due to the practical limitations in the construction of the mechanism.
Hence, the multi-objective optimization problem can be formulated as:

Minimize
NJ ¼ R 2p0 vs

		 		dh4
MAVR ¼ max r4 sinðh4�h2Þ

r3 sinðh3 þ h2Þ
� �(

ð10Þ
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Subject to :

2 max r1; r2; r3; r4ð Þþmin r1; r2; r3; r4ð Þ½ �\r1 þ r2 þ r3 þ r4
hi4 � hiþ 1

4 \0
sinðh3 þ h2Þ 6¼ 0
xi 2 ximin; ximax½ �; xi 2 X
30 mm� s� 62 mm

8>>>><
>>>>:

ð11Þ

The search domains of the design variables are shown in Table 1.
We have proposed in a previous work (Najlawi et al. 2015) a multi-objective

imperialist competitive algorithm (MOICA) inspired from the socio-political pro-
cess of imperialist competition. Figure 3 shows the flowchart of the MOICA
algorithm. This algorithm starts by a random generation of initial countries. The
cost of a country is determined by evaluating the objective functions. The most
powerful country is called “imperialist” and the remaining countries are considered
as “colonies”. Each initial empire is composed of one imperialist and several
colonies. After forming initial empires, colonies start moving towards the relevant
imperialist. In each empire, the multi-points crossover and the random replacement
mutation operators enhance the colonies with a new one that can have more power
and eventually constitute imperialists. In this case, the colony and the imperialist
permute positions. Then, non-dominated imperialists are kept in an archive based
on the fast non dominated sorting approach (Deb et al. 2002). This archive rep-
resents the Pareto front.

Based on their power, any empire that does not improve in imperialist compe-
tition will be diminished. As a result, the imperialistic competition will increase the
power of great empires and weaken the frail ones. Thus, weak empires will col-
lapse. Finally, The MOICA algorithm stops when only one empire remains.

5 Results and Discussion

Using the MOICA algorithm, the Pareto front of NJ and MAVR objective functions
can be determined to find the optimal non-dominated solutions (Fig. 4).

In Fig. 4, each non dominated solution represents an optimal design vector of the
NBTTL mechanism. One can note that for the best MAVR, we have the worst NJ
and vice versa. Table 2 presents the design vectors of the extreme optimal solutions
S1 and S2 taken from the Pareto front. For comparison reason, we give in the same
table the design vector of the known existing sewing machine Juki 8700.

From Fig. 5 and Table 2 one can note that, compared to Juki 8700, we can
reduce the MAVR by about 80 % by using the optimal S1 solution.

Table 1 Range of the design
variables

Parameter dx (mm) dy (mm) ri (mm) α (°)

Range [0–60] [0–60] [0–60] [0–360]
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Fig. 3 Flowchart of the MOICA method
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Table 2 Design vector of S1,
S2 and Juki 8700

Parameters S1 S2 Juki 8700

dx ðmm) 28.64 36.17 38.64

dy ðmm) 38.12 29.42 33.22

r2 ðmm) 37.76 43.89 44.80

r3 ðmm) 33.07 26.81 30.31

r4 ðmm) 7.06 8.42 7.68

r5 ðmm) 38.51 41.32 40.26

r7 ðmm) 12.63 13.04 11.57

r8 ðmm) 44.26 47.79 49.82

α (°) 19.76 16.81 18

MAVR 0.12 0.66 0.73

NJ ðmm s�3Þ 2.67E + 4 9.25E + 3 2.81E + 4
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Figure 6 shows the evolution of the needle Jerk, for the extreme optimal solu-
tions S1 and S2, as a function of the input link angle h4. We present also, in the same
figure, the evolution of the needle jerk, obtained by the sewing machine Juki 8700.
One can note that by using the S2 design vector, we decrease the needle jerk down
by 70 % compared to the one for the Juki 8700.

6 Conclusion

This work deals with the multi-objective design optimization of a NBTTL mech-
anism used in the sewing machine. The goals are minimizing the machine vibration
and its input to output torque ratio. These two criteria are ensured by minimizing
the needle jerk and the maximum angular velocity ratio. The MOICA algorithm
was used for this purpose. The obtained results show that the performance of
optimized mechanism can reduce the MAVR and Needle Jerk by 80 and 70 %
respectively, compared to Juki 8700.
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Appropriation Effects in the Estimation
of Modal Damping

Mohamed Krifa, Noureddine Bouhaddi and Scott Cogan

Abstract Damping presents one of the most important physical aspects to model
and estimate, since it plays a large role in determining the performance of a
dynamic system and the amplitude of vibrations. The present study employs the
modal strain energy method to estimate the modal damping associated with the
localized dissipative interfaces of a global linear structure. This method is accurate
in the case of proportional or classical damping model. But in the real case when
modes are coupled with damping due to the localization of the dissipation, as in the
case of most assembled structures, this method may present significant errors. In
this paper an appropriation method is proposed and associated to the modal strain
energy method in order to get a good estimation of the modal damping. The impact
of appropriation on the modal damping estimation in the case of non-proportional
viscous damping model is studied for a multi-degree of freedom system. Results are
compared with the reference one obtained by the state space method. Simulated
academic examples, where accurate estimations of the exact solutions are available,
will be used to illustrate the methodology and to explore the potential difficulties
that may arise in more complex industrial applications.

Keywords Appropriation method � Non-proportional damping � Modal strain
energy method � Bolted joints � Localized dissipation
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1 Introduction

Analytical techniques for estimating structural vibration have become increasingly
sophisticated. However the estimation of damping remains difficult and uncertain,
due to the variety and complexity of its physical origin. Indeed, damping can arise
from many different sources, such as (Mead 1999): intrinsic damping of the
structural material, coulomb friction and partial-impact energy loss at structural
interfaces (Bograd et al. 2011; Caignot et al. 2010), energy lost into surrounding air,
water or ground and into contained fluids; friction between the structure and
mounted equipment, furnishings, payload and people, and viscous damping
(Adhikari 2013; Krifa et al. 2015) between sliding and lubricated machines
surfaces.

In all generality, the dissipated forces can be expressed as a non-linear function
of the displacement y and the velocities _y.

fd ¼ fdðy; _yÞ ð1Þ

For simplification reasons, in this study the damping is assumed to be linear with
respect to the velocities (viscous damping) and independent of y.

The main purpose of this paper is to highlight the performance of appropriation
method for the estimation of modal damping in the case of localized dissipation
modeled with viscous damping model. Advantages and drawbacks of the modal
strain method with and without appropriation will be presented and compared to the
reference one obtained by the state space method, in order to explore the potential
difficulties that may arise in more complex industrial applications.

2 Theoretical Background

In order to estimate the damping of structures with a multi-degree of freedom when
the modes are well separated, we can use the following methods: the state space
method, modal strain energy and the appropriation method. We describe here
briefly these methods.

Assuming a linear and dissipative problem of assembled structures, the discrete
form of the damped vibration problem may be governed by the following equation:

My
::ðtÞþC _yðtÞþKyðtÞ ¼ f ðtÞ ð2Þ

where K, M and C are respectively the stiffness, mass and damping matrices, y is
the response of the system, f is the vector of the external loads. We distinguish two
cases: proportional damping (Rayleigh 1896) and non-proportional damping. In
both cases the frequency response of the system governed by Eq. (2) is equal to
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yðxÞ ¼ ðK þ jxC � x2MÞ�1 � f ð3Þ

Unfortunately, the use of Eq. (3) may be computationally very expensive
especially for large order systems. The assumption of proportional damping is
generally used in order to resolve the system with an acceptable cost and duration
by projecting on the undamped modal basis:

yðxmÞ ¼
Xn
i¼1

/iqi ð4Þ

where /i and qi are respectively the eigenmode and the modal amplitude corre-
sponding to the ith eigenfrequency xi. The contribution of all modes is taken into
account using this equation. But the contribution of all these modes can contribute
to a non accurate estimation of the modal damping of a specific mode as demon-
strated later in the numerical simulations.

To avoid this problem, a projection of the response on a single mode of vibration
is generally used, thus ensuring an accurate estimation of the modal damping, so the
Eq. (4) becomes

yðxmÞ ¼ /mqm ð5Þ

2.1 Reference Method

The reference method is the state space method (Geradin and Rixen 2014). It is
chosen for two main reasons: first for its accuracy in computing the modal damping,
and secondly for its capacity to be used in both non-proportional (localized) and
proportional damping cases. The state space equation is classically written in the
following form:

C M
M 0

� �
_yðtÞ
y
::ðtÞ

� �
¼ �K 0

0 M

� �
yðtÞ
_yðtÞ

� �
ð6Þ

However, the state space method uses complex eigenvalue solutions by solving a
double size system (2n� 2n). So, this method is time-consuming for large finite
element model. And there is no physical meaning behind the use of complex
variables.

The resolution of the Eq. (6) gives n complex eigenvalues sm and n conjugate
complex eigenvalues �sm. When the modal damping factor nm verifies nm � 1, these
eigenvalues can be expressed as follows:
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sm ¼ �nmxm � jxm

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n2m

q
ð7Þ

Eigenfrequency and modal damping are deduced from the Eq. (7) by the fol-
lowing expressions:

xm ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Re2ðsmÞþ Im2ðsmÞ

q
ð8Þ

nm ¼ �ReðsmÞ
xm

ð9Þ

This method has been implemented in Matlab and will be considered as the
reference one, as it generates “the exact” estimation of the modal damping.

2.2 Modal Strain Method (MSE)

The Modal Strain Energy method (MSE) was firstly suggested by Ungar and
Kerwin (1962), and has been used since to address viscoelastic damping problems
of sandwich structures by Johnson and Klenholz (1982). Later, a modified MSE
was proposed by Dokainish (1995) in order to improve the estimation of modal
damping. The advantage of the MSE method is that it allows one to compute modal
damping by a real instead of a complex, eigenvalue solution. Consequently, the
computational cost is greatly reduced. The objective of the modal strain energy is to
determine the damping factor corresponding to each vibration mode of the struc-
ture. It is based on the concept of the dissipated energy in the interfaces for which
the close form expression of the loss factor is the ratio between dissipated energy
and maximal potential energy, over a cycle of periodic vibration (Krifa et al. 2015),
as shown in this relation:

nm ¼
1
4p

Ediss
m

Epot
m

ð10Þ

where Ediss
m and Epot

m are respectively the dissipated energy and maximal potential
energy.

Dissipated energy is calculated by the following expression:

Ediss
m ¼

Zs

0

_yðtÞT fdðtÞdt ð11Þ

where

– s ¼ 2p
xm

cycle of periodic vibration of mode m.
– fdðtÞ ¼ C _yðtÞ dissipative force
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– _yðtÞ ¼ ReðjxmyðxmÞejxmtÞ velocity
The potential energy is calculated as follows:

Epot
m ¼ 1

2
yðxmÞTKyðxmÞ ð12Þ

Equation (5) supposes that only one mode, in the same time, is responsible for
the vibration, and that the others neighbouring modes are not involved when a
forced harmonic excitation is applied. This is of course true only if an appropriate
force is applied.

3 Proposed Appropriation Method

The force appropriation method is widely used in the aeronautical community to
perform modal testing (Ewins 1995). The specificity of force appropriation testing
is its ability to identify one by one the normal modes of vibration of the associated
undamped system through the cancellation of the damping forces by the excitation
system (Piranda 2001).

From the Eq. (2) one can deduce the frequency expression for a given angular
frequency x.

ðK þ jxC � x2MÞyðxÞ ¼ f ð13Þ

The appropriated force is then deduced from the Eq. (13) when the structure is
oscillated at the resonance frequency xm:

fm ¼ ðK þ jxmC � x2
mMÞ/m ¼ jxmC/m ð14Þ

In the case of a complex structure where the physical damping matrix C is
unknown, it is sufficient to apply a force proportional to the eigenmode in the
following form:

fm ¼ am � /m where am ¼ cte ð15Þ

Later we will discuss examples to show the effectiveness of this choice of
appropriation in calculating the coefficients of modal damping by modal strain
energy.
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4 Numerical Simulations

The results of an academic example consisting of a system with 8 dofs masses,
springs, and dampers located (between dofs 1 and 2, 4 and 5, 7 and 8) will be
presented in this part (Fig. 1). We show here the influence of extra-diagonal
damping coefficients on the dynamic responses of the damped system, using the
proposed method.

The natural frequencies of the undamped system are summarised in the Table 1.
In the case of localized dissipation, the modal damping estimated by modal

strain energy depends on the applied excitation. In the following, we will compare
the influence of the type of the external force on the estimation of the modal
damping.

If one applies a non-appropriated force to the localized spring mass damper
system, the MSE method may not provide a good estimation of damping for all
modes. For instance, the first excitation (a) applied gives a reasonable estimation for
just the first five modes about 0.25 % (Table 2a), while the two coefficients n6 and
n8 are miscalculated. One can notice an error equals to 13.98 and 18.91 %
respectively for modes 6 and 8, which is not acceptable.

Figure 2a shows a comparison of the coefficients of damping estimated between
the reference method and the modal strain energy without force appropriation. The
corresponding errors committed are given in Fig. 2b.

The errors of estimation can be explained by the importance of non-diagonal
terms in the generalized damping matrix. In order to solve this problem of
coupled modes by damping, one can apply an appropriated force using Eq. (14).

Fig. 1 Linear array of n spring-mass oscillators, n = 8, m = 10 kg, k = 105 N/m. Localized
dampers are between 1st and 2nd, 4th and 5th, 7th and 8th masses, c = 50 Ns/m

Table 1 Eignfrequencies of the undamped system

Mode 1 2 3 4 5 6 7 8

Eigen frequency
(Hz)

5.53 10.89 15.92 20.46 24.38 27.57 29.91 31.35
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Consequently, a good estimation of the modal damping by the appropriate force
method is ensured.

For each eigenfrequency, the simulation with an appropriated excitation is run
and the corresponding modal coefficient is obtained using the appropriate response.
The advantage of this method is that appropriation guarantees the excitation of only

Table 2 Impact of the appropriation force on the modal damping estimation

(a) Excitation fm ¼ 1 0 0 0 0 0 0 0f gT
Mode 1 2 3 4 5 6 7 8

nm ð%Þ 0.29 0.57 0 1.07 1.28 2.48 1.62 1.95

err ð%Þ 0.04 0.25 0 −0.04 −0.21 13.98 −3.12 −18.91
(b) Appropriated excitation fm ¼ xm C/m

nm ð%Þ 0.29 0.57 0 1.07 1.27 2.88 1.57 1.64

err ð%Þ -0.01 -0.06 0 0.03 −0.07 0 0.08 0.02
(c) Quasi-appropriated excitation fm ¼ a/m

nm ð%Þ 0.29 0.57 0 1.07 1.26 2.88 1.56 1.64

err ð%Þ −0.01 0.07 0 0.26 1.05 0 0.86 0.17
Three studied cases: (a) non appropriated force, (b) appropriated force, and (c) quasi-appropriated
force

Fig. 2 a Comparison of estimated damping coefficients. b Estimation error
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one mode at a given time, so thereafter a good estimation of the modal damping is
obtained (Table 2b).

However, the drawback of the appropriation method is that the appropriated
force is expressed in terms of the damping matrix C which is not necessarily known
in practical problems. To overcome this difficulty it is proposed to apply a
quasi-appropriate force which is proportional to the eigenvector as expressed by the
Eq. (15).

As illustrated in the Table 2c, this quasi-appropriate force gives a good pre-
diction of modal damping.

Figure 3 shows the frequency response using the modal damping estimated by
the modal strain energy approach associated to the appropriation force method. The
estimated FRF coincides with the reference FRF obtained using the reference state
space method.

5 Conclusion

The modal strain energy (MSE) method has been presented to estimate the modal
loss factor of structures with viscous dampers. An appropriation approach has been
proposed and associated to the MSE method. This method estimates the modal loss
factor of structures with respect or not to the condition of proportionality. The

Fig. 3 Forced response related to the non-proportional case using modal damping estimated by
the proposed method
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results obtained by different methods (reference state space method and MSE
method) are generally consistent with respect to the prediction of the modal loss
factor, particularly when the structure has a proportional matrix damping. However,
for a non-proportional matrix damping, both methods can give different results for
certain excitations. This problem was address by using an appropriated excitation.
Finally the modal strain energy associated with the appropriation method was
illustrated by a 8 DOF spring-mass system with proportional and non-proportional
matrix damping.

Acknowledgments Authors are grateful to the National Research Agency for their financial
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Simulation of Resonance Phenomenon
in Pipelines Caused by Water Hammer

Noura Bettaieb and Ezzeddine Haj Taieb

Abstract Excessive piping vibrations are a major cause of machinery downtime,
leaks, fatigue failure, high noise, fires, and explosions in hydraulic plants. High
vibration levels usually occur when an acoustic natural frequency of the piping
system is excited by some pulsations or mechanical sources. The aim of this study
is the numerical modelling and simulation of the resonance occurred in a cylindrical
pipe caused by a variable rotational speed of a centrifugal pump and a linear closure
of a valve. The governing equations for such flow are two coupled hyperbolic
partial differential equations which are the equations of continuity and motion.
MATLAB software was used in modeling the resonance along the pipeline and a
comparison between different cases was done.

Keywords Simulation � Pipe vibration � Resonance � Centrifugal pump �
Characteristic curve

1 Introduction

Resonance in piping systems is an undesirable phenomenon which isn’t easy to
prevent. It is the source of noise, fatigue, vibration, instability and in severe cases it
can leads to destruction of the hydraulic system including its equipment. This
phenomenon, if it is possible, should be taken into account in the phase of design
and be included in the transient analysis (Tijsseling et al. 2010).
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From a practical standpoint, the most important problem with forced vibration in
a piping system is resonance. Resonance occurs when the vibration forcing fre-
quency is at or very close to an acoustical or mechanical natural frequency of the
system (Mignosa et al. 2008). Since most structures and piping systems have very
little damping, the vibration amplitude becomes very high if resonance occurs. If it
occurs, it will usually be at the fundamental (i.e., first) or one of the other lower
order natural frequencies.

When occurring in hydraulic pressure systems, this phenomenon can lead to
very high stresses on pipelines and equipment: in the most severe cases documented
in the scientific and technical literature (Wylie and Streeter 1967; Jaeger 1977),
pipes collapse and significant damage to artifacts connected to them were recorded.
However, the prediction of such phenomenon is less unpretentious than it seems.
As a start, natural frequencies are not always based on simple formulas. Second,
attention must be allocated to correctly model the excitation mechanisms as well as
the mechanism that are influenced by the system response itself. And finally,
damping mechanisms must be modeled properly especially with reference to beat
phenomena and suppressing fluid transient.

This paper is studying a simple case of acoustic resonance occurring in a
pipeline system due to the variable rotational speed of the pump.

2 Mathematical Model

Equations for the conservation of mass and momentum describe the transient flow
in closed conduits. These equations are usually referred to as the continuity and
momentum equations. Some authors call a simplified form of the latter, the equation
of motion or the dynamic equation. These equations are a set of two partial dif-
ferential equations since the flow velocity and pressure in transient flow are func-
tions of time as well as distance. This equations can be adapted from the analytical
model developed by Wylie et al. (1993). Applying the law of conservation of mass
and momentum yields to the following equations of continuity and motion:

@H
@t

þ C2

gA
@Q
@x

¼ 0 ð1Þ

@Q
@t

þ gA
@H
@x

þ kQ Qj j
2DA

¼ 0 ð2Þ

where Q is the fluid discharge, H is the head, C is the pressure wave’s celerity, q is
the fluid density, k is the coefficient of friction, A is the cross section area of the
pipe, D is the circle pipe diameter, t is the time and x is the distance along the pipe.
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3 Resolution by the Method of Characteristics

The method of characteristics (Fox 1977) is applied to transform the system of
partial differentials Eqs. (1) and (2) into a system of ordinary differential equations
that can be integrated numerically without difficulty. One gets:

dH � C
gA

dQþ Jdx ¼ 0 and dx ¼ �Cdt ð3Þ

Equation 3 determine the evolution of the head pressure and the discharge
according to the time and the space. They are much appropriated to be solved
numerically on a microcomputer. The obtained solution constitutes a solution to the
original system of the Eqs. (1) and (2). Each pipe is subdivided into N equal
reaches. If we start with known steady-state conditions at t = 0, then we will know
Q and H at the N + 1 section of the pipe. If we specify the time interval Dt ¼ Dx=C,
B ¼ C

gA and R ¼ kDx
2gDA2 the integration of Eq. (3) along the characteristic lines permits

to write:

HPi � Hi�1 þB QPi � Qi�1ð ÞþRQi�1 Qi�1j j ¼ 0 ð4Þ

HPi � Hiþ 1 � B QPi � Qiþ 1ð Þ � RQiþ 1 Qiþ 1j j ¼ 0 ð5Þ

The calculation of the discharge and head at any section i is obtained by solving
for HPi and QPi. These equations may be written:

HPi ¼ CP � BQPi ð6Þ

HPi ¼ CM þBQPi ð7Þ

where:

CP ¼ Hi�1 þBQi�1 � RQi�1 Qi�1j j ð8Þ

CM ¼ Hiþ 1 � BQiþ 1 þRQiþ 1 Qiþ 1j j ð9Þ

R is the resistance coefficient of the pipeline.
Eliminating QPi from Eqs. (6) and (7) we get:

HPi ¼ CP þCM

2
ð10Þ

Then QPi may be found directly from either Eq. (6) or (7).
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3.1 Boundary Conditions

At either end of a single pipe only one of the compatibility Eqs. (6) or (7) is
available in the two variables. For the upstream end (Fig. 1), Eq. (7) holds along the
C� characteristic, and for the downstream boundary (Fig. 1), Eq. (6) is valid along
the Cþ characteristic. These are linear equations in QPi and HPi; each conveys to its
respective boundary the complete behavior and response of the fluid in the pipeline
during the transient. An auxiliary equation is needed in each case that specifies QPi,
HPi, or some relation between them.

In this paper, we consider two boundary conditions. At the upstream end; the
pipe is supplied by a centrifugal pump driven by an electric motor, and, at the
downstream end, the pipe is connected to a constant level reservoir with a valve
upstream it.

3.2 Centrifugal Pump at the Upstream End

The head-discharge curve for a centrifugal pump running at a constant speed is
shown in Fig. 2. This curve can be approximated by an equation (Bettaieb et al.
2015) of the form:

HP1 ¼ C5 þC6Q
2
P1 ð11Þ

Fig. 1 Boundary conditions
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Fig. 2 Characteristic curve
of a centrifugal pump
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Solving this equation simultaneously with Eq. (7):

QP1 ¼ 1
2C6

B�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2 þ 4C6 CM � C5ð Þ

ph i
ð12Þ

Now HP1 can be determined from Eq. (11).

3.3 Valve Closure at the Downstream End

Steady-state flow through a valve can be written as

Q0 ¼ CdAGð Þ0
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2gHV0

p
ð13Þ

in which subscript 0 indicates steady-state conditions, Cd is the coefficient of dis-
charge, HV0 is the head upstream of the valve, and AG is the area of the valve
opening.

An equation similar to Eq. (13) may be written for the transient state as:

QPNþ 1 ¼ CdAGð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2gHPN þ 1

p
ð14Þ

Dividing Eq. (14) by Eq. (13), taking square of both sides and defining the
relative valve opening s ¼ CdAG

ðCdAGÞ0 (Fig. 3), one can obtain:

QPN þ 1

Q0
¼ s

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
HPNþ 1

HV0

r
ð15Þ

Substitution for HPN þ 1 from the positive characteristic equation Eq. (6) into
Eq. (15) yields:

QPNþ 1 ¼ �BCV þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BCVð Þ2 þ 2CVCP

q
ð16Þ

Fig. 3 Closing of a valve at
downstream end
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where CV ¼ Q0sð Þ2
.

2HV0ð Þ.
Now HPNþ 1 may be determined from Eqs. (6) or (15).

4 Case Study

In order to understand this phenomenon, and thus to identify the causes of these
malfunctions, some configurations were performed on the hydraulic system.

We consider the hydraulic installation (Fig. 4) composed of a pump driven by an
electric motor. The fluid is pumped through a cylindrical pipe, with 300 m long and
0.6 m in diameter, to supply a constant level reservoir placed at the downstream end
(reservoir not shown). A valve, placed at the discharge end of the pipe, permits to
control the flow of the liquid entering the reservoir.

The initial flow is Q0 ¼ 0:5 m3
�
s which corresponds to an initial head of

H0 ¼ 100 m. The head of the pump at Q ¼ 0 m3
�
s is equal to Hs ¼ 125 m. The

head losses coefficient is k ¼ 0:02 and the wave speed is C ¼ 1020 m=s.

Identifying the elements of Eq. (11): C5 ¼ Hs ¼ 125 m; C6 ¼ C5�H0ð Þ
V2
0

and

V0 ¼ Q0
pD2=4.

To evaluate the effect of the pump characteristic on the resonance phenomenon,
the head was considered variable along the time as the rotational speed of the pump
is varying in a sinusoidal way.

N ¼ N0 1þ þ asin xtð Þ½ � ð17Þ

with x ¼ 2p
T , T ¼ 4L

C f ¼ 1
T ¼ 0:85 Htz, a ¼ 0:01

To compute the variable head of the pump, the similitude equation is used:

H

Nð Þ2 ¼
H0

N0ð Þ2 ð18Þ

Fig. 4 Hydraulic installation
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So:

C5 ¼ 125
N
N0

� �2

¼ 125 1þ 0:01sin xtð Þ½ �2 ð19Þ

The variation of C5 is illustrated in Fig. 5.
The calculation of the transient regime begins with computing the head for

different intermediate nodes of the pipe in the steady state condition using the head
loss formula of Darcy-Weisbach (Shames (1982)) deduced from Eq. (2):

dH
dx

¼ � kQ Qj j
2gDA2 ð20Þ

The space step Dx ¼ L=N and the time step Dt ¼ Dx=C should be firstly cal-
culated in order to integrate the former equation, N is the number of section of the
pipe.

To simulate the resonance condition for a closing valve, s versus t may be
specified either in a tabular form or by an algebraic expression (Fig. 3). s ¼ 1
corresponds to the valve opening at which the flow through the valve is Q0 under a
head of HV0 .

s ¼ 1� t=tc if t� tc
0 else

�
ð21Þ

with tc is the time needed for the valve to close.

5 Numerical Results

In order to study the resonance phenomenon, a MATLAB code was developed.
Firstly, the valve downstream the pipe was kept fully open. The pressure fluctuation
shown in Fig. 6 are due to the sinusoidal variation of the pump’s rotational speed.
In this case, the resonance phenomenon do not exist in the installation.

To produce resonance in the pipe, the valve was closed linearly resulting in high
pressure fluctuation.
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Fig. 5 Sinusoidal variation
of the head C5
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Acoustical resonance in a piping system occurs when reflected pressure pulses
from a piping discontinuity (e.g., closed valve) travel back to and arrive at their
source in time to join in phase with the next pulse. The resultant larger pressure
pulse travels down the pipe, is reflected back again, increases in size again, and so
on. The final amplitude of this reinforcement process is limited by the dynamic
friction forces in the piping system.

From Fig. 7, it is obvious that the amplitude of pressure oscillations is quite
remarkable: pressure grows fast reaching the maximum value of about 230 m, 15 s
after the beginning of the closure. Moreover, the pressure fluctuation in the pipe is
at the frequency of the pipe.

The same process was done to evaluate the flow fluctuation in both cases.
Results are shown in (Fig. 8).

For the resonance case, before completely closing the valve, it is clear from
Fig. 9 that the flow of the pump started decreasing gradually from Q0 ¼ 0:5 m3

�
s

to approximately Q ¼ 0:05 m3
�
s at the time in which the valve is completely

closed. After t ¼ 5 s, it starts to fluctuate in a sinusoidal form reaching
Q ¼ 0:3 m3

�
s.
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downstream
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6 Conclusion

Piping systems are subject to vibration-induced failures. This excessive vibrations
are significant risks for an organization such as piping failures, loss of containment,
and machinery downtime. In this paper we have studied one of the reasons causing
this dangerous problem. The resonance are likely caused by hydraulic water
hammer and it has been shown in the numerical model the high amplification of the
pressure head.
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Sensitivity of GFRP Composite
Integrity to Machining-Induced Heat:
A Numerical Approach

Ali Mkaddem, Muhammad Zain-ul-Abdein, Salah Mezlini,
Abdullah S. Bin Mahfouz and Abdessalem Jarraya

Abstract This paper aims at investigating the temperature effects during abrasive
milling of glass fiber reinforced plastic composites (GFRP). A 3D thermal model
using volumetric heat source with Gaussian distributed cylindrical flux was
developed as DFLUX subroutine and implemented into Abaqus/Standard code. The
model employs linear power law for simulating the temperature variation during
tool advance. The composite plate is made of glass fibers oriented perpendicular to
the tool trajectory. The tool feed was simulated by the source constant motion while
speed was taken variable. Four equidistant thermocouples were simulated within
the medium plan of the specimen in order to record the temperature evolution. The
predictions highlighted the sensitivity of temperature histories to cutting speed. The
conductivity and heat capacity played for controlling heating and cooling phases of
the curves. The peak temperature exhibited maximum value at TC3 irrespective to
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speed value. The pure thermal analysis showed sufficient ability to predict the heat
affected zone in the GFRP, which is, in turn, a function of tool spindle speed.

Keywords FE � GFRP � Milling � Heat source � Temperature � Damage

1 Introduction

The exciting potentiality (low weight-to-strength ratio, good thermal resistance,
high endurance, resistance to corrosion, etc.) of fibre reinforced polymers
(FRP) classifies them as excellent substitute solution to metals for better energy
saving in automotive, aeronautical and maritime sectors. However, their
machining still remain challenging topic in spite of the wide researches have been
conducted within the last decades, (e.g. Arola et al. 2002; Mkaddem et al. 2008).
The material structure (disparate phases’ properties, imperfect fibre-matrix adhe-
sion, fibre abrasiveness, etc.) is commonly pointed out as the main obstacles
prohibiting the good control of the material removal process MRP (Ben Soussia
et al. 2014). Success of cutting operation passes necessary through a deep analysis
of cutting behaviour for identifying the main factors controlling the mechanisms
involved. The thermo-mechanical behaviour governing the tool-material interface
is widely considered as responsible of the most physical phenomena generated
throughout the cutting system (Grzesik and Nieslony 2004; Mkaddem et al. 2013;
Brinksmeier et al. 2011; Tian and Zhou 2011; Liu et al. 2014a, b). Besides
mechanical damage resulting in interphases’ decohesion, matrix degradation etc.,
heat localization substantially alters the composite structures integrity. The dif-
ference in phases’ properties plays to accentuate the localization phenomenon. If
the matrix vitrifying temperature Tg was exceeded, heat critically localizes leading
to surface burning under severe machining conditions. Up to Tg, the polymeric
composites maintain their glassy state with very low elastic deformations. By this
reason, a special attention must be given to keep the cutting temperature Tc within
the active zone under Tg while machining (Yashiro et al. 2013). In spite of
researches addressing thermo-integral response of composites (Summers 2012;
Kerboua 2012; Johnson 2014), the fundamental still remain understood due to
composite structure variability, and environment conditions. Obviously, accurate
prediction of effective properties of composites prevents catastrophic failure of
components (Mahesha 2015). Spânu and Iliescu (2008) investigated the generated
heat when cylindrical milling of GFRP. The experimental set-up used techno-
logical systems equipped with IR camera for capturing temperature frames during
machining. The authors outlined the significant variance of temperature versus the
independent machining variables. As to Pecat et al. (2012), they studied the
damage evolution in circumferential milling of unidirectional CFRP when the part
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temperature ranges in −40 to 120 °C. Liu et al. (2014a, b) developed a heat
transfer model in the prospective of optimizing helical milling and to restrain
damage in CFRP composites. They used the Conjugate Gradient Method to solve
heat partition transferred into the CFRP workpiece. The consistency of the model
was proved by comparison to experiment.

2 FE Model

2.1 B.C. and Mesh Structure

Finite element (FE) model was developed upon Abaqus/Standard commercial code
in order to simulate the temperature fields. After the material removal, the GFRP
plate dimensions were 100 × 24.8 × 4 mm3. Since, the heat transfer within the test
specimen was to be simulated. A 3D mesh was generated using the test plate
dimensions at the end of milling operation, where a total of 13,500 solid continuum
brick elements (type: DC3D8) and 4500 prism elements (type: DC3D6) with linear
interpolation between nodes were used. A so fine mesh discretization was adopted
in the vicinity of heat source, while a gradual decrease in mesh density was
maintained in the transverse direction. Figure 1 shows the test plate geometry, mesh
and thermocouple locations.

The tool feed was simulated by the source motion at 250 mm min−1 while
speeds are fixed to three different values, namely, 360, 480 and 600 m min−1.

2.2 Heat Flux Modeling

The heat generated within the composite specimen as a result of friction between the
tool and the GFRP material was imposed as volumetric heat flux. Computation of a
transient temperature field in space (x, y, z) and time (t) requires solution of the
following heat equation:

@
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@T
@x

� �
þ @

@y
k
@T
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� �
þ @
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k
@T
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� �
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@t

ð1Þ

where q is the density in kg m�3, :Cp the specific heat capacity in J kg�1 C�1, k the
thermal conductivity in W m�1 C�1, T the temperature in °C, and Qv the volumetric
heat flux in W m�3.

In practice, heat loss in the surrounding of the plate was largely due to the
convection and radiation. In addition, some heat loss occurs at the plate/fixtures
interfaces. A combined heat transfer coefficient may be defined as,
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q ¼ h T � T0ð Þ ð2Þ

where q is the heat loss per unit area in W m−2, h a combined heat transfer
coefficient in W m−2 °C−1, T0 the ambient temperature in °C, and T the current
temperature of the component in °C. The heat transfer coefficient used in this work
was h = 20 W m−2 °C−1, which was close to the values used in literature for free
convection in air (Zain-ul-Abdein et al. 2009).

A moveable cylindrical heat source with Gaussian distribution was programmed
in DFLUX subroutine to apply the volumetric heat flux (Qv) within the composite
plate:

Fig. 1 Plate geometry, dimensions and mesh
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Qv ¼ 3gP:e3

p: e3 � 1ð Þ :
1

r2c ze � zið Þ :e
�3r2

r2c ð3Þ

where Qv is the heat flux in W m�1 and P the heat flux in W . ze and zi the
coordinates of the top and bottom surfaces, respectively, rc the radius of the
cylinder, r the current radius as a function of Cartesian Coordinates x and y. Here,
the efficiency of the process η was assumed to be 1. The height of the cylinder
ze � zið Þ equals the plate thickness while rc was set at 0.5 mm to calibrate the P
values.

Note that the Gaussian distribution is more realistic than the linear distribution,
since it involves an exponential decay of heat flux in the radial direction.

2.3 EHOM Assumption

The equivalent homogeneous orthotropic material (EHOM) assumption was con-
sidered for modeling glass/epoxy behavior with volume fractions Vf ¼ 0:52 and
Vm ¼ 0:48, respectively. Since thermal conductivity governs the temperature rate
and distribution within the specimen, it is treated as orthotropic in nature. Table 1
provides the material properties used in modeling.

The thermal conductivities in the directions parallel and perpendicular to the
fiber orientation were estimated using Wiener model (Wiener 1912) stating that:

kk ¼ Vf kf þð1� Vf Þkm ð4Þ

k? ¼ kf km
Vf kf þð1� Vf Þkm ð5Þ

where kk and k? are the conductivities in parallel and perpendicular orientations,
respectively. kf and km are respectively the thermal conductivities offiber and matrix
in W m−1 °C−1. Substituting the values given in Table 1 in the Eqs. (4) and (5) leads
to k? ¼ kxx ¼ kzz ¼ 0:035 W m�1 �C�1; and kk ¼ kyy ¼ 0:11 W m�1 �C�1.

Table 1 Material properties used in the proposed model

Material Property Value References

Glass fiber ρ (kg m−3)
Cp (J kg

−1 °C−1)
kf (W m−1 °C−1)

2600
840
0.02

Jeon et al. (2014)
Jeon et al. (2014)
Wang et al. (2003)

Epoxy matrix ρ (kg m−3)
Cp (J kg

−1 °C−1)
km (W m−1 °C−1)

1250
1300
0.2

Jeon et al. (2014)
Aadmi et al. (2014)
Wang et al. (2003)
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3 Results and Discussion

3.1 Temperature Histories’ Predictions

Consider Fig. 2a–c for a comparative analysis of temperature history predictions. It
may be noticed an overall tendency for all curves presenting, in turn, heating period
succeeded by a cooling period. However, some discrepancies may be outlined
during heating and cooling, inter-alia, in peak values.

It is worth noting that predictions refer physically to heating and cooling phases
during tool passage. For instance, the slopes at simulated heating curves at all the
thermocouple locations are higher than those at cooling phase.

On the other hand, cooling curves marks higher duration to reach room tem-
perature value and more disparity in path slope. The most probable reason for this
difference is the temperature independent thermal conductivity values.

Since thermal conductivity is, in general, a function of temperature, its effect is
predominant in transient analysis. However, one can outline the sensitive evolution
of peak temperature with the speed.

The increase recorded in peak temperature with the speed confirms relatively
that the conductivity values used for simulation were good enough to reproduce
physical tendencies, and to capture the thermal behavior at thermocouple locations.
In fact, an increase in speed should enhance frictional forces at interfaces which
favor heat generation within the cut material. Note that at TC3, the peaks’ tem-
peratures obtained at 360 and 600 m min−1 increase by 37 and 56 % respectively if
compared with peak temperature obtained at 360 m min−1.

In all cases, it can be observed that TC1 records lower peak temperature than
TC4 while they were both located close to the free extreme sides of the plate. It was
revealed that the direction of heat source motion played its role to induce thermal
inertia in front of the tool hence over-heating towards the end of the test plate. Thus,
the heat loss through the left side (next to TC1) and right side (next to TC4) of the
plate appears asymmetric.

3.2 Heat Affected Zone (HAZ)

Figure 3a shows typical temperature contours in the test plate during the application
of heat flux for the test case of 360 m min−1 spindle speed. The temperature
contours for the cases 360, and 600 m min−1 were also identical with an only
difference of peak temperature. The top and front cross-section views are shown
along the cutting plane indicated as L1. Note that the temperature distribution
within the thickness direction is uniform (Fig. 3b) at both the front face and
cross-section because of cylindrical distribution of heat flux, whereas the contours
are uneven on the top surface (Fig. 3c) because of the orthotropic conductivity
values. Continuous profiles may only be observed in case of isotropic properties.
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When the cutting speed increases from 360 to 600 m min−1, the temperature at
the tool-plate interface, along the plane L1, increases approximately from 173 to
378 °C.
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Fig. 2 Temperature histories
versus time predicted for
a 360, b 480 and
c 600 m min−1

Sensitivity of GFRP Composite Integrity … 211



Preliminary simulations showed that when cutting direction-to-fiber orientation
varies from 0° to 90°, the temperature rises by a factor of 2 ± 0.1. This was
fundamentally attributed to the ability of the composite to dissipate heat parallel and
perpendicular to the fiber orientation in close correlation with the conductivity of
the constituents.

Since the glass fibers are of poor thermal conductivity (λf = 0.02 W m−1 °C−1),
they act as thermal barriers and consequently prevent in-depth heat propagation
when cutting parallel to fiber orientation. In contrast, in-depth heat propagation was

L1

Top surface

Through 
thickness

TC3

Discontinuous

(a)

(b)

(c)

Fig. 3 Temperature contours: heat affected zone
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accelerated when cutting perpendicular to fiber orientation because of epoxy ‘col-
umns’ resulting in relatively higher thermal conductivity (λm = 0.2 W m−1 °C−1).
In the latter case, the thermal behavior is dominated by the epoxy phase. The role of
glass fibers, hence, appears to be significantly undermined by the polymeric matrix
phase.

4 Conclusions

In this attempt, it has been established that the FE approach is reliable in predicting
the behavior of GFRP composite under milling. In addition to its efficiency in
correlating the temperature histories to the spindle speed, the proposed model
makes it possible to characterize the HAZ as a function of input data. Referring to
predictions obtained, the following conclusions can be drawn:

• Although ignorance of mechanical phenomenon which needs computationally
expensive thermo-mechanical coupling to predict its behavior, a pure thermal
analysis was found promising for predicting the HAZ during milling.

• It was revealed from predictions that as the milling progresses, the mechanical
dissipation increases, which potentially raises the generated temperature
gradually.

• FE analysis is a useful tool to quantify the temperature fields distributed within
the GFRP structure. It, however, requires an experimental database to validate
the numerical model. Since it is practically difficult to obtain the temperature
histories over the entire specimen, interpretation of time-temperature curves is
even more problematic.
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A Comparative Assessment
of In-Operation Modal Analysis
and Frequency Domain Decomposition
Algorithm Using Simulated Data

Maher Abdelghani, Morteza Ghalishooyan and Ahmad Shooshtari

Abstract Recently a new In-Operation modal identification algorithm has been
proposed by one of the authors (INOPMA). The algorithm is based on considering
the correlation sequence of the outputs of the structure as an impulse response but
with a certain phase shift. A numerical modal appropriation is then performed and it
is shown that a mode is isolated at a certain characteristic frequency. The estimation
of the modal parameters is then done in a standard way. We investigate in this paper
the performance of INOPMA under realistic excitation and we compare it to the
Frequency Domain Decomposition algorithm (FDD). The example is a 3DOF
system under El-Centro seismic excitation. It is shown that both methods perform
equally well.

Keywords In-operation modal identification � Modal appropriation � Modal
analysis � Identification

1 Introduction

The algorithms estimating the dynamic parameters of structures just based on the
output responses became popular as operational modal analysis (OMA) or
output-only modal analysis or ambient vibration analysis or in-operation modal
analysis. Primary studies about OMA were established in 1990s. Researchers, par-
ticularly civil engineering community, deeply focused on OMA techniques since
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about 15 years ago. Because, mostly there is no need to artificially excite the
structures which will be expensive in the case of large structures. On the other hand,
applying this method doesn’t interrupt the daily usage of the structures. Over the
years, OMA has evolved as an autonomous discipline and have been attracting great
research interest for many years. According to the domain of implementation, OMA
methods can be categorized into time domain and frequency domain approaches.

For the past 20 years, different OMA procedures have been proposed by
researcher. Natural excitation technique (NExT) is regarded as one of the earliest
algorithms of OMAwhich presented in the 1990s (James et al. 1995). To identify the
structural modal parameters when applying NExT, several basic system estimation
time domainmethods such as Least Square Complex Estimation (LSCE) (Brown et al.
1979), Ibrahim Time Domain (ITD) (Ibrahim and Mikulcik 1977), Polyreference
Time Domain (PTD) (Vold and Rocklin 1982) and Eigensystem Realization
Algorithm (ERA) (Juang and Pappa 1985) are utilized. Auto-Regressive Moving
Average (ARMA)model was widely used for estimating the modal parameter of civil
engineering structures excited by white noise (Ljung 1999). In spite of wide appli-
cation ofARMA techniques in the past, high computational time and low capability of
convergence decreased their popularity. In fact, stochastic subspace models were
replaced ARMAmodels and now are regarded as robust methods in the case of OMA.
Stochastic subspace identification (SSI) methods are classified as Covariance-Driven
Stochastic Subspace Identification (Cov-SSI) and Data-Driven Stochastic Subspace
Identification (DD-SSI) (Van Overschee and De Moor 1993).

Among the frequency domain algorithms, Basic frequency domain (BFD) or peak
picking (PP) method is the first and most simple OMA method applied in modal
identification of single degree of freedom structures. This technique is effective for the
structures with low damping and well separated modes (Ewins 2000). Brincker et al.
proposed one of the most popular OMA algorithms known as frequency domain
decomposition (FDD) (Brincker et al. 2000). FDDmethod removes the shortcomings
of the PP, but is still user friendliness. Later, Brincker et al. presented the enhanced
frequency domain decomposition (EFDD) method to estimate not only modal fre-
quencies (with higher accuracy in the comparison with FDD) and mode shapes, but
also modal damping ratios (Brincker et al. 2001). Several other OMA methods also
have been proposed in the literatures over the years. Least squares complex frequency
(LSCF) algorithm is the implementation of the frequency-domain linear least squares
estimator optimized for modal parameters estimation (Verboven 2002). Moreover, a
poly-reference version of LSCF method was proposed to deal with the modal
parameter estimation of closely spaced modes (Guillaume et al. 2003).More recently,
system identification methods have been proposed based on the concepts of trans-
missibility (Devriendt and Guillaume 2007). When using transmissibility, unknown
operational forces can be arbitrary (colored noise, swept sine, impact, etc.).
Abdelghani and Inman proposed a numerical modal appropriation method for use
with in-operation modal analysis (INOPMA) (Abdelghani and Inman 2013). The key
idea about this approach is to realize that the correlation sequence of the system output
is the sum of decaying sinusoids with a certain phase shift and therefore it may be
considered as an impulse response. High capability of this approach has been
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validated in the comparison with a subspace identification method (Abdelghani and
Inman 2015). This paper aims to present a comparative assessment of INOPMA and
FDD methods based on the simulated data of a 3 DoF structure subjected to the
El-Centro earthquake base excitation.

2 The INOPMA Algorithm

The IN-OPeration Modal Appropriation algorithm is based on considering the corre-
lation sequence of the structure outputs under the hypothesis of proportional damping as
a sumofdecaying sinusoids and hence impulse response (Abdelghani and Inman2015).
The key idea is then to perform a numerical convolution of a set of harmonic forceswith
the correlation sequence and it is shown that the phase shift between the forces and the
outputs is exactly zero at a specific frequency (Abdelghani and Inman 2015). The
remaining steps are similar to those described in Balmès et al. (1996).

3 Frequency Domain Decomposition Algorithm

Frequency domain decomposition (FDD) is one of the most well-known OMA
algorithms proposed by Brincker et al. (2000). FFD technique removes the short-
comings of Basic frequency domain (BFD) or peak picking (PP) method, but is still
user friendliness. In fact, this method is an extension of the BFD approach concerning
the modal parameters identification of closely spaced modes. In FDD algorithm, the
output power spectral density (PSD) matrix is calculated and then the singular value
decomposition (SVD) is used to estimate the modal parameters of the system. Since
the input is proposed to be a white noise in OMA algorithms, the input power spectral
density is constant and the input-output relation can be written as:

Gyy xð Þ� � / H xð Þ½ � I½ � H xð Þ½ �H ð1Þ

where Gyy xð Þ� �
and H xð Þ½ � are the output PSD matrix and the frequency response

function (FRF) matrix, respectively. Superscript H denotes the Hermitian of a
matrix. It is to be noted that, the concept of FDD method has already been utilized
for modal parameter identification as the complex mode indicator function (CMIF)
algorithm (Shih et al. 1989). In CMIF approach SVD is applied on the receptance
FRF matrix of the system. While, for FFD method the PSD matrix of outputs is
decomposed. At a specific frequency of xk the SVD of Gyy xð Þ� �

leads to:

Gyy xkð Þ� � / U½ � S½ � V½ �H ð2Þ
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In this equation, the matrices U½ � and V½ � are unitary matrices holding the sin-
gular vectors and S½ � is the matrix of singular values arranged in descending orders.
For the SPD matrix (which is a square Hermitian matrix) the singular vector
matrices of U½ � and V½ � are theoretically the same. So, the SVD equation can be
rewritten as:

Gyy xkð Þ� � / U½ � S½ � U½ �H ð3Þ

Near a resonance, the singular vectors are applied as a suitable estimation of mode
shapes. On the other hand, the modal frequency is obtained by the SDoF peak picking
approach. At a specific frequency, the number of non-zero singular values illustrates
the number of modes which are dominant in the system response. In the presence of
several closely spaced modes, several singular values with significant amplitudes will
appear. In this case, the corresponding mode shapes are derived based on the singular
vectors of the picks of thementioned singular values. Brincker et al. also presented the
enhanced frequency domain decomposition (EFDD) method to estimate not only
modal frequencies (with higher accuracy in the comparison with FDD) and mode
shapes, but also modal damping ratios (Brincker et al. 2001). In this method, The PSD
function at a pick of resonance is taken back to the time domain using the inverse
discrete Fourier transform (IDFT). The resonance frequency is obtained by deter-
mining the zero crossing times and the damping by the logarithmic decrement of the
corresponding normalized auto correlation function.

4 Simulated Example

In order to perform the comparative study, a 3-story 2D shear frame depicted in
Fig. 1 was modeled as a 3 DoF system. This structural model was subjected to the
ground acceleration of El-Centro earthquake. Story masses of m1, m2 and m3 are

Fig. 1 3 DoF structure subjected to El-Centro earthquake as base excitation
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assumed to be 2, 2 and 1.5 kip s2/in respectively. First, second and third story
stiffness are also regarded as 1800, 1400 and 1000 kips/in respectively. The
damping mechanism of the structure is considered as proportional viscous damping.
Damping ratio of the first and third modes are supposed to be n1 ¼ 2 % and
n3 ¼ 4 % respectively. Therefore, proportional coefficients are calculated as the
following.

C½ � ¼ a M½ � þ b K½ � a ¼ 0:25138; b ¼ 0:00159 ð4Þ

Damping ratio of the second mode is also derived as n2 ¼ 3 %. Linear dynamic
time history analysis was performed on the structure and the time history response
of each DoF has been calculated using fourth-order Runge-Kutta procedure.

Results of the comparison process are shown in Table 1. It should be mentioned
that the damping ratios have been derived based on the logarithmic decrement of
the corresponding normalized auto correlation function. As a consequence, suitable
intervals should be chosen for correlation functions and calculating the linear
regression. The mode shapes are also depicted in Fig. 2. Also, estimation error of
FDD and INOPMA for mode shapes is assessed based on modal assurance criterion
(MAC) which is illustrated in Fig. 3.

Table 1 Analysis results

Mode
numbers

Exact values FDD INOPMA

Natural
frequencies
(Hz)

Damping
ratios (%)

Mode
shapes

Natural
frequencies
(Hz)

Damping
ratios (%)

Mode
shapes

Natural
frequencies
(Hz)

Damping
ratios (%)

Mode
shapes

First
mode

2.11 2 0.36 2.15 1.95 0.36 2.16 1.92 0.35

0.73

0.74 1 0.71

1 1

Second
mode

5.22 3 −0.82 5.13 2.03 −0.72 5.31 2.58 −0.73

−0.48−0.62

1 −0.57

1 1

Third
mode

7.49 4 2.65 7.28 2.14 2.08 7.32 3.76 2.31

−1.11−2.32

1 −2.08

1 1
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5 Conclusion

The performance of the INOPMA algorithm is investigated through its comparison
with the FDD algorithm. A simulated 3DOF system under El-Centro seismic
excitation is used for this study. Both algorithms perform equally well. Future work
includes a statistical study for the evaluation of bias and variance of the estimated
modal parameters.

Fig. 2 Mode shapes diagram for FDD, INOPMA and exact values

Fig. 3 MAC for mode shapes of FDD and exact (left), INOPMA and exact (right)
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Experimental Investigation for Forced
Vibration of Honeycomb Sandwich Beams

Souhir Zghal and Rachid Nasri

Abstract The present paper deals with vibration analysis of laminated sandwich
beams made of Honeycomb cores. An experimental investigation of two sandwich
beams made of Aluminum and Nomex cores is proposed. The vibration tests were
performed for clamped-free boundary conditions using forced vibration method.
A series of measurements varying excitation and response points are carried out.
Experimental results have been presented leading to perform the vibration char-
acteristics of Honeycomb sandwich beams in terms of natural frequencies, damping
factors and vibration amplitudes.

Keywords Honeycomb � Sandwich � Beam � Forced vibration � Experimental
investigation

1 Introduction

Sandwich materials (Berthelot 1992; Reddy 1997) have shown considerable
potential in different engineering applications such as aerospace, automobile,
nuclear, marine, biomedical and civil engineering. This is due to its high strength
and high stiffness to weight ratio, good resistance to fatigue and corrosion phe-
nomenon. In fact, there are attempts to replace components with classical materials
(steel, concrete) by laminated materials especially sandwich materials made of
Honeycomb cores. Honeycomb sandwich constructions offers, hence, the devel-
opment of new materials with lightweight, high flexural stiffness and high vibration
control especially with the increase of high performance industrial requirements.
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Therefore, knowledge of dynamic behavior of these structures in terms of natural
frequencies, damping factor and vibration amplitude is important especially when
they incorporated Honeycomb cores.

Numerous studies for dynamic analysis of sandwich beams have been reported
in the literature (Di Taranto 1965; Mead and Markus 1969; Mindlin and Goodman
1950; Cowper 1968; Banerjee 2001, 2004; Nilsson and Nilsson 2002; Bickford
1982; Heyliger and Reddy 1988; Marur and Kant 1996; Subramanian 2006;
Damanpack and Khalili 2012; Carrera et al. 2013; Grygorowicz et al. 2015) but not
much paper has reported with Honeycomb cores. In fact, Di Taranto (1965) and
Mead and Markus (1969) are the earliest investigators who studied the forced
vibration of sandwich beams using the classical (Euler Bernoulli) theory. Then,
other researchers (Mindlin and Goodman 1950; Cowper 1968; Banerjee 2001,
2004; Nilsson and Nilsson 2002) have analyzed the vibration characteristics of
sandwich beams using Timoshenko theory to take into account the effect of shear
deformations. In recent years, many scientists have investigated vibration analysis
of sandwich beams using High order theory. Some of these investigations can be
given in the following references Bickford (1982), Heyliger and Reddy (1988),
Marur and Kant (1996), Subramanian (2006), Damanpack and Khalili (2012),
Carrera et al. (2013). However, all of these mentioned papers are focused in theory
with analytical or numerical assessments especially that numerical implementation
of these theories requires generally expensive computational costs. On other hand,
this literature search shows that papers on sandwich beams with Honeycomb cores,
and in particular experimental investigations on forced vibrations behavior of such
structures are rather scarce.

In this paper, an experimental investigation for forced vibration of Honeycomb
sandwich beams made of Aluminum and Nomex cores is proposed. This investi-
gation is carried out in order to make a contribution towards the dynamic analysis of
sandwich beams made of Honeycomb cores and to give an efficient reference which
can be used to validate theoretical assessments.

2 Experimental Investigation

2.1 Materials of Used Sandwich Beams

The used Honeycomb (HC) sandwich panels are constituted by two elastic faces
made of Aluminum and a Honeycomb core made of Aluminum alloy or aramid
fibres (Nomex) materials which are folded and glued together forming a hexagonal
cell structure (Fig. 1). The mechanical and geometrical characteristics of the used
sandwich beams are shown in Table 1.

A static bending test taking into account the effect of shear deformations (the
thickness of the specimen is relatively large) enable to determine the static stiffness
EIz and kGS. In these assessments, it is assuming that the study domain is linear
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elastic with small displacements, the length of the beam is quite large compared to
others dimensions (beams theory), the faces and the Honeycomb core materials are
isotropic homogeneous. Furthermore, the continuity of displacements along the
interfaces between the layers is considered. No slip or delamination between the
layers. In fact, linear elastic domain is verified in the used load zone.

2.2 Experimental Descriptions

For the sake of brevity, the experimental setup is shown only for Nomex (HC) core
sandwich beam which is the same methodology for Aluminum (HC) core but the

Fig. 1 Honeycomb sandwich beams with a Nomex and b Aluminum alloy cores

Table 1 Characteristics of the sandwich specimens: Al/Al (HC)/Al and Al/Nomex (HC)/Al

Elastic faces Young modulus Ef = 70 � 109 N/m2

Poisson ratio tf = 0.3

Mass density qf = 2700 kg/m3

Thickness Al (HC) efAl = 0.75 mm

Thickness Nomex (HC) efNm = 0.5 mm

Homogeneous Young modulus: Al (HC) EcAl = 130 � 106 N/m2

EcNm = 2.5 � 106 N/m2Young modulus: Nomex (HC)

Honeycomb cores Poisson ratio tc = 0.33

Mass density: Al (HC) qcAl = 573 kg/m3

qcNm = 221 kg/m3Mass density: Nomex (HC)

Thickness Al (HC) ecAl = 5 mm

ecNm = 8 mmThickness Nomex (HC)

Shear modulus: Al (HC) GcAl = 5600 � 106 N/m2

Shear modulus: Nomex (HC) GcNm = 28 � 106 N/m2

Sandwich beam dimensions Length L = 250 mm

Width b = 53 mm
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results will be shown for both investigations. The used Equipment is shown in
Fig. 2. The measurement setup consists of an impact hammer, spectrum analyzer,
an accelerometer for a glue montage and a force sensor. In fact, the sandwich beam,
which is clamped-free, is suspended vertically to avoid the effect of static deflec-
tion. An impact hammer with rubber tip and incorporated sensor force was used to
provide a harmonic excitation force. The used accelerometer is relied to the
sandwich beam by glue beeswax (Fig. 3). The location of measurement points are
chosen in order to describe adequately the dynamic response of the beam in the
frequency band [0–200] Hz which is imposed by the bandwidth of an accelerometer
for a glue montage. The beam dynamic responses were collected by a spectrum
analyzer with two channels which gives the average of frequency response function
(FRF) of several sandwich beams. The coherence function is checked at each test
and it is close to the unity. Furthermore, the mass of the sensor is not neglected
relative to the sandwich beam mass which its effect will be considered.

2.3 Experimental Results

This investigation presents a forced vibration method which consists of a series of
measurement of the frequency responses functions (FRFs) of the studied sandwich
beams by varying the location of the mass sensor along the length of the structure as
shown in Fig. 4. The variation of excitation and response points is examined and

Fig. 2 Equipment: impact
hammer, sensor and spectrum
analyzer
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the corresponding (FRFs) and phase responses are determined enabling hence to
derive natural frequencies, damping factor and the amplitude of vibration of both
Honeycomb (Al) and (Nomex) sandwich beams.

The frequency response function (FRF) of the sandwich beam is determined
through the evaluation of the (acceleration/force) ratio by sweeping different
excitation points (1 ! 6) and various response points (1 ! 6). Hence, this func-
tion is defined as follows:

Clamped side

Nomex (HC) specimen

Impact Hammer
Accelerometer

Fig. 3 Measurement setup: fixation and excitation of the sandwich beam

Fig. 4 Sketch of variation of the location of excitation and response points
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Hij ¼ TF cið Þ
TF Fj

� � ð1Þ

where,
TF cið Þ is the FFT of the acceleration.
TF Fj

� �
is the FFT of the excitation. With (i, j) = (1, …, 6)

Then, the FRF amplitudes have been computed in decibels [dB] through the
following expression:

Amplitude dB½ � ¼ 20 log10 Hij
� � ð2Þ

Furthermore, the corresponding damping factor eð Þ is evaluated using the half
power bandwidth method and it can be expressed as follows:

e ¼ 1
2
Df
f0

ð3Þ

where Df represents the half power frequency bandwidth and f0 represents the
natural frequency of the corresponding peak of the FRF response.

The modal characteristics of both Al and Nomex cores sandwich beams are
identified from the frequency responses functions (FRFs). Hence, the identification
results in terms of natural frequencies, damping factor and amplitude for various
excitation and response points are shown respectively in Figs. 5, 6, 7, 8, 9 and 10
for both Al and Nomex (HC) sandwich beams.
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Fig. 5 Effect of the variation of response point on natural frequencies for various excitation points
(1 ! 6) of the Al (HC) sandwich beam
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Fig. 6 Effect of the variation of response point on natural frequencies for various excitation points
(1 ! 6) of the Nomex (HC) sandwich beam
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Fig. 7 Effect of the variation of response point on amplitudes for various excitation points
(1 ! 6) of the Al (HC) sandwich beam
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Fig. 8 Effect of the variation of response point on amplitudes for various excitation points
(1 ! 6) of the Nomex (HC) sandwich beam
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3 Results and Discussion

In this section, the results of experimental investigation in terms of natural fre-
quencies, damping factors and vibration amplitudes for the two studied sandwich
beams are analyzed and discussed. In fact, Figs. 5 and 6 show the different natural
frequencies of the Al and Nomex honeycomb sandwich beams obtained for various
excitation points.

These frequencies correspond to the first mode of vibration derived form the
plotted (FRFs) in the restricted frequency band [0–200] Hz which is imposed by
the capacity of the accelerometer for glue montage. For the sake of brevity, only
the (FRFs) plotted in point 1 (clamped edge) and exited in point 6 (free end) will be
presented for each sandwich beam to illustrate the identification process of the
vibration characteristics of these structures which is the same manner for the other
points. As can be remarked from Figs. 5 and 6, the natural frequencies of the
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Fig. 9 Effect of the variation of response point on damping factor in (%) for various excitation
points (1 ! 6) of the Al (HC) sandwich beam
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Fig. 10 Effect of the variation of response point on damping factor in (%) for various excitation
points (1 ! 6) of the Nomex (HC) sandwich beam
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sandwich beams decreases from the clamped edge (response in point 1) to the free
edge which (response in the point 6) for each excitation point. In fact, this decrease
indicates that the natural frequencies of the sandwich beams are affected by the
choice of the response point due to the variation of the location of the mass sensor.

On other hand, from the same observation point, the amplitude of vibration
varies in terms of excitation point as shown in Figs. 7 and 8.

For instance, the amplitude value of the sandwich beam made of Aluminum core
in the observation point closer to the clamped edge (point 1) is equal to 3 dB while
it reaches 80 dB in the point 6 of the free end. Moreover, this amplitude increases
from 3 to 50 dB in the observation point 1 for the sandwich beam made of Nomex
core. This increases in amplitude can be explained, hence, by the variation of the
location of mass sensor which has a significantly effect in the free end of the
(HC) sandwich beam.

Furthermore, the damping factor in (%) decreases from the clamped edge (re-
sponse in point 1) to the free end (response in point 6) as illustrated in Figs. 9 and
10. This result can be explained by the dissipation of energy which its impact
becomes less important in the free end. Hence, more the observation point of the
response is closer to the clamped edge and the excitation point is closer to the free
end, more the dynamic response of the sandwich beam is pronounced. This can be
explained by three contributions: location of the mass sensor, Amplitude level and
energy dissipation. In fact, for a response point chosen closer to the clamped edge,
the location of the mass sensor has the lowest effect while the damping factor rise
its maximum and for the excitation point chosen closer to the free end, the
Amplitude of vibration has the biggest level.

For these reasons, one can choose excitation point in free end and response point
in clamped edge to satisfy a good accuracy results for dynamic analysis of
Honeycomb sandwich beams. The (FRFs) responses for this choice are illustrated
for both sandwich beams respectively in Figs. 11 and 12.

Fig. 11 FRF response of the Al (HC) sandwich beam plotted in point 1 and excited in point 6
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For these reasons, one can choose excitation point in free end and response point
in clamped edge to satisfy a good accuracy results for dynamic analysis of
Honeycomb sandwich beams. The (FRFs) responses for this choice are illustrated
for both sandwich beams respectively in Figs. 11 and 12.

4 Conclusions

In this paper, experimental investigation for forced vibration of two Honeycomb
sandwich beams is presented. Vibration tests are carried out using various excita-
tion and response points leading to perform natural frequencies, damping factors
and vibration amplitudes. The variation of excitation and response points is
examined by varying the location of the used mass sensor. This variation was
shown that the dynamic behavior of such structures is very sensitive to the
emplacement of the excitation and response point. In fact, more this point is ade-
quately chosen, more the results are accurate.

On other hand, even this investigation is presented only for the first mode of
vibration due to the limited capacity of the used accelerometer for a glue montage,
the obtained results in terms of natural frequencies, damping factors and vibration
amplitudes constitute an advantage to control the dynamic behavior of such
sandwich structures.

Fig. 12 FRF response of the Al (HC) sandwich beam plotted in point 1 and excited in point 6
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Theoretical and Experimental Analysis
of the Vibrational Behavior of a Polyester
Composite Material

Idris Chenini, Charfeddine Mrad and Rachid Nasri

Abstract Polyester composite materials are being used increasingly in numerous
and diversified activities, they are often subjected to harmful vibrations. The
molding techniques of the polyester composite materials have been developing
increasingly, among these techniques we name: contact molding and projection
molding. This work aims to study the vibrational behavior of two polyester com-
posite beams obtained using the two mentioned techniques. To this end, we proceed
to an experimental study to determine the mechanical characteristics of the
polyester composite beams, and we conduct a vibrational analysis. Besides, we
proceed to a theoretical study using a polynomial field of displacement based on
trigonometric series, and we apply the Hamilton’s principle. The experimental
results allow adjusting the analytical method used, and comparing the two molding
techniques of polyester composite materials.

Keywords Polyester composite beams � Bending vibration �Molding techniques �
Displacement fields � Natural frequencies
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1 Introduction

Orak (2000) studied the damping evolution of different composite specimens
containing the same amount of polyester resin but with different amounts of fiber.

Thinh and Quoc (2010) studied the bending vibration of laminated composite
plates reinforced by polyester resin and glass fiber using the finite element method
(FEM). The natural frequencies were determined experimentally and were com-
pared to theoretical results for different boundary conditions.

Liu and Banerjee (2015a, b) combined the spline dynamic method (SDM) and
the spectral method in order to analyze the vibration of orthotropic composite plates
using the FEM and the frontier element method. An algorithm to solve the dif-
ferential equations was proposed.

Liu and Banerjee (2015a, b) used an exact dynamic spectral rigidity method
(S-DSM) to analyze the vibration of orthotropic composite plates and to demon-
strate the validity of a proposed model at high and low frequencies, with different
boundary conditions.

Guan et al. (2015) used the free vibration method to determine the dynamic
elastic modulus of three different composite panels in real scale, and conducted
bending tests on three specimens from the three panels. They found that the
vibration analysis method can be used in composites fabrication and quality control.

Assaee and Hasani (2015) studied the forced vibrations of composite thin
cylindrical shells using the finite strip method (FSM). The results were validated
using a formulation combining the classic shell bending theory with the
Sonder-Koiter’s displacement.

Della (2015) used the Euler-Bernoulli’s theory to study the free vibration of
delaminated composite beams subjected to compression loads. He proposed ana-
lytical solutions that can be generalized to study the flaring of delaminated
composites.

Park and Lee (2015) studied the vibrational behavior of symmetric laminated
composite plates with finite size and along the two directions. They proposed a
spectral element model based on the splitting of original boundary conditions and
the super spectral element method. The proposed model presents lesser calculation
time relatively to the FEM. They ended by comparing their results to the published
exact theories results.

Zhang et al. (2015a, b) used the Ritz’s least square method (IMLS) to analyze
the vibrational behavior of thick rectangular plates reinforced by carbon nanotubes,
taking into account transversal shear and rotational inertia. The numerical results
were validated by comparison and solutions convergence.

Zhang et al. (2015a, b) also studied the vibrational behavior of composite plates
reinforced by carbon nanotubes, the plate displacement domains are determined
using the Reddy’s higher order shear deformation theory (HSDT). The motion
equations are obtained using Hamilton’s principle. The natural frequencies and the
modal shapes were specified for plates of different thicknesses and simply sup-
ported at their ends.
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Selim et al. (2015) analyzed the free vibration of composite plates reinforced by
carbon nanotubes within a thermal environment, basing on Reddy’s theory (HSDT)
and using the Kp-Ritz’s theory. The model numerical results were validated
referring to published results.

Jafari-Talookolaei et al. (2016) analyzed the free vibration of composite curved
beams taking into account transversal shear and rotational inertia, with applying the
Hamilton’s principle at different boundary conditions. The obtained natural fre-
quencies and the modal shapes were validated by solutions convergence and
comparison with published results.

Dey et al. (2016) presented a numerical simulation model for free vibration of
composite plates which can describe high displacement ranges with few degrees of
freedom, high precision is possible within low calculation time. The results were
compared with published results.

Lei et al. (2016) used the Ritz’s method (IMLS) to study the free vibrational
behavior of thick rectangular composite plates, the formulation was conducted
using the first order shear deformation theory (FSDT) at different boundary con-
ditions and taking into account transversal shear and rotational inertia.

Wu et al. (2016) studied the nonlinear vibration of composite beams reinforced
by carbon nanotubes using the Ritz’s theory (IMLS). The obtained equations are
solved by an iteration method. The results were compared to linear vibration results.

This work aims to study the vibrational behavior of two polyester composite
beams obtained using two different techniques. An experimental study is conducted
to determine the mechanical characteristics of the polyester composite beams, and
their natural frequencies. In addition, an analytical study is conducted to determine
the polyester composite beams natural frequencies. The experimental and theoret-
ical results are compared, and the two molding techniques are evaluated.

2 Composites and Molding

The aeronautic, automobile, and naval industries are using increasingly polyester
composite materials, composed of fiber layers impregnated with resin, in order to
gain on mechanical resistance. The fiber layers stick together due to resin, the resin
ensures adhesion but also protection from external aggressions. The resin ensures
also the transmission of loads to fibers and improves their distribution across all
directions. Other materials may be added to give to the composite material special
properties related to: inflammability, weight, stability, conductibility, unmolding,
price, color, etc.; called additives when they exceed 5 %.

Several fabrication techniques were developed, among these techniques we may
cite: contact molding, projection molding, vacuum molding, resin injection (RTM),
press molding, compound injection (BMC), impregnated fiber compression (SMC),
thread flow molding, centrifugation molding, pultrusion molding, short fiber rein-
forced reactive resin injection (RRIM), long fiber reinforced reactive resin injection
(SRIM). The most used techniques are: contact molding and projection molding.
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2.1 Contact Molding

Contact molding (Lay-Up) consists on impregnating fibers with resin using a
laminating tool within an open mold.

The mold is initially coated by an unmolding material and a gel-coat allowing a
smoother surface to the composite material (Fig. 1).

2.2 Projection Molding

Projection molding (Spray-Up) consists on projecting short glass fibers and resin
simultaneously within an open mold.

The mold is initially coated by an unmolding material. Impregnation is con-
ducted later using a laminating tool (Fig. 2).

3 Experimental Study

Tensile and flexure tests are conducted on polyester composite beams obtained
using the two different techniques: contact molding and projection molding. The
same amounts of polyester resin and short fibers are used for both techniques to
make the comparison possible. Particular measures are taken to avoid any acci-
dental failure of the specimens.

The tensile tests allow studying the mechanical behavior of the polyester com-
posite material, to identify the material characteristics to be used in the theoretical
study (Table 1; Figs. 3, 4 and 5).

The polyester composite beams are then fixed on a vibratory table at one end, to
study the vibrational behavior of the polyester composite material. The vibratory
table is equipped with an excitation motor, a speed controller, and a frequency
meter.

Mold

Fig. 1 Contact molding technique
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The motor frequency is increased gradually until reaching a resonance, the
frequency is then noted. For the contact molding specimen, the first natural fre-
quency is around 27 Hz, and the second natural frequency is around 150 Hz. For
the projection molding specimen, the first natural frequency is around 14 Hz, and
the second natural frequency is around 90 Hz (Figs. 6 and 7).

Mold

Resin+Fiber

Fig. 2 Projection molding technique

Table 1 Specimens characteristics

Parameters Contact molding Projection molding

Density (kg/m3) 1540 1655

Young’s modulus (Pa) 6.5 × 109 7.6 × 109

Length (mm) 230 230

Width (mm) 20 20

Thickness (mm) 3.3 2.25

Poisson’s coefficient 0.3 0.3

x

y

Fig. 3 Specimens shape
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Fig. 4 Contact molding specimen tensile test
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Fig. 5 Projection molding specimen tensile test

Fig. 6 Contact molding beam first modal shape
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4 Theoretical Study

A study of the vibratory behavior of the polyester composite beams is conducted
using an energetic approach. Indeed, the displacement fields, the strain fields, and
the stress fields are presented, without considering shear and distorsion, and the
Hamilton’s principle is applied (Fig. 8).

The displacement field at a point M(x, z) is written as:

U ðMÞ ¼ u ¼ u0 � z @wb
@x

w ¼ wb

� �
ð1Þ

u0ðx; tÞ: Translation displacement, X direction.
wbðx; tÞ: Bending displacement, XZ plane.
All variables are calculated referring to the medium plane.
The strain field, function of the displacements (1), is written as:

e ¼
exx ¼ @u

@x
ezz ¼ @w

@z
exz ¼ 1

2
@u
@z þ @w

@x
� �

8<
: ð2Þ

Fig. 7 Projection molding beam first modal shape
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2 h
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x

Fig. 8 Beams geometry
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The stain field (2), may also be written as:

e ¼
exx ¼ @u0

@x � z @
2wb
@x2

ezz ¼ 0
exz ¼ 0

8<
:

With exx ¼ e0 þ ze1; where e0 ¼ @u0
@x

and e1 ¼ @2wb

@x2
ð3Þ

The stress field, function of the strain field, is written as:

rxx
ryy
rxy

8<
:

9=
; ¼

E
1�m2

mE
1�m2 0

mE
1�m2

E
1�m2 0

0 0 G

2
64

3
75 exx

eyy
exy

8<
:

9=
; ð4Þ

E Young’s modulus.
G Coulomb’s modulus.
m Poisson’s Coefficient.

The Hamilton’s principle is written as:

Z t

0

d T� Uð Þdt ¼ 0 ð5Þ

T is the kinetic energy: T ¼ 1
2

R
V
qð _u2 þ _w2ÞdV:

U is the potential energy: U ¼ 1
2

R
V
ðrxxexx þrzzezz þrxzexzÞdV:

With _u and _w are the derivates relatively to time of respectively u and w.
Using ezz ¼ exz ¼ 0, the motion equation, using (3), (4), and (5), is written as:

Z t

0

Z
V

rxx
@du0
@x

� z
@2dwb

@x2

� �
� q

@2u0
@t2

� z
@3wb

@x@t2

� �
du0

��

þ @2wb

@t2
� z

@3u0
@x@t2

þ z2
@4wb

@x2@t2

� �
dwb

	�
dV dt ¼ 0

ð6Þ

The forces, moments, and inertia moments are respectively defined as:

ðN;MÞ ¼
Zh

�h

rxx 1; zð Þdz I0; I1; I2ð Þ ¼
Zh

�h

q 1; z; z2
� �

dz: ð7Þ
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Using Eqs. (6) and (7), and integrating part by part, the following system is
obtained:

@N
@x � I0 @2u0

@t2 þ I1 @3wb

@x@t2 ¼ 0

� @2M
@x2 � I0 @2wb

@t2 þ I1 @3u0

@x@t2 � I2 @4wb

@x2@t2 ¼ 0

(
ð8Þ

The rigidity constants are defined as follows:

ðA11;A12;A13;A14Þ ¼
Zh

�h

E
1� m2

1; z; z3; z5
� �

dz

B11;B12;B13ð Þ ¼
Zh

�h

E
1� m2

z2; z4; z6
� �

dz:

ð9Þ

The system of Eqs. (8) becomes, using (9) and (10):

A11
@2u0
@x2 � A12

@3wb
@x3 � I0 @2u0

@t2 þ I1 @3wb

@x@t2 ¼ 0

�A12
@3u0
@x3 þB11

@4wb
@x4 � I0 @2wb

@t2 þ I1 @3u0

@x@t2 � I2 @4wb

@x2@t2 ¼ 0

(
ð10Þ

The system resolution gives the following frequencies, when:

u0ðx; tÞ: Trigonometric series-polynomial, verifying the boundary conditions
(Table 2).
wbðx; tÞ: Trigonometric series-polynomial, verifying the boundary conditions.

5 Comparison

The contact molding beam natural frequencies are neatly higher than the projection
molding beam natural frequencies, the contact molding gives harder composite
material. The projection molding gives thus softer composite material which is
good not only for dynamic loads but also for static loads.

The experimental natural frequencies are slightly higher than the theoretical
natural frequencies, the absolute error is around 10 %. This confirms the advanced
theoretical development, and is probably due to the thickness irregularity of the
specimens.

Table 2 First three natural
frequencies

ƒ1 (Hz) ƒ2 (Hz) ƒ3 (Hz)
Contact molding 23 165 347

Projection molding 15 104 285
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6 Conclusion

The molding techniques of the polyester composite materials have been developing
increasingly, among these techniques we may name: contact molding and projec-
tion molding.

This work aimed to study the vibrational behavior of two polyester composite
beams obtained using two different techniques: contact molding and projection
molding. An experimental study was conducted to determine the mechanical
characteristics of the polyester composite beams, and their natural frequencies. In
addition, an analytical study was conducted to determine the polyester composite
beams natural frequencies. The experimental and theoretical results were compared,
and the two molding techniques were evaluated.

The experimental results are compatible with the theoretical results and the
projection molding gives more tensile and flexure resistance to the composite
material relatively to contact molding.

Acknowledgments The authors gratefully acknowledge the helpful comments of the reviewers,
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Robust Multi-objective Collaborative
Optimization of Complex Structures

H. Chagraoui, M. Soula and M. Guedri

Abstract This paper presents a new approach aims to solve robust multidisci-
plinary design optimization MDO problem called Improved Multi-objective Robust
Collaborative Optimization. This method combines the Multi-objective Robust
Collaborative Optimization method, the Worst Possible Point constraint cuts and
the Genetic algorithm NSGA-II type as an optimizer to solve the robust opti-
mization problem of complex structure named Y-stiffened panel under interval
uncertainty. The proposed approach hierarchically decomposes the optimization
problem into a structure level considered as an upper level in the Y-stiffened panel
and a second level considered as a lower level of the studied panel. A robust
multi-objective optimization problem intended to optimize the eigenfrequency, the
global mass and the displacement at a fixed point of the Y-stiffened panel at the first
level and each structure’s robust optimization problem allows optimizing its
eigenfrequency and mass limited by their local constraint functions at the second
one. Tor demonstrate our method, an engineering example of Y-stiffened panel is
treated. A good performance of proposed method is proved by a comparison
between obtained results and Non-Distributed Multi-objective Robust
Optimization.
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Keywords Multidisciplinary design optimization (MDO) � Improved multi
objective robust collaborative optimization (IMORCO) � Non-distributed
multi-objective robust optimization (NDMORO) � Interval uncertainty

1 Introduction

In multi-objective optimization problems of complex structures, generally speaking,
there are design variables with uncontrollable variations due to noise or uncertainty.
These variations might have significant effects on the performance of optimum
solutions and can change their feasibility. The complex structures designed with a
deterministic approach can deteriorate the performance of an optimum solution and
may lead to complex structures failure. Therefore, in order to conceive complex
structures optimally and with minimal sensitivity (robust) to uncertainty, we used
the robustness criteria in the optimization framework.

Just as the non-distributed design optimization approach, MDO methods can be
subject to uncertainty affecting the input parameters. In this context, the robustness
measure is unavoidable in MDO framework. Recent work has led to the devel-
opment of an approach with interval uncertainty in Multi-objective collaborative
Optimization framework. For example, (Li and Azarm 2008) presented a
Multi-objective collaborative Robust Optimization that uses an interdisciplinary
uncertainty propagation method for decentralized MDO problems under interval
uncertainty. Weiwei et al. (2013) developed a new Approximation Assisted
Multi-objective collaborative Robust Optimization New AA-McRO under interval
uncertainty for MDO.

In this study, the presented IMORCO method to find the robust solutions of
complex structures with design parameter uncertainty within substructures and
coupling variables. Our suggested IMORCO approach uses a sequential opti-
mization technique where each level of optimization resolved in two steps: (i) a
deterministic multi objective problem, and (ii) a robustness assessment. This
approach uses a coordinator between the complex structures level optimizer and the
complex substructures level optimizer whose function is to minimize the difference
between the shared and the coupling variables transferred from different sub-
structure in order to avoid conflict during the optimization. In addition, the coor-
dinator helps the designer to choose the optimal value of design variables obtained
from each substructure level optimizer. These values then sent to the structure level
optimizer.

The organization of the remainder of this paper is as follows: The
Non-Distributed Multi-objective Optimization (NDMO) problem presented in
Sect. 2. In Sect. 3 a description of the suggested methodology is presented.
Section 4 considers an engineering example of this new strategy. The paper con-
cludes with a summary in Sect. 5.
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2 Non-distributed Multi-objective Optimization (NDMO)

The multi-objective optimization problem in Eq. (1) relates the behavior of a
structure with two substructures resolved following the NDMO approach.

min
xsh;x2

f1ðxsh; psh; x1; p2; y21Þ
min
xsh;x2

f2ðxsh; psh; x2; p2; y12Þ
s:t g1ðxsh; psh; x1; p1; y12Þ� 0

g2ðxsh; psh; x2; p2; y21Þ� 0
with
y12 ¼ Y1ðxsh; psh; x1; p1; y21Þ; y21 ¼ Y2ðxsh; psh; x2; p2; y12Þ
X � ½xsh; x1; x2� ; P � ½psh; p1; p2� ;X 2 ½Xmin; Xmax�; P 2 ½Pmin;Pmax�

ð1Þ

In Eq. (1) the write xsh and psh represent a vector of shared variables and
uncontrolled parameters between two substructures, respectively. p1 and p2
describe the substructure uncontrolled parameters, with the superscript ‘1’ and ‘2’
referring to substructure 1 and substructure 2, respectively. Y1 and Y2 represent the
functions used to compute the substructure 1 y12 and substructure 2 y21 coupling
variables, respectively. In this optimization problem, each substructure has its
associated input design variables (x1; x2), and substructure objectives functions
(f1; f2) and constraints (g1; g2). The overall objective functions and constraints of
the complex structure are represented by fs and gs. In order to assess the perfor-
mance of each substructure individually, we use the proposed IMORCO approach
for decomposing the NDMO problem of the complex structure in Eq. (1) into two
levels of optimization.

3 Improved Multi-objective Robust Collaborative
Optimization

The proposed IMORCO method combines the Improved Multi-objective Robust
Collaborative Optimization MORO (Hu et al. 2009) and Improved Multi-objective
Collaborative Optimization IMOCO method (Chagraoui et al. 2015). In IMORCO
approach, the output variable from a substructure can be as input variable in another
substructure; thus, allowing a variation range for an output variable, which creates
an input uncertainty to another substructure. To overcome these shortcomings, we
used the interdisciplinary propagation of uncertainty (Li and Azarm 2008) in this
study in order to ensure the collaborative robustness in IMORCO framework. The
details of the IMORCO approach for the complex structures and their substructures
optimization problems are presented below.

In this framework, the IMORCO approach decomposes the complex structure’s
optimization problem in Eq. (1) in two levels (structure and substructure). Here,
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each optimization problem in structure and substructure level resolved in two steps
as following:

First step: structure’s deterministic optimization:

min
Xs

fsðXs;Ps; auxs; x�1; x
�
2Þ

s:t
gsðxssh;Ps þDPs; auxs þDauxsÞ� 0
fsðxssh;Ps þDPs; auxs þDauxs; x�1; x

�
2Þ � fsðxssh;Ps; auxs; x�1; x

�
2Þ

�� ��� Dfs � 0
Xs � xssh; auxs

� �
; auxs � auxsme; aux

s
21

� �
;

Ps � ps; p
s
sh

� �
;Xs 2 Xmin

s ;Xmax
s

� �
8 DPs;Dauxs 2 SsWPP

ð2aÞ

Second step: structure’s robustness assessment:

Cs � 0

with

Cs ¼ max
Dps;Dauxs

fsðXs; ps þDps; auxs þDauxs; x�1; x
�
2Þ � fsðXs; ps; auxs; x

�
1; x

�
2Þ

�� ��� Dfs;

gsðXs; ps þDps; auxs þDauxsÞ;
y12ðXs; ps þDps; auxs þDauxs; x�1Þ � y12ðXs; ps; auxs; x

�
1Þ

�� ��� Dauxs;

y21ðXs; ps þDps; auxs þDauxs; x�2Þ � y21ðXs; ps; auxs; x
�
2Þ

�� ��� Dauxs

2
66664

3
77775

Dps 2 Dpmin
s ;Dpmax

s

� �
;Dauxs 2 D auxmin

s ;Dauxmax
s

� �
;Dauxs � Dauxsme;Daux

s
em

� �
ð2bÞ

In the first step, a deterministic multi-objective optimization problem, Eq. (2a),
resolved to obtain a set of optimal solutions of the complex structure. In the second
step, a robustness assessment problem in Eq. (2b), uses the Pareto optimal solutions
obtained in Eq. (2a) in order to find the WPPs (Hu et al. 2009). This is done by
optimization over the vector of uncontrolled design parameters DPs and Dauxs.

The robustness of the optimal solution obtained from Eq. (2a) is checked
through the constraint Cs � 0 of Eq. (2b). The distinct optimal solutions
ðDPs;DauxsÞ are inserted in the set SsWPP and then replaced in Eq. (2a). This
creates “constraint cuts” (Hu et al. 2009) used to restrict the feasible domain. In
fact, the constraint Cs can be used as a robustness indicator for optimal solutions.

We applied the same robustness assessment to both substructures in Eqs. (3a, b),
and (4a, b). For both substructures, each multi-objective optimization problem is
decomposed into two steps in order to assess the robustness.
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First step: substructure 1’s deterministic optimization:

min
X1

f1ðX1;P1Þþ 1� x1sh
xssh

����
����
2

þ 1� y12
auxs12

����
����
2

þ 1� aux112
auxs12

����
����
2

� �
s:t

g1ðx1; x1sh;P1 þDP1; aux121 þDaux21Þ� 0

f1ðx1; x1sh;P1 þDP1; aux121 þDaux21Þ � f1ðx1; x1sh;P1; aux121Þ
�� ��� Df1 � 0

y12ðx1; x1sh;P1 þDP1; aux121 þDaux21Þ � y12ðx1; x1sh;P1; aux121Þ
�� ��� Dy12 � 0

y12 ¼ Y1ðX1;P1Þ 8 DP1;Daux21 2 S1WPP

X1 � x1; x
1
sh; aux

1
21

� �
; X1 2 Xmin

1 ;Xmax
1

� �
; P1 � p1; psh

� �
;

ð3aÞ

Second step: substructure 1’s robustness assessment:

C1 � 0

with

C1 ¼ max
DP1;Daux21

f1ðx1; x1sh;P1 þDP1; aux121 þDaux21Þ � f1ðx1; x1sh;P1; aux121Þ
�� ��� Df1 ;

y12ðx1; x1sh;P1 þDP1; aux121 þDaux21Þ � y12ðx1; x1sh;P1; aux121Þ
�� ��� Dy12;

g1ðx1; x1sh;P1 þDP1; aux121 þDaux21Þ

2
64

3
75

Daux21 2 Dauxmin
21 ;Dauxmax

21

� �
;DP1 2 DPmin

1 ;DPmax
1

� �
ð3bÞ

The Substructure 1’s optimization problem is divided into two optimization
steps. The first is indicated in Eq. (3a) which aims to search the optimal solutions
set; while in the second, the robustness assessment problem in Eq. (3b) aims to
assess the robustness for each optimal solution obtained in Eq. (3a).

First step: substructure 2’s deterministic optimization:

min
X2

f2ðX2;P2Þþ 1� x2sh
xssh

����
����
2

þ 1� y21
auxs21

����
����
2

þ 1� aux212
auxs12

����
����
2

� �
s: t g2ðx2; x2sh;P2 þDP2; aux212 þDaux12Þ� 0

f2ðx2; x2sh;P2 þDP2; aux212 þDaux12Þ � f2ðx2; x2sh;P2; aux212Þ
�� ��� Df2 � 0

y21ðx2; x2sh;P2 þDP2; aux212 þDaux12Þ � y21ðx2; x2sh;P2; aux212Þ
�� ��� Dy21 � 0

X2 � x2; x
2
sh; aux

2
12

� �
; P2 � p2; psh

� �
; X2 2 Xmin

2 ;Xmax
2

� �
;

8 DP2;Daux12 2 S2WPP

ð4aÞ
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Second step: substructure 2’s robustness assessment:

C2 � 0

with

C2 ¼ max
DP2;Daux12

f2ðx2; x2sh;P2 þDP2; aux212 þDaux12Þ � f2ðx2; x2sh;P2; aux212Þ
�� ��� Df2;

y21ðx2; x2sh;P2 þDP2; aux212 þDaux12Þ � y21ðx2; x2sh;P2; aux212Þ
�� ��� Dy21;

g2ðx2; x2sh;P2 þDP2; aux212 þDaux12Þ

2
64

3
75

Daux12 2 Dauxmin
12 ;Dauxmax

12

� �
;DP2 2 DPmin

2 ;DPmax
2

� �
ð4bÞ

Similarly, The Substructure 2’s optimization problem divided also in two opti-
mization steps. The first step, Eq. (4a), optimal solutions related to the Substructure
2 are sought out; while in the second step, Eq. (4b), the robustness of each optimal
solution obtained from Eq. (4a) is assessed.

4 Engineering Problem: Y-Stiffened Panel

To demonstrate our proposed approach, we treat a complex mechanical structure
Y-stiffened panel type (Badran et al. 2009; Soares and Fricke 2011). As shown in
Fig. 1a, this engineering problem contains three substructures (plate, Hat section
and Tee section). In this study, a genetic algorithm NSGA-II type is coupled with
finite element model (EF) in ANSYS® (couplage between ANSYS® and
MATLAB®) in order to increase the efficiency of the Y-stiffened panel. The free
vibrations of the Y-stiffened panel are studied. Figure 1b shows the mesh of the
Y-stiffened panel using SHELL181 (4-Node finite strain shell element). The FE
mesh consists of 1763 nodes and 1720 elements. The Young’s modulus for the used

L

Plate
Hat section

Tee section

Fig. 1 a Cross-section geometry of Y-stiffener panel (Soares and Fricke 2011). b Finite element
model (EF) of Y-stiffener panel
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material is E = 210 GPa, the poison’s ration is ν = 0.3 and the density is equal to
7850 kg/m3 (Soares and Fricke 2011). Table 1 summarizes the geometrical prop-
erties (mm) of the Y-stiffened panel.

The robust multi-objective optimization problem of the Y-stiffened panel to
solve following the NDMORO approach has three objective functions and twelve
design variables: (i) maximize the eigenfrequency of the Y-stiffened panel frðxÞ;
(ii) minimize the displacement at node 627 Disp627ðxÞ; and (iii) minimize the Total
mass MassPanelðyÞ; as indicated in Eq. (5a). The interval uncertainty ½Dt1;Dt2;Dt3�
of the design variables ðtt; t2; t3Þ is assumed to be within �20 % from nominal
values, while the acceptable objective variation range (AOVR) (Li et al. 2006) for
the objectives functions ðDfr;DDisp627;DMassÞ in the plate, Hat section and Tee
section are �20 % of their nominal values.

In the first step, a deterministic multi-objective optimization problem in Eq. (5a)
aims to find and pass the Pareto optimal solutions to the robustness assessment
problem in Eq. (5b). In the second step, (see Eq. 5b), the robustness of all optimal
solutions obtained from Eq. (5a) are evaluated. The Worst Possible Points (WPPS)
in Eq. (5a) are obtained by maximizing the objective function fpanel of Eq. (5b),
which depends on the ½Dt1;Dt2;Dt3� while ensuring that the inequality constraint
fpanel � 0 is satisfied. The distinct optimal solutions ½Dt1;Dt2;Dt3� are inserted in set
Spanel WPP and then introduced into Eq. (5a). The deterministic multi-objective
optimization problem in Eq. (5a) uses the returned WPPs from the robustness
assessment problem in order to create “constraint cuts”. This way, the feasible
domain of the deterministic multi-objective optimization problem is iteratively
restricted in order to identify robust optimal solutions according to Hu et al. (2009).

First step: structure’s deterministic optimization:

min �frðXÞ; DispðXÞ; MasspanelðXÞ
� 	

s:t
frðX;Dt1;Dt2;Dt3Þ � frðXÞj j � Dfr � 0
Disp627ðX;Dt1;Dt2;Dt3Þ � Disp627ðXÞj j � DDisp627 � 0
MasspanelðX;Dt1;Dt2;Dt3Þ �MasspanelðXÞ
�� ��� DMasspanel � 0
X 2 L;BT ; t1;H1;B2; t2;H2;B3; t3;E; q½ �; 8 Dt1;Dt2;Dt3 2 SpanelWPP

ð5aÞ

Table 1 Geometrical properties of the studied Y-stiffened panel

Y-stiffened panel

Plate Hat section Tee section

L BT t1 B1 B2 H1 t2 H2 B3 t3

15,000 4000 25 1000 800 600 20 600 600 20
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Second step: structure’s robustness assessment:

fpanel � 0
with

fpanel ¼ max
Dt1;2;3

frðX;Dt1;Dt2;Dt3Þ � frðXÞj j � Dfr;
Disp627ðX;Dt1;Dt2;Dt3Þ � Disp627ðXÞj j � DDisp627;
MasspanelðX;Dt1;Dt2;Dt3Þ �MasspanelðXÞ
�� ��� DMasspanel

2
4

3
5

Dt1;2;3 2 �20% t1;2;3 þ 20% t1;2;3
� �

ð5bÞ

Using our proposed IMORCO approach, the problem in Eqs. (5a and b) is
decomposed in tow levels problems. The problem at the structure-level as shown in
Eq. (6). The substructure level contains the following three substructures

• Plate in Eq. (7),
• Hat section in Eq. (8)
• and Tee section in Eq. (9).

Equation (6) represents the structure level robust optimization problem.
Although each substructure has its own design variables, two shared variables
between the optimization problems at the structure level and the substructure level.
The shared variables are the Young’s modulus (E) and the density of the Y-stiffened
panel (q).

Structure’s deterministic optimization:

min
Xs

�frðXs; x�P; x
�
H ; x

�
TÞ

Disp627ðXs; x�P; x
�
H ; x

�
TÞ

Masspanelðq; auxsPHT ; x�P; x�H ; x�TÞ

8><
>:
xssh � E1; q½ �; Xs � xssh; aux

s
PHT

� � ð6Þ

In the structure level robust optimization problem, Xs � xsh; auxsPHR
� �

includes
the four shared design variables E; q½ �; and the auxiliary variable auxsPHT corre-
sponds to the coupling variable yPHT : The super script (*) indicates that the vari-
ables are optimized at the substructure level.

The robust optimization problem of plate includes local design variable is (xP),
as indicated in Eq. (7), aims to maximize the local eigenfrequency (fP) and the mass
(MP) limited by the local constraint (DispPMax). Equally, The Hat section’s robust
optimization problem in Eq. (8) aims to maximize the local eigenfrequency (fH) and
minimize the mass (MH) limited by the local constraint (DispHMax) while respecting
the design variable XH ; which includes mechanical optimizer variables xH ; shared
variables xHsh and auxiliary (target) variables auxHPHT :
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First step:Plate
0
s deterministic: Second step:Plate

0
s robustness

optimization assessment:
min
XP

ð�fP;MPÞ
s:t: DispPðXP;Dt1Þ�DispPMax
fPðXP;Dt1Þ � fPðXPÞj j � DfP � 0
MPðXP;Dt1Þ �MPðXPÞj j � DMP � 0
xPsh � E; q½ �; xP � BT ; t1½ � ; yPTH ¼ L
XP � xP; xPsh; aux

P
PHT

� �
; 8 Dt1 2 SpWPP

������������

fPlate � 0
with

fPlate ¼ max
Dt1

DispPðXP;Dt1Þ � DispPMax;
fPðXP;Dt1Þ � fPðXPÞj j � DfP;
MPðXP;Dt1Þ �MPðXPÞj j � DMP

2
4

3
5

Dt1 2 �20% t1; 20% t1½ �
ð7Þ

First step:Hat section
0
s deterministic: Second step:Hat section

0
s robustness

optimization assessment:
min
XH

ð�fH ;MHÞ
s:t: DispHðXH ;Dt2Þ�DispHMax
fHðXH ;Dt2Þ � fHðXHÞj j � DfH � 0
MHðXp;Dt2Þ �MHðXHÞ
�� ��� DMH � 0
xHsh � E; q½ �; xH � H1;B2; t2½ �
XH � xH ; xHsh; aux

H
PHT

� �
;8 Dt2 2 SH WPP

������������

f Hat � 0
with

fHat ¼ max
Dt2

DispHðXH ;Dt2Þ � DispHMax;
fHðXH ;Dt2Þ � fHðXHÞj j � DfH ;
MHðXH ;Dt2Þ �MHðXHÞj j � DMH

2
4

3
5

Dt2 2 �20% t2; 20% t2½ �
ð8Þ

The robust optimization problem of Tee section (see Eq. (9)) aims to increase
the objective function (fT ) and to reduce a minimum of the Tee section’s mass (MT )
and which is associated with a local constraint (DispT Max). XT represents a solution
to this optimization problem, which includes Tee section optimizer’s variables xT ;
shared variables xTsh and auxiliary (target) variables auxTPTH :

First step:Tee section
0
s deterministic Second step : Tee section

0
s robustness

optimization: assessment:
min
XT

ð�fT ;MTÞ
s:t: DispTðXT ;Dt3Þ�DispT Max

fTðXT ;Dt3Þ � fTðXTÞj j � DfT � 0
MTðXT ;Dt3Þ �MTðXTÞj j � DMT � 0
xTsh � E; q½ �; xT � H2;B3; t3½ � ;
XT � xT ; xTsh; aux

T
PHT

� �
; 8 Dt3 2 STWPP

������������

fTee � 0
with

fTee ¼ max
Dt3

DispTðXT ;Dt3Þ � DispTMax;
fTðXT ;Dt3Þ � fTðXTÞj j � DfT ;
MTðXT ;Dt3Þ �MTðXTÞj j � DMT

2
4

3
5

Dt3 2 �20% t3; 20% t3½ �
ð9Þ

After the optimization of coordination problem in Eq. (10) and the optimal
solutions with the smallest value of the penalty function we chose the optimal
variables (x�P; x

�
H ; x

�
T ) at substructure level, which are then transferred towards the

structure level (see Eq. 6).
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minimizeC Xð Þ ¼ 1� ðxPsh=xshÞ
�� ��

2 þ 1� ðxHsh=xshÞ
�� ��

2 þ 1� ðxTsh=xshÞ
�� ��

2

þ 1� ðyPTH=auxPTHÞk k2 þ 1� ðauxHPTH=auxPTHÞ
�� ��

2

þ 1� ðauxTPTH=auxPTHÞ
�� ��

2

X � xsh; auxPTH½ �; Xmin �X�Xmax

ð10Þ

The robust Pareto frontier of the optimization problem at upper level in Eq. (6)
by NDMORO and IMORCO approach are plotted in the objective space as in
Fig. 2. Figure 2 shows that the robust Pareto set obtained by the IMORCO
approach closed to the robust Pareto frontier obtained by NDMORO approach. This
is also was confirmed by the Mahalanobis distance MD2 (De Maesschalck et al.
2000) between NDMORO and IMORCO. As shown in Table 2 that the proposed
approach reduces the CPU time to 60 %. Based on the results of this example, we
can see that the robust solutions obtained by the proposed IMORCO are consistent
with NDMORO.
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5 Conclusion

In this study, we developed a new two-level robust multi-objective optimization
approach in CO framework to handle the complex structures with multiple
objectives/constraints at the structure and substructure levels. The IMORCO
approach achieves the same task taking into consideration interval uncertainty. In
these two original approaches, we introduced a coordination problem between the
upper and lower level, which permits to minimize the difference between the shared
and the coupling variables transmitted from all substructures in order to avoid
discrepancy during optimization.

We applied the original approach to an engineering example Y-stiffened panel
type. The obtained results are compared with the NDMORO method. From the
results presented in this example, we observed in this case that there is a good
agreement between the robust Pareto frontier obtained by NDMORO and by pro-
posed IMORCO. In addition, the robust Pareto set created by the proposed
IMORCO approach converge to the robust Pareto frontier obtained by NDMORO.

Finally, it could be concluded that IMORCO approach provide solutions that are
consistent robust solutions with the NDMORO method. These proposed two
methods require less computational efforts that the NDMORO approach.
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Investigations on the Validity
of the Poisson Assumption in Reliability
Based Optimization of TMD Parameters

E. Mrabet, M. Guedri, M. Soula, M. Ichchou and S. Ghanmi

Abstract The purpose of the present work is to investigate the validity of the
Poisson assumption used in the failure analysis, which is in turn required for the
reliability based optimization (RBO) of tuned mass dampers (TMD) parameters.
The TMD is a widely used device aiming to mitigate induced vibrations into
structures under stochastic loading. The performance of this device is deeply related
to its parameters that should be carefully chosen and in this context the RBO
strategy can be used. The RBO problem required failure analysis, usually, per-
formed based on analytical approximations and among them we can find: the
Poisson, the Vanmarcke and the modified Vanmarcke approximations. The failure
analysis based on Poisson assumption is very simple and widely used for its lower
computational cost compared with the other approximations. Nevertheless, it’s also
known that the Poisson approximation is inappropriate for narrowband process
and/or for low threshold values, whereas, the other approximations could be used in
such conditions. By studying a single degree of freedom system (SDOF), submitted
to stochastic base acceleration, we investigate the relative error, in the optimum
TMD parameters, induced by these approximations and we show that the Poisson
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assumption is relatively accurate and valid for high threshold level, even for nar-
rowband excitations.

Keywords Reliability based optimization of TMD � Poisson assumption � Rice’s
formula � Vanmarcke approximation � Modified vanmarcke approximation

1 Introduction

The use of the TMD devices in engineering to mitigate vibrations in linear struc-
tures subject to stationary stochastic loading has taken wide interests in last years.
The performance of such device strongly depends on its parameters that should,
carefully, optimized and among the existing strategies one can find the RBO
approach (Mrabet et al. 2015). For every value of the design parameters, the RBO
loop can be performed using two steps (Lutes and Sarkani 2004): (1) dynamic
analysis, performed to get stochastic responses; (2) failure analysis, performed to
compute the failure probability related to a certain failure mode.

The computation of the failure probability, required in the RBO strategy, con-
stitutes a time depending problem of reliability analysis and is usually performed
using analytical approximations instead of simulation techniques that involve high
computational costs. Among the existing approximations method we can find: the
Poisson, the Vanmarcke and the modified Vanmarcke approximations.

The Poisson approximation provides very conservative estimates of the failure
probabilities for low failure thresholds and narrowband processes. In such condi-
tions, the Vanmarcke and the modified Vanmarcke approximations can be used
taking into account the bandwidth of the considered process.

Nevertheless, the use of the Vanmarcke or the modified Vanmarcke approxi-
mations requires the computation of spectral moments that are more demanding for
the computationally effort.

In the present work we investigate the accuracy of the proposed approximation
techniques on the optimum TMD parameters and showed that the use of the Poisson
approximation, considering high threshold level, provide good compromise
between accuracy and computational effort even for narrowband excitation process.
The numerical investigations are made using a generic SDOF system equipped by
TMD and submitted to stationary stochastic loading. The considered failure prob-
ability is related to the outcrossing of the displacement of the primary structure
across a given threshold during some interval time. The obtained results showed
that the relative error between optimum TMD parameters, obtained using the
proposed approximations, are very small and are asymptotically (for high threshold
levels) equal to zeros, consequently the accuracy of the proposed approximations
are similar.
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2 Dynamic Analysis and Covariance Responses

Figure 1 shows an idealized mechanical model of a TMD attached to a primary
structure. The TMD device is described by mass mT ; spring stiffness kT and
damping cT : The SDOF primary structure is characterized by mass ms; spring
stiffness ks and damping cs:

The system is subjected to a base acceleration €yb due to seismic motion. Let
yðtÞ ¼ ðyT ; ysÞT be the relative displacement vector of the TMD device and the
primary structure, respectively, the governing equation (Carlo Marano et al. 2010)
of the dynamic system can be expressed as follows:

M�yðtÞþC_yðtÞþKyðtÞ ¼ �Mr€yb ð1Þ

where the overdot represents the time derivative, M ¼ mT 0
0 ms

� �
;C ¼

cT �cT
�cT cT þ cs

� �
;K ¼ kT �kT

�kT kT þ ks

� �
and r ¼ 1 1½ �T .

The base acceleration €yb can be modeled by the Kanai-Tajimi stationary
stochastic process (Marano et al. 2010). Then, the base acceleration satisfies the
following equations:

€yf þ 2nfxf _yf þx2
f yf ¼ �wðtÞ and€yb ¼ €yf þwðtÞ ¼ �ð2nfxf _yf þx2

f yf Þ ð2Þ

where wðtÞ is a stationary zero mean white noise process applied at the bed rock. It
represents the excitation of the dynamic system and it has intensity S0: nf ;xf and yf
are the damping ratio, the natural frequency and the relative response (with respect
to the ground) of the elastic filter (Mrabet et al. 2015). Considering the
Kanai-Tajimi model, the global space state vector of the mechanical system is given
by Z ¼ yT ; ys; yf ; _yT ; _ys; _yf

� �
T and the equation of motion can be written in the

space state form (Carlo Marano et al. 2010) as _Z ¼ AZþ f where f ¼
0 0 0 0 0 �wðtÞ½ �T and

Primary 
structure 

TMD  
Tm

Tk Tc

sm

sk sc

Ty

sy

by

Fig. 1 The primary structure
with the TMD device

Investigations on the Validity … 261



A ¼

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

�x2
T x2

T x2
f �2nTxT 2nTxT 2nfxf

lx2
T �ðlx2

T þx2
s Þ x2

f 2lnTxT �2ðnsxs þ lnTxTÞ 2nfxf

0 0 �x2
f 0 0 �2nfxf

0
BBBBBB@

1
CCCCCCA

In the above expression, l ¼ mT=ms is the mass ratio, xT ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffi
kT=mT

p
and

nT ¼ cT
�
2
ffiffiffiffiffiffiffiffiffiffiffi
kTmT

p
are the natural frequency and the damping ratio, respectively, of

the TMD device, whereas xs ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
ks=ms

p
and ns ¼ cs

�
2
ffiffiffiffiffiffiffiffiffi
ksms

p
are the natural fre-

quency and the damping ratio, respectively, of the primary structure.
The stochastic response of the mechanical system is completely known by the

space state covariance matrix R which is the solution of the Lyapunov equation
given, in stationary condition, as follows:

ARþRAT þB ¼ 0 ð3Þ

where B has all zero elements, except the last one B½ �ð6;6Þ¼ 2pS0: The root mean

square displacement (rmsd) of the primary system can be obtained as rys ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rð2; 2Þp

: The root mean square velocity (rmsv) is expressed as r _ys ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rð5; 5Þp

:

Let :h i denotes the expectation, the acceleration covariance matrix is related to the
covariance matrix R and it is given by:

R�y�y ¼ �y�yT
� 	 ¼ r2yT €yT€ySh i

€yS€yTh i r2€yS

 !
¼ D1 D 2

� �
R D1 D 2

� �T
; where

D1 ¼
�x2

T x2
T x2

f

lxT � lx2
T þx2

s

� �
x2

f

 !
and

D2 ¼
�2nTxT 2nTxT 2nfxf

2lnTxT �2ðnsxs þ lnTxTÞ 2nfxf

� �

Hence, the root mean square r€ys of the relative acceleration €ys can be immedi-

ately deduced and written as r€ys ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R�y�yð2; 2Þ

p
.

3 Optimization Strategy and Failure Analysis

In the present work the failure probability is related to the primary structure dis-
placement ys: The RBO strategy consists to find the optimum design parameters
d ¼ ðxT ; nTÞ of the TMD device that minimizes the failure probability Pf
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characterized by the outcrossing, for the first time, of the absolute value of the
displacement ysj j (symmetric double-barrier problem) across a certain threshold
value b during some interval time [0, T].

The evaluation of Pf constitutes a time-variant first-passage failure probability
that can be expressed, from at-rest initial conditions, as follows (Lutes and Sarkani
2004):

Pf ðb; TÞ � 1� exp �
ZT
0

hðb; tÞdt
0
@

1
A ð4Þ

where hðb; tÞ is time-variant hazard function for the symmetric double-barrier
problem.

The Poisson approximation assumes that the out crossings are independents then
the number of these outcrossing events is Poisson distributed, consequently the
hazard function is assumed to be equal to the mean outcrossing rate tbðb; tÞ of the
process ys: The mean outcrossing rate can be obtained using the classical Rice’s
formula, in stationary conditions, as follows:

tbðbÞ ¼
Z1
0

_ys:pYs _Ysðb; _ysÞd _ys ð5Þ

where pYs _Ys is the joint probabilities functions of the considered processes and its
time derivatives. Both processes ys and _ys are stationary zeros means Gaussian then
the hazard function is expressed as follows:

hðbÞ ¼ tb ¼ ðr _ys

�
prysÞ exp �b2

.
2r2ys


 �
ð6Þ

The Poisson approximation is well suitable, only, for infinite threshold values
and/or broadband processes (Lutes and Sarkani 2004). Indeed, it has been shown
that its accuracy, for threshold levels, of practical significance (Vanmarcke 1975;
Lutes and Sarkani 2004), critically depends on the bandwidth of the process. In this
context, the Vanmarcke approximation takes into account the bandwidth parameters
of the considered process and the hazard function is expressed as follows:

hðbÞ ¼ tðbÞ � 1� exp
ffiffiffiffiffiffiffiffi
p=2

p � q� b
�
rys

� �
1� exp �0:5� b2

.
r2

ys


 � ð7Þ

where q is the Vanmarcke’s bandwidth parameter computed using the spectral
moments of the power spectral density (PSD) function of the process ys; the
bandwidth parameter is expressed as follows (Lutes and Sarkani 2004):
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q ¼ 1� k21
�
k0k2

� �1=2 ð8Þ

where ki are the spectral moments, ki ¼
R1
0
xiGysðxÞdx (n ¼ 0; 1; 2; . . .) and

GysðxÞ is the single-sided PSD of ys: It can be noted that k0 ¼ r2ys ; k2 ¼ r2_ys and

k4 ¼ r2€ys :

The modified Vanmarcke approximation heuristically accounts for super-
clumping effects (Vanmarcke 1975) by introducing an exponent equal to 1.2 for the
bandwidth parameter and then, the hazard function is obtained as follows:

hðbÞ ¼ tðbÞ � 1� exp
ffiffiffiffiffiffiffiffi
p=2

p � q1:2 � b
�
rys

� �
1� exp �0:5� b2

.
r2

ys


 � ð9Þ

Once the hazard functions, for the three approximations, are computed, the RBO
problem can be formulated as follows:

Find d ¼ ðxT ; nTÞ tominimizePf ðdÞ ¼ 1� exp �T � hðb; dÞf g ð10Þ

4 Numerical Study

The purpose of the numerical study is to evaluate the relative error obtained for the
optimum TMD parameters when the proposed approximations are used. To this
end, two cases are considered: (1) the studied system is submitted to broadband
excitation (nf ¼ 0:6) and (2) the studied system is submitted to narrowband exci-
tation (nf ¼ 0:1). The other structural parameters are assumed to be xs ¼
8:4p; ns ¼ 0:03; xf ¼ 0:9� xs; S0 ¼ 0:03; l ¼ 2 % and T ¼ 10 s: For the opti-
mization, the genetic algorithm routine available in Matlab is used.

Figure 2 shows the evolutions of the optimized failure probabilities when
varying the threshold values for the two cases, broadband and narrowband
excitations.

Figure 2 demonstrate that the optimized failure probabilities strongly depend on
the threshold values and on the frequency content of the excitation (i.e. value of nf ).
Also, it has been observed that, in one hand, the results obtained in the case of
broadband excitation are very close especially for high threshold values and in the
other hand, that the error is more significant for the narrowband case, especially for
low threshold values. This fact is completely predictable because the Poisson
assumption is less appropriate for narrowband processes where the assumption of
independent outcrossing is seriously in error.

In Fig. 3 are shown the corresponding optimum TMD parameters obtained in the
two cases of frequency content (broadband and narrowband excitations) and with
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variation of threshold values. The inspection of this figure shows that the optimum
natural frequencies of the TMD strongly depend on the nature of the excitation.
Besides, they are roughly constant when varying the threshold values especially
when the Poisson assumption is adopted, for the two cases (broadband and nar-
rowband excitations).

The same remarks done for Fig. 4 can be observed for the optimum damping
ratios in Fig. 4, except for low threshold values in the narrowband case.

For further investigations, the relative error between the optimum TMD
parameters obtained using the proposed approximations, are presented in Figs. 5
and 6 (for the narrowband case) and in Figs. 7 and 8 (for the broadband case). The
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observation of these figures shows that the relative error between the Poisson and
the Vanmarcke approximations are always the smaller and tends to zero as the
threshold value b increases.

Besides, even for the case of narrowband excitation (Fig. 5), the relative error
(Poisson vs. Vanmarcke) for the optimum frequencies is less than 0.02 % while it’s
less than 1.4 % for the optimum damping ratios (Fig. 6). For the broadband
excitation case, the relative error (Poisson vs. Vanmarcke) is found less than 0.07 %
for the optimum frequencies and it is less than 0.2 % for the damping ratio.
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5 Concluding Remarks

In this paper a RBO problem of TMD parameters under stationary stochastic
loading is considered and three approximations, for the failure analysis, are used.
The first one is the Poisson approximation, which is the simpler, the other are the
Vanmarcke and the modified Vanmarcke approximations.

In spite of the fact that the Poisson approximation is only suitable for high
threshold values and/or for broadband processes, the obtained results showed that
the Poisson approximation is valid and can be used, in the context of RBO problem,
with very high threshold value even with narrowband excitation.

Indeed, it has been found that the relative error between the optimum TMD
parameters based on the Poisson approximation and those based on Vanmarcke
approximations, tends to zeros as the threshold value increases. This result is valid
for both broadband and narrowband excitations.

After taking into account the nature of the excitation, the designer has only to
choose a threshold value sufficiently high and the optimized TMD parameters based
on Poisson approximation will be relatively accurate.
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FE Modeling of Wear Mechanisms
in UD-GFRP Composites Using
Single-Indenter Scratch Test:
A Micromechanical Approach

S. Mzali, F. Elwasli, A. Mkaddem and S. Mezlini

Abstract This paper addresses the sensitivity of the elementary wear mechanisms
of UD-GFRP composite to the tribological parameters. A scanning electron
microscope (SEM) was used to assess the wear mechanisms on the scratched UD-
GFRP composite for different test conditions. A 3D FE micromechanical models
was developed using ABAQUS/Explicit to simulate single indenter scratch test
(SST). Both material behavior and damage of fibers and matrix are described using
Johnson Cook behavior law. However, the fiber/matrix interface was modeled using
the cohesive zone approach by the mean of the cohesive elements. The numerical
results show a good agreement with the experimental wear mechanisms.
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1 Introduction

The mechanical characterization of surfaces is a major challenge today for the
development of some industrial sectors such as aeronautics, astronautics, and
transports. The mechanical characterization of surfaces requires a thorough
knowledge of the scratch tests. Indeed, they identify locally surface mechanical
properties, namely elasticity and visco-plasticity, and interface behavior such as
friction, adhesion, and wear. Scratch test is widely used to characterize both
heterogeneous (Mezlini et al. 2009; Gyawali et al. 2016) and homogeneous
(Elleuch et al. 2006) materials tribological behavior.

Kim et al. (2012) studied the friction and the wear of polyamide 12 (PA12)
reinforced with short glass fibers by using the block-on-ring tribotester. They
studied the effect of the rate and the direction of the fibers on the tribological
behavior. They demonstrated that the composite wear rate decreases with the
increase of the fiber amount. A better wear resistance was detected with a composite
containing 30 wt% of glass fiber. They also proved that the friction and the wear of
the composite material were more dependent on the temperature and the fiber
amount.

Using pin-on-disk configuration, Quintelier et al. (2006) studied the behavior of
glass fiber reinforced polyester composites. They proved that regardless of the
orientation of fibers, the initial breakage of the fibers is still in a cross section. In the
case of a perpendicular orientation, the initial fracture of the fiber may be caused by
bending introducing longitudinal strains. If the orientation is parallel to the direction
of displacement, high stresses are the cause of the shearing forces. According the
SEM observations they identified several typical composite wear mechanisms,
namely, fiber breaking, fiber/matrix interface debonding, matrix fracture and fiber
pull out.

The experiments are insufficient and incomplete to give a better understanding of
the scratch materials behavior du to the complexities of the existing phenomena.
Hence the numerical analysis can be used to support the experimental studies.
Numerous studies of polymeric (Wredenberg and Larsson 2009) and metallic
(Meneses-Amador et al. 2015) materials, based on a numerical approach, have been
developed in recent years. However, the numerical simulation of composite
materials remains very challenging and understudied.

Goda and Varadi (2002) have investigated the contact, the strain and the stress
caused by scratching the surface of a unidirectional composite using a steel asperity.
They proved that the finite element micromechanical model developed is more
appropriate than the equivalent macro model generally used to model the wear
mechanisms (Perillo et al. 2015). They examined the composite wear mechanisms
and perceived the typical wear mechanisms using the micromechanical finite ele-
ment models, namely the fibers cracking the shear rupture of the matrix and the
fiber/matrix interface debonding.

The same micromechanical finite element model was used by Friedrich et al.
(2002). They simulated the scratch of glass fiber reinforced polyester composite in
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the parallel fibers orientation direction. The prevailing observed wear mechanisms
are the thinning of the fiber, the fiber/matrix interface debonding and the wear of the
matrix. However, the fibers thinning and cracking, the shearing of the matrix and
the debonding of the fiber/matrix interface, for the anti-parallel fibers orientation,
are the most prevailing wear mechanisms. They proved that the numerical analysis
and the experiment results are in a good agreement.

The present paper aims at the development of a micromechanical FE model for
the simulation of different wear mechanisms in UD-GFRP composite when it’s
scratching using a conical steel indenter. Particular attention is given to the effects
of tribological parameters, namely, the normal load and the attack angle. The finite
element micromechanical model proposed in this study was enough beneficial to
give a good predict of the elementary wear mechanisms depending on the tribo-
logical parameters for SST.

2 Materials and Methods

2.1 Material

A unidirectional glass fiber reinforced polyester (UD-GFRP) composite material
was used in this study. It is obtained by pultrusion as rectangular section bar.
E glass long fiber with an average diameter of 23 µm and a weight percentage of
21 % was chosen as reinforcement material. This UD-GFRP composite contain
14 % wt% clay filler (ASP400). Samples of 50 × 50 × 6 mm3 were already pre-
pared and the scratches were realized on 50 × 50 mm2 faces.

2.2 Scratch Test

Single indenter scratches were firstly performed using a scratch device as detailed
elsewhere (Mzali et al. 2013). In this study, the scratch length and velocity are both
fixed at 20 mm and 210 mm/min, respectively. However, the normal load are taken
to range in 10–50 N by using dead weights and a range of attack angle from 10° to
60° was achieved. A single high speed steel conical indenter was firstly used.
Throughout the study all tests were performed in dry environment at room tem-
perature and repeated at least three times with the same conditions. The different
damage mechanisms were inspected using Scanning Electronic Microscope (SEM).
Using Coulomb’s law the apparent friction coefficient (µapp) was calculated as the
ratio of the tangential force to the normal load.

FE Modeling of Wear Mechanisms in UD-GFRP Composites … 271



2.3 Finite Element Micromechanical Modeling

The finite element micromechanical models were created and solved by the FE
ABAQUS/Explicit code. In order to avoid convergence problems of solution the
dynamic/explicit integration scheme was purposely chosen. In the implementation
of composite material micromechanical models, several hypotheses regarding the
constituents of the composite material, including the reinforcement, the matrix and
the interface are chosen. In this model, hexagonal regular fiber arrangement was
selected. The fiber weight percentage adopted is 21 %.

2.3.1 Material Behavior

Both the fiber and the matrix were assimilated to homogenous isotropic
elasto-plastic material. That’s why, Johnson-Cook constitutive criteria (Johnson and
Cook 1983) were used for modeling both fibers and matrix behavior and damage.
Table 1 summarizes the fibers and the matrix properties and damage parameters
considered in the proposed models. Based on Tenorio and Pelegri (2013)
assumptions, the effects of strain rate and temperature are neglected, as well as
damage parameters d2, d3, d4 and d5. The parameters of the Johnson-Cook law are
determined by inverse approach (Kim et al. 2013; Langroudi 1999) via a routine
developed using Matlab.

The homogenized composite is modeled using the equivalent homogeneous
orthotropic material (EHOM) hypothesis. The homogenized composite properties
parameters are determined by applying the homogenization approach developed by
Chamis (1989).

E1 ¼ V f E f þVmEm ð1Þ

Table 1 The fibers and the matrix properties and damage parameters

Material properties Fiber
(Kim et al. 2013)

Matrix (Langroudi 1999)

E (GPa) 54 7

υ 0.21 0,4

ρ 2550 1200

Johnson-Cook behavior parameters

A (MPa) 1340 49

B (MPa) 15,190 11

n 0.99 0.51

Johnson-Cook damage parameters

d1 10−7 10−4

Gf (J/m
2) 500 100 (Vajari 2015)
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E2 ¼ E3 ¼ Em

1�
ffiffiffiffiffiffi
V f

p
ð1� Em

E f Þ
ð2Þ

#12 ¼ #13 ¼ V f# f þVm#m ð3Þ

G12 ¼ G13 ¼ G23 ¼ Gm

1�
ffiffiffiffiffiffi
V f

p
ð1� Gm

Gf Þ
ð4Þ

#23 ¼ E2

2G23
� 1 ð5Þ

With Ei, Gij et υij are the Young’s modulus, the shear modulus and the Poisson’s
ratios of the homogenized composite in i and j considered directions, respectively.
Ef and Em are the fibers and matrix Young’s modulus, respectively. υf and υm are the
fibers and matrix Poisson’s ratios, respectively. And Vf and Vm are the fibers and the
matrix volume fraction respectively (Table 2).

The concept of a cohesive zone model is generally used for the simulation of
interfaces, adhesives and seals. The theory of cohesive method is modeled in
ABAQUS through traction-separation law (Abaqus 6.12 2012). This model shows
originally, an elastic-linear behavior followed by the initiation and evolution of
damage. The fiber/matrix interface properties are listed in Table 3.

Table 2 The homogenized
composite behavior properties

Mechanical properties

E1 (GPa) 22.98

E2 (GPa) 14.21

E3 (GPa) 14.21

G12 (GPa) 5.18

G13 (GPa) 5.18

G23 (GPa) 5.18

υ12 0.33

υ13 0.33

υ23 0.37

Table 3 The homogenized
composite damage properties

Traction-separation law (QUADS)

Damage initiation

t0n (MPa) 50

t0s (MPa) 75

t0t (MPa) 75

Damage evolution

GC
n (J/m2) 10

GC
s (J/m2) 25

GC
t (J/m2) 25
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2.3.2 Mesh and Boundary Conditions

In order to simulate the SST using conical indenter, a 3D micromechanical model
was developed. In this model, we simulate only the zone of interest of the sample in
order to reduce the CPU time. The specimen is modeled as a rectangular paral-
lelepiped of 187 × 200 × 800 µm3 which is divided into two parts. The lower part
represents the homogenized composite. However the top part represents the com-
posite which is modeled by three components, namely, the matrix, the fibers, and
the interfaces. Therefore, 20 fibers and 20 interfaces are used. Figure 1 presents
boundary conditions and mesh constructions. A convergence test was conducted
and we define for this model a mesh with 403,128 nodes and 316,215 elements in
which the smallest element size is 3.75 × 10−6 m. A very fine mesh has been
adopted close to the contact zone. In this model, the interactions indenter/fiber and
indenter/matrix are defined by contact pairs’ algorithm (surface to surface contact)
with constant interfacial friction coefficient of 0.125. However, interactions at
interfaces fiber/fiber and fiber/matrix are defined by a general contact algorithm.
The two contacts are controlled by the Coulomb law.

The SST simulation can be divided into two steps. In the first one, the indenter
moves vertically against the fixed sample until reaching the target penetration.
Then, the scratching step begins and the indenter tangential sliding continues along
the specified scratch length of 160 µm. The bottom of the composite sample was
constrained whereas symmetry conditions have been applied to its left and right
sides.

Fig. 1 Boundary conditions and mesh construction of SST model
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3 Results

3.1 SST Wear Mechanisms

To highlight the different wear mechanisms, SEM observations were performed. In
order to have a better understanding of the composite material behavior, micro-
scopic analysis has been done. Figure 2 illustrates different damage mechanisms
obtained by SST. Several wear mechanisms is observed, particularly, the fibers
fracture, the fibers pull out, the matrix longitudinal and transverse fracture, the
fiber/matrix interface debonding and the fibers multi-fractures. These different wear
mechanisms can coexist in the same scratch. However the dominant damage mode
differs depending on the tribological parameters.

3.2 Results and Discussion

3.2.1 Friction to Penetration and Attack Angle Sensitivity

In order to study the penetration effect, numerical simulations of the SST using an
attack angles of 60° and different penetration depths varying from 5 to 100 µm are
performed. The selection of these penetration depths was done so that we swept all
possible configurations. Using the lower one (5 µm), the indenter doesn’t reach the
first fibers layer. With a penetration depth of 25 µm the indenter doesn’t exceed the

Matrix longitudinal fracture Matrix transversal fracture Fiber/matrix Interface debonding

Fiber multi-fractures Fiber fractures Fiber pull-out 

Fig. 2 Typical SST wear mechanisms
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first fiber layer. Using a penetration depth of 50 µm affects only the first fibers
layer. However, when the indenter penetrates 100 µm against the sample it affects
several fibers layers. Figure 3a presents the evolution of the predicted apparent
friction coefficient versus the penetration depth. It shows that the predicted apparent
friction coefficient increases with the penetration depth with a more pronounced
increase for a penetration less than 50 μm. Actually, when the penetration depth
passes from 5 to 50 µm, it increases by about 60 %, while between 50 and 100 µm
an increase of 6 % only is observed.

To investigate the effect of the attack angle, numerical simulations of the SST
using the same attack angles used in the experimental study (10, 30, 45 and 60°) are
performed. The penetration depth (p) is 25 µm. The tip radius of 10 µm is selected
such that it promotes the effect of the conical part of the indenter. Figure 3b shows
the evolution of the predicted apparent friction coefficient versus the attack angle.
A linear increase with the attack angle is observed. Therefore the predicted apparent
friction coefficient exhibits higher sensitivity to the indenter geometry and partic-
ularly to the attack angle. This result is already experimentally proven. Under these
conditions, at low attack angles, the contact surface is larger, the indenter acts like a
spherical pin and the material is not yet damaged. The indenter sliding induces a
low resistance force. Consequently, the apparent friction coefficient is low of about
0.25. However, for large attack angles, the contact surface is much lower.
Furthermore, the penetration and the sliding of the indenter against the damaged
material causes a greater resistance force giving rise to a high apparent friction
coefficient.

The proposed model allows also the simulation of the material removal mech-
anisms for a fixed penetration depth of 25 µm. Figure 4 illustrates the typical
results versus the two extreme attack angles given by the proposed SST model. The
numerical simulations allow drawing the following remarks.

For the low angle of attack of 10°, the material flow occurs, the matrix is
plastically deformed with the appearance of some region of transverse fracture of
the matrix just above superficial fibers layer. Similar results have been proved
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Fig. 3 Predicted apparent friction coefficient versus a penetration (θ = 60°), and b attack angle
(p = 25 µm)
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experimentally (Fig. 4a). However, the fibers remain intact and no fracture occurs
(Fig. 4b). The only dominant damage mechanism is the fiber/matrix interface
debonding (Fig. 4c) which is spread over a wide area below the contact region
between the indenter and the sample. This latter wear mechanism can’t be seen
experimentally.

However, for high attack angles, damage of the matrix (Fig. 4a′), fiber (Fig. 4b′)
and the fiber/matrix interface (Fig. 4c′) is observed. The breaking of the matrix is
localized essentially at the contact region with the indenter. The indenter reaches
the first layer of fibers without exceeding the fiber diameter and material removal
occurs. Under these conditions, the increase of the angle of attack causes the
transition of the wear mechanisms from ploughing to the matrix break, the fiber
damage and the interface debonding. Comparing to the SEM observation already
done by Mzali et al. (2013), similar wear mechanisms was found experimentally
under almost similar conditions.

(a)

(c) (c’)

(b)

(a’)

(b’)

60°

60°

60°

10°

10°

10°

Fig. 4 Material removal process obtained by the proposed SST model for the extreme attack
angles (10° and 60°) of a the matrix, b the fibers, and c the fiber/matrix interface
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4 Conclusion

In this paper, the investigation of elementary wear mechanisms in SST has been
carried out. Both experimental and numerical approaches were used in order to
understand the evolution of damage mechanisms. Particular attention is given to
correlating the tribological parameters to the wear mechanisms. According the
results the following conclusions can be hence drawn.

• µapp obtained by the SST display a high dependency to the tribological
parameters. Increasing the penetration depth increases µapp. A more pronounced
sensitivity of µapp to the attack angle was demonstrated. As the attack angle
increases as µapp increases and the wear mechanisms switch from ploughing to
fibers fracture and fibers fracture and pull-out.

• An SST micromechanical 3D model was found very useful to predict the ele-
mentary wear mechanisms of the glass fiber reinforced polyester composite. The
simulation results revealing the composite microscopic damage mechanisms are
in good agreement with the experimental microscopic observations.
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Dynamic Analysis of the Perforation
of Aluminum Alloy at Low Velocity
Impact

S. Koubaa, J. Mars, M. Wali and F. Dammak

Abstract A finite element implementation of an anisotropic plasticity model for
aluminum AA5754-O in impact simulations was performed, particularly for the case
of perforation on low velocity (up to about 25 m/s). The elasto-viscoplastic model
includes isotropic elasticity, anisotropic yielding, associated plastic flow and mixed
non-linear isotropic/kinematic hardening. Coupling between elasto-viscoplastic
model and isotropic ductile damage is investigated. Strain rate is integrated in
numerical modeling. The material model is implemented into a user-defined material
(VUMAT) subroutine for the commercial finite element code ABAQUS/Explicit to
predict the numerical response of circular aluminum plate subjected to low velocity
impact. Results include the effect of anisotropy on the material behavior. It is shown
that anisotropy plays a significant role in penetration of the present plate material.
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1 Introduction

Nowadays, structural impact engineering is a common field in sectors as nuclear,
chemical, transport, offshore, naval, aerospace, defense and process industries. The
study of the response of structures subjected to intense dynamic loads, which
produce large inelastic deformation, and failure has become increasingly important
in structural design and safety calculation. The literature on impact loading includes
a variety of materials, thicknesses and projectile geometries, as well as velocity
ranges from low (Fagerholt et al. 2010; Mohotti et al. 2014; Grytten et al. 2009) to
intense impact (Mohotti et al. 2013).

It is well known that the energy absorption capacity per unit density of alu-
minum is high when compared to conventional steel. Therefore, accurate consti-
tutive models for aluminum alloys have been of significant interest.

A particular case of structural impact by missiles or projectiles is perforation of
metal plating. Many articles were written on the perforation of aluminum plates for
various ranges of velocities, (Marvin et al. 1978, Wilkins 1978; Corran et al. 1983,
Iqbal et al. 2006). In the past, more attention was given to experimentally inves-
tigate the impact behavior of target and projectile (Børvik et al. 2004) and to
construct approximate analytical models (Børvik et al. 2009). For instance, Jones
and Paik (2012) focused on the low-velocity (up to about 20 m/s) and moderate-
velocity (20–300 m/s, approximately) perforation of steel plates struck by projec-
tiles having cylindrical bodies and various shaped impact faces. Nevertheless, few
reported studies exist in which experimental results are directly compared with
those found from finite element simulation. In numerical studies, the Johnson Cook
phenomenological behavior law of the plate’s material was considered (Antoinat
et al. 2015; Iqbal et al. 2010; Rodriguez-Martinez et al. 2012; Dean et al. 2009;
Abdulhamid et al. 2013; Børvik et al. 2009). Nevertheless, the anisotropy is an
important aspect that should be taken into account when modeling inelastic
materials impact behavior. Few studies were interested in anisotropy (Grytten et al.
2009; Barlat et al. 2005). A recent article (Mars et al. 2015) has discussed the
influence of anisotropy on low velocity impact on aluminum plates.

This article is concerned primarily with finite element simulation of the perfo-
ration of aluminum alloy plates struck by projectiles travelling at low-initial impact
velocities (say up to about 25 m/s). For this, a two-equation integration algorithm of
a generalized quadratic yield criterion of Hill based on the mixed non-linear
isotropic/kinematic hardening models of Chaboche is developed for computing
elasto-viscoplastic stress during impact. The strain rate effect is integrated. The
isotropic damage model is considered. The numerical simulation of the perforation
problem is carried out using the commercial software ABAQUS/Explicit. The
material constitutive law is implemented in a user-subroutine VUMAT. The effect
of anisotropy on low velocity impact of aluminum plates is investigated so that a
comparison is made between simulation results of the developed model and that
derived from Johnson-Cook behavior.
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2 Numerical Simulation

In this section, numerical simulations are conducted on the perforation of aluminum
alloy plates struck by rigid hemispherical-nosed projectiles, using dynamic finite
element code ABAQUS/Explicit. The target was modeled using the elasto-
viscoplastic constitutive relation, which was implemented as a user-defined material
model by means of a subroutine (VUMAT).

2.1 Finite Element Model

A clamped circular plate impacted at its center by a cylindrical impactor with
hemispherical nose is considered. The proposed finite element models of projectiles
are shown in Fig. 1. The projectile has the diameter of 6.35 mm and the circular
shape of target aluminum plate has the radius of 60 and 0.5 mm thickness. The
initial velocity of impactor is V0. The deformation of the striker during impact is
neglected and so it can be modeled as an analytical rigid surface with an associated
mass reference point.

A 3D finite element model for the simulation of the penetration process was
developed ABAQUS/VUMAT. The modeling is carried out by taking into account
the geometric symmetry of the circular plate. Indeed, in three dimensional analyses,
only the ¼ of plate is taken into account in the impact analysis. The plate is meshed
using 40000 C3D8R elements (8_node linear brick, reduced integration with
hourglass control). Mesh pattern of the area surrounding the contact region is
depicted in Fig. 2 (0.4 mm in radius direction and 5 elements in thickness).
Obviously, accurate results required fine mesh beneath the contact area and all the
meshes contained three regions: a finely zoned region which had noticeable effect
on computational accuracy, a coarsely zoned region which did not have noticeable
effect on computational accuracy, and a transitional region between the two regions
above. The element size in transitional region and coarsely zoned region was
increased from the central part to the outer part of the target.

h 

R 

V0 

Rp 

P

roj

Fig. 1 Cylindrical projectile
impacted circular plate
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A hard contact law is used for modeling the contact. To define contact inter-
actions, the default finite-sliding formulation (surface to surface contact) is used. In
order to define the boundary conditions for the impactor, the movement of the
impactor is restrained in all directions except translation along normal vector of the
plate. The validation of contact model was assessed in Mars et al. (2015).

2.2 Constitutive Relations

According to the damage model of Lemaitre and Chaboche (1990), the Helmholtz
free energy is taken as the thermodynamic potential or state potential and is defined
as

w ee; ak; r; dð Þ ¼ we ee; dð Þþwp ak; rð Þ

¼ 1
2

1� dð Þ ee : D : ee þwiso rð Þþ 1
2

XM
k¼1

ak ak : ak
ð1Þ

where ak and r are internal variables corresponding to kinematics and isotropic
hardening respectively and d is the damage variable.

The Chaboche model is based on the assumption of the strain additivity

e ¼ ee þ ep ð2Þ

The thermodynamic forces associated with the internal variables can be deter-
mined as

Fig. 2 Three-dimensional problem: rigid impactor
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r ¼ @w
@ee

¼ 1� dð ÞD : ee ð3Þ

Xk ¼ @w
@ak

¼ ak ak ð4Þ

R ¼ @w
@r

ð5Þ

Y ¼ � @w
@d

¼ 1
2
ee : D : ee ð6Þ

where r is the stress tensor, D is the general elastic operator,wiso rð Þ represents the
potential associated with isotropic hardening, R is the thermodynamic force asso-
ciated with isotropic hardening, which is an arbitrary scalar function of the isotropic
internal variable, r, X represents the so-called back-stress tensor and Y is the
thermodynamic force associated with damage.

The evolution equations for all the internal variables are derived from comple-
mentary dissipation potential, as

_ep ¼ _c
@F
@r

¼ _c
ffiffiffiffiffiffiffiffi
3=2

p
1� dð Þd

n; n ¼ 1
u
Pn; n ¼ r� X ð7Þ

_ak ¼ � _c
@F
@X

¼ _ep � _c
bk
ak

Xk ð8Þ

_r ¼ � _c
@F
@R

¼ _c ð9Þ

_d ¼ _c
@F
@Y

¼ _c�Y ; �Y ¼ 1

1� dð Þb
1� d
1� �hd

� �2s Y � Y0
S

� �s

;
�h ¼ 1 if g� 0
�h ¼ h if g\0

�
ð10Þ

where _c is the plastic multiplier, u ¼ nk kP¼
ffiffiffiffiffiffiffiffiffiffiffi
nt P n

p
is a generalized quadratic

yield function, P is a fourth order tensor, b, s, S, Y0 and h 2 0; 1½ � are material
parameters and g is the stress triaxiality. The notation xh i indicates the positive
value of x i.e. xh i ¼ x if x[ 0 and xh i ¼ 0 if x� 0.

In three-dimensional cases, it is given by

P ¼ 2
3

HþG �H �G 0 0 0
HþF �F 0 0 0

FþG 0 0 0
2N 0 0

Sym 2M 0
2L

2
6666664

3
7777775 ð11Þ
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where F; G; H; N; M and L are material constants obtained by tests of the material
in different orientations. The J2 plasticity yield criterion is recovered using

F ¼ G ¼ H ¼ 0:5; N ¼ M ¼ L ¼ 1:5 ð12Þ

Finally, by using the fully implicit backward Euler integration procedure, the
coupled elastoplastic-damage model is reduced to two scalar equations as

f1 Dc; dð Þ ¼
ffiffiffiffiffiffi
3=2

p
u

1�dð Þd � rp ¼ 0

f2 Dc; dð Þ ¼ d � dn � Dc�Y ¼ 0

(
ð13Þ

The unknowns of this system of equations are the plastic multiplier Dc and the
damage variable d. The system of equations, Eq. (13), is solved with the
Newton-Raphson method. More details can be found in Wali et al. (2015a, b).

2.3 Extension to Viscoplasticity

Structural impact involves events such as plastic flow at high strain rates, possible
local increase of temperature, and material fracture. In this paper, the
loading/unloading condition, Eq. (13), for rate dependent plasticity is rewritten in
terms of the function g :ð Þ as

f1 ¼ g
Dc
Dt

� �
for f1 [ 0 , Dc[ 0 ð14Þ

Combining Eq. (13) with the consistency condition Eq. (14) gives the modified
system as

h1 Dc; dð Þ ¼
ffiffiffiffiffiffi
3=2

p
u

1�dð Þd � rp þ g Dc
Dt

� 	h i
¼ 0

h2 Dc; dð Þ ¼ d � dn � Dc�Y ¼ 0

(
ð15Þ

Instead, simple models, to introduce the rate dependent plasticity, consisting of
rather few parameters seem to be more popular. One of the most frequently used in
impact problems is the Johnson-Cook model. In this case, the function g is written
as

g
Dc
Dt

� �
¼ CrpLog

Dc
Dt

� �
ð16Þ
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According to Smerd et al. (2005), the estimated C-value of AA5754-O is equal
to 0.004556.

3 Simulation Results

Numerical simulations were carried out to study the response of Alumimun
AA5754-O target subjected to low velocity impact of hemispherical nosed pro-
jectiles. The effect of anisotropy is studied by comparing the two elasto-plastic
models: J2 and Hill yield criteria with isotropic and mixed non-linear isotropic/
kinematic hardening models, IH and NHK, respectively. The mechanical properties
of both Aluminum plate are gathered in Table 1. Hardening parameters of the
aluminum AA5754-O material are presented in Table 2. The initial impact velocity
was 25 m/s.

Figure 3 depicts the failure of aluminum plate at different stages. The beginning
of the petalling process during perforation is always associated with fracture ini-
tiation and the outward move of petals as perforation continues. At the time step
0.56 ms, when using J2-IH, dishing formation occurs and the following motion of
projectiles leads to the crack propagation of the impacted surface. At the same time,
for the case of Hill-NKH, the projectile body is already passed through the per-
forated surface and the petal formation generated around it as shown in Fig. 3. It is
clear that the final form of the petal bending is different for the two models. Hence,
anisotropy seems to have an effect on material behavior on low impact velocity. The
resulting force versus time curves are compared when considering the Von Mises
yield criterion with IH and the anisotropic Hill criterion with NKH. Figure 5 shows
an important difference between the isotropic and anisotropic models as the force
level is affected. This is in a good agreement with results in Figs. 3 and 5, as
perforation appears more rapidly in the second case (Fig. 4).

Table 1 Mechanical properties of the aluminum AA5754-O material

Elastic Prop. Hill’48 coefficients Damage data

E (GPa) m F G H N s S d

70 0.33 0.748 0.572 0.403 1.467 1.0 1.25 1

Table 2 Hardening parameters of the aluminum AA5754-O material

Parameter IH NKH

ry ðMPaÞ 95 95

Q ðMPaÞ 159 92.6

b 9 11

a ðMPaÞ – 1291

b1 – 35.8
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J2-IH, Time 0.2 ms
Hill-NKH, Time 0.2 ms

J2-IH, Time 0.56 ms Hill-NKH, Time 0.56 ms

J2-IH, Time 0.596 ms
Hill-NKH, Time 0.7 ms

Fig. 3 Plate’s failure at different stages: pre and post perforation at velocity, V = 25 m/s

Fig. 4 Forces versus time
curves from simulation 4
(V0 = 25 m/s, h = 0.5 mm,
R = 70 mm, Rp = 6.35 mm)
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4 Conclusion

A numerical investigation has been carried out to analyze in details the perforation
process of target aluminum plate when subjected to normal impact by hemi-
spherical shape of projectile on low velocity. Numerical simulations have been
performed using ABAQUS/Explicit finite element code. An elasto-viscoplastic
model is implemented into a user-defined material (VUMAT) subroutine, taking
into account the strain rate effect. Comparison between J2 and Hill yield criteria
with isotropic and mixed non-linear isotropic/kinematic hardening models was
conducted. According to results shown, the impact region of circular target is
significantly influenced by anisotropy.
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Non-linear Dynamics Analysis
of Multilayer Composite Shells
with Enhanced Solid-Shell Elements

A. Hajlaoui, E. Triki, A. Frikha and F. Dammak

Abstract This paper presents the non linear dynamic response of multilayer
composites with an enhanced solid-shell element. The transverse shear and trans-
verse normal locking are treated using the Assumed Natural Strain formulation
(ANS). For the enhanced part, one, three and five parameters are examined.
Comparisons of numerical results with those extracted from literature show the
good performance of the developed formulation in the isotropic case. The three
enhancement choices give the same results in the multilayer composite case.

Keywords Nonlinear dynamic � Solid-shell elements � Multilayer composites

1 Introduction

Shell structures are widely used in aircraft and space systems due to their advan-
tages of high stiffness and strength-to-weight ratios. Many shell elements which
include 3D constitutive relations have been developed. Displacement-based solid
elements are known to have poor performance in bending-dominated problems,
such as in thin shells. To obtain the same performance as that of stress–resultant
shell formulations with plane stress assumption, the class of volumetric shell or
so-called solid-shell elements is a suitable alternative to pure volumetric element
formulations.
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To improve the bending behavior of low-order elements, the enhanced assumed
strain, EAS, method was proposed by Simo and Rifai (1990). Klinkel et al. (1999),
developed a solid-shell element with the ANS method for transverse strains and five
parameters. Vu-Quoc and Tan (2003) proposed an EAS solid shell element with 7
parameters that pass the membrane and bending plate patch tests but does not
completely eliminate volumetric locking (Hajlaoui et al. 2012). Betsch and Stein
(1995) proposed a new interpolation function for thickness strains E33 for shell
element and extended to solid-shell element by Klinkel et al. (1999). In the present
eight-node solid-shell element, we use the EAS method. Three types of parameters
have been analyzed: one, three and five parameters. For the transverse shear
locking, the ANS formulation of Bathe and Dvorkin (1985) is used.

2 Basic Concept of the Non-linear
Static Solid-Shell Element

The fixed spatial coordinate system is defined by a triad (Ei), i = 1, 2, 3. Associated
variables with the undeformed state will be denoted by upper-case letters and by a
lower-case letters when referred to the deformed configuration. Parameterizations of
the shell material points are carried out in terms of curvilinear coordinates
n ¼ n1; n2; n3ð Þ ¼ n; g; fð Þ. The position vectors of the initial and the current
configuration are denoted by X and x, respectively. The covariant base vectors in
the initial and deformed configuration are given by

Gk ¼ @X

@nk
; gk ¼

@x

@nk
; k ¼ 1; 2; 3 ð1Þ

The covariant metric tensor G at a material point n, in the initial and deformed
configuration are defined by

G ¼ Gi:Gj
� �

; g ¼ gi:gj
� �

; i; j ¼ 1; 2; 3 ð2Þ

This leads to the following Green-Lagrangean strain tensor

E ¼ 1
2

g� Gð Þ; Eij ¼ 1
2

gij � Gij
� � ð3Þ

2.1 The Weak Form

The EAS method is based on the following assumption
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E ¼ Ecþ ~E ð4Þ

where Ec and ~E are respectively the compatible part and the enhanced part of the
Green-Lagrange strain tensor. The variational framework of the EAS method,
which is based on the three-field variational functional, in Lagrangean formulation,
is written as

P u; ~E; ~S
� � ¼ Z

V

w Eð Þ � ~S : ~E� u:FV
� �

dV �
Z
@Vf

u:FSdA ¼ 0 ð5Þ

where w is the strain energy function and u, ~E and ~S are the independent tonsorial
quantities which are: displacement, enhanced assumed Lagrange strain and
assumed second Piola-Kirchhoff stress fields respectively. Vectors, FV and FS, in
Eq. (5), are the prescribed body force and surface traction respectively. When
invoking the classical orthogonality condition,

R
V
~S : ~E dV ¼ 0, the number of

independent variables in the original functional is reduce to two u; ~E
� �

. The weak
form of this modified functional may be obtained as

W ¼
Z
V

dE : S� du:FV½ �dV �
Z
@Vf

du:FSdA ¼ 0 ð6Þ

where S is the Piola-Kirchoff stress tensor given by S ¼ @w=@E.

2.2 Compatible Strains

To treat the transverse shear locking and transverse normal locking problems, the
ANS is used. For the transverse shear strains, Ec

13 and Ec
23, the ANS method

proposed by Bathe and Dvorkin (1985) is used. However, for the thickness strains,
Ec
33, we adopt the proposed ANS method used in Betsch and Stein (1995), Bischoff

and Ramm (1997), Klinkel et al. (1999) and Hajlaoui et al. (2015, 2016). Then the
compatible part of the Green-Lagrange strain tensor becomes as follows:

Ec ¼ T�T

1
2 g11 � G11ð Þ
1
2 g22 � G22ð ÞP4

A¼1
1
4 1þ nAnð Þ 1þ gAgð Þ12 gA33 � GA

33

� �
g12 � G12ð Þ

1
2 1� gð Þ gB13 � GB

13

� �þ 1þ gð Þ gD13 � GD
13

� �� �
1
2 1� nð Þ gA23 � GA

23

� �þ 1þ nð Þ gC23 � GC
23

� �� �

2
666666664

3
777777775

ð7Þ
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where the matrix T is the transformation of the strain tensor from parametric
coordinates to the local Cartesian coordinates given in Hajlaoui et al. (2015, 2016).
For the finite element approximation, which is based on the hexahedral eight nodes
element, the position vectors, within each element domain, in reference and current
configurations are respectively given by

X ¼ NXn; x ¼ Nxn ð8Þ

where N is the tri-linear shape functions matrix, xn and Xn are nodal coordinates.
The displacement field, with the corresponding variation and increment, is inter-
polated in a same manner as follows

u ¼ NUn; du ¼ NdUn; Du ¼ NDUn ð9Þ

where Un ¼ u1; v1;w1; . . .; u8; v8;w8½ �T is the vector of nodal displacements at the
element level. Using Eq. (7) and approximations (8) and (9), the virtual and
incremental compatible Green Lagrange strain tensor are then given by

dEc ¼ B dUn; DEc ¼ BDUn ð10Þ

where B is the strain interpolation matrix, relative to a node (I) and denoted BI is
given by:

BI ¼ T�T

gT1NI;1

gT2NI;2P4
A¼1

1
4 1þ nAnð Þ 1þ gAgð ÞgT3NI;3

gT2NI;1þ gT1NI;2

1
2 1� gð Þ gB

T

3 NB
I;1þ gB

T

1 NB
I;3

� �
þ 1þ gð Þ gD

T

3 ND
I;1þ gD

T

1 ND
I;3

� �h i
1
2 1� nð Þ gA

T

3 NA
I;2þ gA

T

2 NA
I;3

� �
þ 1þ nð Þ gC

T

3 NC
I;2þ gC

T

2 NC
I;3

� �h i

2
66666666664

3
77777777775
ð11Þ

2.3 Enhanced Green Lagrange Strains

The enhanced Green-Lagrange strain part is related to the vector of the internal
strain parameters a as:

~E ¼ ~Ma; d~E ¼ ~Mda; D~E ¼ ~MDa ð12Þ

where ~E, d~E and D~E are total, virtual and incremental enhanced Green Lagrange
strain tensor respectively. The crucial assumption of the EAS method is the
enforcement of the orthogonality conditions for the assumed stress field ~S and the
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enhanced strain ~E. This orthogonality conditions impose the following choice for
the interpolation function matrix ~M to be expressed as follows

~M ¼ det J0
det J

T�T0 Mngf;

Z1

�1

Z1

�1

Z1

�1
Mngfdndgdf¼ 0 ð13Þ

where the subscript ‘0’ means evaluation at the center of the element in the natural
coordinates, J ¼ G1; G2; G3½ � is the Jacobian matrix. The interpolation matrix
Mngf, in Eq. (15), is expression in term of the parametric coordinates n; g; fð Þ.
Three choices of matrix Mngf will be considered: one, three and five parameters
(C3D8S1, C3D8S3, C3D8S5).

M1
ngf ¼

0
0
f
0
0
0

2
6666664

3
7777775; M3

ngf ¼

0 0 0
0 0 0
f nf gf
0 0 0
0 0 0
0 0 0

2
6666664

3
7777775; M5

ngf ¼

n 0 0 0 0
0 g 0 0 0
0 0 f 0 0
0 0 0 n g
0 0 0 0 0
0 0 0 0 0

2
6666664

3
7777775 ð14Þ

2.4 Linearisation

With the finite element approximation, Eqs. (10) and (12), at hand, the continuum
weak form, Eq. (6), became in a discrete form as

W ¼ dUT
n : f int � f extð Þþ daT :h ð15Þ

where, f int, f ext and h, are given by the following expressions

f int ¼
Z
V

BTSdV ; f ext ¼
Z
V

NTFVdV þ
Z
@Vf

NTFSdA; h ¼
Z
V

~MTSdV ð16Þ

Equation (16) is a nonlinear equation that will be solved iteratively by the
Newton-Raphson method which needs linearization. Linearization of Eq. (15) is
given by

dUT
n daT

� � K LT

L H

� 	
DUn

Da


 �
þ f int � f ext

h

� 	� 
¼ 0 ð17Þ
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where L, H and K are given by

L ¼
Z
V

~MT
CB dV,H ¼

Z
V

~MT
C ~M dV ; K ¼ KDþKG ð18Þ

with C ¼ @2w
@E@E is the 6� 6 three dimensional material tangent moduli, and KD is

given by

KD ¼
Z
V

BT
CBdV ð19Þ

where B matrix is given by Eq. (11) and KG is the geometric stiffness matrix.
Relative to a couple of nodes (I, J), it is given by

KIJ
G ¼

Z
V

diag GIJ GIJ GIJ½ �dV ð20Þ

GIJ ¼ STT�T

NI;1NJ;1

NI;2NJ;2P4
L¼1

1
4 1þ nLnð Þ 1þ gLgð ÞNL

I;3N
L
J;3

NI;1NJ;2þNI;2NJ;1

1
2 1� gð Þ NB

I;1N
B
J;3þNB

I;3N
B
J;1

� �
þ 1þ gð Þ ND

I;1N
D
J;3þND

I;3N
D
J;1

� �h i
1
2 1� nð Þ NA

I;2N
A
J;3þNA

I;3N
A
J;2

� �
þ 1þ nð Þ NC

I;2N
C
J;3þNC

I;3N
C
J;2

� �h i

2
66666666664

3
77777777775
ð21Þ

The strain parameters Da must be eliminated from Eq. (17) at the element level,
which leads to following element tangent operator KT and residual vector R

KT ¼ KD � LTH�1L
� �þKG; R ¼ f ext � f int þLTH�1h ð22Þ

3 Transient Analysis of the Non-linear Formulation

In order to extend the variational formulation, Eq. (15), to accommodate transient
analysis, the body force is replaced by FV  FV � q€u: Then, with this replacement
the variational equation became

W ¼ dUT
n : f int þ f iner � f extð Þþ daT :h; f einer ¼

Z
V

NTq€udV ð23Þ
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The acceleration in Eq. (23) is computed from the isoparametric interpolation as
in Eq. (9). Thus the inertia term and residual vector may be written as

f iner ¼ M€un; R ¼ f ext � f int þLTH�1h�M€un ð24Þ

3.1 Newmark Algorithm

The Newmark method is a one step method which is used to advance the solution
from time tn to tn+1. Firstly, given the initial displacement and velocity vectors, the
initial acceleration is determined by solving Eq. (24). The Newmark formula to
process the solution is given by

K�TDU
iþ 1
nþ 1 ¼ Ri

nþ 1; K�T ¼ KT þ
c

bDt
CT þ 1

bDt2
M ð25Þ

With the updating formulas

Uiþ 1
nþ 1 ¼ Ui

nþ 1þDUiþ 1
nþ 1;

_Uiþ 1
nþ 1 ¼ _Ui

nþ 1þ
c

bDt
DUiþ 1

nþ 1;

€Uiþ 1
nþ 1 ¼ €Ui

nþ 1þ
1

bDt2
DUiþ 1

nþ 1

ð26Þ

where the vectors Uiþ 1
nþ 1, _U

iþ 1
nþ 1, and €Uiþ 1

nþ 1 are displacement, velocity and accel-
eration given in the initial state by

U0
nþ 1 ¼ Un;

_U0
nþ 1 ¼ 1� c

b

� 
_UnþDt 1� c

2b

� 
€Un;

€U0
nþ 1 ¼ �

1
2b

_Unþ 1� 1
2b

� 
€Un

ð27Þ

The Newmark parameters b and c are chosen as b ¼ 1=3, c ¼ 0:5.

4 Numerical Examples

In this section we present numerical simulations in order to illustrate the good
performance of the proposed formulation. Firstly, the dynamic behavior of a
clamped isotropic spherical shell under a concentrated apex load, F = 100, is
presented. This test is proposed in Duarte Filho and Awruch (2004). Material and
geometric properties for this test are E ¼ 107, m ¼ 0:3, q ¼ 0:000245, h ¼ 10:9�,
R = 4.76, and h = 0.01576. Loading and finite element mesh are shown in Fig. 1.
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The time increment is Dt ¼ 0:2 ls and the finite element mesh with 192 elements
is used. The nonlinear dynamic response, represented by the vertical displacement
at the mid-span, is shown in Fig. 2.

In the same figure, results obtained from a nonlinear and linear static analyses, as
well as the linear dynamic analysis are also presented. These results are compared
with the results of presented in the work of Duarte Filho and Awruch (2004). The
proposed formulation presents very close results to Duarte Filho and Awruch
(2004) results.

In a second simulation, the same spherical shell is analyzed with two layers
[0°/90°] subjected to a concentrated apex load of F = 0.8 N. Geometric and
materials properties are E1 ¼ 138GPa, E2 ¼ E3 ¼ 8:9GPa, G12 ¼ G13 ¼ G23 ¼
4GPa, m12 ¼ m13 ¼ m23 ¼ 0:25, q ¼ 1824 kg=m3, R ¼ 4m and h ¼ 0:02m. The
time increment is Dt ¼ 10�4 s and the time period is 10 ms. The central deflection

Fig. 1 Shallow spherical cap: geometry and finite element mesh
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is plotted with time in is shown in Fig. 3 for the three parameters choice Eq. (14)
which give the same results.

5 Conclusion

In this paper, a solid-shell finite element with enhanced assumed strain is developed
to study the non linear dynamics of multilayer composites. The transverse shear and
transverse normal locking are treated using the Assumed Natural Strain formulation
(ANS). The proposed formulation and those form literature are in good agreement
in the isotropic case. The three choices of the number of enhancement parameters
give the same results in the case of non-symmetric orthotropic laminates
composites.
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Abstract The mechanical properties of supports in a mechanical system strongly
affect its dynamic behavior under real operating conditions. This work presents a
new method for identifying the dynamical characteristics of local supports which
has been developed along the lines of the work by Özgüven (Mech Syst Signal
Process 4:53–63, 1990) and Debut et al. (Proceeding of the 19th international
congress on sound and vibration, Vilnius, Lithuania, 2012), which combines
measured frequency transfer functions and techniques from structural modifica-
tions. As typical for inverse problem, the noise in the frequency transfer functions
lead to faulty identifications, so that regularization techniques have been imple-
mented to mitigate noise amplification in the inverse problem. The proposed
approach has been then numerically tested on a multi-supported structure, which
can be seen as an idealized electricity generator rotor shaft. The results are satis-
factory for noise-free data as well as under realistic noise levels.
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1 Introduction

In most industries using rotating machines, the application of large power combined
with high speed while ensuring a continuous and reliable operation is becoming
increasingly important. However, such components are prone to dynamical unbal-
ance and instability problems which can affect rotors, as a result of the unbalanced
forces related to rotor bending and also due to the dynamic behavior of the lubri-
cation seals between the rotor and the structure. For many years, the causes of rotor
instabilities were the subject of countless investigations. Ramsden (1968) was the
first to conclude that designers must have accurate information about the stiffness
and damping coefficients of bearings incorporated in the structure. In the late 70s,
Dawson and Taylor (1980) conducted a survey on the impact of bearings on the
dynamic behavior of rotors and reached the following conclusion: experiments in
rotor-dynamics must be carried out to study the influence of the dynamic parameters
of bearings and of the structure on the rotor responses. For that purpose, charac-
terizing the dynamic behavior of the bearings is paramount. A suitable and economic
procedure was proposed by Nordmann and Scholhom (1980) to identify the stiffness
and damping parameters of a plain bearing. Ten years later, Chan and White (1991)
used the impact method to identify the dynamic parameters of a bearing in a rotor
mounted on two symmetrical bearings by adjusting the curves of the frequency
responses. Since in most applications based on the rotors mounted on bearings,
bearings are not symmetrical, the applications of the assumptions on which this
method is based are limited. Later, Wang and Liou (1991) proposed the method of
structural parameters identification of the joints. A method that has been extended by
Arumugam et al. (1994) to identify linearized parameters of an oil film, using
experimental frequency response functions (FRFs) and theoretical FRFs obtained
from Finite Element modeling. Qiu and Tieu (1997) presented an algorithm to
identify the dynamic parameters of a bearing from its impulse response. Tiwari et al.
(2004) conducted a survey on the experimental identification of dynamic parameters
of bearings and seals respectively. The method proposed in this paper, based on the
formulation of structural modifications developed by Özgüven (1990) and Debut
et al. (2012), identifies the characteristics of the support parameters of each rotor
bearing, i.e. mass, stiffness and damping, from the modal parameters of the
unconstrained rotor and from a matrix that represents the transfer functions con-
necting the dynamics of all measurement locations of the support-constrained rotor.
One key point of the method is the relationships between the transfer functions of the
unconstrained and constrained systems proposed by Özgüven (1990). The con-
strained system is represented in terms of the transfer functions measured at the
supports location, while the unconstrained system is represented by a Finite Element
model. In the presence of noise in the measured FRFs or when the mode shape value
approach zero, the problem becomes ill-posed. To overcome these difficulties, the
proposed formulation allows to better regulate the inverse problem through classical
filtering techniques, namely by matrix singular values decomposition (SVD) and
Tikhonov regularization. These are two convenient aspects of the developed
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approach, which allow to address the inverse problem not by iterative optimization
as it is pretty standard, but through linear inverse formulations. In addition, this
method does not imply the experimental identification of the constrained modes of
the system, which can be delicate in practice, because it is rooted instead on transfer
function measurements only. As a first step in the development of the technique, the
paper presents some preliminary identification results obtained from realistic sim-
ulated data for a model of an electricity generator shaft, under non-rotating condi-
tions, which illustrates the satisfactory behavior of the approach.

2 Theoretical Model

The structure consists of a rotor with multiple spans, supported by ball bearings,
connected to a fixed structure as shown in Fig. 1. Assuming the unconstrained
structure, i.e. without accounting for the actual boundary conditions on the sup-
ports, the frequency transfer function between the ith and jth points matrices of the
structure HUi;jðxÞ; can be calculated from the assembled matrices of the Finite
Elements model as,

HUðxÞ ¼ �x2Mþ ixCþK
� ��1 ð1Þ

where M, C and K are the mass, the damping and the stiffness matrices,
respectively.

The frequency transfer function matrix HCðxÞ of the constrained system can be
written as follows:

HCðxÞ ¼ �x2Mþ ixCþK� x2MC þ ixCC þKC
� ��1

¼ HUðxÞ�1 � x2MC þ ixCC þKC

h i�1 ð2Þ

Fig. 1 Left Picture of the rotor test rig at LDA of IST/CTN. Right Detail of the components of the
rotor model
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where, the matrix MC, KC and Cc contain the supports parameters. An interesting
manner to estimate the matrix of constrained transfer functions HCðxÞ directly from
the unconstrained matrix HUðxÞ was proposed by Özgüven (1990). From (1) and
(2), HUðxÞ can be expressed as:

HUðxÞ ¼ I�HCðxÞ �x2MC þ ixCC þKC
� �� ��1

HCðxÞ ð3Þ

To obtain a convenient form for the identification of the support’s parameters,
we can multiply the left-hand side vector and the right-hand side vector by an
external excitation. The resulting equations are obtained as:

uUm
¼ HCðxUm

Þ �x2
Um
MC þ ixUmCC þKC

h i
uUm

ð4Þ

where xUm and uU represent the modal frequencies and corresponding mode shapes
of the unconstrained system.

Assuming that the constraints matrices of the supports are diagonal, Eq. (4) can
be written as Özgüven (1990):

uUm
¼ HCðxUmÞ/Um

�x2
Um
mC þ ixUmcC þ kC

� �
ð5Þ

where /Um
is a diagonal matrix built from the terms of vector uUm

whilemC; cC and
kC are vectors containing the terms of the diagonal constraints matrices MC;CC

and kC, or conversely:

�x2
Um
mC þ ixUmcC þ kC ¼ HCðxUmÞ/Um

� ��1
uUm

ð6Þ

Concerning the real part of this complex equation, we can write (6) for two
unconstrained modes m and n:

�x2
Um
mC þ kC ¼ Re HCðxUmÞ/Um

� ��1
uUm

� �
ð7Þ

�x2
Un
mC þ kC ¼ Re HCðxUnÞ/Un

� ��1
uUn

� �
ð8Þ

In a compact matrix form, Eqs. (7) and (8) become:

mC

kC

� �
¼ �x2

Um
I I

�x2
Un
I I

� 	�1 Re HCðxUmÞ/Um

� ��1
uUm

� �
Re HCðxUnÞ/Un

� ��1
uUn

� �
8<
:

9=
; ð9Þ

Concerning the dissipation terms on the supports, we have directly from the
imaginary part of (6):
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cC ¼ 1
xUm

Im HCðxUmÞ/Um

� ��1
uUm

� �
ð10Þ

The identification accuracy can be improved by taking a set of N unconstrained
modes, which leads to the following oversized system of equations:

mC

kC

� �
¼

�x2
U1
I I

..

. ..
.

�x2
UN
I I

2
64

3
75

þ Re HCðxU1Þ/U1

� ��1
uU1

� �
..
.

Re HCðxUN Þ/UN

� ��1
uUN

� �
8>>><
>>>:

9>>>=
>>>; ð11Þ

and,

cC ¼
xU1I

..

.

xUN I

2
64

3
75

þ Im HCðxU1Þ/U1

� ��1
uU1

� �
..
.

Im HCðxUN Þ/UN

� ��1
uUN

� �
8>>><
>>>:

9>>>=
>>>; ð12Þ

For identical supports, Eqs. (11) and (12) become:

mC

kC

� �
¼

�x2
U1

1

..

. ..
.

�x2
UN

1

2
64

3
75

þ Re HCðxU1Þ/U1

� ��1
uU1

� �
..
.

Re HCðxUN Þ/UN

� ��1
uUN

� �
8>>><
>>>:

9>>>=
>>>; ð13Þ

and

cC ¼
xU1

..

.

xUN

2
64

3
75

þ Im HCðxU1Þ/U1

� ��1
uU1

� �
..
.

Im HCðxUN Þ/UN

� ��1
uUN

� �
8>>><
>>>:

9>>>=
>>>; ð14Þ

3 Regularization Procedures

In practice, the presence of noise in the measured transfer functions or for modes
presenting a node of the mode shapes near a measurement location can lead to an
ill-posed problem. Therefore it is necessary to consider, as possible as it can be,
their existence to overcome this problem. The orders of magnitude of the terms mC

and kC are very different. The conditioning of the formulation is improved by
rescaling the formulation. Then, we can rewrite (11) as:
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~mC

kC

� �
¼

I I
..
. ..

.

� x2
UN

x2
U1

I I

2
64

3
75

þ Re HCðxU1Þ/U1

� ��1
uU1

� �
..
.

Re HCðxUN Þ/UN

� ��1
uUN

� �
8>>><
>>>:

9>>>=
>>>; ð15Þ

and the desired solution will be:

mC

kC

� �
¼

1
x2

U1

~mC

kC

( )
ð16Þ

Furthermore, the complex vector in the second member (15) and (16) can be
written:

HCðxU1Þ/U1

� ��1
uU1

..

.

HCðxUN Þ/UN

� ��1
uUN

8><
>:

9>=
>; ¼

/U1
� � � 0

..

. . .
. ..

.

0 � � � /UN

2
64

3
75
�1 HCðxU1Þ � � � 0

..

. . .
. ..

.

0 � � � HCðxUN Þ

2
64

3
75
�1 uU1

..

.

uUN

8><
>:

9>=
>;

ð17Þ

This formulation allows a much better regularization for the inverse problem by
using either SVD or Tikhonov filtering, in order to mitigate the presence of noise or
near-zero modal values in the matrix of mode shapes.

3.1 SVD Regularization

A regularization technique which appears very elegant and effective, among the
various methods that have been used to overcome the ill-condition problem, is to
filter by SVD decomposition of both the constrained system transfer function
HCðxUÞ and mode shapes matrices. It is possible to quantify the singularity of a
given matrix through the so-called condition number which is the ratio between the
highest and the lowest singular values of the SVD decomposition

C ¼ URVT ð18Þ

where C refers to the constrained system frequency transfer function matrix or the
unconstrained system mode shapes matrix, R ¼ diagðr1; . . .; rNÞ with
r1 � r2 � � � � � rN � 0 and U, V are orthogonal matrices. Then, using the inverse
of the condition number c ¼ rmin=rmax, matrix C is perfectly conditioned when
c = 1 and ill-conditioned as c decreases. The inverse transformation can be com-
puted from the SVD terms as:
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C�1 ¼ VR�1UT ð19Þ

therefore: R�1 ¼ diagð1=r1; . . .; 1=rNÞ.
A way to solve the problem is to use a pseudo-inverse of the matrix C so that:

R�1
reg ¼

1=ri if ri=rmax � e
0 if ri=rmax � e

�
ð20Þ

where e is called the truncation (filtering) boundary and,

Creg ¼ VR�1
regU

T ð21Þ

The result obtained by the proposed regularization technique seems effective, as
later illustrated in the numerical computations. More details about the regularization
method can be found in Debut V et al. (2010).

3.2 Tikhonov Regularization

Another technique commonly used to overcome the problem of ill-conditioning is
to filter the inverse formulation through Tikhonov regularization. This technique is
based on the introduction of a regularization parameter e which acts as a lower
boundary on the large band-matrix of the constrained system transfer function,
beyond which filtering of the inverse problem is enabled. So (17) will be written:

~mC

kC
CC

8><
>:

9>=
>;

_

¼

I I jI

..

. ..
. ..

.

� x2
UN

x2
U1

I I jI

2
6664

3
7775

þ
/U1

� � � 0

..

. . .
. ..

.

0 � � � /UN

2
664

3
775
�1

HCðxU1Þ � � � 0

..

. . .
. ..

.

0 � � � HCðxUN Þ

2
664

3
775� e

I � � � 0

..

. . .
. ..

.

0 � � � I

2
64

3
75

2
664

3
775
�1 uU1

..

.

uUN

8>><
>>:

9>>=
>>;

ð22Þ

If e is too small, then regularization is negligible and excessively amplified noise is
obtained as a result. On the other hand, if e is too large, then regularization will
“drown” the problem physics leading to a large error in the excessively smooth
identified result. So an issue arises on the choice of an optimal value for the filtering
parameter. These arguments present the motivation for using the classical L-curve
diagram, where the norm of the regularized solution S eð Þk k is plotted as a function

of the residual norm R eð Þk k where: S eð Þ ¼ mc eð ÞT kc eð ÞT cc eð Þ T
n oT
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and

R eð Þ ¼
HCðxU1Þ � � � 0

..

. . .
. ..

.

0 � � � HCðxUN Þ

2
664

3
775

/U1
� � � 0

..

. . .
. ..

.

0 � � � /UN

2
664

3
775

8>><
>>:

I I jI

..

. ..
. ..

.

� x2
UN

x2
U1

I I jI

2
6664

3
7775

mc eð Þ
kc eð Þ
cc eð Þ

8><
>:

9>=
>;�

uU1

..

.

uUN

8>><
>>:

9>>=
>>;

9>>>=
>>>;

ð23Þ

More details about the regularization method can be found in Delaune et al. (2010).

4 Numerical Applications

4.1 System Description

The model shown in Fig. 1 presents the essence of the complexities that can be
found in the shaft-lines of turbo electricity generators. The rotor is composed of a
stainless steel shaft supported by six roller-bearings mounted on the shaft through
cylindrical bronze-anchors, eight thin aluminum-disks maintained by cylindrical
aluminum-anchors, five large stainless steel-disks and three large aluminum-disks
which have identical dimensions. Numerical data of the rotor are shown in Table 1.
Figure 1 illustrates in detail the distribution of the components of the rotor. The
model is essentially composed of four spans of various lengths; each one contains
two balance discs and two large discs.

Table 1 Numerical data of the rotor

Length of the shaft 1.668 m External diameter of
aluminum-disks

0.1 m

Diameter of the shaft 0.01 m Inner diameter of aluminum-disks 0.01 m

Shaft Young’s modulus 210 Gpa Thickness of aluminum-disks 0.025 m

Shaft density 8020 kg/m3 Aluminum-disks density 2700 kg

External diameter of stainless
steel-disks

0.1 m External diameter of
aluminum-disks

0.1 m

Inner diameter of stainless steel-disks 0.01 m Inner diameter of aluminum-disks 0.01 m

Thickness of stainless steel-disks 0.025 m Thickness of aluminum-disks 0.005 m

Stainless steel-disks density 8020 kg Aluminum-disks density 2700 kg

Length of bronze-anchors 0.045 m Length of alum-anchors 0.032 m

External diameter of bronze-anchors 0.032 m External diameter of alum-anchors 0.035 m

Inner diameter of bronze-anchors 0.01 m Inner diameter of alum-anchors 0.01 m

Bronze-anchors Young’s modulus 130 GPa Young’s modulus alum-anchors 130 GPa

Bronze-anchors density 8400 kg Alum-anchors density 5550 kg
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4.2 Simulation Results

For numerical simulations, the structure was meshed into 37 linear elements based
on its geometry. Note that we do not need to build the matrix HuðxÞ but just to
know the modal frequencies xU and their corresponding mode shapes uU . So it can
be calculated by solving an eigenvalue problem from the assembled matrices of the
structure by Finite Elements modal analysis. Furthermore, we built numerically the
frequency constrained transfer functions matrix HcðxÞ connecting the dynamics of
all points of constrained rotor, which simulates measurements. For more realistic
simulations, we add a random noise with Gaussian distribution HnoiseðxÞ to the
constrained transfer functions matrix HcðxÞ as follows:

HcnoiseðxÞ ¼ HcðxÞþHnoiseðxÞ

The first six computed mode shapes of the unconstrained system are displayed in
Fig. 2.

4.3 Identification Results

An amount of 10 % of noise was injected in the simulated transfer functions. On the
other hand, 5 % of modeling error was added to the Young’s modulus and the
density of components structure. Figure 3a, b shows the identification results for the
various support parameters.

It can be noticed that the noise in the transfer function has an important negative
impact on the quality of our identification results, mainly for the support mass.

Fig. 2 First six mode shapes of the unconstrained system
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However, the introduction of the modeling error doesn’t have a strong effect on the
results. To overcome the problems related to the noise contribution, we imple-
mented the SVD and Tikhonov regularization techniques, as previously described.
The results are illustrated in Fig. 4.

Both SVD regularization and Tikhonov regularization allow better results for the
identification procedure, however the mass parameters still present significant
errors. It should be noted that, if the orders of magnitude of the support parameters
are too different from each other, the smallest ones may have larger percentage of
error due to the characteristics of least squares method.

In order to improve the identification results, another method is developed to
identify the damping and mass coefficients separately, if they are too small in
comparison with the stiffness coefficients. In order to solve the equation system (2),
the support stiffness matrix kc is added to both sides of the equation, then a
procedure similar to the derivation of Eq. (9) is used to identify the support
damping and mass coefficients. The results obtained, shown in Fig. 5a, are clearly
improved. When considering identical supports, the identification results using this
method are presented in Fig. 5b.

This method shows satisfactory results, in particular for Fig. 5b which assumes
identical supports. Using the various regularization strategies previously described,
it can be said that the overall identification procedure is robust to noise pollution.

Fig. 3 a 10 % noise in the transfer function, b 5 % error in the model

Fig. 4 a 10 % noise in transfer function, SVD regularization, b 10 % noise in transfer function,
Tikhonov regularization
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5 Conclusions

The dynamic behavior of a mechanical system is strongly affected by the properties
of its supporting devices. In this work, a method for the identification of the
supports properties which directly uses the measured frequency transfer functions
of the constrained system and the modes of the unconstrained system was devel-
oped. There are several different methods using the transfer functions, directly or
indirectly, to identify the structural parameters. However, most of those methods
suffer from the problem of noise. Therefore, to overcome such difficulty, it is
necessary to mitigate its influence. A new formulation was introduced to overcome
the noise problem. This formulation benefits from SVD or Tikhonov regularization
for mitigating the ill-conditioning of the inverse problem. The accuracy and fea-
sibility of the proposed method were verified and demonstrated through realistic
numerical simulations.
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Dynamic Analysis of a Wedge Disc Brake
According to the Variations of Friction
Coefficient

K.R.M. Mahmoud

Abstract Noise and vibrations associated with the braking process are mainly affected
by the coefficient of friction. The aim of this work is to study the effect of principal
parameters i.e. normal force, sliding speed and wedge inclination angle on the dynamic
linear analysis of wedge disc brake and their comparisons with conventional disc brake
system. The coefficient of friction is measured and expressed as a function of sliding
speed and normal force for the two types of disc brakes. The results illustrate that there
are noticeable differences in wedge disc brake resonance frequency and shoe factor step
response with variations of coefficient of friction and wedge inclination angle.
However, the coefficient of friction has a slight effect on the dynamic characteristics in
the case of conventional disc brake. It was noted that the sliding speed has a consid-
erable effect on wedge disc brake dynamics. It was concluded that the normal force has
little effect on disc brake dynamic characteristics for both brakes.

Keywords Wedge disc brake � Stability � Friction � Dynamic characteristics

1 Introduction

Many of the brake mechanisms are proposed which are far from being promising
enough to offer fully optimized performance. Experimental approaches using brake
dynamometers have been widely used to investigate the brake performance and to
study the influence of different design parameters at various operating conditions
mainly to understand the characteristics of the brake system during braking event
and to verify solutions of simulation models (Mahmoud and Mourad 2014; Blau
and McLaughlin 2003).
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In several research efforts, it was concerned to investigate mainly the friction
process. Where, the braking process is originally a conversion of kinetic energy into
heat through friction. Many studies showed that the coefficient of friction is affected
by several conditions such as the surface finishing, material properties, temperature,
sliding speed, and normal force. This leads to the observation that the friction
coefficient varies with the brake time (Mitschke et al. 1995; Mahmoud 2005).
Serverin and Dörsch (2001) have presented the variation of the shoe factor with the
coefficient of friction variations. There were many efforts to determine accurately
the coefficient of friction and its variation depending on the normal force, sliding
speed and contact temperature. This leads to the observation that the coefficient of
friction is varied with the brake time. There is a relationship between the sliding
speed and the coefficient of friction especially under extreme loads. Many studies
such as Blue (1995) concluded that the sliding friction greatly increases with the
decrease of the sliding velocity. Also, it is observed that the coefficient of friction
decreased with the increase of the sliding speed (Eriksson et al. 1999). Blau (1995)
also researched to form the relation between the sliding speed and the coefficient of
friction under extreme loads. The results indicate that the coefficient of friction
decreases with the increase of the sliding velocity. Eriksson et al. (2002) have
experimentally investigated the relation between the coefficient of friction and the
sliding speed. They used five different types of brakes, and each brake had a trend
that differed from the others, however, the coefficient of friction decreased with the
sliding speed in all the brakes that were investigated in their study.

The brake shoe factor C* is known as the ratio between friction (brake) force on
the shoe to the applied force at the tip of the shoe. Whereas, the brake force between
the rotor and the pad is as a result of the friction process (Mahmoud 2005). The
shoe factor C* depends mainly on the value of the coefficient of friction. The
self-amplified brakes are characterized by high brake shoe factor but at the same
time they have high sensitivity to the friction coefficient variations. From the other
side, conventional disc brake has low brake shoe factor and it is less sensitive to the
change of friction coefficient (Mitschke et al. 1995).

Wedge disc brake is introduced in different shapes by many investigators such as
Dietrich et al. (2001) who invented it first, and Hartmann et al. (2003). In any case,
all the innovations that are introduced depend mainly on the providence of the disc
brake with an electromechanical system as well as to apply the self-amplification in
the disc brake.

Many design forms of wedge disc brake were introduced to increase the brake
effectiveness by changing the configuration of the brake. For example, a wedge disc
brake which is provided by a wedge to increase the brake force. In the last few
years’ wedge-actuated disc brakes were presented but until now they are still in the
research stage. These designs are still at an early development stage and requires
further research before its full potential can be deployed (Mahmoud 2005; Ghazaly
et al. 2014).
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It is important to investigate the dynamic characteristic of vehicle brake. For
example, Ćirović and Aleksendrić (2011) have presented a study aimed to inves-
tigate the disc brake using finite element analysis. Their results indicate that disc
brake topography has a significant effect on dynamic characteristics as well as
squeal generation.

In the present work, a set of experimental tests are conducted to study the effect
of sliding speed and normal force on the friction coefficient of wedge and con-
ventional disc brakes. The coefficient of friction is measured and expressed as a
function of sliding speed and normal force for the two types of disc brakes. Then
Matlab Simulink models are created to study the dynamic characteristics of wedge
and conventional disc brakes with the variations of wedge inclination angle,
coefficient of friction, sliding speed and normal force.

2 Experimental Setup

The brake dynamometer test rig, shown in Fig. 1 is designed to extend the brake
system with necessary mechanical power, rotation speed and applied force to cal-
culate the coefficient of friction between disc and pads as well as to evaluate the
brake performance. Full details of the design are outlined in our previous work
(Mahmoud and Mourad 2014). The test rig is divided into driving unit, braking unit
and measurement facilities. The rotational speed is measured using a tachometer.
An electromechanical actuator is used to generate the required applied force. The
braking force as required output is obtained by load cell. The wedge inclination
angle is maintained at 30°. Four-channel data acquisition system is used to collect
the signal data. Figure 2 shows the test rig with its different units. The driving unit
consists of an AC motor of 18.56 kW and 1500 rpm, that rotates the driving shaft at
different rotating speeds. The braking unit comprises the new wedge disc brake
assembly, as shown in Fig. 2. The instruments for measurement include rotational
speed (tachometer), applied pressure (a pressure gauge) and tangential force (load
cell) (Mostafa et al. 2013a, b).

Fig. 1 Photo of brake
dynamometer test setup and
measurement instrumentation
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3 Wedge Disc Brake Modelling

Two Matlab Simulink models for conventional and wedge disc brakes are designed
according to the following mathematical equations. All parameters used in these
models such as brake pad mass, brake pad stiffness etc., have the same values for
both conventional and wedge disc brakes. Figure 3 show the mathematical models
for conventional and wedge disc brakes. Table 1 shows the operating parameters
used in the conventional and wedge disc brake models.

First, conventional disc brake, the equations of motion can be expressed as
follow:

ma€xa þ cað _xa � _xpÞþ kaðxa � xpÞ ¼ Fapp ð1Þ

mp€xp � ca _xa � _xp
� �� ka xa � xp

� �þ cp _xp þ kpxp ¼ 0 ð2Þ

cp _xp þ kpxp ¼ FN ð3Þ

Second, wedge disc brake, the equations of motion can be expressed as follow:

ma€x1 þ ca _x1 � _x2ð Þþ ka x1 � x2ð Þ ¼ Fapp ð4Þ

Amplifier
Load cell

Electro-mechanical actuator

gearbox 1 gearbox 2AC Motor
Wedge

Abutment

Rotor

Brake pad

Wedge inclination α

Data acquisition 
Fig. 2 Brake dynamometer
test setup and measurement
instrumentation

(a) (b)

Fig. 3 Disc brake mathematical models (a conventional, b wedge)
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mb€x2 � ca _x1 � _x2ð Þ � ka x1 � x2ð Þþ cbx _x2 þ kbxx2 ¼ 0 ð5Þ

mb€y1 þ cby _y1 � _y2ð Þþ kbyðy1 � y2Þ ¼ 0 ð6Þ

mw€y2 � cby _y1 � _y2ð Þ � kbyðy1 � y2Þþ cp _y2 þ kpy2 ¼ 0 ð7Þ

cp _y2 þ kpy2 ¼ FN ð8Þ

The coefficient of friction can be formed as:

tan a ¼ y2 � y1
x2 � x1

ð9Þ

l ¼ R
FN

ð10Þ

Table 1 illustrates the models parameters.

4 Results and Discussions

The effect of normal force on the coefficient of friction for wedge and conventional
disc brake at 1 m/s sliding speed is shown in Fig. 4. From this Figure it can be
noticed that the higher the normal force, the slightly lower is the coefficient of
friction for both brake types. These results are in agreement with Blau and
McLaughlin (2003) who have also established that with low contact pressure, the
chemistry of the contact areas plays key role in the variations of the coefficient of
friction. With high normal force, many factors can be affected by many parameters
such as surface softening by friction heating, increased blowing in the softer
materials, and enhanced heat transfer and oxide film formation. The experimental
results could be expressed with an acceptable error as follow:

Table 1 Conventional and
wedge disc brakes parameters

Parameters Symbol Value

Piston arm mass (kg) ma 0.033

Piston arm stiffness (N/m) ka 107

Piston arm damping coeff. (Ns/m) ca 116

Brake pad mass (kg) mp 0.2

(Wedge and brake pad) mass (kg) mw 0.2

Brake pad damping coeff. (Ns/m) cp 89

Brake pad stiffness (N/m) kp 106

Bearing mass (kg) mb 0.2

Bearing damping coeff. (Ns/m) cbx and cby 282

Bearing stiffness (N/m) kbx and kby 107
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l ¼ lo � 0:00033FN ð11Þ

where μ is the coefficient of fiction, μo is the static friction coefficient and FN is
normal force in N.

Figure 5 illustrates the effect of sliding speed on the coefficient of friction for
wedge and conventional disc brakes. It can be noticed that with the increase in
sliding speed there is a decrease in the coefficient of friction for both types. These
results are in agreement with many researchers such as Mahmoud (2005) and Blue
(1995). With high sliding speed, friction is affected by many parameters such as
surface softening by friction heating, increased plowing in the softer materials,
enhanced transfer and oxide film formation. It is difficult to identify which
parameter plays the main role on the coefficient of friction variations. The experi-
mental results could be expressed with an acceptable error as follow:

l ¼ lo � 0:1mþ 0:009m2 ð12Þ

where μ is the coefficient of fiction, μ o is the static friction coefficient and v is
sliding speed in m/s.

Figure 6a, b show the brake shoe factor C* of wedge disc brake as time and
frequency response with different inclination angles. It is obvious that as the wedge

Fig. 4 Coefficient of friction variations with normal force

Fig. 5 Coefficient of friction variations with sliding speed
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inclination angle α decreases the brake shoe factor increases. The increase in brake
shoe factor is associated with a delay in response time of as high as about 0.8 s at an
inclination angle of 30°. On the other hand, the resonance frequency is strongly
affected by wedge inclination angle, not to mention the significant decrease in
frequency. Not only has the change in the inclination angle from 30° to 60° led to a
decrease in the resonance frequency from about 105 to 80 Hz, it was also noted that
the resonance frequency values are low which means it is more vulnerable to
vibrations and noise. The findings could be attributed to the fact that the wedge disc
brake has four degrees of freedom as compared to two in the case of conventional
disc brake, which causes the delayed response of the system. And as a result the
resonance frequency decreases. Also, the high sensitivity of wedge disc brake to the
inclination angle and coefficient of friction leads to extreme vulnerability in the
dynamic characteristics of wedge disc brake as concluded by Mahmoud and
Mourad (2014) and Gombert et al. (2004).

Fig. 6 Linear analysis of wedge disc brake shoe factor with wedge inclination angle variations
(a step response, b frequency response)
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The effect of the coefficient of friction on the conventional disc brake shoe factor
as step and frequency responses is shown in Fig. 7a, b respectively. From these
figures it can be seen that the brake shoe factor value was affected by the coefficient
of friction such that the higher the coefficient of friction, the higher the brake shoe
factor. However, there is no any change on step or frequency responses with the
change in friction coefficient.

The effect of the coefficient of friction on shoe factor of wedge disc brake as step
and frequency responses is illustrated in Fig. 8a, b respectively. It can be noticed
that the increase of friction coefficient from 0.3 to 0.5 leads to significant increase in
the brake shoe factor value. However, the higher the coefficient of friction the more
delay in step response and the lower the resonance frequency. Increase in friction
coefficient from 0.3 to 0.5 is accompanied with a reduction of the resonance fre-
quency from about 83 to 40 Hz and an increase of transient time from about 0.2 to
1.2 s. By comparing these results with conventional disc brake, the transient time of
conventional disc brake is much less than the wedge one for the same friction
coefficient value. Therefore, the resonance frequency of conventional disc brake is
much more than the wedge disk brake system.

Fig. 7 Linear analysis of conventional disc brake shoe factor with coefficient of friction variations
(a step response, b frequency response)
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The effect of sliding speed on conventional and wedge disc brake shoe factors
are shown in Figs. 9 and 10 respectively. From these figures it can be seen that the
higher the sliding speed the lower the brake shoe factor for both brake types. But
still, the conventional disc brake is less sensitive than wedge disc brake to sliding
speed variations. The response time and resonance frequency of conventional disc
brake aren’t being affected to the variations of sliding speed. While, the response
time as well as resonance frequency are greatly influenced by the change in sliding
speed. In other words, the resonance frequency remains the same for conventional
disc brake and increases markedly with the increase in sliding speed. The resonance
frequency of wedge disc brake increases from about 65 to 84 Hz when the sliding
speed is increased from 1 to 5 m/s. But, the resonance frequency of conventional
disc brake remains constant at about 220 Hz with the same sliding speed variations.
This means that not only the resonance frequency of wedge disc brake is affected by

Fig. 8 Linear analysis of wedge disc brake shoe factor with coefficient of friction variations
(a step response, b frequency response)
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sliding speed variations but also it was lower than the case of conventional disc
brake. These findings are in agreement with the results of Blau (1995) and
Mahmoud (2005) for brake pads materials. The friction at the start is low and
remains at its initial value for some time and the factor mainly responsible for this
low friction phenomenon is the presence of a layer of foreign material between
brake pad and disc.

The effect of normal force on the step and frequency responses for conventional
and wedge disc brakes is shown in Figs. 11 and 12 respectively. Noting these
figures, it can be concluded that there is no big difference between the effect of
sliding speed and normal force except that the normal force is less effective on
brake shoe factor C*. Change of normal force has no effect on the step or the
frequency responses of conventional disc brake. However, in the case of wedge disc

Fig. 9 Linear analysis of conventional disc brake shoe factor with sliding speed variations (a step
response, b frequency response)
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brake, it appears that there is a noticeable but small effect of normal force on step
and frequency responses. By increasing the normal force from 400 to 2000 N, the
response time decreased from about 0.9 to 0.7 s and the resonance frequency
increased from about 55 to 63 Hz. These results are in agreement with the results of
Chowdhury et al. (2011). This may be attributed to the fact that the strength of these
materials is greater at higher shear strain rates which results in a lower real area of
contact and a lower coefficient of friction in dry contact conditions.

Fig. 10 Linear analysis of wedge disc brake shoe factor with sliding speed variations (a step
response, b frequency response)
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5 Conclusion

Series of experimental test were carried out to investigate the effect of sliding speed
and normal force on the coefficient of friction between brake pad and disc.
Coefficient of friction has a considerable effect on disc brakes dynamics; however,
this effect was more noticeable with wedge disc brake mechanism as com-pared to
the conventional disk brake system. Wedge disc brake shoe factor response is very
late as compared to the conventional disc brake and the delay in-creases with the
increase of the coefficient of friction as well as the decrease of wedge inclination

Fig. 11 Linear analysis of conventional disc brake shoe factor with normal force variations
(a step response, b frequency response)
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angle. On the other hand, the wedge disc brake pad resonance frequency strongly
decreases compared to that of conventional disc brake pad that has the same
properties. This decrease is magnified as the coefficient of friction increases or the
wedge inclination angle decreases. The normal force has relatively little effect on
wedge disc brake dynamics and has a negligible effect on classical disc brake
dynamics. The sliding speed has a considerable effect on disc brake dynamics;
however, it affects more in the case of wedge disc brake.
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