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   Foreword   

 The most signifi cant exclusion from the third edition of  Crisis Management in 
Acute Care Settings  is any mention of Murphy’s Law:  Anything that can go wrong, 
will go wrong . Perhaps, Michael St.Pierre, Gesine Hofi nger, and Robert Simon 
were uncomfortable about including a pseudoscientifi c law of nature that does not 
really exist? Or were they aware of the controversies surrounding the origin of this 
eponym? Whatever the case, this new edition of their now classic book does 
everything possible to explain the drivers of Murphy’s Law in acute care 
settings. 

 Well covered is the notion that when people are under stress, time pressure, 
fatigue, or working within poorly designed structures many things can go wrong. 
This book discusses how these organizational, psychological, cognitive, social, or 
environmental systems can unravel. Importantly, the authors also reveal how to pre-
vent or interrupt their progression to disaster in clinical practice. 

 With practical case examples and admirable parsimony, this book covers com-
plex and diverse fi elds in easy-to-read prose. This book is a one-stop shop for 
those of us teaching or attempting to practice crisis management in acute care 
settings. 

 For those just needing a thumbnail sketch of topics such as cognition or com-
munication under stress, the “in a nutshell” sections provide elegant one-page sum-
maries synthesizing extensive research. The “quick tips” sections show clinicians 
and educators how to adapt their clinical management and teamwork to best crisis 
resource management practices. For those running blogs or journal clubs on team-
work or high reliability, each chapter can be read and discussed in depth; for those 
designing teamwork or CRM experiences, the extensive bibliography of each 
chapter provides a trove of evidence to explain the rationale behind learning 
objectives. 

 It is hard for all of us healthcare educators and quality and safety professionals 
to accept what Charles Perrow argued in his visionary book  Normal Accidents: 
Living with High-Risk Technologies : that neither constant vigilance nor system 
design can prevent error and accidents in complex systems. Accidents and errors 
should not surprise us; rather, they are a normal part of what happens when humans 
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interact with each other in complex technologies and complex organizations. But 
 Crisis Management in Acute Care Settings  gives us a fi ghting chance to reduce error 
and improve performance even when the odds are against us.  

 Jenny Rudolph
Harvard Medical School and Center for Medical Simulation 

Boston, MA, USA

 Daniel B. Raemer
Harvard Medical School and Center for Medical Simulation 

Boston, MA, USA

Foreword
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  Pref ace  

 Alone we can do so little; together we can do so much. 

Helen Keller

 Providing safe patient care in an acute care setting has always been and still is one 
of the great challenges of health care. On a regular basis, healthcare professionals 
are faced with problems that are unexpected and threaten the lives and well-being 
of our patients. During these events we don’t have time for in-depth refl ection, yet 
these high risk, time-constrained situations call for swift and correct decisions. 

 There are research traditions that focus on the clinical aspects of high acuity, 
emergent medical crises, e.g., multi-trauma, heart attacks, etc. Equally, there are 
rich and informative lines of research on psychology, teamwork, and organizational 
behavior. Until the advent of this book, there has been no single source in the fi eld 
of healthcare that provided ways to think about and act on the combination of those 
disciplines: medicine, the psychology of human behavior under stress, teamwork 
for high-performance teams, and modern organizational behavior. The intent of this 
book is not only to organize and provide an overview of those disciplines as they 
apply to healthcare, but to make the fundamental concepts accessible, understand-
able, and actionable by interested clinicians – all in one place. After reading this 
book, those who want to pursue advanced or specifi c understandings and applica-
tions are encouraged to take advantage of the burgeoning literature on the subject of 
performing patient care in high acuity, time-stressed, high risk situations. The jour-
nals cited in chapter reference sections are a good place to start and your own disci-
pline’s journals may well contain enlightening information. We encourage you to 
use journals that you might not normally use because many useful fi ndings are quite 
likely to come from disciplines outside of healthcare. 

 A set of skills is needed to enable healthcare professionals to reliably translate 
knowledge into safe patient care despite varying and often hindering circumstances. 
These skills are what the following pages are about. You will not encounter any 
information concerning the clinical management of critical situations throughout 
the entire book. Instead, the book at hand focuses on people: on healthcare provid-
ers from various specialties and professions who are expected to manage the unex-
pected: nurses, physicians, paramedics, and technicians. All of them have a set of 
clinical  and  human factors-related skills that enables or constrains their ability to 
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manage critical situations. All of these practitioners can improve their performance 
by thoughtful application of the concepts, theories, and practical advice presented 
in Parts II, III, and IV of this book. 

 The fi rst part of the book addresses basic principles of errors, complexity, and 
human behavior. It is designed to provide an overview of the problems that humans 
face in complex organizations in general and healthcare in particular. Data on 
human error and accidents are presented and an argument is made about why the 
characteristics of acute clinical care intensify the possibility for errors. The part 
presents a modern view of errors in healthcare, a view that the authors of this book 
subscribe to: Errors in healthcare are predominantly caused by people who are 
smart, capable, care about doing their best, and who are committed to improving 
their practice – but the human condition, poor teamwork, and organizational weak-
nesses combine to create circumstances that lead to poor performance or errors. 

 Parts II, III, and IV focus on three areas of importance regarding how we func-
tion within healthcare organizations when there is an emergent, high risk, tempo-
rally bound crisis: individual, team, and organizational. Part II focuses on the 
psychology of our shared human condition. Despite the best of intentions and supe-
rior clinical training, healthcare providers have inescapable cognitive limitations 
that contribute to errors and hinder successful crisis management. To help health-
care providers better understand their natural strengths and weaknesses as human 
decision makers and action takers, this part provides an outline of the way the 
human mind operates when the stakes are high and time is limited. Humans think 
and act the way they do because natural underlying psychological mechanisms pro-
vide an approach to cope with environmental demands. Given that healthcare pro-
viders are normally trying their best to help their patients, we present why errors are 
not the product of irrational psychological mechanisms, but instead are rational and 
originate from otherwise useful mental and psychological processes – most of 
which stem from and are common to all humans. Some of them, like communica-
tion patterns, can be changed. Other mechanisms have absolute limits or are very 
diffi cult to change or reorient – our perception, attention, motivations, feelings, and 
thoughts are not entirely subject to our will. 

 The third part of the book attends to teamwork considerations in healthcare.1 
Acute medical care, in fact all of modern healthcare, is not delivered by one person; 
instead it is provided through the combined efforts of professionals from various 
disciplines and specialties cooperating for a patient’s sake. In emergent, acute situ-
ations, a team is all in one place at the same time and must share information and 
coordinate actions when it is highly likely that no one has all the needed information 
and no one can take all the needed actions. Performance-limiting factors that result 
in less than optimal care or errors are very often the result of applying weak, unin-
formed, or faulty teamwork practices. Many weaknesses in teamwork are amenable 
to training with feedback complemented by periodic reinforcement. Thus, knowl-
edge of successful strategies for improving team performance and having opportu-

1   Thanks to Walter Eppich, M.D., from the Feinberg School of Medicine, Northwestern University 
for contributions made to this book’s 2nd Edition’s teamwork section.  
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nities for practice and reinforcement will most certainly create a safer and more 
effective clinical environment. 

 The fourth part of the book focuses on human behavior in organizations. 
Organizations and their systems are deeply embedded in the culture of every health-
care organization and resistant to change. Changing the culture and putting effective 
systems in place is especially hard work. It is our fi rm belief, however, that raising 
human factors to a higher level of importance in organizational design and daily 
work habits will have a high payoff in terms of effectiveness and safety. There are 
many successful organizations around the world that place these considerations 
high among their priorities, e.g., aviation, nuclear power, and a number of other 
businesses that seek to be high reliability organizations. 

 There are two ways you may want to read the book. You may follow through the 
text according to its inner logic, chapter by chapter. Or you may prefer to read 
selected chapters. The book has a modular character in which every chapter stands 
alone and can be read without knowledge of previous ones. To avoid excessive 
redundancy, basic concepts are explained only once and then cross-referenced. 

 Every chapter follows the same pattern: A case study from an acute care situation 
illustrates central aspects of the subject matter and is then used as the reference 
point for the topic.2 Every chapter provides answers to the same questions: “What is 
the relevance of the subject? What problems can be explained by this particular 
human factor? What can we transfer to our clinical environment? How can we apply 
the knowledge to improve clinical effectiveness and patient safety?” To enhance 
practicability, the chapters on individual and team factors offer “tips for daily prac-
tice” that are meant to provide helpful advice. Every chapter ends with a short “in a 
nutshell” paragraph summarizing the essential points made in the chapter. 

 A book like this one requires the combined perspectives of several disciplines. 
This book grew out of a longstanding cooperation and friendship between a physi-
cian with acute medical care background (anesthesia, intensive care, prehospital 
emergency medicine) providing simulation-based team training at his institution 
(St.Pierre) and two psychologists who have spent their professional lives doing 
research in psychology, teamwork, and organizational behavior, and who have taken 
those fi ndings to develop and provide training to high performance teams in aviation 
(Simon), crisis management (Hofi nger), and healthcare (Hofi nger, Simon). 

 To write this book, each of us shared our expertise with one another so that we 
could write a cohesive book that is understandable and useful for clinicians seeking 
to improve their practice and/or provide a useful basic text for those starting in the 
fi eld. The result we aimed for is a text rooted in the clinical environment of acute 
clinical care wrapped in a cohesive theoretical framework of cognitive, social, and 
organizational psychology. The clinical relevance and the practicability of this book 
have been our major concerns. Since this is our third edition of the book, we are 
pretty confi dent that we are doing something that many have deemed valuable. 

2   Thanks to Toni Walzer, M.D., from the Center for Medical Simulation and Harvard Medical 
School in Boston for providing us special expertise and insights for the obstetrics-oriented vignette 
in Chap.   15    .  

Preface
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 For us, this book has been a teamwork experience at its best. The process of writ-
ing this book has been a challenging yet fruitful time for each of us. All of us con-
tributed to every chapter; we all take the responsibility for the inevitable errors. We 
have benefi tted from feedback on the fi rst and second editions and will continue to 
be grateful for any remarks concerning the content of this book. 

 With the advent of the third edition, we continued working to enhance the book 
with additional information and even added a chapter. As with our endeavors toward 
the second edition, we found ourselves happily taking the opportunity to collec-
tively revisit, rethink, and rewrite a number of concepts presented in the earlier 
book. We also continued to improve the writing and sharpen the description of the 
concepts and examples. While two of us are native German language speakers (St.
Pierre and Hofi nger), a native English speaker and experienced educational psy-
chologist (Simon) had substantial infl uence over how the book’s content was 
expressed in terms of the English language and the behavioral science presented in 
the book. The result, we hope, is an improved and even more worthwhile book that 
we are anxious to put in the hands of the interested reader.  

Erlangen, Germany Michael St.Pierre
Remseck, Germany Gesine Hofi nger
Boston, MA, USA Robert Simon

Preface 
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   Part I 

   Basic Principles: Error, Complexity, 
and Human Behavior 

             The fi rst part of this book addresses the relevance of human error as a contributing 
factor to incidents and accidents in acute medical care. Basic principles of human 
error, complexity, and human action are outlined. 

 Chapter   1     focuses on the human factors that provide the potential to trigger criti-
cal situations as well as the skills to master them. A review of published data on the 
incidence of human error and accidents in acute medical care underscores the fact 
that human behavior dominates the risk to modern socio-technical systems such as 
healthcare. Nevertheless, we should not view human factors as a weakness in the 
system; instead, we know that understanding human factors will enhance perfor-
mance and aid in our ability to control and mitigate errors and mishaps. 

 Providing healthcare in a high-stakes, time-compressed environment has a num-
ber of properties that make it considerably more challenging than decision-making 
in everyday contexts. Chapter   2     describes the characteristics that have to do with the 
“complexity of the working environment.” The response of healthcare professionals 
corresponds with the levels of familiarity with a task or an environment and the 
amount of practice the provider has had with taking care of patients, real or simu-
lated, in that  same stress - fi lled  physiological state. 

 Chapter   3     provides workable defi nitions on error and contrasts two current per-
spectives (consequential and causal classifi cation) that give rise to two different 
approaches for dealing with human fallibility, i.e., person-based and system-based 
approach. Emphasis is placed on the fact that accidents occur as a result of latent 
conditions that combine with other factors and local triggering events to breach the 
defensive barriers of the system. 

 Chapter   4     provides a description of how humans arrive at decisions. The internal 
logic of one’s action is presented and an argument is made on how human behavior 
does not strictly follow the consistency or objectivity of completely logical thoughts 
and actions. Instead, behavior is infl uenced by multiple factors including motivation 
and emotions. The combination of multiple factors infl uences decisions and, hence, 
action.      
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  1      The Human Factors: Errors and Skills                     

 Case Study 
 During an afternoon shift, two hemodynamically unstable patients are admit-
ted to the cardiac ICU (CCU), one immediately after the other. The resident 
physician’s attempt to stabilize both patients nearly overwhelms him. Because 
of this, he is unable to give adequate attention to a third patient being antico-
agulated with warfarin who had several episodes of coffee-ground emesis 
during the previous 2 h. After fi nally stabilizing the two new admissions, the 
resident prepares for an upper endoscopy, but the third patient suddenly 
becomes hemodynamically unstable. The patient has a recent hemoglobin 
value of 6.9 g/dL. 

 With a working diagnosis of acute upper gastrointestinal (GI) bleeding, the 
patient receives several peripheral IV lines. Crystalloid infusions are started. 
Six units of crossmatched packed red blood cells (PRBCs) are ordered from 
the blood bank. Coincidentally, the blood bank is short of personnel and 
unusually burdened by multiple orders for blood products. The 6 units of 
PRBCs are sent together with 2 units of PRBCs for another patient in the 
CCU. The blood products arrive in the CCU while one of the two recently 
admitted patients is still being stabilized. After a quick glance at the bag con-
taining the PRBCs, the resident asks the nurse to start the blood transfusion. 
Within minutes of starting the fi rst infusion of blood, the patient complains of 
dizziness and shortness of breath and deteriorates rapidly. The resident then 
focuses his complete attention on the treatment of this patient. 

 Severe and generalized erythema and edema, together with hemodynamic 
instability and respiratory distress, indicate a severe anaphylactic reaction. 
Infl uenced by a comment from a nurse concerning the transfusion, the physi-
cian suspects a transfusion error and stops the infusion immediately. The 
patient is then anesthetized and intubated. Controlled ventilation is diffi cult 
due to severe bronchospasm. Under high-dose continuous infusion of 
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           Despite maximum therapeutic efforts by motivated caregivers, an intensive care 
patient suffered harm from a medical error and died several hours later as a conse-
quence of a transfusion reaction. At fi rst glance, the cardiology resident is most 
likely to be identifi ed as the responsible agent. After all, he was the person in direct 
contact with the patient, he gave orders for the transfusion, and he did not adhere 
to standard treatment protocols, thus displaying negligence in the transfusion pro-
cess. A closer look, however, reveals additional factors that contributed to the 
adverse event: a workload that overwhelmed the resident with several patients 
requiring a rapidly executed high level of care, staff shortage in the blood bank, the 
simultaneous arrival of packed red blood cells (PRBCs) for two different patients, 
and the acceptance of fi nal responsibility for the transfusion on behalf of the nurse. 
None of these factors alone would have been able to compromise patient safety. 
Taken together, however, the factors combined and managed to breach the defen-
sive barriers within the system. The unlikely temporal combination of several con-
tributing factors on different levels within an organization created a condition 
where a one single moment of inattention by the resident triggered a deadly out-
come. The human error, while quite obvious, was only one link in a longer chain 
of circumstances. 

 Faulty individual actions represent only one aspect of human factors in a medical 
high-stakes environment. It is often overlooked that the remarkable ability to rap-
idly detect, diagnose, and treat a medical emergency or critically ill patient is rooted 
in human factors. Healthcare providers can only perform successfully in critical 
situations because the human factors enable them to do so. Far more often than not, 
healthcare professionals provide safe and effi cient patient care even under unfavor-
able circumstances. 

1.1     Human Factors in Healthcare: The Problem 

 More than a decade ago, the Quality of Healthcare in America Committee of the 
Institute of Medicine (IOM) issued a report “To Err Is Human: Building a Safer 
Healthcare System” (Kohn et al.  1999 ), which examined the quality of the US 
healthcare delivery system. The results of the study were alarming and stirred up 
healthcare systems all around the globe: Year after year, a staggering fi gure of 

catecholamines, aggressive volume resuscitation, and administration of corti-
costeroids and histamine receptor antagonists, the resident manages to stabi-
lize the patient’s hemodynamic situation and to improve the bronchospasm. 
During the following hours, the patient develops severe disseminated intra-
vascular coagulation (DIC) leading to uncontrollable upper GI bleeding. 
Despite massive transfusion with coagulation factors and blood products, the 
patient dies several hours later as a result of his uncontrolled bleeding. 

1 The Human Factors: Errors and Skills
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44,000 people, and perhaps as many as 98,000 people, died in US hospitals as a 
result of preventable medical error. Even when using the lower estimate, the number 
of deaths attributable to preventable medical errors exceeded the mortality rate of 
severe trauma, breast cancer, and HIV. 

 The IOM report spurred patient safety initiatives around the globe and triggered 
an unparalleled endeavor to identify medical errors and design interventions to pre-
vent and mitigate their effect. One of the main conclusions of the report was in dia-
metrical opposition to hitherto existing assumptions within the healthcare 
community; that is, the majority of medical errors were not a result of individual 
recklessness or incompetence, but instead were caused by faulty systems, processes, 
and conditions that predictably led people to make mistakes or failed to help prevent 
mistakes. The idea of a “systemic approach” to safety was no novelty in a number 
of other high-stakes industries, but it was a relatively new notion in healthcare. A 
sizable body of knowledge and successful experiences from other high-risk indus-
tries had proven that mistakes can best be prevented by systematically designing 
safety into processes, moving away from a culture of blaming individuals, and seek-
ing to become open organizations where the best and most reliable solutions to 
problems were valued regardless of  who  came up with the best ideas. 

 Five years after the Institute of Medicine’s call for a national effort to make 
healthcare safer, an appraisal of progress warranted cautious optimism as the 
groundwork for improving safety seemed to have been laid successfully: The tone 
of conversation in healthcare had changed, attitudes and organizations had been 
impacted, healthcare leaders had learned a great deal about safety, and competence 
and knowledge of safety practices had increased. The authors did note, however, 
that progress was frustratingly slow (Leape and Berwick  2005 ). 

 Upon nearing the report’s 10-year anniversary, this pioneering spirit has given 
way to disillusionment; despite a fl urry of activity during the fi rst years following 
the publication, efforts to reduce the harm caused by the medical care system are 
still too few and fragmented. Little appears to have changed as signifi cant barriers 
are still encountered when attempting to track progress (Mathews and Pronovost 
 2008 ). In most countries, neither a national entity nor a systematic process exists 
to promote, measure, and track patient safety. Despite a decade of work, there is 
little reliable evidence that we are any better off today than at the turn of the cen-
tury when the IOM report was written (Jewell and McGiffert  2009 ). There is some 
cause for optimism, however. It is found in the growth of simulation in healthcare, 
an increased emphasis on teamwork, improved technology such as nearly fail-safe 
medical administration regimens, improved error reporting systems, and enhanced 
investigation of errors. One anecdotal fi nding by the authors is that the phrase 
 patient safety  has crept into daily use in our healthcare institutions. The technol-
ogy and culture are changing, but ever so slowly. Challenges remain ahead of us. 
One of the areas that promises signifi cant results in terms of patient safety and 
performance improvement is understanding how humans work in stressful envi-
ronments and then designing our systems and training regimens to accommodate 
the strengths and weaknesses of the people who function within our healthcare 
systems.  

1.1 Human Factors in Healthcare: The Problem
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1.2     What Are the “Human Factors”? 

1.2.1     Differing Definitions of “Human Factors” 

 By the beginning of the twenty-fi rst century, it was common knowledge that human 
behavior dominates the risk to modern socio-technical systems. We owe this insight 
to the relentless efforts over four decades of interdisciplinary research groups from 
the fi eld of cognitive sciences, social psychology, organizational behavior, anthropol-
ogy, sociology, and reliability engineering. They have been studying aspects of the 
way humans relate to the world around them with the vision that operational perfor-
mance and safety in the workplace will be improved through the application of an 
understanding of human factors in the design of equipment, systems, working meth-
ods, and training. The generic term  human factors  has several meanings (Fig.  1.1 ):

•     The  human factors sciences  comprise a variety of scientifi c traditions mostly 
rooted in engineering, work science, and psychology. The human factors sci-
ences study anatomical, physiological, psychological, and social aspects of 
workers in their working environment with the objective of optimizing safety, 
comfort, and effi ciency. It elucidates the interaction of environmental, organiza-
tional, and job factors with human and individual characteristics that coincide to 
infl uence behavior at work that effect health and safety.  

•   The application of the theoretical principles, data, and methods to design, devel-
opment, and deployment of tools, machines, systems, jobs, environments, and 
services in order to optimize human well-being and overall system performance 
(for our purposes, system performance includes patient safety) is called  human 
factors engineering  (HFE) also known as  ergonomics .  

•   From a  science of humanities  point of view, human factors are physical, psychologi-
cal, cognitive, and social properties of an individual that infl uence interaction with 

  Fig. 1.1    Human factors as scientifi c discipline and fi eld of application. Some human factors are 
amenable to training and learning interventions, whereas others can only be addressed by systemic 
changes       
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the environment and with social and technological systems. Colloquially, the term 
 human factors  is often used to differentiate human cognitive or behavioral proper-
ties from “technical factors,” e.g., design, usability, etc., of systems, machines, and 
equipment. However, this perspective fails to consider a central issue of human 
factors because it is not the examination of isolated human properties but rather the 
 interaction  of humans with their social and technological environment and the way 
organizational factors infl uence daily practice and managing critical situations.  

•   Some aspects of human action regulation (e.g., information processing, decision- 
making, motivation, emotions, task execution; Chap.   4    ) and of teamwork can be 
changed by learning processes and are therefore amenable to training and learn-
ing interventions. Other human properties (e.g., basic mechanisms of perception, 
regulation of attention, fatigue, somatic stress response, personality, etc.), in con-
trast, cannot be altered by means of learning interventions. Instead, systemic 
interventions such as workplace layout, system design, and employee selection 
help to address these shortcomings. Widespread generic terms for the human 
factors amenable to training interventions are  nontechnical skills  and, less often 
used,  soft skills  and  para - technical skills . However, labeling these skills as “non-
technical” seems rather unfortunate, as many communication techniques can and 
should be learned like any other skills (Chap.   12    ).     

1.2.2     Facts and Fictions: Misconceptions of “Human Factors” 
in Healthcare 

 Interest in human factors has increased across healthcare communities worldwide. 
It is now widely accepted that support of the cognitive and physical work of health-
care professionals and human-centered workplace design help to enhance patient 
safety. However, there is a growing concern among human factor specialists that 
there has been an inadequate integration of human factors principles and methods 
into healthcare, leading to several basic misconceptions (e.g., Carayon et al.  2012 ; 
Catchpole  2013 ; Russ et al.  2013 ). These misconceptions are not of a mere aca-
demic nature but likely hinder healthcare improvement and slow the integration of 
human factors into healthcare:

•    Despite embracing the notion that “safety is a system problem” and the  widespread 
rhetoric of a “systemic approach,” the focus within healthcare continues to be on 
the person and his or her behavior. Superfi cially, the person- centered approach 
(e.g., “naming, blaming, shaming”) has been abandoned – people are no longer 
pilloried in public. However, as the response to failure often consists of “re-edu-
cating” people, making “human factors training” mandatory, and warning them 
to be “more diligent,” other contributing factors that contributed to an incident 
are less likely to be fully taken into account and adequately addressed. Ultimately, 
if the understanding of  human factors  is reduced to  human failure , the term is 
only a semantic surrogate for “blaming” (Catchpole  2013 ).  

•   A preferred strategy in healthcare is to achieve patient safety by means of right 
behavior and well-defi ned processes. This strategy, however, neither identifi es 

1.2 What Are the “Human Factors”?
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nor removes system hazards, nor does it incorporate human factors engineering 
design principles to optimize specifi c work system elements. One of the main 
reasons for that might be found in the loose relationship between developer, 
industry, and user. In addition, training is easier to implement and less expensive 
than changes in the work environment.  

•   The end user of a system, medical device, or healthcare information technology 
(IT) – physicians, nurses, paramedics, and patients – is normally not part of the 
conversation of designers and human factors specialists. This partly explains 
why established principles of human factors engineering regarding the 
 implementation of medical devices, management, employee working conditions, 
training, and design are rarely followed (Carayon et al.  2012 ).    

 Because this book is mainly directed at healthcare professionals in acute patient 
care who want to ensure safe patient care even under emergency conditions, the 
focus of the following chapters will be on psychological and organizational human 
factors. However, we deem it necessary to emphasize that these human factors have 
to be addressed in the broader context of how care is delivered within each unit, 
clinical site, and culture. Only with those considerations in mind will we achieve the 
desired good results of our collective thoughtfulness.   

1.3     Levels of Human Factors 

 It took the healthcare community a long time to begin to integrate these fi ndings into 
daily practice. It started to happen after healthcare’s close resemblance with other high-
risk socio-technical systems had been realized and accepted. In these domains, the 
analysis of catastrophic breakdowns of high-hazard enterprises (e.g., Three Mile Island, 
Bhopal, Cernobyl,  Challenger ) revealed a recurrent pattern: 70–80 % of the accidents 
were not caused by technological failures but instead were the result of inadequacies in 
problem solving, faulty decision-making, and substandard or nonexistent teamwork. 

 The remarkably high percentages of human factors-related mishaps are not surpris-
ing, considering that people design, build, operate, maintain, organize, and manage 
these systems. For this reason, human factors sciences address critical issues such as

•     Physical characteristics  (e.g., the negative impact of noise on concentration)  
•    Cognitive characteristics  (e.g., perception, attention, information processing)  
•    Social / behavioral characteristics  (e.g., in the context of leadership and group 

process)  
•    Engineering and design  (e.g., equipment, physical work environment, task 

design, work processes, and organizational structures)    

 The central theme of human factors sciences is that individuals are an integral 
part of healthcare systems and that their abilities and limitations must be accounted 
for when optimizing the overall system’s performance. 

 Another central tenet is that human error, in contrast to prevailing assumptions, 
is not the same as negligence, sloppiness, incompetence, or lack of motivation on 

1 The Human Factors: Errors and Skills
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the part of the healthcare provider. On the contrary, serious errors are often commit-
ted by highly motivated and experienced people (Amalberti and Mosneron-Dupin 
 1997 ). Most of the time, human error is the result of normal cognitive processes 
interacting with systemic factors. 

 Despite the results from industrial accident investigations, the healthcare commu-
nity has been slow to participate in discussions of human factors-related errors. Public 
scrutiny of medical errors was avoided for the sake of reducing exposure to litigation. 
Only in the past two decades has the medical community begun to fi nd ways to take 
a broader and more exacting look at medical error. As a result of the increasing open-
ness, the 70–80 % contribution of human error as trigger for incidents and accidents 
has been confi rmed for the medical high-stakes environment (e.g., Cooper et al.  1978 ; 
Hollnagel  1993 ; Reason  1997 ; Williamson et al.  1993 ; Wright et al.  1991 ). 

 The assessment that the interaction between normal cognitive processes and sys-
temic factors are responsible for critical situations is also true for the dynamics of 
accident causation in the ICU case study presented earlier in this chapter: A multi-
tude of organizational factors (e.g., human resource allocation, lack of supervision, 
staff qualifi cation; Chaps.   14     and   15    ) were hidden as latent failures within the sys-
tem for a considerable time until they combined with other factors and local trigger-
ing events (Chap.   3    ). The unforeseen combination of factors opened a window of 
accident opportunity. All those latent factors then needed only a moment of inatten-
tion by a healthcare professional to trigger the accident. 

 In order to fully understand human error and its implications for effectiveness 
and safety in complex systems, an understanding of the basic principles of human 
cognition and its effect on individual and team behaviors is indispensable. The same 
principles apply to management and organizational levels, and on an even larger 
scale, to the political and legal framework of the healthcare system (Fig.  1.2 ). 

  Fig. 1.2    The different levels of patient care that human factors research addresses       
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1.3.1     The Individual 

 Although human error can manifest in various ways, there are nevertheless only a 
few cognitive principles that contribute to these failures. These principles can be 
identifi ed on the level of perception, information management, and decision- 
making, but we also must consider emotion and motivation. Some examples that are 
further explained in Chaps.   4    ,   5    ,   6    ,   7    ,   8    ,   9    , and   10     are as follows:

•    Behavior always follows the “psycho-logic” of action regulation (Chap.   4    ). 
There is no such thing as a “purely rational” action.  

•   Humans do not perceive reality. Instead, humans “construct” their worldview.  
•   Thinking and reasoning can be related to two distinctively separate cognitive 

systems developed through evolution (“dual-process account of reasoning”; 
Chap.   6    ). One system processes information unconsciously and is associa-
tive, effortless, and rapid (“System 1”), whereas the other process is rule 
based, analytic, controlled, demanding of cognitive capacity, and slow 
(“System 2”).  

•   Heuristics and cognitive bias lead to a rapid and unconscious termination of the 
decision-making process. Once the decision is made, the result is not usually 
cross-checked by conscious thought.  

•   Humans tend to adjust information to fi t their preferred or usual mental model 
instead of challenging their current point of view. Data is consciously and uncon-
sciously selected and distorted to fi t present assumptions.  

•   Humans try to defend their feeling of competence at nearly any cost. More 
important than the solution of a problem, as vital as it may be for the patient, may 
be the necessity of feeling that the situation or a relevant aspect of it is under 
control.  

•   Problem solving and decision-making are impaired by many factors.    

 In the case study, the physician’s perceptual error – he did not notice the wrong 
name on the blood packs – is obvious. Errors in information processing, attentional 
defi cits, and failure in teamwork are not easily observable (Chap.   4    ). 

 Besides the aforementioned principles, which are part of the normal human cog-
nitive fabric, we can identify other human factors that cannot be altered by means of 
learning interventions but which nevertheless contribute to incidents and accidents. 
These unchangeable factors have to be taken into account, and workplace layout as 
well as social and technical elements of the system have to be designed to support 
employees in their daily tasks.  

1.3.2     The Team 

 Compared with an individual, teams represent a larger pool of cognitive 
resources and can contribute a substantial amount of information, situational 
models, and proposed courses of action. In addition, all team members can 
shoulder workload. The physician in the case study lacked this kind of support. 
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The presence of others, however, can sometimes degrade performance of an 
individual team member. If basic principles of a successful team process are 
neglected, or if teams are under stress, internal team dynamics can develop that 
lead to lower performance (Chaps.   11    ,   12    , and   13    ). In such a case, the following 
occurs:

•    Team members tend to conform their opinion to the majority in the team.  
•   Legitimate concerns are not articulated, and criticism is withheld due to per-

ceived hierarchy, obsessive deference to authority, or when a team member is 
afraid to appear wrong.  

•   Misunderstanding may result from the use of ambiguous terminology.  
•   Groups tend to centralize and speed information fl ow and decision-making when 

external pressure arises.    

 In the case study, leadership and communication were fl awed. Moreover, the team 
was not able to share workload well because not enough staff were available. These 
causation factors show how dependent team performance is on organizational factors.  

1.3.3     The Organization 

 Healthcare delivery is one of the largest and most complex systems in Western cul-
ture. The system is composed of subsystems (e.g., prehospital emergency medical 
service, hospitals, outpatient clinics, manufacturers) with each having a distinct cul-
ture and differing fi nancial, technical, and human resources. A common paradox 
within healthcare organizational goals is to deliver safe patient care and medical 
excellence versus economy and cost reduction. 

 In the case study, examples of organizational factors infl uencing the transfusion 
error include staffi ng of the ICU and blood bank as well as the hierarchical culture 
that prevented the nurse from challenging perceived unsafe decisions. 

 Organizations can infl uence the cost and quality of healthcare by infl uencing the 
following variables (Chaps.   14     and   15    ):

•    Structure and processes  
•   Equipment and technologies  
•   Human resource management  
•   Teamwork and leadership  
•   Communication  
•   Organizational culture     

1.3.4     The Healthcare System 

 Healthcare organizations operate within a political and legal framework that limits 
the scope for organizing patient care. The infl uence of these factors is more diffi cult 
to trace than individual or organizational factors, but the data presented in the 
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following section shows their large-scale importance. Some of the factors beyond 
the infl uence of individual healthcare organizations are:

•    The increasing economic pressure on high costs within healthcare  
•   The funding of healthcare systems (e.g., general taxation, social health insur-

ance, voluntary or private health insurance)  
•   Work time regulations  
•   Regulations enacted by governments  
•   Professional development and the cost associated with training healthcare providers      

1.4     Errors in Acute Patient Care 

 In the mid-1980s, several interdisciplinary research groups started to investigate the 
issue of human error in medical high-stakes environments. Because of concern about 
rising costs of litigation and because anesthetists understood that their task charac-
teristics have much in common with those of more widely studied groups in indus-
trial high-risk settings (e.g., pilots, process control), they were the fi rst to initiate 
collaborations with human factors specialists (e.g., Cooper et al.  1978 ; Currie  1989 ). 

 The past decade has witnessed an increased awareness of the link between nor-
mal human decision behavior with suboptimal care and adverse events, which in 
retrospect are often termed “human error.” As clinical decision-making is the most 
important characteristic of a healthcare provider in an acute care setting and as some 
kind of decision-making inevitably precedes deliberate action, emergency physi-
cians and anesthesiologists have taken great interest in understanding cognitive and 
affective dispositions on the quality of decision-making (e.g., Croskerry  2003 , 
 2008 ; Stiegler and Tung  2013 ). Contrary to the tacit assumption that the skills asso-
ciated with decision-making are acquired during postgraduate training and as a 
natural byproduct of daily clinical work, evidence seems to underscore the fact that 
the diagnostic process is systematically infl uenced by heuristics and biases for nov-
ices and experienced clinicians alike (Kahneman  2003 ). 

 Because the characteristics of the high-stakes medical work environment chal-
lenge human problem solving, decision-making, and teamwork considerably 
(Chap.   2    ), it is natural to expect the likelihood for diagnostic errors and active fail-
ures in acute patient care (e.g., the OR, ICU, and the emergency dept) to be higher 
than the error rate in routine task environments (e.g., on the ward). 

 A large body of scientifi c work is emerging, but a comprehensive overview on 
errors in acute patient care is not well established. On one hand, too many issues 
surrounding the identifi cation of errors and adverse events are still unresolved. For 
example, we do not know the best form of data collection and reporting. To exhaus-
tively track errors, it is not clear what methods are best or are available with our 
political and legal environment, e.g., retrospective chart reviews, mandatory report-
ings, solicited voluntary reportings, surveillance systems, or a direct observation 
approach (Handler et al.  2000 )? Thus, the available data comes from a very hetero-
geneous and idiosyncratic picture. Given the differing methodological approaches 
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to understanding errors, it is impossible to draw completely accurate conclusions 
about the “real” magnitude of the problem. 

 It is worth noting that human behavior is often studied using social and behav-
ioral research paradigms. While behavioral research shares a rigorous process and 
seeks to show causation in its research design, this is often impossible because real- 
life settings (such as one might need to use to determine types and frequencies of 
errors) do not allow for enough control to make causation statements. Thus, the 
social and behavioral scientist depends on an accumulation of evidence shown 
through a number of studies to be able to identify a phenomenon. In other words, 
the behavioral scientist often has to rely on a “preponderance of evidence” in order 
to understand and name a conclusion. 

 It is with these limitations that we present the following data; neither do they 
claim completeness nor do they provide an entirely adequate picture of the problem. 
What we can do is to give the reader an idea of the nature and scale of errors in acute 
care medicine. What all the publications have in common is that they do not allow 
for any defi nitive conclusion as to whether the frequency of errors increases when 
healthcare providers have to manage critical situations as compared with routine 
procedures. 

1.4.1     Errors in the Prehospital Emergency Medical Service 

 Prehospital Emergency Medical Service (EMS) is characterized by constantly 
changing environments, uncertainty, time pressure, and performance in ad hoc 
teams. Literature on the nature of adverse events in EMS is relatively scant and 
tends to be focused on the  appropriateness of on - scene performance  and on errors 
related to skill performance issues. Authors have reported that the majority of events 
relate predominantly to errors in clinical judgment: the  unreliability of the primary 
diagnosis  as compared with the discharge diagnosis, as well as the  paramedics ’  lack 
of sound ability to determine medical necessity of ambulance transport . 

 Skill performance issues included failed out-of-hospital endotracheal intubations 
(Wang et al.  2009 ); drug-related errors such as unfamiliarity with drugs due to infre-
quent use of the medication, dosage calculation errors, or incorrect dosage given; 
and nonadherence to guidelines or standardized treatment protocols. 

 Severe diagnostic errors included unrecognized life-threatening conditions, 
underestimation of the severity of injury, and an on-site diagnosis different from the 
discharge diagnosis. The majority of data seems to confi rm the unreliability of pre-
hospital diagnoses for adult patients and variances from national prehospital medi-
cal care strategies (e.g., physician based: Arntz et al.  1996 ; EMS/paramedic system: 
Buduhan and McRitchie  2000 ; Enderson et al.  1990 ; Esposito et al.  1999 ; overview 
in Bigham et al.  2012 ). For the treatment of the pediatric population, however, some 
need for further improvement and training of healthcare providers seems to remain 
(e.g., Esposito et al.  1999 ; Peery et al.  1999 ). Current data analyses question the 
practice of paramedics’ determining whether patients require ambulance transport 
or not (Rittenberger et al.  2005 ; Brown et al.  2009 ). 

1.4 Errors in Acute Patient Care
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 Adverse events and near misses appear to be common among EMS providers 
but, as in other healthcare domains, the culture discourages sharing this informa-
tion. Confi dential interviews revealed that many EMTs felt that substantial depar-
tures from existing protocols were common reasons for the occurrence of errors, as 
well as lack of standardization across EMS units and healthcare facilities. 
Incompatibilities between equipment were also cited as likely sources of adverse 
events (Fairbanks et al.  2008 ). 

 The question of whether or not emergency medical services care carries an inher-
ently higher risk for committing an error then the provision of patient care in famil-
iar working situations (i.e., in-hospital) has still to be answered. An overview of 
errors in the EMS is given in Table  1.1 .

1.4.2        Errors in the Emergency Department 

 The emergency department (ED) presents a unique combination of widely divergent 
patient characteristics, a broad range of illness severity, and variation in practice 
settings and protocols that distinguish it from “classical” medical disciplines in 
other acute medical care specialties (Cosby and Croskerry  2009 ). These character-
istics increase the potential for error or patient harm. 

   Table 1.1    Incidence of diagnostic and therapeutic errors in prehospital emergency care   

 Incidence of error  References 

 22.7 % of out-of-hospital endotracheal intubations fail  Wang et al. ( 2009 ) 

 Incidence of hypoxia (SpO 2  < 90 %) and hypotension (SBP 
<90 mmHg) during on-site rapid sequence induction is 18.3 % and 
13 % of patients, respectively 

 Newton et al. ( 2008 ) 

 Self-reported incidence of medication administration errors in 
9.1 % of patients 

 Vilke et al. ( 2007 ) 

 Medical team’s scene diagnostic accuracy of spinal injury was 31 %  Flabouris ( 2001 ) 

 8−24 % of all injuries in adult trauma patients are missed  Buduhan and McRitchie 
( 2000 ), Linn et al. ( 1997 ) 

 Overlooked injuries in the prehospital setting comprised 
predominantly injuries to the abdomen (17 %), the pelvis (15 %), 
and the chest (12 %) 

 Helm et al. ( 2013 ) 

 Pediatric medication dosing errors by emergency medical services 
(EMS) paramedics occurred in 34.7 % of drug administrations 

 Hoyle et al. ( 2012 ) 

 9 % of trauma deaths were deemed preventable and 16 % of 
pediatric trauma patients received inappropriate care 

 Peery et al. ( 1999 ) 

 Only 36 % of the patients who met criteria for anaphylaxis had 
epinephrine administered by emergency medical services (EMS) 

 Tiyyagura et al. ( 2014 ) 

 The incidence of missed injuries in pediatric trauma is 20 %  Esposito et al. ( 1999 ) 

 Severe errors of assessment by the prehospital emergency 
physician (“Notarzt”) occurred in 3 % of cases 

 Arntz et al. ( 1996 ) 

 EMS on-scene evaluation misdiagnosed 28 % of stroke/TIA 
patients 

 Kothari et al. ( 1995 ) 
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 First, many  patients  arrive at the ED rather unprepared as they have had an unex-
pected encounter with trauma or acute illness: ED patients usually do not carry a 
concise summary of medical problems or a list with current medication with them, 
nor does the emergency physician necessarily have access to medical records or to 
referring physicians. 

 As the illness is seen only through a small window of focus and time, nurses and 
physicians often rely mainly on communication with the patient and employ quick 
diagnostic and disposition procedures. Communication itself may be diffi cult as 
patients may be fearful, uncooperative, unconscious, or without personal identifi ca-
tion. Many patients who seek care in an ED are at increased risk of adverse events 
because of the serious nature of their illness: In the face of possible acute medical 
decompensation, there is a lower margin for error and patients who have reached a 
point of diminished reserves are less likely to tolerate missteps in their manage-
ment. Despite this need for carefulness, time constraints, emergent problems, and 
high acuity force clinicians to make decisions with incomplete information and 
uncertainty, and they must work in a team environment that depends on others to 
perform as expected. 

 One of emergency medicine’s distinctive features is that there are no limits to the 
potential number of patients or the types of illness facing the emergency physician 
at any one time. The large number of possible differential diagnoses contributes to 
the element of diagnostic uncertainty and may be responsible for the high rate of 
errors attributed to diagnostic errors (Thomas et al.  2000 ). In few other workplace 
settings, and in no other areas of medicine, task complexity, time constraints, and 
decision density are as high, and the pace of work is as unremitting and uncertain as 
in an ED. The necessity to handle multiple demands, to constantly reassess alloca-
tion of resources, and to prioritize attention to competing demands facilitates errors 
in care delivery. In addition, constant interruptions (Chisholm et al.  2000 ), a quick 
turnaround of patients with insuffi cient time to be thorough, and inadequate super-
vision (Hendrie et al.  2007 ) aggravate the problem. 

 Because many EDs around the world are not subspecialized, emergency health-
care providers are confronted with nearly any type of injury or disease. This com-
plexity causes the pediatric population to be at higher risk than adults: Staff without 
specialized pediatric training and with little experience are expected to provide 
adequate patient care to infants and children, often without the supplies necessary 
for handling pediatric emergencies (IOM  2006 ). As EDs in many large cities are 
overcrowded and operate at or near full capacity, even a multiple-car highway crash 
can create havoc in an ED. A major disaster with many casualties would be some-
thing that many hospitals do not have adequate capacity to handle. 

 Because of the complex nature of task performance and the complex decision- 
making that has to be made in a time-compressed environment, teamwork plays an 
important role in detecting and preventing adverse events. For example, active fail-
ures in trauma patient care include problems arising from the interaction of the 
trauma team with the patient or other team members (Schaefer et al.  1994 ). Table  1.2  
shows some of the typical teamwork-associated problems and errors encountered in 
the ED.

1.4 Errors in Acute Patient Care
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1.4.3        Errors in the Intensive Care Unit 

 Critically ill patients require high-intensity care and may be at especially high risk 
of iatrogenic injury. The underlying comorbidities, acute organ dysfunctions, and 
the complexity of care processes make this specialty vulnerable and prone to error. 

 Many reports confi rm the notion that adverse events and serious errors involving 
critically ill patients are common and often life threatening (e.g., Ahmed et al.  2013 ; 
Rothschild et al.  2005 ). Root causes for errors in the ICU are found in the serious 
nature of the underlying disease as well as in structural, technical, and organizational 
defi ciencies of the unit. Many studies ascribe adverse events to the chaotic arrange-
ment of tubes and lines, limited physical access to the patient, poor lighting, ambient 
noise, frequent interruptions, insuffi ciently labeled drugs, medication errors at the 
administration stage (Valentin et al.  2009 ), and to problems with medical devices 
(e.g., Donchin and Seagull  2002 ; Sanghera et al.  2007 ). In addition, workload – as 
measured by the patient to nurse ratio, the occupancy rate, and the ratio of beds per 
nurse – and poor coordination and communication between physicians and nurses 
have been shown to be responsible for a multitude of adverse drug events and treat-
ment errors: The case report is one example of the complexity within the intensive 
care unit. Recently, a review of critical incident studies in the ICU identifi ed a series 
of contributory factors associated with the lack of specifi c teamwork skills (Reader 
et al.  2006 ). Table  1.3  illustrates the magnitude of the problem of errors in the ICU.

   Table 1.2    Incidence of diagnostic and therapeutic errors in the emergency department (ED)   

 Incidence of errors  References 

 The incidence rates of adverse events and near misses are 4.1 % 
and 5.4 %, respectively. 37 % of the adverse events were judged to 
be preventable 

 Camargo et al.  2012  

 8.6 % of patients experienced a preventable medical error with a 
twofold higher incidence during higher levels of ED crowding 

 Epstein et al. ( 2012 ) 

 Literature review shows 1.3–39 % incidence of missed injuries and 
delayed diagnoses. 15–22.3 % of patients with missed injuries have 
clinically signifi cant missed injuries 

 Pfeifer and Pape  2008  

 3.5 errors per patients with spinal/cerebral injury are committed; 
errors contribute to neurological disability 

 McDermott et al. ( 2004 ) 

 2−3 % of patients with acute myocardial infarction or unstable 
angina are not hospitalized after presenting at the ED 

 Pope et al. ( 2000 ), 
McCarthy et al. ( 1993 ) 

 3 % of all adverse events occur in the ED; a high rate is associated 
with negligence in diagnostics 

 Kohn et al. ( 1999 ) 

 Per adverse event, an average of 8.8 teamwork failures occur  Risser et al. ( 1999 ) 

 27 % of patients with acute myocardial infarction were missed in the 
ED due to absence of chest pain or lack of ST elevation in the ECG 

 Chan et al. ( 1998 ) 

 23 % of all airway management cases show performance 
defi ciencies 

 Mackenzie et al. ( 1996 ) 

 Diagnostic errors occur in 25 % of all admitted patients  O’Connor et al. ( 1995 ) 

 5.9 % of all trauma patient deaths were considered preventable. 
The most common single error was failure to appropriately 
evaluate the abdomen 

 Davis et al. ( 1992 ) 

 In 9 % of patients, injuries are missed during the initial work-up  Enderson et al. ( 1990 ) 
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1.4.4        Errors in Anesthesia and Postoperative Patient Care 

 The induction and maintenance of anesthesia, without having any therapeutic ben-
efi t in itself, has always been a potentially harmful undertaking. The use of highly 
potent drugs and the associated loss of consciousness and vital functions bears the 
risk of harming patients. Beginning in the mid-1950s, anesthetists were the fi rst in 
healthcare to begin to systematically address the issue of the incidence and nature 
of perioperative adverse events (Beecher and Todd  1954 ). The increased insight into 

   Table 1.3    Incidence of diagnostic and therapeutic errors in the intensive care unit   

 Incidence of errors  References 

 In 26.8 % of ICU patients, one or more errors occurred, the most 
common being insulin administration error. The experience of more 
than two adverse events was associated with a threefold increase in 
the risk of ICU death 

 Garrouste-Orgeas et al. 
( 2010 ) 

 1 % of critically ill patients experience permanent harm or die 
because of medication errors 

 Valentin et al. ( 2009 ) 

 15 % of ICU patients suffer from adverse drug events (ADE) and 
medication errors. The most frequent preventable ADE occurred in 
the prescribing (71.1 %) 

 Benkirane et al. ( 2009 ) 

 During the fi rst 7 days of hospitalization, 55 % of all high-risk 
newborn infants have one or more errors. The most frequent error 
was associated with medication use (84.2 %) 

 Lerner et al. ( 2008 ) 

 36.1 % of emergency neonatal interhospital transfers had one or 
more adverse events. 67 % were perceived as being due to avoidable 
human errors 

 Lim and Ratnavel 
( 2008 ) 

 Adverse drug events occur in 3.6 events per 100 orders; 81 % are 
considered clinically important 

 Buckley et al. ( 2007 ) 

 One error for every fi ve doses of medication administered (20 %)  Kopp et al. ( 2006 ) 

 20.2 % of critically ill patients suffer from adverse events  Rothschild et al. ( 2005 ) 

 15 % of patients suffer consequences from an error; 92 % are judged 
as avoidable 

 Graf et al. ( 2005 ) 

 13−51 % of all critical incidents pose a major threat for patient 
safety 

 Beckmann et al. ( 2003 ), 
Donchin et al. ( 1995 ) 

 One of 10 new patients in ICU is transferred to ICU because of a 
previous treatment error 

 Darchy et al. ( 1999 ) 

 The rate of preventable adverse drug events in ICUs is nearly twice 
the rate of non-ICUs 

 Buckley et al. ( 1997 ), 
Beckmann et al. ( 1996 ), 
Wright et al. ( 1991 ), 
Giraud et al. ( 1993 ) 

 63−83 % of all critical incidents can be attributed to human error  Cullen et al. ( 1997 ) 

 31 % of all ICU patients suffer iatrogenic complications during their 
stay in the ICU 

 Donchin et al. ( 1995 ) 

 For the ICU as a whole, about 1.7 errors per patient per day occur. 
Twice a day a severe or potentially detrimental error is committed 

 Donchin et al. ( 1995 ) 

 The majority of adverse events were errors in medication (15–60 %)  Donchin et al. ( 1995 ), 
Giraud et al. ( 1993 ) 

 One of every three errors in ICU is caused by communication 
problems 

 Giraud et al. ( 1993 ) 
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the contribution of anesthesia to perioperative morbidity and mortality has led to 
considerable improvement in the safety and quality of anesthetic patient care. As a 
consequence of its leading role in the prevention and detection of medical error and 
in pioneering a patient safety movement, the IOM report referred to anesthesiology 
as the model for addressing patient safety (Kohn et al.  1999 ). As a result of major 
improvements in technology, equipment failure has become a rare event. Nowadays, 
adverse drug events, circulatory events, problems with airway management, and 
pulmonary complications are among the most frequent critical situations. Patients 
in the postanesthesia care unit (PACU) can experience an adverse event from a 
residual sedative or anesthetic effect, persistent muscle-relaxant effect, inappropri-
ate fl uid management, allergic reaction, and upper airway obstruction. Human error 
plays a signifi cant role in these critical situations and accidents (Table  1.4 ). Human 

   Table 1.4    Incidence of diagnostic and therapeutic errors in anesthesia and postoperative patient 
care   

 Incidence of errors  References 

 In a sample of voluntarily reported PACU medication errors, 
harmful errors were present in 5.8 % of the sample, which 
included two patient deaths 

 Hicks et al. ( 2007 ) 

 Retrospective analysis reveals a 0.01 % incidence of medication 
errors without serious adverse events. In 42 %, syringe swap was 
the leading cause 

 Sakaguchi et al.  2008  

 2.1 % of incidents reported to a National Patient Safety Agency 
resulted in severe harm or death 

 Catchpole et al. ( 2008 ) 

 Critical incidents occur in 2.5 % of all pediatric anesthesia cases  Marcus ( 2006 ) 

 The most common presenting problems are related to 
respiratory/airway issues (43 %), cardiovascular problems 
(24 %), and drug errors (11 %). Contributing factors included 
error of judgment (18 %), communication failure (14 %), and 
inadequate preoperative preparation (7 %) 

 Kluger and Bullock ( 2002 ) 

 29 % of all critical incidents lead to a major physiological 
disturbance and require management in intensive care unit 

 Kluger and Bullock ( 2002 ) 

 A drug administration error occurs at a rate of 1 in 133 
anesthetics. Incorrect doses (20 %) and substitutions (20 %) with 
i.v. boluses of other drugs are the most common errors 

 Webster et al. ( 2001 ) 

 4 % of all incidents are caused by the patient’s unpredictable 
reactions; 69–82 % of all critical incidents could have been 
avoided 

 Arbous et al. ( 2001 ) 

 0.2 % of all patients in the PACU need emergency reintubation; 
70 % are directly related to anesthesia management 

 Mathew et al. ( 1990 ) 

 31−82 % of all incidents are caused by human error, 9–21 % by 
technical failure 

 Cooper et al. ( 1978 ), Kumar 
et al. ( 1988 ), Currie ( 1989 ), 
Chopra et al. ( 1992 ), Webb 
et al. ( 1993 ), Buckley et al. 
( 1997 ), Arbous et al. 
( 2001 ), Bracco et al. ( 2001 ) 
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error in anesthesia occurs on the individual level (e.g., judgment) as well as on the 
interpersonal level (e.g., communication failure) and the organizational level (e.g., 
standards for preoperative management).

1.5         The Human Factors: Skills for Acute Patient Care 

 Poor outcomes do occur, but what is perhaps surprising given the complex circum-
stances of critical situations is that good outcomes happen as often as they do. 
Human factors are behind faulty systems, processes, and conditions as well as active 
unintentional failures of healthcare providers. Yet it should not be overlooked that 
human factors, the way people think and feel and interact with each other and their 
environment, are an essential resource for safe patient care: Like Janus, the two- 
faced god of Roman mythology looking in opposite directions, human factors, too, 
provides both the potential to trigger and the skills to master a critical situation 
(Fig.  1.3 ). As a result, human factors should never be equated with “risk factors.” 
Each time mindful healthcare professionals detect, diagnose, and correct a critical 
situation or an error before it has an opportunity to unfold, it is human factors that 
prevent patient harm (Fig.  1.4 ). Correct performance and systemic errors are two 
sides of the same coin, or, perhaps more aptly, they are two sides of the same cogni-
tive balance sheet (Reason  1990 ).

    There is a growing interest in human factors skills as being crucial for delivering 
safe and high-quality patient care but which are not directly related to traditional 
clinical expertise. A growing body of research has shown how critical these skills 
have become. Safe and successful acute care clinicians must have good  interpersonal 
skills , such as communication, teamwork, and leadership, and good  cognitive skills , 
such as situation awareness, planning, decision-making, and task management. The 

  Fig. 1.3    The human 
factors and the two faces of 
Janus. Similar to the god of 
Roman mythology, the 
human factors have two 
opposite aspects: They 
combine to trigger critical 
situations and at the same 
time provide the skills to 
master them       
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aviation industry was among the fi rst to recognize that technical profi ciency in pilots 
was not enough to guarantee safe fl ight operations and then to identify the most rel-
evant human factors, communication, and teamwork skills (Wiener et al.  1993 ). 
Training programs were introduced that taught and reinforced these skills as a set of 
countermeasures against error. Because the workload profi le of anesthetists shows 
similarities with pilots (i.e., high intensity at task initiation and completion, monitor-
ing for most of the time, and rapid response to critical events), this approach to incor-
porating human factors, communication, and teamwork skills was adopted for 
medical care in a high-stakes environment (e.g., Gaba et al.  1994 ). Because there is 
increasing evidence that these skills may not extrapolate directly from aviation to the 
clinical high-stakes environment, several research groups have begun to identify and 
validate the specifi c skills important for safety in different high-stakes medical 
domains (Aggarwal et al.  2004 ; Flin et al.  2008 ; Flin and Maran  2004 ; Fletcher et al. 
 2003 ; Reader et al.  2006 ; Taylor-Adams et al.  2008 ; Yule et al.  2006 ).

   The resident from the case report, too, experienced both sides of human factors: 
After having triggered the transfusion reaction, the management of the critical situ-
ation was up to him as well. As the critical situation unfolded, he had to manage the 
emergency by effectively utilizing and coordinating all available resources and team 
members. In addition to his clinical acumen, he suddenly needed a broad variety of 
additional skills:

•    Rapidly detect and diagnose the nature of the emergency situation.  
•   Resist the emotional strain caused by the awareness that he himself had triggered 

the adverse event.  
•   Call for help.  
•   Make good decisions under time pressure.  
•   Know his environment and the resources available.  
•   Set priorities.  
•   Lead a team.  
•   Reassess the situation and dynamically make changes in his plan.    

 The case study demonstrates another important lesson: Despite maximum effort, 
the patient suffered irretrievable harm from the adverse event. Even when clinicians 
have a broad range of human factors and teamwork skills, and although the best 

  Fig. 1.4    Human factors 
prevent adverse events. 
Because healthcare 
professionals detect critical 
situations and errors before 
these can cause accidents, 
the human factors provide 
a vital resource for patient 
safety       

 

1 The Human Factors: Errors and Skills



21

technology and medicines are available, even the best emergency care can some-
times still fail to save a patient’s life. 

 One way to understand the relationship between clinical and human factors and 
teamwork skills is that of a conversation: Clinical skills provide the context-specifi c 
vocabulary; human factors and teamwork skills are the grammar that enables a 
meaningful interaction. The following chapters should be regarded as a kind of 
“grammar” to help healthcare providers of every profession and specialty engage in 
a constructive conversation with each other and with the critical situation. The most 
frequent “grammar errors” will demonstrate possible pitfalls and will hopefully 
sharpen the providers’ focus. The conversation, however, is made diffi cult by certain 
characteristics that distinguish emergency situations from any other situation in 
healthcare. We explore these characteristics in this book.  

1.6     “The Human Factors”: In a Nutshell 

•     Human factors are physical, psychological, cognitive, and social properties of an 
individual that infl uence interaction with the environment and with social and 
technological systems.  

•   Some human factors (e.g., information processing, decision-making, communi-
cation, task execution) are amenable to training and learning interventions. Other 
human properties (e.g., basic mechanisms of perception, regulation of attention, 
fatigue, somatic stress response, personality, etc.) are unchangeable and have to 
be addressed by systemic interventions such as workplace layout, system design, 
standard operating procedures, and employee selection.  

•   If the understanding of human factors is reduced to human failure, the term is 
only a semantic surrogate for “blaming.”  

•   The central dogma of human factors sciences is that individuals are an integral 
part of healthcare systems and that their abilities and limitations must be 
accounted for when designing and optimizing overall system performance  

•   Human behavior dominates the risk to modern socio-technical systems: 70–90 % 
of all errors are due to human factors and teamwork failures.  

•   The mortality rate of preventable medical error exceeds the number of deaths 
attributable to severe trauma, breast cancer, and HIV.  

•   Available data on error in acute care medicine provides a heterogeneous picture. 
Effective generalizations are limited by limitations on study designs outside of 
the laboratory and the local and unique structures of healthcare organizations and 
systems.  

•   The most frequent human errors in acute healthcare include judgment errors, 
communication failures, and lack of teamwork.  

•   Human factors provide the potential to trigger critical situations as well as the 
skills to master them.  

•   Human factors skills necessary to manage critical situations include interper-
sonal skills (e.g., communication, teamwork, leadership) and cognitive skills 
(e.g., situation awareness, planning, decision-making, task management).        

1.6 “The Human Factors”: In a Nutshell
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  2      The Challenge of Acute Healthcare                     

 Case Study 
 At a large inner-city hospital, an anesthesiologist covers the OR as well as the 
obstetric department. After a busy day, she starts her night shift, during which 
she is called several times to the delivery ward to insert an epidural in a partu-
rient. At 2:00 a.m., she is called to the emergency department where she is 
part of a trauma team that takes care of a 32-year-old patient brought to the 
hospital by EMS following a motor vehicle accident. The victim suffered 
severe head trauma, maxillofacial injuries, blunt thoracic trauma, an open 
fracture of the femur, and suspicion of a contained subcapsular hematoma of 
the spleen. 

 Following the initial work-up, the patient is transferred to the OR and is 
simultaneously operated on by trauma surgeons and maxillofacial surgeons. 
Twenty minutes after the incision, the patient develops increasingly high peak 
inspiratory pressures, tidal volumes begin to decrease, and saturation drops. 
The fl ow-volume curve on the monitor shows an incomplete expiratory phase; 
however, lung auscultation is normal. Suspecting bronchospasm, the anesthe-
siologist initiates broncholytic therapy which fails to improve the ventilatory 
parameters. At the anesthesiologist’s request, the surgeons explore the oral 
cavity and notice that the endotracheal tube is kinked. After unkinking the 
tube, the peak pressure, tidal volumes, and saturation normalize. Twenty min-
utes later, the peak pressure increases, tidal volumes decrease, and saturation 
drops again; however, this time the fl ow-volume curve does not indicate an 
obstructive pattern. Instead, lung auscultation reveals diminished right-sided 
breath sounds. In addition, the invasive arterial line tracing shows a signifi cant 
decrease in blood pressure. The anesthesiologist attributes these changes to a 
possible tension pneumothorax which could have occurred at the time of 
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           A multiple-injured trauma patient undergoes an emergency operation in the early 
morning. After an initial uneventful period, the patient develops a series of ventila-
tory problems. Each problem leads to a rapid deterioration of the patient’s oxygen-
ation status and puts the patient at risk and the anesthetist under time pressure. She 
has to fi nd the cause of the clinical deterioration and has to rapidly take therapeutic 
measures before the patient is seriously harmed. The circumstances of this series of 
ventilation problems, however, are challenging for the anesthetist because the 
pathophysiological disturbances present with an almost identical set of symptoms 
and monitor parameters every time, but the underlying cause is always a different 
one. Furthermore, the physician has diffi culty diagnosing the problem because the 
apparent changes of one organ system are caused by concealed alterations of another 
system: The signifi cant decrease in the blood pressure is caused by a pulmonary 
problem (i.e., tension pneumothorax), and a decrease in arterial saturation is due to 
performance limitations of an anesthesia machine when ventilating a patient with 
ARDS. 

2.1     Medical Emergencies and Critical Situations 

 Emergencies are among the most challenging situations in medicine. The need for 
immediate life-saving treatment, the necessity of swift decisions and actions in the 
absence of complete information, time pressure, the sudden rush of anxiety because 
of the awareness that a human life is at stake, and the interaction with team members 
from different specialties all create a potent mix of stressful demands for the 

insertion of the central line in the right subclavian vein. She communicates 
her fi ndings to the trauma surgeons, who insert a chest tube. Subsequently, the 
ventilation, oxygenation, and vital signs return to normal values. 

 Forty-fi ve minutes later, the patient becomes unstable again. The peak 
pressure gradually increases, and tidal volumes decrease to 150 ml. The satu-
ration also drops, although at a slower pace than the fi rst two times. The 
lungs are ventilated with increasing diffi culty, and rales are identifi ed on aus-
cultation. Despite increasing the inspiratory pressure, adding PEEP and ven-
tilating with 100 % oxygen, the saturation continues to drop to the 80s. The 
anesthesiologist contacts the ICU and requests an intensive care ventilator. 
The new ventilator improves the oxygenation and ventilation, and the patient 
is rendered stable enough to be transferred to the ICU at 6:00 a.m. The ven-
tilatory parameters are tidal volume of 400 ml, respiratory rate of 14, peak 
pressure of 32 mbar, PEEP of 15 mbar, and FiO2 of 100 %. Bilateral densi-
ties on the chest X-ray confi rm early-stage acute respiratory distress syn-
drome (ARDS). 

2 The Challenge of Acute Healthcare
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healthcare provider. Because emergency situations often appear dramatic and some-
times are characterized by chaos and disorganization, they are clearly not the same 
as typical situations in daily life. From a cognitive psychologist’s perspective, how-
ever, an emergency situation represents a specifi c type of decisional situation within 
a specifi c situational context: a situation in which decision-making and task perfor-
mance have immediate impacts on the current and future state of the situation. 
Because the future course of events hangs in the balance for good or bad, we call 
these situations  critical  (Badke-Schaub  2002 ). 

 For the healthcare provider, it is basically irrelevant whether  the    critical situation  
is triggered by an  external  (e.g., trauma, equipment malfunction) or  internal  event 
(e.g., cardiac dysrhythmia, myocardial infarction, pulmonary embolism, stroke) or 
by an  error  committed by a healthcare provider (e.g., transfusion error). The require-
ments and diffi culties for successful problem solving and quality patient care are 
similar. As in the case report, a medical emergency may be composed of multiple 
critical situations. Each of those critical situations can be analyzed and treated as a 
separate entity: An unforeseen event interrupts routine patient care and calls forth a 
decision. Once the critical situation has passed, task performance can return to rou-
tine (Badke-Schaub  2002 ; Fig.  2.1 ).

   Acute critical medical situations are termed “emergencies,” or “complications” 
(Atlee  2007 ; Gravenstein and Kirby  1995 ; Taylor and Major  1987 ), or “   crises” 
(Gaba et al.  1994 ). The major emphasis of this perspective lies on the clinical pic-
ture of an emergency and on the knowledge and skills necessary to manage it. In the 
discussion exploring patient safety, “adverse event” is another term frequently 
encountered (e.g., Kohn et al.  1999 ; Rosenthal and Sutcliffe  2002 ; Vincent  2002 ). 
In this book, we use the term “critical situation,” because our focus is on the  cogni-
tive and behavioral aspects  of these situations, and on the factors that infl uence 
human decision-making, task performance, and teamwork. “Critical situations” 
also include minor incidents or minimal events that require rapid decisions to avoid 
harm to the patient.  

  Fig. 2.1    Critical situations. Routine actions ( RA ) are interrupted by a critical situation ( CS ). If this 
situation is successfully managed, actions will return sooner ( A ) or later ( B ) to routine; however, 
some decisions result in a deviating treatment pathway for the patient ( C ) (Modifi ed from Badke- 
Schaub  2002 )       
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2.2     Complexity and Human Behavior 

 Despite sharing several characteristics with everyday decisional situations, the pro-
vision of healthcare in a high-stakes environment has a number of properties that 
make it signifi cantly different from and considerably more challenging than the 
provision of patient care in other medical domains. Whereas healthcare providers 
traditionally have been taught technical profi ciency and clinical decision-making, 
the cognitive process of detecting and correcting critical situations in a high-stakes 
environment necessitates a broader set of capabilities. The reasons lie in the fact that 
there are several characteristics that apply uniquely to critical situations in a high- 
stakes environment. 

 The case study illustrates several of these characteristics that cognitive psycholo-
gists subsume under the term “complexity of a working environment.”    Complexity 
has found widespread interest among all fi elds concerned with human problem 
solving (e.g., cognitive science, human factors, reliability engineering), because it 
places many specifi c demands on decision-makers and affects the kinds and quality 
of cognitive processes carried out by people. Most of the scientifi c evidence for 
decision-making in complex environments comes from outside of healthcare, spe-
cifi cally from industrial or military high-risk environments where human behavior 
in complex man-made systems has been widely studied. Since the modern health-
care environment has become so complex, the research from these other areas 
clearly applies to healthcare as well. 

 Systems theorists and psychologists have advanced several different conceptual 
frameworks describing the characteristics of complexity. Despite the diversity in 
defi nition, there is a general agreement about the basic features of complexity 
(e.g., Cook and Woods  2001 ; Dörner  1996 ; Dörner and Schaub  1994 ; Frensch and 
Funke  1995 ; Perrow  1999 ; Rasmussen and Lind  1981 ; Reason  1997 ; Woods  1988 ). 
On the most basic level,     complexity has a   dual nature, i.e., (a) a characteristic of 
the task environment and (b) an obstacle for solving problems for the 
decision-maker.

2.2.1       Complexity: A Characteristic of the Task Environment 

 There are fi ve salient dimensions that infl uence the way humans perceive their envi-
ronment. In general, when we describe a task or a situation as “simple,” this usually 
refers to the fact that the following fi ve characteristics are only weakly expressed. 
An environment is described as “complex” when the following situational charac-
teristics are strongly represented (Dörner and Schaub  1994 ; Frensch and Funke 
 1995 ; Halpern  2002 ): 

2.2.1.1     Many Variables 
 Depending on the nature of a critical situation (e.g., multiple trauma, the patient’s 
pathophysiology, previous medical history, invasiveness of procedures), many vari-
ables and their interrelation have to be handled. Because conscious reasoning is 
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limited in terms of speed and capacity (“System 2 process”; Chap.   6    ), people have 
great diffi culty in simultaneously processing multiple critical variables. As a result, 
when confronted with a large number of variables, it is more likely that decision- 
makers will overlook important factors and make incorrect assumptions about the 
state of the system or the patient. Faced with time pressure and information over-
load people tend to form intuitive judgments and make decisions by using mental 
shortcuts (“heuristics,” “System 1 process,” Chap.   6    ) that focus on one or two salient 
features of the situation and ignore the rest. In the case study, the anesthetist handled 
each problem as it happened; but care might well have been compromised had two 
events happened simultaneously, e.g., kinked endotracheal tube simultaneous to the 
pneumothorax.  

2.2.1.2     Interdependence and Interrelatedness 
 Because humans can easily get an incorrect or incomplete understanding of the 
system they operate in, they often overlook  the   interdependence (“   coupling”; 
Chap.   14    ) between the variables. Systems such as an operating theater are com-
posed of multiple variables including equipment, medicines, the care team, and the 
patient. These variables constitute a network of interdependencies, i.e., an action 
that affects one part of the system will also affect other parts of it. Because of inter-
dependence, action aimed at one variable often affects – sometimes in unknown 
ways – other variables and aspects of care. For example,  t  he decrease in arterial 
blood pressure caused by the tension pneumothorax and the desaturation due to 
performance limits of the anesthesia machine exemplify interdependence. The more 
links that exist between the variables, the more diffi culty decision-makers have in 
predicting the consequences of their actions. Not regarding or not understanding 
side effects of actions is a typical error in complex systems. Most importantly, inter-
dependence of variables defi nes the task environment as  a system , not as an accu-
mulation of disconnected items. Failure to approach a critical situation from a 
system’s perspective is a major obstacle to successful decision-making under com-
plexity. If a problem solver tries to manipulate variables in isolation, he or she may 
fail to predict the reaction of the system.  

2.2.1.3     Dynamics 
 Complex situations can unfold over different rates of time. If they are event 
driven with rapid time constants, such as the above-described critical incident, 
they are highly dynamic. An emergency situation does not, like in a game of 
chess, simply wait for a player to make moves. The pace of decision is often 
determined by events that the decision-maker has no control over. And these 
events will progress, with or without participation of the actors (Dörner  1996 ). 
While the healthcare provider may be busy searching for a solution, the problem 
changes. This creates the necessity to maintain an up-to-date “mental model” 
(Chap.   6    ) of what is often a rapidly changing situation. These  unyielding   dynam-
ics narrow down the freedom of action: If we wait too long before we act, we will 
lose opportunities. A therapeutic measure that could help the patient at one point 
can become obsolete in the near future. Thus, healthcare providers must often 
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implement tentative solutions because time pressure forces them to act before 
they have gathered complete information or have determined a comprehensive 
plan. Time pressure, however, is not only forced upon the healthcare provider by 
external events; it can be an unavoidable consequence of necessary therapeutic 
actions. For example, once anesthesia has been induced, the patient’s ventilation 
has to be secured, no matter how.  

2.2.1.4     Time Delay 
 Side effects  and   long-term repercussions are not necessarily obvious right away; 
instead, they can appear with considerable time delay, thus making it diffi cult for 
the healthcare professional to correlate symptoms with the triggering event. For 
example, the Shaldon catheter was inserted into the right subclavian vein during the 
initial work-up in the emergency room. Tension pneumothorax, however, did not 
manifest until several hours later in the operating room. As with interdependence, 
   time delay can obscure the result of therapeutic measures. Whether or not a certain 
strategy was successful may take quite a while to become apparent and be hidden 
by the effects of other measures.  

2.2.1.5        Irreversibility 
 Pathophysiological changes in a patient often take a one-way direction. There can 
be a “too late” for organ systems to recover and a narrow therapeutic window to 
prevent irretrievable harm. Actions, too, can have irretrievable consequences. When 
faced with a critical situation, healthcare providers often have one chance only to 
choose the correct action. Behavior following the principle of trial and error is far 
too risky and ineffective.   

2.2.2     Complexity: An Obstacle for Solving Problems 
for the Decision-Maker 

 Complexity is in part defi ned by the situational characteristics described above. The 
degree of complexity is defi ned by the extent of the requirements for successful 
action. Healthcare providers who have to cope with a complex situation experience 
characteristics of complexity as obstacles to gathering information, integrating fi nd-
ings, and determining effective actions (e.g., Dörner  1996 ; Frensch and Funke  1995 ; 
Sterman  1994 ). 

2.2.2.1     Uncertainty and Lack of Transparency 
 Many problems in a medical high-stakes environment are ambiguous and under-
specifi ed, e.g., dropping saturation and low arterial blood pressure. What the 
healthcare provider really wants to know about the patient is often not visible or 
immediately understandable, and critical information might not be available. 
Because patients, in contrast to man-made systems, often do not provide detailed 
information on pathophysiological processes, healthcare professionals are often 
faced with symptoms that don’t point to a specifi c problem. Problem solvers in 
acute medical care may not have direct access to information about the situation 
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they must address. They must make decisions affecting a system whose features 
they can see only partially or unclearly. Monitoring provides access to the 
patient’s underlying condition only via weak external signals and cannot give 
more than hints as to what the problem exactly might be (Gaba  1992 ). There is no 
monitor that can tell the physician, “The sats drop because your patient has started 
to develop ARDS,” or “The peak airway pressure is high because the endotracheal 
tube is kinked.” It is only from understanding ambiguous patterns of different 
variables that healthcare professionals can draw conclusions concerning the med-
ical problem. Lack  of   transparency thus injects another element  of   uncertainty 
into planning and decision- making. In a medical high-stakes environment, often 
the main issue in solving a problem is not “What should I do?” Rather, much of 
the time, the main issue is to lift the veil of uncertainty and lack of transparency 
and answer the question: “What exactly is the problem” (Klein  1992 )?  

2.2.2.2     Singularity of the Situation 
 Once the problem has been defi ned, for example, by stating a diagnosis, there is 
another danger waiting for the decision-maker: He or she might miss subtle situ-
ational clues that may indicate that a critical situation differs slightly or even dra-
matically from the mental picture of the provider. Once the provider has developed 
a mental picture of the condition or event, there is a strong tendency to overlook 
or reject unobtrusive or contrary evidence. Once a solution has been determined, 
even when it’s incorrect, important details can be missed or not sought – the result-
ing behavior will take the form “   strong-but-wrong” (Reason  1990 ): When a 
decision- maker believes the correct diagnosis has been made or the correct actions 
are underway, established patterns of actions and thought are activated. In these 
situations, the action will be in keeping with past practice and may not incorporate 
current situational demands. Rather than choosing an action because it has worked 
many times before (“    methodism ” Dörner  1996 ;  “     cognitive conservatism”  Reason 
 1990 ; Chap.   7    ), healthcare providers need to seek fl exibility and maintain some 
amount of uncertainty in their approach to decision-making. Thus,     fl exibility  is a 
key characteristic of successful problem solving in critical situations.  

2.2.2.3        Information Overload and Lack of Information 
 In critical situations, much of the information needed at the time of a decision is not 
yet available. Moreover, multiple sources of concurrent information may over-
whelm the healthcare provider. Incoming data has to be assessed for relevance and 
reliability and integrated into a situational model or discarded. The healthcare pro-
vider constantly decides how much information is enough to begin to take action. 
As the provider begins to take action based on available information, new informa-
tion becomes available that may confi rm or disconfi rm a working diagnosis. It is 
diffi cult for teams to manage new information that contradicts the current mental 
picture held by the group, sometimes even when new data points overwhelmingly to 
a different diagnosis. In order to successfully balance these contradicting require-
ments, healthcare professionals have to pursue problem- oriented    information man-
agement . The aim of information management is to arrive at a cohesive picture of 
the situation which is supported by the data available (Chap.   6    ). The integration of 
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all team members available in this process of generating and evaluating information 
is a critically important step toward a more consistent and complete mental model 
of the situation (Salas et al.  1992 ).  

2.2.2.4     Time Pressure 
    Time pressure limits the possibilities for data collection, problem analysis, goal for-
mulation, and action. For instance, once a patient’s oxygen saturation starts to drop, 
there is a diminishing amount of time left to fi nd out why. During a critical situation, 
there is no way a healthcare provider can act under time pressure and simultaneously 
gather complete information. In complex situations, information management will 
never be complete. Instead, as the need for a rapid decision increases,  transfer of 
previous knowledge  will replace problem-oriented information management. What 
will happen is that the provider will rely on mental models from past experience with 
similar situations to shape current assumptions and guide actions and behavior. 

 Because reliance on pattern matching from past experience sometimes leads to 
the wrong action, there is an inherent unreliability to relying exclusively on pattern 
matching. Moreover, individual emotions are also a part of the healthcare provider’s 
understanding, which may further obfuscate the objective situation and induce a 
bias on the part of the decision-maker. Relying on pattern matching to guide behav-
ior during a crisis is the hallmark of an experienced and effective provider, but at the 
same time, it can also induce error in ways that are not well understood by the 
decision-maker.  

2.2.2.5     Risk 
 Decisions under complexity carry an inherent risk of being incorrect. Even experi-
enced healthcare providers’ mental model of reality can be wrong. It can happen that 
the actions taken will not solve, but rather aggravate, the problem. Therefore, the 
question for healthcare providers can never be  if  they actually are willing to take 
risks, but rather under which circumstances they will do so and how much risk are 
they willing to accept. Unfortunately, judgment of risks can only be based on per-
ceived risk and not on objective facts.    Risk assessment during a crisis is therefore a 
highly subjective undertaking and prone to error. Acute medical care is a high- stakes 
environment because of the ever-present danger of actually harming the patient with 
therapeutic measures. The possibility of causing irreversible patient harm by trigger-
ing a critical situation and then being unable to manage it suspends like the sword of 
Damocles over the head of the healthcare provider. On top of the inherent risks 
associated with taking action (or not taking action) during a critical situation, one 
moment of inattention can develop into a wrong path. The result of taking an incor-
rect action during a crisis can result in personal, human, and economic disaster for 
the healthcare professional and the patient. The awareness of this potential to harm 
is a major stressor in critical situations (Chap.   9    ). What healthcare professionals 
need is the ability to make decisions and take actions in the face of uncertainty.  

2.2.2.6        Plurality  of   Goals 
 Goals should tell the healthcare professional where to go. They should be “beacons 
for human action” (Dörner  1996 ). Goals should help the healthcare provider to 
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regain control over a critical situation and to satisfy as many concurrent needs as 
possible without creating new problems. The reality of acute medical care, how-
ever, is different: Healthcare professionals frequently have to cope with shifting, 
ill- defi ned, or competing goals; thus, in a high-stakes medical environment, the 
formulation of an adequate goal can turn out to be the central cognitive task 
(Dörner  1996 ; Chap.   7    ). Goals can be clear, unclear, explicit, implicit, general, or 
specifi c. In addition, sometimes goal criteria are linked inversely: If one goal is 
satisfi ed, another goal may fail. For example, to focus on oxygenation by increas-
ing ventilation in the presence of a tension pneumothorax would worsen the hemo-
dynamic situation of a patient. Therefore, complexity makes it necessary that 
decision-makers pursue multiple goals at the same time. This means that we have 
to attend to many factors and satisfy several criteria at once. One of the main task 
requirements when faced with a plurality of goals is the ability to prioritize and 
integrate.  

2.2.2.7         Multiple   Players 
 Teamwork is a characteristic feature of acute medical care. There are barriers to 
effective teamwork. For example, different healthcare specialties or disciplines may 
have their own approach to an emergency situation, various standards of perfor-
mance, and expectations of teammates. Different mental models can result in con-
fl icts if team members fail to communicate appropriately or if team members are 
overly concerned with “who is right” instead of “what is right.” The major 
 prere-quisite for successful teamwork with an interdisciplinary, interprofessional 
team is the development of a shared mental model among all healthcare profession-
als involved (Chap.   11    ). Table  2.1  summarizes the characteristic features of com-
plexity in acute care medicine (Table  2.1 ).

    Table 2.1    Complexity in a medical high-stakes environment   

 Characteristics of task environment  Characteristics of problem-solving approach 

 Many variables – People tend to lose 
track of things 

 Too much or not enough information – Keep the 
golden mean 

 Interdependence and interrelatedness – 
Conscious reasoning has a rough time 

 Singularity – Even with decades of experience, 
expect the unexpected twist 

 Intransparency – Nobody can know all 
the details of a situation 

 Uncertainty – Reckon that it could always be 
otherwise 

 Dynamics – The game goes on: with or 
without you 

 Time pressure – Time runs on mercilessly 

 Time delay – Some actions will come 
back to roost 

 Risk – You know only in hindsight whether or not 
you got it right 

 Irreversibility – Life punishes latecomers 

 Plurality of goals – You can’t aim at one thing and 
one thing only 

 Multiple players – Teamwork knows many 
obstacles 

  Complexity can be described in terms of characteristics of the task environment and the intrinsic 
characteristics of the problem-solving approach  
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2.3          The Challenge of Acute Care  Environments   

 It is early in the morning and the resident had been awake for almost 20 h when she 
started to take care of the trauma victim. Just when her own biological performance 
curve had reached its minimum, several vital ventilation problems arose which all 
fulfi lled the criteria of complexity. As a result it wasn’t only the critical health condi-
tion of the patient and task complexity that posed a threat for patient safety: 
Characteristic features of the work environment as well as biological limitations 
reduced the limits of safe performance. As a result, acute patient care is simultane-
ously jeopardized by several factors. Although certainly many readers will be familiar 
with working night shifts in a hospital and might have experienced situations compa-
rable to the emergency in the vignette, the fact should not be overlooked that these 
environmental conditions make acute patient care (in the OR as well as in the ED) 
different from task execution in other high-reliability organizations (HROs; Chaps.   14     
and   16    ). Such environmental conditions can seriously impact healthcare processes 
and quality of acute patient care. In critical situations, the error-provoking effects of 
these conditions may have an even stronger impact and threaten safe patient care. In 
the following, we will take the “biotope OR” as a distinctive example of such environ-
mental conditions. Some of the factors in the “biotope OR” are changeable, whereas 
others aren’t. All of them, however, have a negative impact on safe patient care. 

2.3.1        The Operating Room: An Acute Care “Biotope” 

 Operating and emergency rooms exhibit all elements of the superordinated hospital 
system (i.e., entailing interprofessional and interdisciplinary cooperation), but are 
often confounded by characteristic dynamics and time pressure. Task requirements 
that promote the development of critical situations or impair the management of 
manifest crises in the OR are:

•     Economic pressure:  Every OR is under a considerable economic pressure, 
because the activities that take place in the operating room generate income for 
the hospital. As a result, there will regularly be a confl ict between economic 
aspects and patient safety concerns. This confl ict reduces the margin of safety 
and promotes the emergence of “routine violations” (Chap.   3    ).  

•    Time pressure:  Every OR is under time pressure, as the scheduled surgical pro-
cedures have to be fi nished within the time frame of daily work. Deviations from 
this schedule are part of normal daily routine, as emergency operations can inter-
fere with the OR schedule and delay planned procedures. Production pressure 
increases the risk that anesthesia will be started despite incomplete patient 
records and hence critical information might be overlooked. In addition, operat-
ing times vary considerably as the time necessary for an operation correlates 
closely with the experience of the surgeon and the complexity of the operative 
procedure. This makes it diffi cult to reliably plan the OR schedule, which in turn 
can further increase time pressure.  
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•    Using live patients for medical training:  The fact that health professionals are 
trained during the normal OR activity has a twofold impact on patients’ safety 
and well-being. Firstly, the providers’ inexperience increases the variance of 
anesthesiological and surgical time requirement for the identical procedure and 
may unnecessarily prolong the time during which a patient is under general anes-
thesia. Secondly, when patients are used as commodities to facilitate training and 
when the skills of health professionals are honed by using live patients, the inex-
perience of the healthcare provider will pose a risk for patient safety: Critical 
situations may arise more readily if complex and high-risk procedures are per-
formed by novices.  

•    Emergencies are an immanent part of the system:  As a result of the patients’ 
underlying disease and of the operative procedure, emergencies arise more fre-
quently in the OR as compared to normal wards and to other high-reliability 
organizations. Whereas other socio-technical domains try to avoid emergencies 
at any cost, an OR cannot be closed and emergency procedures can’t be post-
poned to a later date. Consequently, emergency patient care has to be guaranteed 
even at unsuitable times and under inconvenient circumstances.  

•    Transparency of errors committed:  Errors are usually committed in the presence 
of other healthcare providers and thus are “transparent” in respect to their result 
(e.g., drug error, surgical bleeding) and their perpetrator. As a result, feelings 
such as guilt or shame can quickly arise and may increase stress levels and result 
in a “poor judgment chain” (Chap.   10    ).  

•    Cooperation in a confi ned space:  Actions are confi ned to a defi ned space and the 
actors are in close contact. In critical situations, a suboptimal interdisciplinary 
relationship can result in confl ict over relational or content components of the 
situation or a mingling of both. None of the actors can simply leave the room in 
the midst of an emergency, so professional rivalries, enforcement of personal 
preferences, power struggle, or plain antipathy can amplify tension in team com-
munication and seriously jeopardize teamwork and patient safety.  

•    Differing medical priorities and divergent interests:  Medical priorities differ 
among different specialties: A problem that may pose a serious challenge for the 
anesthesiologist may be of only minor interest to the surgeon and vice versa. In 
addition, the different incentive systems (e.g., in surgery and anesthesiology) 
perpetuate a diversity of interests and a differing professional culture. Already 
during routine daily work, the patterns and nature of communications among OR 
team members who come from surgery, nursing, and anesthesia are characterized 
by differing dominant themes (e.g., time, safety and sterility, resources, role; 
Lingard et al.  2002 ). In the worst of cases, “the other” will not fi nd much appre-
ciation and cooperativeness and an “in-group” and “out-group” thinking may 
seriously threaten cooperation between the surgical discipline and anesthesiol-
ogy during an emergency.  

•    Traditional self-image:  As a result of the traditional conception of responsibility, 
the surgeon feels solely responsible for the patient as “his” or “her” patient. 
Interdisciplinary confl icts about contents may develop into confl icts about “right 
of ownership.” Because of the internalized ideal image of the sovereign special-
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ist, a successful operation can be attributed to a good surgeon, whereas a critical 
situation may amount to the admission of personal failure. Whenever one per-
son’s action triggers an uncontrollable situation, it may threaten that person’s 
feeling of competence (cognitive emergency reaction; Chap.   9    ).    

 The crucial point about the “biotope OR” is that many of the listed factors lie 
beyond the infl uence of any single healthcare provider. Instead, a system-based 
approach has to be pursued to tackle these issues and blunt the negative impact on 
patient safety.   

2.4     Tackling Complexity: Becoming  an   Expert 

 Having listed the key features of complexity, it is important to stress that complexity 
is not a static or objective characteristic of a task or environment, but instead a sub-
jective one: “Complexity is not a thing per se, complexity is a situation to be inves-
tigated” (Rasmussen  1979 ). Whether or not a situation is perceived as complex and 
lacks transparency depends on specifi c individuals and their experiences with the 
situation. A novice will be overwhelmed by situational and task demands, whereas 
an expert clinician will display a deep tacit understanding of the situation and will 
easily move between intuitive and analytical approaches. From this point of view, 
complexity can be described as a “mental construction” of the clinician.    Research 
on skills acquisition has deepened our understanding of how novices become expert 
performers in the course of their professional career. One cognitive framework, sub-
stantiated by research among pilots, chess players, professional musicians, and 
automobile drivers, has provided us with a “fi ve-stage model of the acquisition of 
expertise” (Dreyfus and Dreyfus  1986 ,  2005 ). Initially developed to help teachers 
understand how to assist the learner in advancing to the next level of skills or com-
petencies, the model has practical implications for development and assessment of 
healthcare providers in routine and complex situations (e.g., Carraccio et al.  2008 ; 
Table  2.2 ). The fi ve stages are:

     Stage 1: The novice  deconstructs the task environment into its “context-free” fea-
tures that can be recognized. For some specifi c circumstances, the novice has 
learned specifi c rules and feels responsible to fi nd the correct rule and follow it.  

   Stage 2: The (advanced) beginner  has gained experience coping with real situations. 
The advanced beginner starts to identify new situational elements and thereby 
develops an understanding of the relevant context. Decisions and actions are still 
made by rule application.  

   Stage 3: The competent  has experience but can be overwhelmed by the large number 
of potentially relevant rules, elements, and procedures they can recognize. The 
competent starts to learn organizing principles that permit sorting information by 
relevance. This helps the competent to reduce complexity. Practicing decision- 
making and taking responsibility helps to move the competent to the next stage.  
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   Table 2.2    Five-stage model of the acquisition of expertise (Dreyfus and Dreyfus  1986 ,  2005 )   

 Knowledge 
 Perception of 
context  Action 

 Coping with 
complexity 

 Novice  Minimal 
‘textbook’ 
knowledge 
without 
connection to 
practice 

 Little situational 
perception 
 No discretionary 
judgment 

 Rigid adherence 
to taught rules or 
plans 
 Tends to see 
actions in 
isolation 

 Little or no 
ability to deal 
with complexity 

 Beginner  Working 
knowledge of key 
aspects of practice 

 Situational 
perception still 
limited 
 All attributes and 
aspects are treated 
separately and given 
equal importance 

 Guidelines for 
action based on 
limited 
knowledge of 
attributes or 
aspects 
 Sees actions as a 
series of steps 

 Appreciates 
complex 
situations but 
only able to 
achieve partial 
resolution 

 Competent  Good working 
and background 
knowledge of area 
of practice 

 Sees actions partly 
in terms of 
longer-term goals 

 Standard and 
routine 
procedures 
 Now sees actions 
at least partially 
in terms of 
longer-term goals 

 Copes with 
complex 
situations 
through 
deliberate 
analysis and 
planning; little 
fl exibility 

 Profi cient  Depth of 
understanding of 
discipline and 
area of practice 

 Sees overall 
“picture” and how 
individual actions fi t 
within it 
 Perceives and 
evaluates deviations 
from normal 
patterns 
 Sees what is most 
important in a 
situation 

 Decision-making 
less labored 
 Uses maxims for 
guidance whose 
meanings and 
applications vary 
according to the 
situation 

 Deals with 
complex 
situations 
holistically 
 Decision-making 
more confi dent 

 Expert  Authoritative 
knowledge of 
discipline 
 Deep tacit 
understanding 
across area of 
practice 

 Intuitive grasp of 
situations 
 Perceives, evaluates, 
and considers 
desired actions and 
alternatives of the 
overall “picture” 
 Analytic approaches 
used only in novel 
situations or when 
new problems come 
to light 
 Vision of what may 
be possible 

 Uses rules, 
guidelines, or 
maxims only as 
they serve to help 
solve the 
perceived 
problem; they are 
not given 
paramount 
importance 

 Holistic grasp of 
complex 
situations 
 (Sees the 
“Gestalt”) 
 Moves between 
intuitive and 
analytical 
approaches with 
ease and 
confi dence 

  Novice to expert: the Dreyfus model of skill acquisition  
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   Stage 4: The profi cient  will progressively use intuition to realize “what” is happen-
ing. By now, this person is able to approach a problem from a perspective arising 
from multiple real-world experiences. Action becomes easier and less stressful 
because past experience has taught “what works and what doesn’t.”  

   Stage 5: The expert  no longer decomposes situations into discrete elements. The 
expert recognizes situations by reducing a multitude of features into one compre-
hensive understanding that forms a meaningful whole. In the case report at the 
beginning of the chapter, the anesthetist’s experience provided several meaning-
ful patterns for the specifi c set of symptoms and monitor parameters; thus, the 
anesthetist was able to choose from among several possibilities to understand 
 that    Gestalt  (Chap.   6    .) It should be noted that the “expert” level does not mean 
that development stops. Expert practitioners need to evaluate their practice, con-
tinue to seek opportunities to maintain their skills, and keep up to date with new 
evidence.    

 How then does a novice become an expert? Most people assume that becoming 
an expert requires extreme or extraordinary ability and that this path can be trodden 
only by a few. However, current research points in the opposite direction: Experts 
are always made, not born. It is “nurture” rather than”nature” that is responsible for 
the level of expertise people will acquire. Research across many fi elds has shown 
how expertise can be developed (Ericsson et al.  2007 ):

•    At least for arts and sports performers, a minimum of 10 years (or 10,000 h) of 
consistent and intense training is required to achieve expertise.  

•   Experts have to engage in “deliberate practice” – practice that focuses on tasks 
beyond the current level of competence or comfort – if they want to reach new 
levels of performance. The development of expertise requires struggle. There are 
no shortcuts. “To become competent, you must feel bad” (Dreyfus and Dreyfus 
 1986 ).  

•   Having expert coaches makes a difference. If experts coach people, the learning 
process can be accelerated and higher levels of profi ciency can be reached in 
shorter time. Practice does not make perfect; instead perfect practice makes 
perfect.  

•   Real experts very often were motivated students who sought feedback and chal-
lenge from their own coaches.    

 Work on expert systems (computer software designed to provide an answer to a 
problem, or clarify uncertainties where normally human experts would need to be 
consulted) typically is grounded on the premise that expertise is based on acquired 
repertoires of rules and frameworks for decision-making. It was thought that this 
knowledge could be elicited by “point of care” computers to support clinical judg-
ment and decision-making. Initial enthusiasm, however, has given way to the real-
ization that medical expertise does not work in this fashion. Since intuitive judgment 
is the hallmark of expertise and expertise is based on the making of immediate and 
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effective situational responses, it cannot be emulated by rule-based software. 
Therefore, expert systems may improve rule-based performance by supporting 
human memory (level 3 performance), but they will not lead to better decision- 
making in the face of complexity (Chap.   10    ).  

2.5     The Skills, Rules, Knowledge (SRK) Framework: 
Progression Toward Expert Status 

 The effectiveness of response to a critical situation often is dependent on the degree 
to which a provider has experienced a similar situation. Familiarity and experience 
with a situation allows the provider to utilize a conceptual hierarchy of “skills, 
rules, and knowledge” (Rasmussen  1983 ,  1987 ; Fig.  2.2 ).  The   skills, rules, knowl-
edge (SRK) taxonomy divides cognitive operations intro three levels of abstraction 
and defi nes three ways in which information is processed and actions executed. 
This distinction has been particularly helpful in characterizing the cognitive mecha-
nisms behind different categories of errors (Chap.   3    ). When faced with a critical 
situation, people generally seek to rely on behaviors at the most routine level (i.e., 
skills). This provides an economical use of the limited resources  of   attention and 
conscious thinking (Chap.   6    ); however, if the routine (skills) level is not effective or 
relevant, the provider must seek a higher level to fi nd a solution, i.e., rules and 
knowledge. 

 When the novice or the experienced clinician is faced with a critical situation, 
they will differ in  the   cognitive control mechanisms they need in order to perform 

  Fig. 2.2    Rasmussen’s “skills , rules, knowledge” (SRK) framework of cognitive behavioral con-
trol. The model distinguishes three levels of cognitive control, which are related to the degree of 
familiarity with the task at hand (From Rasmussen  1983 )       

 

2.5 The Skills, Rules, Knowledge (SRK) Framework: Progression Toward Expert Status
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adequately; thus, novice and experienced providers differ from each other in the 
following areas:

•    Automaticity of response (i.e., highly integrated patterns of behavior)  
•   Level of abstraction on which problems are represented  
•   Amount of clinical rules available  
•   Knowledge available  
•   Problem-solving strategies    

2.5.1        Skill- Based   Behavior 

 A skill-based behavior represents a type of action that requires very little or no con-
scious control to perform once an intention is formed. This kind of behavior, also 
known  as     sensorimotor     behavior , is smooth and consists of integrated patterns of 
performance. This type of behavior is characterized by requiring little conscious 
thought or verbalization, it is “automated.”     Automaticity  (i.e., the ability to perform 
tasks without allocating signifi cant amount of attention) allows humans to free up 
cognitive resources which can then be used for higher cognitive functions such as 
problem solving. Because there are a multitude of routine tasks in critical situations 
that demand skill-based behavior (e.g., routine intubation, placement of peripheral 
and central IV lines, thoracocentesis, chest compressions), it is predictable when 
and under which circumstances certain skills are required. Skill-based behavior 
becomes an issue in critical situations if the healthcare professional does not pos-
sess these skills, if they are not available within a team, if he or she applies them 
wrongly, or if the behavior cannot be applied for whatever reason. However, if skills 
are available, the requirement lies in accurate execution and continuous check for 
deviation.  

2.5.2        Rule- Based   Behavior 

 Rule-based behavior is a conscious activity and is characterized by the use of 
rules and procedures to select a course of action in a familiar work situation 
(Rasmussen  1983 ). Rules can be acquired by experience or instructions given by 
supervisors and clinical teachers. Rules-based behavior is needed in situations 
when skills-based tasks are not appropriate or inadequate. If rules are known, 
there is no need for fi nding a unique solution. In this case, the healthcare profes-
sional is provided with a set of correct responses. Rule-based behavior follows an 
“if-then” logic: “If this is A, then do B; if a patient stops breathing immediately, 
start the ABCs of resuscitation.” If the healthcare professional correctly recog-
nizes a situation or condition, then he or she can apply a stored rule to steer toward 
a known goal. As the case report at the beginning of this chapter demonstrates, the 
 diagnosis  of the problem rather than the adequate response is the main challenge 
for the healthcare professional (Klein  1992 ). In acute patient care in a high-stakes 
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environment, time for thinking is scarce, and wrong actions can cause patients 
harm; thus, healthcare providers must adhere to as many rules as possible to avoid 
potential problems.  

2.5.3        Knowledge- Based   Behavior and Problem Solving 

 In Rasmussen’s rubric, knowledge-based tasks are those that are new, unfamiliar, or 
unique. Unfamiliarity can have many causes: lack of experience, inadequate clinical 
training, or simply forgetfulness. Most of the time, however, complexity and cou-
pling create an unexpected and unusual combination of events, thereby giving the 
healthcare professional an unpleasant surprise. Because they are caused by random 
and not immediately known factors, critical situations like these cannot be antici-
pated and learned rules are inadequate. Instead, a more advanced level of reasoning, 
problem solving, is needed to successfully manage the situation. Healthcare provid-
ers need to build a comprehensive model of the situation, form explicit goals based 
on their current analysis of the situation, make a plan, and execute the plan. The 
cognitive workload for fi nding higher-level analogies or analyzing more abstract 
relations between structure and function is much greater than when using skill- or 
rule-based behaviors. Successful use of knowledge or problem solving depends 
heavily upon the performer’s fundamental knowledge, diagnosis and analysis skills, 
and experience with handling critical situations. Because many critical situations 
unfold without warning, the surprise effect is signifi cant. Errors in managing the 
critical situation derive from a complex interplay  of   imperfect rationality, faulty 
mental models of the situation, a strong emotional component (Tversky and 
Kahneman  1974 ; Kahneman et al.  1982 ), and poor teamwork. Because these critical 
situations demand a quick response on the one hand, but on the other hand cannot be 
addressed by precompiled responses, they can rapidly develop into an immediate 
threat to patient safety and well-being. Fortunately, problem solving under stress can 
be practiced, for example, by confronting learners and teams with different types of 
emergencies and allowing them to practice. By regularly training and practicing 
skill- and rule-based behaviors during critical situations, more cognitive resources 
can be applied to knowledge-based behavior when faced with an unanticipated event.   

2.6     “The Challenge of Acute Medical Care” in a Nutshell 

•     Healthcare in a high-stakes environment has a number of properties that make it 
considerably more challenging than decision-making in an everyday context. 
Cognitive psychologists call these characteristics “complexity of a working 
environment.”  

•   Complexity has a dual nature: It is a characteristic of the task environment as 
well as the set of demands imposed on the problem solver.  

•   The characteristics of a complex task environment are as follows: many features, 
interdependence, dynamics, time delay, and irreversibility.  

2.6 “The Challenge of Acute Medical Care” in a Nutshell
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•   Problem solving in complex environments is rendered diffi cult by uncertainty, 
lack of transparency, singularity of the situation, information overload or lack of 
information, time pressure, risk, plurality of goals, and the presence of many 
players.  

•   Operating rooms and emergency rooms exhibit all elements of the superordi-
nated system hospital (e.g., interprofessional and interdisciplinary cooperation) 
but are often confounded by dynamics and time pressure.  

•   Complexity is not a static or objective characteristic of a task domain but instead 
is a subjective one. It is a “mental construction” and depends on the experience 
of an individual with a type of situation or one with similar task demands.  

•   The relationship between levels of familiarity and expertise with a task or envi-
ronment has been conceptualized by Rasmussen’s tripartite distinction of “skills, 
rules, and knowledge.”  

•   Automaticity allows humans to free up valuable cognitive resources, which can 
then be used for higher cognitive functions such as problem solving.  

•   Research across domains has shown that large amounts of practicing at the edge 
of one’s expertise will lead one to become an expert. Experts must continually 
work to eliminate weaknesses.  

•   Experts are made, not born: The amount and quality of practice are the key fac-
tors in the level of expertise people acquired.  

•   Expertise consists of personal characteristics, skills, and knowledge that distin-
guish experts from novices. In many domains, there are objective measures of 
performance capable of distinguishing experts from novices.        
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  3      The Nature of Error                     

           The analysis of the case report appears to be straightforward: A young resident 
swaps two cardiovascular drugs and thereby causes a cardiac arrest. One could eas-
ily say that he should have been more diligent when he took the drug out of the 
drawer. To make things worse, the medical indication to give the drug was wrong in 
the fi rst place. Instead of consulting an experienced colleague, he acted on his own 
account and jeopardized the patient’s life. “Someone who commits such a grave 

 Case Study 
 An anesthesia resident physician in his second year of training anesthetizes a 
76-year-old patient scheduled for a laryngectomy and bilateral neck dissec-
tion. The medical history reveals coronary artery disease and liver cirrhosis. 
As a result of the associated coagulopathy, the surgeon has diffi culty achiev-
ing adequate hemostasis and therefore repeatedly applies epinephrine-soaked 
swabs to the surgical site. The undiluted epinephrine is rapidly absorbed into 
circulation and causes sinus tachycardia and polymorphic premature ventric-
ular contractions. Unaware of the surgeon’s use of undiluted epinephrine, the 
resident does not attribute the PVCs to the hemostatic treatment and hence 
does not urge the surgeon to stop the application. Instead, he decides to treat 
the arrhythmia with an ampule of lidocaine. Distracted by the ECG, the anes-
thesiologist does not pay close attention and mistakenly uses an ampule of 
metoprolol (a β-blocker) instead of the intended dose of lidocaine 2 %. This 
drug error is facilitated by the fact that both ampules are adjacent to each other 
in the anesthesia cart and have similar-looking labels. The bolus of the 
β-blocker leads to cardiac arrest. Immediate CPR is started. After calling the 
attending anesthesiologist to the operating room, the patient is successfully 
resuscitated. The patient is discharged from ICU the following day without 
any neurological defi cits. 
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mistake,” one might suggest, “lacks motivation, competency, and aptitude for an 
anesthesiologist.” But even if this interpretation appears to have strong arguments in 
its favor, it nevertheless focuses on the person and not on the wrong action and 
judges a mistake on the basis of its consequences. This approach is unhelpful in 
generating safety, as we will show in the following chapter. However, we will fi rst 
look at an everyday example that will help clarify the difference between an errone-
ous action and a wrong result. 

3.1     What Is an Error? 

 An old lady sits at her window and pursues her favorite pastime: looking down on 
the street and watching people passing by (Fig.  3.1 ). For almost a decade, things 
went uneventfully, but today a mishap occurs: One moment of inattention and her 
forearm shoves the fl owerpot off the window ledge – she commits an error. At best, 
the consequence of this error is a pile of shards and dirt on the sidewalk. If the worst 
comes to the worst, she will have to call an emergency medical service because a 
pedestrian sustained a severe head trauma. Regardless, the severity of the conse-
quence is independent from the underlying cognitive error mechanism (in this case 
disturbance of attention). External circumstances, related to neither the person nor 
the error type, determine the outcome of the moment of inattention.

   What at fi rst may seem to be commonplace actually turns out to be an example 
from ordinary life of two distinct perspectives on error. In addition, it perfectly 

  Fig. 3.1    The difference between error and consequences. One moment of inattention results in a 
fl owerpot being shoved from the window ledge. Although the underlying error mechanism is the 
same in all three examples, the consequences differ considerably dependent on which fl oor the old 
lady lives: basement ( left ) or third fl oor ( middle ), and even more so if a pedestrian passes below the 
window exactly in the moment when the pot is shoved from the ledge (Courtesy of Jean Pariés 
Dédale SAS)       
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illustrates a fundamental idea of patient safety: One can’t understand errors by 
focusing on the outcome. 

 One way to look at errors is to classify them by their consequences.  Consequential 
classifi cations  emphasize the result of an action. This perspective implies that an 
action can only be counted as erroneous if it leads to a negative result. If a fl owerpot 
falls out of a second-fl oor window, it is a much graver mistake than if the same 
course of events occurs in the basement. Consequential classifi cations are the most 
widely used in medicine (e.g., a wrong drug was given to the patient). If people take 
this viewpoint, their point of interest usually is  what happened  to the patient. Why 
and under which circumstances the error occurred is of secondary interest to them. 
In addition, the equivalence between cause and result is assumed: A bad outcome is 
consistent with a bad process which in turn typically implies insuffi cient qualifi ca-
tion, motivation, or low morale of the person responsible for the incident. 

  Causal classifi cations , on the other hand, make assumptions about mechanisms 
implicated in generating the error. The point of interest in this approach is  why  a 
planned activity did not result in its intended outcome. In this conceptual framework, 
the focus is diverted from the outcome of an error and shifted toward possible psy-
chological precursors and systemic interactions that led to the wrong action. People 
who take this perspective are aware of the fact that factors beyond the reach of the 
person determine whether an error causes a trivial or grave outcome, e.g., here was 
no guard railing around the window ledge, house rules did not explicitly prohibit 
fl owerpots on the window ledge, by chance the man has to pass below the window at 
the exact time the pot reaches the height of his head, etc. If an incident or accident 
occurs, individual factors of behavior (e.g., perception, information processing, 
memory, attention), goals and plans, teamwork, and communication are scrutinized 
for their possible impact. Fig.  3.1  summarizes both perspectives on error. 

 People do not seem to distinguish between those two perspectives in everyday 
practice. “A drug error occurred in the OR” seems to be the same as “The resident 
injected the wrong drug.” If only one person seems to be involved in the medication 
error, a clear cause-and-effect attribution seems justifi ed: His or her wrong actions 
led to the undesired result. Even in such simple cases, this kind of an assessment is 
inadequate because most accidents occur in a dynamic setting with multiple health-
care providers involved. In the fi rst perspective, the consequential perspective on 
error with its focus on what happened, it is relatively easy to fi nd the unwanted 
result and identify the error. If in looking for causes we try to fi nd  the  wrong action, 
and  the  (one) person who did it, we speak of the “person-based approach” to errors. 

3.1.1     Person-Based Approach 

 The “person approach” remains the dominant tradition in response to adverse out-
comes in healthcare. The long-standing and widespread tradition of the person- 
based approach focuses on the unsafe acts of people with direct patient contact. 

 According to the person approach, it is the healthcare provider’s fault if some-
thing goes wrong. He or she did not have the necessary knowledge, did not pay 
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attention, or was not motivated to do their best. Errors are attributed to missing 
knowledge or to aberrant mental processes such as forgetfulness, not paying atten-
tion, poor motivation, and negligence. As a consequence, assuming that bad things 
happen because “bad” (i.e., lazy, stupid, or reckless) people committed an error 
becomes moral issues as well. The result is a culture of “naming, blaming, and 
shaming.” 

 When viewed from this perspective, solutions to errors lie in improving knowl-
edge (training, education) and in improving motivation by exhortations (“be more 
careful the next time”), disciplinary measures, or threat of litigation and fi nancial 
punishment. Personal motivation and becoming a better person and healthcare pro-
vider seem to be the keys to error-free performance: “If you concentrate, you will 
not swap ampules.” 

 From an organizational perspective, this approach is attractive in terms of main-
taining the public image of the healthcare institution and because the institution 
appears relatively blameless. Instead of looking for institutional responsibility with 
error-prone systems, it is easier and cheaper to target “bad” individuals. The person 
approach, however, misses the opportunity to enhance patient safety by fi xing our 
systems of care because the approach isolates unsafe acts from their system con-
text. Far from being random, mishaps tend to fall into recurrent patterns. A similar 
set of circumstances can provoke similar errors, regardless of the healthcare pro-
vider involved. This explains why error is not the monopoly of an unfortunate few: 
Accident analyses from other technological high-stakes environments (e.g., civil 
aviation, nuclear power, space exploration) demonstrate that it is often “the best 
people who make the worst mistakes” (Reason  1997 ). This is sometimes because 
with growing experience people become complacent, and sometimes it is simply 
because the most experienced people are given the most diffi cult jobs. But mostly 
it is because we tend to put highly trained, competent, and caring people within 
complex and inherently error-inducing systems. Most of the time, these experts are 
able to catch an error before it happens or mitigate its effects, but sometimes they 
cannot. Over and above not being appropriate and helpful, the person approach 
impedes the pursuit of greater safety by focusing on individuals rather than seeking 
out and removing the error-provoking properties within our healthcare systems 
at large.  

3.1.2     System-Based Approach 

 If people advocate a “systemic approach” to the study and prevention of safety- 
critical errors, the focus shifts from the person at the “sharp end,” the one who is 
directly providing patient care, to include organizational processes and the system 
as a whole. Instead of looking for the one defi ning action (and hence the one respon-
sible person) that caused the accident, all levels of the organization are scrutinized 
for contributing factors. The basic premise in the system approach is that humans 
are fallible and errors are to be expected, even from the best people in the best orga-
nizations. Whenever errors are studied, this should not be done as a separate, 
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pathological category of behavior fragments; the object of study should instead be 
the cognitive control of behavior in complex environments (Rasmussen  1990 ). In 
this conceptual framework, accidents are seen as the result of an unlikely confl uence 
and interaction of several causal streams originating not in the perversity of human 
nature but rather in an unfortunate interaction with normal cognitive processes and 
“upstream” systemic factors. Systemic dimensions greatly infl uence a system’s sus-
ceptibility to accidents: As soon as socio-technological systems become suffi ciently 
complex, accidents will be inevitable or “normal” (Chap.   14    ; Perrow  1999 ). In this 
view healthcare providers are the inheritors, rather than the instigators, of an acci-
dent sequence. The concept of an “organizational accident” replaces the simplistic 
notion of accepting the explanation for a mishap as “human error” (Reason  1995 ). 
Within the systemic framework, countermeasures are based on the assumption that 
although the human condition cannot be changed, the conditions under which 
humans work  can  be. The vulnerability of a system can be reduced by strengthening 
system defenses (resilience; Hollnagel et al.  2006 ). 

 Finally, when an adverse event occurs and patients are harmed, the important 
issue will not be “Who blundered?” but rather “Why and how did the defenses fail? 
What were the upstream systemic factors contributing to the mishap?” To focus on 
the system and its weakness will provide valuable information for further improve-
ment. Thus, by changing the focus of accident investigations from fi nding out 
“Whose fault is it?,” our healthcare system will become more reliable and safer if 
we ask the following:

•     What  exactly went wrong? What different types of failures occurred? Is a tempo-
ral reconstruction of key events possible?  

•    Why  did things go wrong? Which psychological mechanisms may have contrib-
uted to the development of the accident?  

•    In which ways  did the various organizational and human factors  combine  to cre-
ate the accident?      

3.2     How Can Errors Be Classified? 

 Since Sigmund Freud’s  Psychopathology of Everyday Life  (Freud  1901 ), which 
searched for the roots of error in the subconscious, the unconscious, and the psycho-
sexual state of the individual, various error taxonomies have been proposed (for an 
overview: Reason  1990 ; Senders and Moray  1991 ; Dekker  2005 ,  2006 ; Strauch 
 2001 ). There is still no single conceptual framework that appears to give us an 
agreed-upon and comprehensive picture of human error. There is, however, wide-
spread agreement that speaking of an “error” implies that there was (a) intentional 
action, (b) aimed at a goal, and (c) at least one alternative existed somewhere in the 
chain of events that could have been done differently to prevent or mitigate the error. 
All classifi cations agree on the distinction between whether something was done 
wrongly (execution failure) and whether something wrong was done (planning 
failure). 

3.2 How Can Errors Be Classifi ed?

http://dx.doi.org/10.1007/978-3-319-41427-0_14
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 Within the healthcare community, the most infl uential classifi cation was intro-
duced by the cognitive psychologist James Reason ( 1990 ) who proposed three 
important distinctions (Fig.  3.2 ):

     1.    At what level of action control was the error committed? (execution failure vs. 
planning failure)   

   2.    Was an action executed in the way intended? (Error vs. violation)   
   3.    How long before the accident and at which level of the organization was the error 

chain started? (active vs. latent error)    

  In addition, we propose two additional types of error that play an important role 
in the high-stakes medical environment:

    4.    Errors in decision-making   
   5.    Errors in teamwork (e.g., faulty communication, insuffi cient leadership, and 

inadequate allocation of resources)     

3.2.1     Execution Failure Versus Planning Failure 

 The term  error  applies to intentional actions only: An error is a planned sequence of 
mental or physical activities that fails to achieve its intended outcome (Reason 
 1990 ). The reason for failure can be twofold (Norman  1981 ):

•     Execution failure : A planned action fails to achieve the desired outcome because 
the actions did not go as planned.  

  Fig. 3.2    Taxonomy of error according to Reason (Adapted from Reason  1990 )       
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•    Planning failure : A planned action fails to achieve the desired outcome because 
the plan was inadequate.    

3.2.1.1     Execution Failure 
 In this context the planned course of action is adequate to achieve its objective but 
the action itself deviates from the intended course. This distinction gives rise to two 
other working defi nitions:

    Slips  result from failure in the execution of an action sequence, often coming from 
an attentional failure. Slips are potentially observable as externalized “actions 
not as planned” and occur predominantly with familiar tasks. An example of a 
slip is setting a defi brillator unintentionally at the wrong energy level.  

   Lapses  are a less obvious form of execution failure and are usually the result of 
memory failure such as when steps within a sequence of action are omitted 
because they have been forgotten or overlooked. This happens frequently when 
there are many steps in a complex process such as placing a central venous 
catheter.    

 Because the case study resident’s attention was captured for a brief moment by 
the pathological ECG, he did not pay suffi cient attention to the drug he took from 
the anesthesia cart. A slip was the triggering event of the cardiac arrest in the surgi-
cal patient.  

3.2.1.2     Planning Failure 
 Whereas slips and lapses hinder an adequate plan going as intended, the problem of 
planning failure lies in the inadequacy of the plan itself. 

  Mistakes  are defi ned as defi ciencies or failures in the cognitive processes with 
which a problem was addressed. Mistakes are independent of whether or not the 
action was correct or not; mistakes occur when an inadequate plan makes the desired 
outcome unlikely or impossible. 

 Mistakes can happen when problem solving is inadequate (knowledge-based 
mistake) or when the wrong rules are used (rule-based mistake; Rasmussen  1990 ). 
In the latter case, mistakes can manifest as:

•    The application of a bad rule that remains uncorrected. For example, a provider 
applies chest compressions during cardiac arrest but at a rate that is incorrect and 
therefore ineffective.  

•   The misapplication of a “good” rule, because countersigns (i.e., inputs such as 
contraindications that indicate that the more general rule is inapplicable) are not 
taken into account or clinical signs are not detected. The resident’s decision to 
inject lidocaine for the treatment of PVCs is an example of the misapplication of 
a “good” rule for antiarrhythmic therapy. The resident missed the specifi cs of the 
situation: The problematic ECG was not due to the patient’s cardiac status, but 
rather the excessive (but short-lived) plasma level of epinephrine due to the 
actions of the surgeon. The appropriate rule would have been to simply wait for 
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the decline of the plasma levels of epinephrine and to request the surgeon to stop 
administering epinephrine-soaked swabs.  

•   The non-application of a “good” rule, because the healthcare provider was unfa-
miliar with the rule or unable to remember it in time. For example, during trans-
port a patient requires intubation. Because the patient recently ate a meal, the 
paramedic decides to do a rapid-sequence intubation – but fails to provide cricoid 
pressure during the procedure with the result that the patient regurgitates.      

3.2.2     Errors in Problem Solving 

 Every time a healthcare professional encounters a novel situation that lies outside 
the range of his or her usual responses, problem solving becomes necessary. Instead 
of applying familiar rules to a problem, the healthcare provider has to utilize less 
familiar knowledge to address the situation. Conscious thinking, however, the very 
“tool” we need for problem solving, is error prone for several reasons:

•    Conscious thought works relatively slowly. It has limited capacity (“System 2 
processes”) and leads us to use our scarce resources as effi ciently as possible. We 
therefore tend to avoid conscious thinking whenever possible and instead take 
shortcuts or resort to rule-based behavior (Chap.   6    ).  

•   In addition to relying on shortcuts (heuristics) and rules, cognitive bias plays an 
unconscious role in erroneously shortcutting the decision-making process. Far 
from being pathological, these systematic deviations from rationality are the 
result of basic principles of action regulation.  

•   Plans are based on a mental model of the current situation. Unfortunately, mental 
models are often incomplete or even incorrect. Resulting actions will therefore 
carry a high risk of being faulty from the start.  

•   Complexity, uncertainty, and high risk create the uneasy feeling of incompe-
tence. To avoid this feeling, we tend to seek a simple and stable mental model 
that guards a feeling of competence. Mental models of the world that maintain 
our feeling of being able to master the situation are selected, and contradictory 
evidence tends to be discarded (Kahneman et al.  1982 ; Dörner  1996 ).    

 A closer look at the process of problem solving reveals that it can be further 
subdivided into several steps (Table  3.1 ; Chap.   10    ). Errors in problem solving can 
occur at every step. Research on human problem-solving capabilities has identifi ed 
several “cardinal errors” (Table  3.2 ; Dörner  1996 ).

    Errors in problem solving are much more diffi cult to detect than execution fail-
ures, because slips and lapses can become apparent while a person is still acting. 
Mistakes, however, can pass unnoticed for lengthy periods and become apparent 
only after planned actions fail to achieve the intended outcome. Even if the issue of 
faulty planning is raised in an acute care team, the pros and cons of a plan are not 
known with certainty and can be debated. Chapters   6     and   7     deal with errors on dif-
ferent levels of the outward and visible order of action in more detail.  
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3.2.3     Active Errors Versus Latent Conditions 

 For the understanding of how people contribute to critical situations and accidents, 
a third distinction is important (Reason  1990 ,  1997 ): Errors threatening a patient’s 
safety can be committed by the person treating the patient at the moment or they can 
be the result of decisions made far away in terms of time or space from the actual 
patient encounter (e.g., management, equipment manufacturer). These failures lie 
dormant within the system, and considerable time may elapse before they contribute 
to an unwanted event. In summary, active errors and latent conditions differ in two 
points: (a) the place/level in an organization where they occur and (b) the length of 
time that passes before they reveal an adverse impact on safety. 

3.2.3.1     Active Errors 
 Active errors are committed by people in close proximity to the human-system 
interface, e.g., when operating medical equipment or at the interface of healthcare 
provider and patient. These interfaces are the so-called “sharp end” of an organiza-
tion. Active errors are visible and trigger incidents or accidents directly, thus 

   Table 3.1    Five steps in the organization of complex action   

 1. Preparedness 

 2. Analysis of one’s own person and the situation 

   - Monitoring self 

   - Gathering information 

   - Building mental models 

 3. Planning actions 

   - Formulation of goals 

   - Risk assessment 

   - Planning action sequences 

   - Decision-making 

 4. Execution of planned action 

 5. Review effects 

   - Review actions 

   - Review and revise strategy 

   - Self-refl ection 

   Table 3.2    “Cardinal errors” in problem solving   

 Failure to suspect or anticipate any problems (“planning optimism”) 

 Only information supporting initial assumptions is selected (“confi rmation bias”) 

 Skip the process of planning and defi ning goals and immediately start to act resulting in blind 
activism 

 Unawareness of confl icting goals 

 Not considering side effects, long-term repercussions, and risks 

 The effects of actions are not reevaluated on a regular basis 
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leading to immediate consequences. Because active errors are easily identifi ed, they 
are the object of public scrutiny and often lead to sanctions of the “responsible” 
individual. Swapping similar-looking drug ampules and injecting the wrong drug 
are examples of active errors by the anesthesiologist.  

3.2.3.2     Latent Conditions 
 Safety-critical decisions can be made by people who are at the “blunt end” of the 
organization. Blunt-end decisions are made away from the patient and are removed 
from the patient in terms of time and distance. Blunt-end decisions that have poten-
tial to negatively affect patients create “latent errors.” These decisions are made at 
all levels of the organization: Top-level decisions as well as administrative regula-
tions create conditions that facilitate accidents in the workplace. These latent condi-
tions can be hidden in structures (e.g., architecture of acute care facilities, medical 
equipment, and software), processes (e.g., operational procedures, staff selection 
and recruitment, qualifi cation, and human resource allocation), and resources (e.g., 
labeling of ampules) within the organization. In every complex system, at any given 
moment, an uncertain amount of hidden latent conditions exist. It can take years or 
even decades for the blunt-end decisions that created them to have consequences for 
a patient. Until that day, nobody would call them an “error” even though in hind-
sight, they may have been wrong from the beginning. 

 A substantial body of scientifi c evidence has made it apparent that latent condi-
tions pose the greatest threat to the safety of a system as they can interact with active 
failures to penetrate defensive layers of the system. Healthcare organizations are 
especially vulnerable because they have to allocate resources to two distinct goals: 
production and safety. Because fi nancial resources are fi nite, competing interests 
between production (i.e., patient care) and safety often are solved in favor of eco-
nomic goals. 

 In the case study, the management decision to allocate only one anesthesia pro-
vider to every OR without having a spare professional to supervise less experienced 
staff (the resident physician) is a latent condition for the errors that triggered the 
critical situation in the case report. Another latent condition for that case – and prob-
ably for many others – is the design of the drug ampules that facilitates swapping.   

3.2.4     Errors in Teamwork 

 Teamwork is an essential component of acute patient care. A close relationship 
exists between good teamwork and successful performance in a high-stakes envi-
ronment (Schmutz and Manser  2013 ; Manser  2009 ; Wheelan et al.  2003 ). Poor 
teamwork and communication have emerged as key factors responsible for the 
occurrence of medical errors (Barrett et al.  2001 ; Morey et al.  2002 ). One of the 
most consistent reasons for poor team organization and poor teamwork is the lack 
of a shared understanding about the importance of and actions involved in success-
ful teamwork. As a result, confl icts among team members and a breakdown in com-
munication can impair collaboration and result in an under- or misutilization of 
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available resources and the creation of new problems. In addition, team members 
may not share the same situational assessment and may be reluctant to question 
actions of teammates even when serious concerns about the adequacy of a diagnosis 
or treatment exist. The fact that neither the surgeon communicated the application 
of epinephrine-soaked swabs nor did the anesthesia resident inquire about any 
unusual procedures by the surgeon is an indicator of poor or nonexistent teamwork 
in the operating room. Errors in teamwork and their remedial actions are addressed 
in detail in Chap.   11    .   

3.3     Proficiency and Probability of Error 

 At the beginning of their clinical careers, healthcare providers’ main concern is to 
acquire the necessary textbook knowledge and to transfer it to the clinical context. 
Basic clinical rules are memorized and applied to routine situations. As most begin-
ners are under tutorship or close supervision, they mainly deal with “easy cases,” 
which do not demand too much from them. Thus, the majority of errors will be 
knowledge based (Fig.  3.3 ). As the advanced beginner learns to identify new situa-
tional elements and starts to apply more and more rules, the probability increases 
that rule-based errors are committed. When approaching the expert level with its 
holistic situation assessment and intuitive decision-making, the probability of error 
due to knowledge defi ciency or application of the wrong rule decreases. Instead, 
absentmindedness increases the likelihood of slips and lapses.

  Fig. 3.3    The relationship between probability of error and profi ciency depending on the level of 
expertise. The  y -axis represents the relative probability of error, whereas the  x -axis represents the 
level of provider profi ciency. Paradoxically, the more profi cient a provider is, the more the error 
probability increases because skill-based errors are committed due to absentmindedness. Rule- 
based errors initially increase because beginners tend to be overwhelmed by the excessive number 
of potentially relevant rules, elements, and procedures (Drawing by J. Reason, reworked with per-
sonal permission of the author)       
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3.4        Violations and Migrations 

 Up to now unsafe behavior has been addressed from the perspective of individual 
errors. However, an individual-based analysis of error mechanism fails to capture 
some of the important human contributions to incidents and system breakdowns. 
These mechanisms have to be described in terms of the social context and the rules 
and procedures that regulate behavior: Healthcare providers do not act in isolation 
but within a regulated social context (e.g., organization, department), which defi nes 
a safe working space by providing safe operating procedures, standards, and social 
norms. Deliberate deviations from written rules and instructions by an individual 
are called violations. 

3.4.1     Violations and Abnormal Routines 

 Although the term  violation  tends to carry a negative connotation in everyday life, 
the etiology of violations cannot necessarily be equated with malevolence. 
 Malevolent acts  (sabotage or vandalism), where harm to the patient, coworker, 
equipment, or institution is deliberately intended, represent a minority of violations. 
More often we fi nd actions of individuals that are not intended to do harm but which 
nevertheless run contrary to existing regulations.  Exceptional violations  are rare and 
happen only in particular circumstances, usually when unexpected events occur. In 
the case of unexpected events, an individual attempts to solve a problem in an unfa-
miliar situation by breaking a rule, but does not fully appreciate the risk associated 
with the action. 

 Besides those exceptional situations, violations often result from behavioral eco-
nomics. As compliance with rules usually involves expenditure of time and effort, 
the benefi ts of noncompliance may be seen as greater than those of being compli-
ant – in that case people readily violate rules. Thus, violations do not originate from 
irrational or defi cient psychological mechanisms but are caused by a regular psy-
chological process (Chap.   4    ): the assessment of risk and the choice between com-
peting intentions. The intention to provide safe patient care is occasionally 
outweighed by stronger intentions, such as to save time and resources, to protect the 
feeling of competence, to go to bed as early as possible, etc. Attitudes, beliefs, and 
values, and not cognitive failures, are responsible for deviations from safety rules. 
One can err without violating and one can violate without erring. 

 More often, however, violations are motivated by a desire to keep the job going 
in adverse conditions. When conditions of the work area (e.g., staffi ng and equip-
ment) are inadequate but the clinician is expected to perform as if everything were 
normal, violations are inevitable. These  situational violations  are promoted by the 
belief that risk associated with forbidden behavior is offset by the clinician’s knowl-
edge and skills and that personal knowledge and skills will allow the clinician to 
maintain adequate control over a diffi cult situation. 

 When there are no negative consequences either for the patient or the healthcare 
worker, the violation is reinforced and learned as a successful behavior. If by that 
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learning process neglecting a safety rule becomes normal, we speak of  routine vio-
lations  or  normal violations  (Vaughan  1997 ). 

 Routine violations have been studied extensively in recent years (Battman and 
Klumb  1993 ; Rasmussen  1997 ; Lawton  1998 ; Amalberti  2001 ; Beatty and Beatty 
 2004 ). Violations only occur in systems where constraints and defenses defi ne the 
lower limit of safe work (Fig.  3.4 ; boundary between green and yellow). The work 
space within which clinicians can navigate freely is limited by economic constraints 
(affordability), by technological constraints (not feasible or not available), and by 
the individual (physiological and cognitive limits). Within this space there is a point 
of maximum safety (albeit at the cost of suboptimal performance and fewer degrees 
of individual freedom; A in Fig.  3.4 ) and a point of maximum performance (B in 
Fig.  3.4 ) at the cost of less safety.

   In healthcare there is organizational pressure on individuals to increase per-
formance and enhance patient safety. Thus there is a constant tension in maxi-
mizing performance, which moves clinical care to the boundaries of safe 
operations (C in Fig.  3.4 ). Violations sometimes actually are expected or tacitly 

  Fig. 3.4    Model of migration of practices based on Rasmussen ( 1997 ) and Amalberti et al. ( 2006 ). 
Work space within which human actors provide safe work is limited by safe operating procedures, 
standards, or social norms on the one hand ( boundary between yellow and green ) and economic, 
technological, and individual constraints on the other hand ( bell - shaped curve ). Within this space, 
clinical practice can vary between maximum safety at the cost of suboptimal performance and 
fewer degrees of individual freedom ( A ) and maximum performance at the cost of less safety ( B ). 
However, the range of operation in actual practice is wider than the initial space of safe practice. 
Boundaries of patient safety performance tend to yield to external pressure on production perfor-
mance and make migration of the system toward less safe areas virtually unavoidable ( dotted line ). 
Normally, migration is limited to borderline-tolerated conditions of use (BTCUs) in which staff 
tacitly accepts routine minor violations. Under extreme pressure, violations can cross the line to 
forbidden space ( C )       
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approved by management and the organizational culture. Thus we often hear the 
phrase in our organizations: “no harm; no foul.” If safety regulations are equipped 
with a lot of “buffer,” greater performance is possible without compromising 
safety too much. But if violations are not sanctioned, clinicians learn during their 
adaptive search for the best strategy that regulations can be broken without con-
sequences. Secondary advantages for the individual may reinforce such behavior. 
Thus, initial defenses are likely to degenerate systematically through time. 
Workers will enlarge the initially safe space of action by migrating toward the 
“boundary of acceptable performance” (Amalberti et al.  2006 ). Over time this 
process of boundary decay leads to a new “unoffi cial” boundary (Fig.  3.4 , dotted 
line) where deviant behavior becomes routine behavior. As long as no accident 
occurs, there is no need to recalibrate the system, and the “normalization of devi-
ance” (Vaughan  1997 ) is maintained by the managements’ tolerance and by 
structural secrecy.  

3.4.2     Remedial Strategies for Errors and Violations 

 From the above description of cognitive and motivational sources of unsafe acts, it 
has become obvious that there is no single “magic bullet” capable of addressing the 
entire spectrum of unsafe human action. A different etiology leads to different man-
agement (Health and Safety Executive  1995 ; Fig.  3.5 ). Slips and lapses can never be 
completely prevented, but they can be reduced by automation and improved work-
place design, and they can be detected and managed by supervision and team 

  Fig. 3.5    Remedial strategies on error and violations       
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monitoring. For errors that occur as a result of insuffi cient knowledge or profi -
ciency, there are several remedial approaches: Teaching can improve knowledge 
and situation awareness, and skills training can have the potential to reduce errors 
by improving procedural competence. But both approaches, team monitoring and 
improved teaching, will have limited effect on the reduction of violations that have 
an attitudinal basis.

   A “natural” tendency within organizations is to respond to incidents with the 
development of new rules to increase standards. However, creating a body of rules 
is not suffi cient to ensure compliance if the necessary understanding is not 
communicated – or if the cognitive economy speaks in favor of noncompliance. 
Thus, violations that are deliberate deviations from the rules require different reme-
diation from those that result from unfamiliarity or inexperience. Because violations 
naturally refl ect the adaptation of professionals in coping with confl icting produc-
tion and safety demands of their work situations, it is a futile endeavor to completely 
eliminate them. However, while routine violations cannot be eliminated, they can be 
 managed  and negative results mitigated. There are certain organizational features 
that breed a climate of patient safety. These features include encouraging individu-
als to openly discuss with peers and team members the dangers of reducing an 
emphasis on patient safety, where clinicians set clear priorities of safety over perfor-
mance and where organizations have systems that encourage self-checking and 
team cross-monitoring. 

 Whereas erring people deserve support and people violating rules are in need of 
coaching, there should not be indulgence for conscious acts of malevolence. These 
acts are so contrary to the culture of healthcare and to the value of patient safety that 
immediate disciplinary or punitive action is management’s path of choice.   

3.5     The Dynamics of Accident Causation 

 The adverse consequences of latent error conditions are not revealed until active 
failures occur. Latent errors remain hidden within the system time until they com-
bine with other factors and local triggering events (e.g., active failures of individu-
als) to breach the defensive barriers of the system. In order to breach defenses, an 
unlikely combination of several contributing factors, including the interaction of 
active and latent failures, on many levels within an organization is required. 
Unfortunately, the concatenation of these diverse and unusual combinations of 
events is usually impossible to foresee. 

3.5.1     A Window of Opportunity for Errors 

 The most famous model of accident causation was proposed by James Reason 
( 1990 ,  1995 ,  2001 ), who compared accident causation with a projectile originating 
in latent decisions made at the higher levels of an organization. In order to cause an 
accident (“accident opportunity”), the projectile has to penetrate all layers, each of 
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them representing an organizational, environmental, or personal defense (Fig.  3.6 ) 
as follows:

•     Latent failures at the organizational level (e.g., faulty management decisions, 
fallible organizational processes, absence of a safety culture) are transmitted 
along organizational and departmental pathways to the workplace and create 
local conditions that promote the occurrence of errors.  

•   Psychological precursors of unsafe acts are generated by local conditions, per-
sonality, and the “psycho-logic” of human action regulation (Chap.   4    ).  

•   Unsafe acts can occur due to active failures (e.g., slips, lapses, and mistakes) or 
violations that combine with the upstream conditions.  

•   “Defenses in depth” fail (e.g., clinical and behavioral skills, teamwork ability, 
and technical safety systems), leaving the system vulnerable to the trajectory of 
accident causation.    

 If the projectile penetrates several defense layers but is blocked before it can 
trigger an accident (e.g., a clinician notices an ampule swap before injecting the 
wrong drug), an  incident  (synonym, critical incident or near miss) has occurred. 
Thus, incidents are events that reduce the safety margin for a patient. Critical 

  Fig. 3.6    The dynamics of accident causation. A complex interaction between latent failures, 
active errors, and a variety of local triggering events results in an accident. The trajectory of acci-
dent opportunity penetrates several layers in the defensive system. As all the loopholes have to 
overlay at one time for the accident to happen, the window of accident opportunity is very small 
(Adapted from Reason  1990 )       
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incidents are like the portions of an iceberg that are hidden below the surface 
(Fig.  3.7 ). Accidents, in contrast, represent the tip of the incident iceberg: Much 
more visible but much smaller in number than incidents. A  sentinel event  is defi ned 
by the Joint Commission on Accreditation of Healthcare Organizations (JCAHO) 
as any unanticipated event in a healthcare setting resulting in death or serious phys-
ical or psychological injury to a person or persons, not related to the natural course 
of the patient’s illness.

   Fortunately, few unsafe acts result in actual patient injury because system defenses 
block the trajectory of accident opportunity. If each defense layer is impenetrable, an 
organization becomes error proof. The reality is different because every layer has 
loopholes that make the layer vulnerable. In addition, the defenses and loopholes are 
not static but constantly in motion; for example, the healthcare professional “has a 
bad day” or a normally reliable piece of equipment fails, etc. Due to this stochastic 
process, the overlay of loopholes is rendered possible, and a limited window of acci-
dent opportunity is opened. All it then needs is an active failure by a healthcare 
professional and the accident will occur. For instance, for years the pharmaceutical 
company in our case study produced two highly potent drugs with confusingly simi-
lar labels. For years the anesthesia department’s policies allowed both drugs to be 
placed next to each other in the anesthesia cart. There were never any bad conse-
quences to these two practices; it was only when an unsupervised, inattentive, time-
pressured, inexperienced resident developed a faulty treatment plan, partly because 
the surgeon did not convey putting into use a technique that changes vital signs that 
the “upstream” factors combined with the latent errors produce an accident. 

  Fig. 3.7    The “incident 
iceberg”       
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 The remedial implication of the model is the notion that the psychological ante-
cedents of unsafe acts (i.e., what goes on in the head of the healthcare professional) 
are extremely diffi cult to control. Distraction, inattention, forgetting, and lack of 
situation awareness are entirely human reactions in a work environment. Active 
failures are unpredictable in their precise details and therefore hard to manage. And 
unfortunately automation, while being an important remedy against human error, is 
often not an option in healthcare. Latent conditions, on the other hand, are by defi ni-
tion present within an organization before the incident or accident occurs. Because 
nearly all incidents and accidents have organizational and systemic root causes, 
latent factors are more amenable to diagnosis and remediation than the ephemeral 
tendencies of those working at the sharp end (Eagle et al.  1992 ; Gaba et al.  1987 ). 
Incidents contain valuable information about latent failures within an organization. 
One of the major organizational responses in recent years has been to collect and 
analyze information from incidents and to take adequate measures in response. 
Incident-reporting systems (IRSs) play a vital part in the quality improvement 
efforts of healthcare organizations (Chap.   14    ).  

3.5.2     Keeping the Balance: Systemic View and Personal 
Responsibility 

 As several seminal publications explicitly pointed to Reason’s model of accident cau-
sation (e.g., Bogner  1994 ; Kohn et al.  1999 ), the so-called Swiss cheese model (SCM) 
soon gained growing recognition within diverse sectors of healthcare. While this 
development clearly was a landmark in accident investigation in healthcare, its enthu-
siastic use sometimes went far beyond what Reason initially had intended; that is, a 
plethora of accident investigations concluded that nearly every incident or accident 
necessarily led deep into the roots of the organization. One of the few researchers to 
question the use of the Swiss cheese model was Reason himself, who warned that the 
pendulum may have swung too far toward identifying contributions to accidents and 
incidents that are widely separated in both time and place from the events and clini-
cians themselves. He posed the question whether the focus on organizational pathol-
ogy had become too strong and whether consideration should be given to redressing 
mediation efforts back to the human at the sharp end (Reason  1997 ; Reason et al. 
 2006 ; see also Shorrock et al.  2003 ). Misapplication of the model can shift the blame 
backward from a “blame-the-person” culture to a “blame- the- system” culture. In its 
extremes, actors at the sharp end may be exculpated from responsibility. 

 Although the healthcare community should still be encouraged to take a holistic 
view on error and accidents and to analyze human factors throughout the accident 
sequence, this position should not be used as an excuse for individual negligence or 
recklessness. “Inadequate defenses,” such as an inordinate deference to authority 
within the team, make the errors more dangerous. However, there will be some 
errors that overcome even well-planned and maintained defenses. Also, personal 
issues such as the impact of emotions and motivation on performance (Chap.   4    ) 
need to be taken into account: They can be seen as latent factors within the person. 
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The knowledge of the multiple facets of accident causation is a precondition to 
designing safer systems: Management factors, personal issues, and workplace 
design must all be taken into account. 

 The concept of a “just culture,” which has gained widespread acceptance during 
recent years, tries to readjust the balance between individual and organizational 
accountability (e.g., Weick and Sutcliffe  2001 ; Chap.   15    ).   

3.6     Judging Errors: The Benefit of Hindsight 

 “How come the resident didn’t know that high plasma concentrations of epinephrine 
can trigger ventricular dysrhythmias? For someone anesthetizing patients in the ENT 
department, this should have been obvious. He immediately should have called for 
his attending physician for help! It was irresponsible to store the two drugs side by 
side in the same drawer; everybody knew of the hazardous potential to swap those 
look-alike ampules!” Hardly any clinician reading the vignette at the beginning of the 
chapter will be totally immune from this kind of reproachful thinking. Although it is 
understandable that people have these thoughts, they nevertheless stand in the way of 
a thorough understanding why a certain situation developed the way it did. Basically, 
to declare  what should have  been done differently never fully explains  why  something 
happened. However, it is an everyday experience that incident analyses tend to focus 
on mismatches between procedure and practice or to propose better alternatives. This 
tendency to discuss actions that were not taken and alternatives that were not chosen 
is rooted in the difference of perspective between an actor and a spectator:

•    The acting person has an  interior perspective  on the events. How a situation will 
evolve lies in an unknown future. In the moment, one is confronted with ambigu-
ous problems, uncertain cues, and a general lack of transparency. For the acting 
person, incoming data is often comprised of unspecifi ed information and unclear 
meaning of relationships among the data and often does not constitute a clear 
warning sign of an impending catastrophe. People integrate this information into 
a mental model of the situation (Chap.   6    ). Based on this mental model, the deci-
sion chosen makes sense at the time.  

•   The spectator (e.g., employer, reviewer of incident reports, accident investigator) 
has a twofold advantage. First of all, he or she can take a perspective from the 
outside on the sequence of events. Secondly, hindsight gives knowledge of the 
outcome and dangers involved. Hindsight has a way of more easily organizing 
the evidence pointing to the bad outcome. However, this does not mean that the 
evidence presented itself that way to people at the time. It actually never does. On 
the contrary, hindsight turns the opacity, complexity, and dynamics of the real 
event with its multiple possible pathways into a simple, linear story with an obvi-
ous solution, which was not chosen by the people involved (Fig.  3.8 ). As this 
simplicity is entirely in the eye of the retrospective beholder, hindsight distorts 
the judgment of the observer. It confuses our reality with the one that surrounded 
the people who are under investigation (Dekker  2006 ). The retrospective observer 
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knows about the outcome of the event and therefore can’t understand how people 
inside the unfolding situation could misread the “obvious” cues presented to 
them. In addition, once the observer knows that an outcome is bad, he or she can 
no longer look objectively at the process that led up to it. Knowledge of the sever-
ity of outcome further infl uences a person’s judgment of the appropriateness of 
care. The severity of the outcome affects not only the harshness of implicit judg-
ments but also the willingness to render judgments on people involved (Caplan 
 1991 ). Observers often assume that a bad outcome can only be preceded by a bad 
process (“cause-consequence equivalence”), and so they have great diffi culty in 
believing that actors actually made reasonable decisions when in the end a patient 
was harmed. In addition, the focus is shifted toward the people at the “sharp end.” 
Latent error-producing conditions are no longer taken into account.

      The relevance of the above statement cannot be overemphasized: The retrospec-
tive observer looking from the outside knows more than the temporally bound peo-
ple inside the situation and therefore has a distorted perspective on the event. The 
underlying psychological mechanisms made by the observer are termed  attribution 
error  and  hindsight error . 

3.6.1     Attribution Error 

 When people are confronted with the behavior of other people, they often explain 
this behavior by a cause-effect pattern: “Because things were such and such, he 
behaved the way he did.” 

  Fig. 3.8    The impact of hindsight bias on the perspective on a sequence of events. A person inside 
the situation looks ahead ( left fi gure ; time  arrow  points toward the right). For him or her, a critical 
situation ( CS ) evolves from routine action ( RA ). Options generated by the decision maker are 
intended to restore safety ( gray circle ) but are complex, branched, and have an uncertain outcome. 
The chosen decision leads to the incident (explosion). A retrospective observer who knows about 
the outcome looks back on the situation ( right fi gure ; time  arrow  points toward the left). A recon-
struction of the sequence of events does not refl ect the complexity and opaqueness of the situation 
and therefore narrows down to the alternative between right and wrong decision (idea adapted 
from Dekker  2006 )       
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 Attribution to the individual occurs subconsciously and rapidly and is infl uenced 
by the amount of available information. Basically, success or failure can be attrib-
uted to external factors that are beyond the infl uence of a person ( external attribu-
tion ) or to factors that the actor can control (e.g., effort, skills,  internal attribution ). 
Evidence suggests that people tend to attribute behavior of other people as internal 
(e.g., reckless, lazy, incompetent), whereas they believe that their own behavior was 
primarily infl uenced by circumstances or characteristics of the situation (Jones and 
Nisbett  1972 ). This distortion of the attribution process with its underestimation of 
situational factors on the performance of other people is called “fundamental attri-
bution error” (Ross  1977 ). The implication for acute medical care is obvious: As 
soon as we fi nd ourselves in a critical situation, we will experience our own under-
standing of the situational demands and the characteristics of the emergency and act 
accordingly. Oneself does not come into the focus of perception. A spectator, by 
contrast, for whom the in-the-moment characteristics of the situation are unknown, 
tends to focus on the person and his or her observable behavior.  

3.6.2     Hindsight Bias 

 Although the analysis of an incident is supposed to explain the past, it is done in 
the present and thus infl uenced by the present. Once people know about the out-
come of a situation, they are no longer able to assess behavior and underlying 
intentions the way they would do if they had not learned about the outcome 
(Fischhoff  1975 ). Hindsight changes how people look at past decision-making and 
fundamentally undermines our ability to understand the factors that infl uenced 
practitioner behavior. It turns real, convoluted complexity into a simple linear story. 
Given knowledge of outcome, reviewers will tend to oversimplify the problem-
solving situation that was the momentary reality faced by the practitioner. The 
dilemmas, the uncertainties, the trade-offs, the attentional demands, and the double 
binds faced by practitioners may be missed or underemphasized when an incident 
is viewed in hindsight. Outcome knowledge affects an observer’s perceptions about 
motivation and behavior and leads observers to overestimate what others actually 
did know and which options they actually were able to bring to mind to foresee and 
prevent unwanted upcoming events (e.g., “He should have paid more attention 
when drawing the ampules from the cart. He knew that two similar-looking ampules 
lay side by side”). Because people can imagine that events could have evolved dif-
ferently, they fi rmly believe that they should have evolved differently – and thus 
talk about a reality that did not happen with little relevance to the circumstances of 
the accident sequence (“counterfactual fallacy”; Miller and Turnbull  1990 ). Once 
one knows about the outcome, it is easy to point at “crystal clear” facts that people 
overlooked but should not have overlooked, what they did not do although they 
should have done, and what they did not think about but should have. Because 
hindsight reveals the “true nature” of a situation (e.g., the cause for ventricular 
fi brillation), the actors’ assessment of the situation appears illogical, stupid, prema-
ture, etc. Once it is learned that two look-alike drugs routinely lay side by side in 

3.6 Judging Errors: The Benefi t of Hindsight



68

the anesthesia cart, it is diffi cult to understand why the resident did not pay more 
attention when drawing the ampule. 

 In hindsight an observer almost always constructs a linear plausible narrative that 
underestimates the complex reality of the situation confronting the practitioner. 
Because participants failed to account for information or conditions that “should 
have been obvious” or behaved in ways that were inconsistent with the (now known 
to be) signifi cant information, their decisions and actions “inevitably” led to the 
unwanted outcome. But for the people inside the situation, there was no overarching 
narrative: Only uncertainty, time pressure, task design, and a dynamic full of ele-
ments seemingly coupled with each other (data, perception, problems). A retrospec-
tive assessment of the situation is always in danger of creating an unrealistic 
situation in which the decision maker is solely confronted with the binary decision 
to err or not to err (Fig.  3.8 ). If an accident occurs because the people involved did 
not do “the obvious,” the cause is internally attributed.  

3.6.3     More Meaningful and Fair: Try to Take the Perspective 
from Inside the Sequence of Events 

 A  person - centered approach  makes it impossible for the retrospective observer to 
understand the reasons why an accident occurred. If you retrospectively judge an 
event, you don’t provide an explanation from the point of view of people within the 
moment. The reasons for basic questions about why an accident occurred, why the 
decisions made the best sense at the time to the involved people given their limited 
information, and how the sequence of events evolved over time do not lie within the 
observer’s reach because one has put oneself out of their range. The way to get at 
why the actor’s decisions and actions made sense can only be obtained by (a) asking 
questions of what was the actor’s mental “reality” at the time and (b) assuming the 
actor’s decisions and actions were being done with good intentions. Instead, the 
observer tends to create a context that never existed for the people inside the 
situation. 

 A person-centered approach can be detected by the language describing human 
error: Comments usually express indignation, disbelief, and assumptions about a 
negligent, irresponsible, or thoughtless behavior. They enumerate what the people 
in question should have seen, should have thought, or should have done in the face 
of the impending crisis. They implicitly or explicitly impose a “standard of good 
practice.” By referring to this standard, controversial fragments of behavior are 
matched and found wanting. No attempt is made to understand how the decision 
could have made sense. 

 The  system - centered approach , in contrast, deliberately avoids constructing a 
referent from outside the accident sequence. Instead it tries to fi nd out what was 
important to the people inside the situation and why. It tries to reconstruct the world 
that surrounded the people in question rather than creating an after-the-fact world 
with little relevance to the circumstances of the accident sequence. Once the deci-
sions and actions that led to an accident are properly located in the context that 
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produced and surrounded the human behavior, the behavior suddenly appears as 
inherently meaningful and nearly always shows well-intentioned people making 
decisions that made sense at the time. 

 As real understanding is only possible when the observer tries to put herself in 
the shoes of the people in the mishap sequence, the system-centered approach asks:

•    How did the world look to the people at the time of the accident?  
•   How did the situation unfold around them?  
•   What cues did they get when?  
•   What goals were they pursuing at that time (not knowing the outcome the 

observer knows about)?    

 Answers to these questions help explain why it made sense for these people to do 
what they did. If it made sense to them, it could make sense to other practitioners as 
well and could reveal that this type of breakdown may be more common than one 
would expect. Under similar circumstances, others may make the same decisions 
and take the same actions. In taking a system-centered approach, people are aware 
of the fact that “illogical behavior” is only in the eye of the retrospective beholder: 
The interpretation of incoming data, the mental model, and the actions taken made 
sense to the actors in question and were aimed at restoring and ensuring the patient’s 
well-being. The meaningful question, both psychologically and in terms of making 
progress on patient safety, is why were the contradictions and anomalies, plain for 
all to see in retrospect, but not visible to the team and not interpreted as such at the 
time. 

 This system-centered approach does not question the fact that errors were com-
mitted and that they jeopardized patient safety or led to patient harm. The perspec-
tive of the analysis changes, however: It is now possible to ask how a situation was 
understood, and why certain actions or the omission of certain actions made sense 
to the people given the circumstances at the time. Only with answers to these ques-
tions can one start to ask how a reoccurrence can be prevented.   

3.7     “The Nature of Error”: In a Nutshell 

•     An error is an intended sequence of mental or physical activities that fails to 
achieve its intended outcome.  

•   Two distinct perspectives on error exist: consequential classifi cations (“What is 
the result?”) and causal classifi cations (“Why did errors occur?”). The two per-
spectives give rise to two different approaches: the person-based approach and 
the system-based approach.  

•   Most cognitive scientists agree on the distinction of execution failure (“some-
thing was done wrongly”) and planning failure (“something wrong was done”).  

•   Errors are often caused by execution failure  and  planning failure.  
•   Execution errors are usually skill-based errors. Planning failures can be rule- 

based errors as well as knowledge-based errors (errors in problem solving).  
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•   Violations are deviations from safe operating procedures, standards, or rules pro-
vided by the social and economic context.  

•   Violations originate from regular psychological process: the choice between 
competing intentions, e.g., production pressure and patient safety.  

•   Errors committed actively by a person at the “sharp end” of the system are called 
“active failures.” Errors created as the result of decisions at the “blunt end,” far 
away from the actual patient encounter, are called “latent failures” or “latent 
conditions.”  

•   Latent conditions remain hidden within the system for unknown lengths of time 
until they combine with other factors and local triggering events to breach the 
defensive barriers of the system.  

•   An incident is an unintended event that reduces the safety margin for a patient.  
•   The concept of a “just culture” tries to readjust the balance between individual 

and organizational accountability.  
•   Errors in teamwork occur as a result of poor leadership, inadequate workload 

management, and/or inadequate communication.  
•   Active failures are unpredictable in their precise details and hard to manage; 

latent failures represent the most suitable cases for adjustment because they are 
present within the organization before the accident occurs.  

•   Once a retrospective observer knows about the outcome of an error, he can no 
longer look objectively at the process that led up to it.  

•   Given knowledge of outcome, reviewers tend to oversimplify the problem- 
solving situation that was actually faced by the practitioner.  

•   Knowledge of the severity of outcome infl uences a person’s judgment of the 
appropriateness of care. In addition, the severity of outcome affects not only the 
harshness of implicit judgments but also the willingness to render judgments on 
people involved.  

•   A retrospective assessment of the situation is always in danger of creating an 
unrealistic situation in which the decision maker is solely confronted with the 
binary decision to err or not to err.  

•   The system-centered approach tries to reconstruct the world that surrounded the 
people in question rather than creating an after-the-fact world with little rele-
vance to the exact circumstances of the accident sequence.        
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  4      The Psychology of Human Action                     

 Case Study 
 It is 2:00 a.m. and two police offi cers are conducting a routine traffi c control. 
Suddenly, the driver of a van starts to shoot at one of the police offi cers. Being 
protected by her bulletproof vest, the offi cer is shot only in her right arm. The 
second police offi cer immediately opens fi re and shoots the attacker in the 
chest and abdomen. Two ambulances and an emergency physician in a roving 
EMS four-wheel-drive vehicle are dispatched and arrive 8 min later at the 
shooting site. On arrival, the emergency medical service (EMS) fi nds a 
28-year-old alert and oriented female police offi cer who is bleeding from the 
brachial artery. She complains of complete loss of sensation and strength in 
her right arm. No other injuries are found. The paramedics apply a pressure 
dressing and the bleeding is controlled. The offi cer’s blood pressure is 
95/50 mmHg and the heart rate is 90 bpm. Because the physician is busy 
inserting an intravenous line in the police offi cer, he asks one of the paramed-
ics to evaluate the injured driver who is lying next to his car. The attacker is 
tachypneic and obtunded and has weak peripheral pulses. At the physician’s 
orders, an oxygen mask and an intravenous line are placed and volume resus-
citation is initiated. Once the police offi cer is transferred to the ambulance, the 
physician directs his attention to the attacker who has become unresponsive. 

 On examination, he fi nds several bullet entry points in the chest and abdo-
men. The central pulse is weak and fast. The patient is emergently intubated. 
No breath sounds are appreciated on auscultation on the side of the bullet 
holes. Cutaneous emphysema on the same side develops rapidly. The patient 
is positioned for emergency thoracentesis and a chest tube is placed success-
fully. An outward rush of air and blood confi rms correct chest tube placement. 
During the emergency transport of the wounded driver, the patient continues 
to lose blood and has unstable blood pressure. Despite the diffi cult conditions 
of a moving ambulance, the physician places additional IV lines and 
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           An emergency physician is confronted with two patients, one moderately and the 
other severely injured following a shooting: On the one hand is a hemodynamically 
stable female police offi cer with arterial bleeding as a result of a perforating injury 
of the brachial artery. On the other hand is the male aggressor with shock due to 
massive intra-abdominal and intrathoracic blood loss. Without having examined 
both of his patients and then treating them according to medical urgency, he spends 
almost a quarter of an hour with the less injured police offi cer, delegating the treat-
ment of the multiple-injured patient to the paramedic. The physician is familiar with 
the injury pattern and the vital threat to the patient. Nevertheless, he does not address 
this problem personally until after providing immediate treatment to the police offi -
cer. Once he fi nishes caring for the police offi cer, he personally begins to spend 
valuable time with the badly injured patient on site; that is, he decides to “stay and 
play.” This is another error because patients with perforating injuries of the chest are 
known to benefi t from a “scoop-and-run” rapid transport to the closest trauma cen-
ter with a minimum of treatment done on site. 

4.1     The “Psycho-logic” of Cognition, Emotions, 
and Motivation 

 The goal of healthcare efforts is effective and safe treatment of patients. Modern 
medicine aims to provide rational, explainable therapy at any time. That aim implies 
a model of the “logic of behavior” in which behavior is always determined by logical 
reasoning (Fig.  4.1a ). Problem solving is oriented toward the best possible solution 
for the problem, nothing more. Apparently, the emergency physician’s management 
in the case report does not follow this model: He fi rst takes care of the comparatively 
lightly injured person and spends quite a bit of time with her while the more seriously 
injured patient is treated by a far less capable provider. We can only speculate about 
the reasons for his behavior. It might be because the patient was the  victim  of a shoot-
ing, because she carried a police offi cer’s uniform and was accompanied by a wor-
ried colleague, simply because she was young and female, or perhaps because that’s 

repeatedly administers boluses of epinephrine to maintain circulation. It is not 
until shortly before he arrives at the hospital that the physician becomes aware 
that he had been so immersed in patient care that he forgot to inform the emer-
gency department about the patient’s penetrating chest injuries. As a conse-
quence, the thoracic surgeon arrives with delay in the emergency department 
to join the resuscitation team. The primary exam confi rms the suspected diag-
noses of hemopneumothorax and massive intra-abdominal hemorrhage. 

 Despite surgical intervention, the patient dies in the operating room. The 
police offi cer also undergoes surgery during the same night. She recovers but 
maintains a neurological defi cit in her right arm. 
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who he approached fi rst. For whatever reason might be the true one, an uninvolved 
observer might get the impression that a couple of “illogical” factors governed the 
physician’s behavior, and this impression indeed might be true. Human behavior is 
not exclusively governed by completely rational thinking. Human behavior always 
results from a complex interplay of cognition, emotions, and motivations mixed with 
the environment (including available skills). Therefore, it seems appropriate in this 
context to talk about a “psycho-logic” of our behavior as clinicians (Fig.  4.1b ).

   The “psycho-logic” of this interaction between reasoning, emotion, and motivation 
governs all our actions. It is paradoxical because on the one hand, it enables humans 
to cope with complex and dynamic environments such as anesthesia, intensive care, 
and emergency medicine. Emotion-based decision-making can be a valuable resource, 
especially under stress and time pressure (Chap.   9    ). On the other hand, the “psycho-
logic” helps to explain why the emergency physician did not stay “coolheaded” and 
did not adhere to the advanced trauma life support (ATLS) protocol or other medical 
guidelines. Unnoticed by himself, his decision-making was likely infl uenced by his 
emotions and his personal needs just as much as by rational reasoning. Simply to state 
that the physician’s decisions were “illogical” or “irrational” and that he instead 
should have been guided by “mere facts” does not address the issue fully.  

4.2     Principles of Human Behavior 

 To better understand the above roughly sketched “psycho-logic” of human emotion 
and motivation that we will explain in detail later in this chapter, we fi rst need to intro-
duce some basic presumptions about human behavior. These presumptions rely on the 
work of action psychologists (Dörner  1999 ; Hacker et al.  1982 ; Miller et al.  1960 ). 

  Fig. 4.1    Despite the widespread belief that logical reasoning guides human decision-making in 
response to environmental stimuli ( a ), evidence favors the notion that an individual’s “psycho- 
logic,” which is the idiosyncratic relation between cognition, emotion, and intention, has to be 
considered to understand decision-making ( b )       
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4.2.1     Biopsychosocial Foundations of Behavior 

 Humans are  biological beings  who use their mind and body to meet their needs. As 
a result of their mental capacities, humans are  psychological beings  as well. We 
perceive our surrounding world in a way that helps us make sense of phenomena 
surrounding us. In addition, humans are  social beings  who cooperate in communi-
ties to survive. The parallel evolution of biological, psychological, and social pro-
cesses led to a way of reasoning and acting (“action regulation”) characteristic for 
the “biopsychosocial entity” of human being (Kleinhempel et al.  1996 ; Brenner 
 2002 ):

•     Biologically  the human brain, the peripheral nervous system, and the human 
body as a whole are the medium of action regulation. Human behavior is based 
on the phylogenetically determined structure of neuronal processes, a fact that 
becomes quite obvious if, for example, perception (Chap.   5    ) and the stress reac-
tion (Chap.   9    ) are considered.  

•   From a  psychological point of view,  cognition and speech are the main tools for 
perceiving and regulating human behavior. Speech acts are the result of social 
relationships and are the most important instrument to regulate these relation-
ships. Furthermore, human cognition is irretrievably connected with emotions 
and motivations.  

•   Human beings are essentially bound to living in groups and are biologically ori-
ented to charity and cooperation. Individual psychological development is insep-
arably connected to  social  development,  

•   Our social dependence leads us to seek being integrated into a stable social 
community.     

4.2.2     Action 

  Action is Conditional on External Demands and Internal Psychological 
Processes     The demands of patient care are not entirely rational; our psychological 
processes, emotions, and motivations also get involved. The range of possible 
options the emergency physician could have chosen was defi ned by characteristics 
of the emergency situation: the site of accident, the kind of injury, the pathophysi-
ological state of the patient, and the available technical and personal resources. 
They all were fi xed determinants at the time the emergency medical team arrived on 
site.  

 At the same time, however, his behavior was also determined by the knowledge, 
thoughts, feelings, and motivations he brought with him or that he developed as a 
result of his assessment of the situation. Because human action results from rea-
soning, emotions, and intentions, there is an interaction with any situation. We use 
the term “psycho-logic” to help understand human action within a context or 
situation. 
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http://dx.doi.org/10.1007/978-3-319-41427-0_5
http://dx.doi.org/10.1007/978-3-319-41427-0_9


77

  Action Is Intentional and Goal Directed     Psychology understands action as a 
sequence of behaviors aimed at achieving a goal. An action in the psychological 
sense is “the smallest delimitable unit of consciously controlled activity” (Hacker 
 1986 ). Actions are infl uenced by goal-directed mental processes that are fundamen-
tally initiated and sustained by implicit and explicit needs.  

  Action Can Be Described in Terms of a Control Loop     Theoretical models of human 
behavior assume that mental processes can be described as control loops (Miller 
et al.  1960 ). Actions are oriented at an anticipated goal or set point: One tends to 
keep on doing something until the desired goal is achieved. The goal of the emer-
gency physician developed and became refi ned when treating the severely injured 
patient. The main goal was to keep the patient alive. To do this, intermediate goals 
had to be accomplished, specifi cally to place IV lines, to intubate, and to insert a 
chest tube. That way a hierarchical and sequential order of thought is built and sus-
tained until the main goal is accomplished (Hacker  1986 ).  

  Action Is a Result of Information Processing     The regulation of human action can 
be understood as a form of information processing (Klix  1971 ; Dörner  1976 ). In 
this view, the concepts of motivation, emotion, and cognition all describe processes 
of information processing at different levels of the human cognitive system. An 
important aim of this information processing is to enable people to maintain a 
relationship with their environment that allows them to fulfi ll their implicit and 
explicit needs.  

  Emotion, Intention, and Reasoning Constitute an Autonomous System     Without a 
total awareness of their existence, the emergency physician’s interaction with his 
environment is infl uenced by his emotions, intentions, and thought processes. Our 
conscious self is not always aware of this infl uence. It even seems not to be neces-
sary for the regulation of action; therefore, we can talk of an autonomous regula-
tion of human action, one that works outside of conscious, in-the-moment 
awareness.  

  Human Action Is Embedded in a Social Context     It is an essential characteristic of 
the psychological idea of “action” that individual actions always are “embedded” in 
a social context. Our individual goals always have a social side. What we think or 
do serves our individual needs as well as our social relations. Keeping social rela-
tions stable and productive is a powerful social need. Maybe one of the reasons for 
the priority treatment of the police offi cer was the desire to show respect for a pro-
fession that served society.  

  Action Can Only Be Described on the Level of Visible Behavior     The physician’s 
emergency management consists of a multitude of actions that can be observed and 
described. We can make statements about what he did and when it happened. The 
external, visible human action is called exactly that action. Actions are observable 
behaviors.  

4.2 Principles of Human Behavior
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 Of course, we even can form our personal opinion about the appropriateness of 
some of his actions based on what we see and our judgments, but we cannot know 
why. The internal powers that drive visible behavior stay hidden. So some of the 
more puzzling questions will have to remain unresolved: Why did he choose to han-
dle the emergency the way he did? To what extent was he aware of underlying psy-
cho-logic driving his actions? Did he realize he was violating existing treatment 
protocols? We can apply our theories to reality and try to fi nd answers, but we cannot 
know for certain all that guided the emergency physician’s actions. The theory of 
human action regulation conceptualizes how cognition, motivation, and emotion are 
integrated into controlling behavior in complex and dynamic domains of reality. 

 Action is a result of autonomous, internal information processing following con-
trol loops, embedded in social context, driven by the situation and internal needs. To 
better understand errors in acute care settings, the following premises are helpful:

•     Errors follow the “psycho-logic” of human action regulation . Every action, even 
if it is a mistake, is based on an intention and “on purpose.” The physician com-
mitted an error because he took care of the less injured police offi cer instead of 
the multiple-injured patient. This does not imply that the physician explicitly 
wanted to harm the other patient. It only means that the intentions governing his 
actions did not properly prioritize the health and safety of the multiple-injured 
patient. The delayed medical management was caused by other intentions (such 
as caring for the police offi cer) being stronger at that moment. When there are 
competing intentions, the autonomous system is a strong factor in how the physi-
cian chooses between them. The main criterion for that choice is not necessarily 
an external one, that is, the objective reality of the patient’s injuries. Fulfi lling 
internal needs, for example, being friendly with a young woman, helping a fel-
low civil servant, etc., can be as important or more important. Of course, the 
physician’s decision appeared incorrect from a medical point of view, yet his 
treatment error was caused by a range of normal psychological processes.  

•    Errors do not necessarily originate from irrational or defi cient psychological mech-
anisms  but from generally useful psychological process. Errors and mistakes follow, 
just as correct actions do, the laws of the “psycho-logic” regulation of action.  

•    Errors can be avoided . Despite being rooted in normal psychological processes, 
errors are not a fate that we must accept. Circumstances that promote and enable 
error can be analyzed in advance (Reason  1997 ; Chap.   3    ). Working conditions 
and organizational structures can be designed to help avoid and mitigate errors. 
Moreover, conscious effort and effi cient teamwork can often overcome errors 
resulting from faulty “psycho-logic.”    

 Before we provide more detail regarding the psychological processes that play a 
role in action regulation, we summarize the characteristics of human action as 
follows:

•    Human action can only be fully understood when considering the “psycho-logic” 
of human action.  
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•   Human action is the sum total of biological, psychological, and social 
processes.  

•   Human action is infl uenced by the human history of development (phylogene-
sis), individual development (ontogenesis), and cultural heritage.  

•   Human action is intentional and goal directed.  
•   At the visible level, human action can be described in terms of behavior and 

activities. The underlying processes (emotions, motivations, and cognition) can-
not be observed.  

•   Action can be understood in terms of information processing.  
•   Erroneous decisions are psychological and rational in the moment and are the 

result of normal decision-making processes.      

4.3     Motivation 

4.3.1     From Needs to Intention 

4.3.1.1     Requirements, Needs, and Motives 
 When internal regulation mechanisms are no longer able to regulate the physiologi-
cal requirements, they are experienced as needs (Fig.  4.2 ; Bischof  1985 ). Hunger, 
for example, is a need based on a requirement for nutrition which cannot be met by 
the body’s own supplies. As soon as a need is perceived (e.g., “I’m hungry”), an 
action is triggered. During the past decade, several classifi cations of basic drives 
have been proposed (e.g., Reiss  2004 ). Eventually, they can be narrowed down to a 
few categories of basic needs: existential needs, sexuality needs, social needs 
(e.g., closeness/affi liation, status, legitimacy), and informational needs (e.g., knowl-
edge, safety, curiosity, and competence; Dörner  1999 ; Dörner and Güss  2013 ). The 

  Fig. 4.2    From need to intention       
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social and informational needs are based on a need for understanding the actual 
state of the environment. Social needs are driven by the desire for social contact, 
acceptance by others, and the need to experience a feeling of competence.

   A  motive  is a need connected to a goal that seems likely to satisfy a basic need 
(Bischof  1985 ). In other words, a motive has a goal connected to satisfying a need. 
However, for any need there may be several adequate goals or paths to satisfy the 
need. For instance, one can relieve hunger by choosing to go to the cafeteria or by 
taking an apple out of one’s pocket. People are different – despite having the same 
basic needs – in how they strive to fulfi ll needs. Culture, specifi c previous learning 
experiences, and the environmental context play crucial roles in the formation of 
motives.  

4.3.1.2     Intentions 
  Intention  is a collective term for all of the various terms used to denote action ten-
dencies, e.g.,  wish, aim,  and  intention  (Dörner  1984 ; Heckhausen and Kuhl  1984 ). 
Intentions are a blend of different motives. People tend to meet several needs at the 
same time, and therefore several motives are active at the same time. For example, 
if you decide to go to the cafeteria, you could be doing it because you indeed are 
hungry, but you also might want to go there because you want to meet colleagues, 
chat, and listen to relevant news. This kind of action goal (“go to the cafeteria”) 
determined by multiple motives is simply called an intention. Thus, an intention is 
a blend of motives (Fig.  4.2 ). Intentions are temporal – depending on the actual 
physiological and psychological state of the organism – and compete with each 
other (Dörner  1999 ):

•    Humans have physiological and psychological needs.  
•   Motives arise from a goal that involves satisfying a need.  
•   Intentions are action-oriented goals that are determined by blending and balanc-

ing motives.       

4.4     A Solution to the Competition of Intentions 

 Abraham Maslow ( 1943 ) proposed a well-known theory that needs are organized 
into a hierarchical structure. The structure consisted of fi ve layers of needs. Within 
this model, depicted as a pyramid, the most basic  physiological  needs lie at the bot-
tom, whereas  psychological  needs (such as self-realization or such things as “con-
cern for others”) are higher-order needs. According to Maslow, higher-level needs 
can only be met when the subordinate-level need is satisfi ed. When lower-level needs 
are not met, for example, in the case of a sleep-needy clinician, there is always a 
danger that the lower need will have a surprisingly stronger infl uence on decisions 
than, for example, considerations about patient safety. For instance, it is not uncom-
mon during nighttime anesthesia that anesthesia is started despite the fact that the 
patient’s “NPO time” has not been long enough. The decision “to get on with the 
operation” is infl uenced by the anesthesiologist’s need to get to bed. Fortunately, this 
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hierarchy of needs is not completely infl exible (e.g., Zimbardo and Gerrig  2012 ). We 
all know of situations where we were very hungry or felt an urgent need to go to the 
restroom but instead kept on going because the patient needed our full attention. 

 Obviously, needs compete with each other, and the order of execution is not 
completely defi ned by their place in Maslow’s hierarchy. What happens is that a 
complex mediating mechanism comes into play. To understand this mechanism, we 
turn to some other theories (Dörner  1999 ; Kuhl  1983 ). The selection of which needs 
will be met partly depends on the chance of successfully meeting the need in the 
context of competing needs. Every intention is weighted by an internal mechanism 
that considers importance, on one side, and a subjective estimate of the manage-
ability of the intention. This weighting process is further mediated by temporal 
circumstances. If something is unimportant  or  if there is no chance at all of being 
successful, no action will be initiated. 

 On the other hand, if something is important or if it is almost certain that one will 
succeed, action will be initiated. The expectation of manageability is mainly driven 
by the subjective assessment of competence and control and is highly infl uenced on 
the situation as perceived by the individual (Dörner and Güss  2013 ). 

 When there are several active intentions, it is always the intention with the high-
est weighting which will be executed. The result of an internal calculation that 
determines the strength of a need and the possibility of satisfying that need guides 
what actions will be manifested. The intention that rises to the top attenuates other 
intentions. In circumstances where time is limited, the number of intentions also 
becomes limited. Therefore, less important intentions will not get a chance to mani-
fest into action (Dörner  1999 ). The fact that relatively less important tasks, such as 
phone calls, documentation, and other duties, seem to constantly slip the clinician’s 
mind has less to do with forgetting than with the dynamics of intentions. The con-
sequences of competition of intentions in everyday life are usually trivial; for exam-
ple, you receive a reminder letter to pay a bill. During critical or emergent situations, 
however, the problem of neglecting an important piece of information or dropping 
tasks is exacerbated and can become a life-and-death issue. One explanation for this 
type of error comes from the clinician’s strong and unconscious drive to feel com-
petent. Maintaining a sense of competence can interfere with the goal of solving the 
medical problem. Even though it is diffi cult to understand or accept because it 
seems irrational, the drive to maintain a feeling of competence and control is a sig-
nifi cant factor in clinical care, especially in acute settings. 

4.4.1     “Overall Competence Assessment” and the Need 
for Control 

 When an intention is executed, specifi c motives are acted upon. At the same time, 
there is another strong and independent need embodied in every intention: the need 
to experience a feeling of competence. Psychologists sometimes call that the need 
for control. We have a psychological need to feel able to infl uence our environment 
according to the goals we set (e.g., Bandura  1977 ; Flammer  1990 ; Dörner  1999 ). 
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We want to know with certainty what is happening around us, and we seek clarity 
of facts and certainty about future developments. 

 The individual’s overall competence assessment tips toward one or another end 
of a scale: At one end is a feeling of being able to handle the situation, and at the 
other end is a feeling of helplessness and fear. Another way of stating it is that a 
diffi cult situation can be seen as within one’s ability to manage (feeling of confi -
dence and competence) or beyond one’s ability to manage (feeling of helplessness, 
frustration, and incompetence). “Helplessness” is the subjectively felt incapability 
to infl uence the environment adequately and poses a perceived threat to the human 
psyche and feeling of well-being (Seligman  1975 ). 

 One’s current state is routinely perceived as a feeling of competence. For a clini-
cian, once this feeling starts to decrease, for example, when facing a situation wherein 
one’s skills and ability are no longer adequate, the motive of control is activated. Due 
to its inherent strength, it very often “wins” against other motives. In consequence, 
behavior is no longer governed by explicit patient-related goals but instead by the 
subconscious drive for the clinician to regain the feeling of competence. 

 In summary:

•    The concepts of a motive for control and the need for feeling competent describe 
the need of every human being to achieve clarity about the actual state of the situ-
ation, the certainty about future developments, and the capability to infl uence the 
environment in accordance with one’s own goals.  

•   The feeling of competence describes the perception of one’s own capability to 
control circumstances.  

•   The need for competence becomes a driving force in decision-making when the 
feeling of competence is threatened by circumstances.  

•   Behavior in complex and dynamic environments is always infl uenced by reduc-
ing uncertainty and gaining control over the situation.  

•   Emergency situations in high-stakes medical environments are examples of 
highly dynamic and opaque situations where clinicians may have great diffi cul-
ties in controlling their environment. As a result, perceived ability to control a 
situation is reduced and the feeling of competence is at risk. When this is the 
case, clinicians will attempt to reduce the feeling of inability and try to regain 
control. These feelings are so strong that the clinician, albeit subconsciously, 
may have a surprisingly strong intention to regain self-confi dence and control. 
How successful this attempt will be depends on one’s ability, the confi dence in 
one’s resources, and the quality of the team involved in patient care.    

4.4.1.1     Wrong Assessment of Competence 
 The confi dence in our own skills or capability is often misleading. This is especially 
true in complex situations. For example, if a clinician  overestimates  one’s ability to 
cope with an emergency situation, he or she is more likely to take greater risks 
because of the (incorrect) feeling of being up to the task. On the other hand, when 
clinicians  underestimate  their own competence, they have a tendency to act defen-
sively and refrain from taking possibly helpful and necessary steps.  
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4.4.1.2     “Competence Protecting Rationality” 
 Complexity in combination with a perceived small prospect of success will dimin-
ish the clinician’s feeling of competence and activate the need for control. Behavior 
will be directed at satisfying the competence motive. Normally, the fi rst approach 
will be to start doing things the clinician knows well or that have proved successful 
under comparable circumstances. The problem, however, is that the clinician may 
be subconsciously busier regaining a feeling of competence than actually solving 
the patient’s problem. In such a state, people only want to receive information that 
does not confuse them or contradict their view of the world and their self- confi dence. 
The unfortunate result may be that only information that confi rms the current model 
of the situation is taken into account and other information is not considered (“con-
fi rmation bias”; Chap.   6    ). 

 Perceived imminent failure tends to add to uncertainty. The protection of the 
feeling of competence can then become the dominant motive. Actions are chosen 
subconsciously not for the patient’s sake but for our own defense. The examination 
of the critical situation on objective grounds becomes secondary. This  competence 
protecting rationality  (Strohschneider  1999 ) leads to errors because wrong or less 
than optimal actions from the patient safety perspective are implemented because of 
the need to protect a feeling of confi dence and control (Fig.  4.3 ).

4.5          Emotions 

 In addition to motives, emotions play an important role in regulating human action. 
While motives determine  what  we do, emotions affect  how  we do it (Dörner and 
Güss  2013 ). 

  Fig. 4.3    Competence protecting rationality. Normally, safe patient care is the main focus of every 
healthcare provider ( left ); however, when faced with seemingly unsolvable problems ( right ), 
healthcare providers will struggle to protect or regain the feeling of competence. As a result, the 
competence motive, rather than safe patient care, may become the dominant motive       
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4.5.1     What Are Emotions and Feelings? 

 The general understanding of “emotions” is they are something independent of 
rational thinking and experienced on a “gut” level. In some circles of academic 
medicine, it seems to be a worthy goal to strive for “emotion-free” medical man-
agement. This is not possible. Emotions can be conceptualized as a piece of one’s 
information-processing system; emotions are a kind of “thinking alongside con-
scious thinking” (System 1 processes, Chap.   6    ). Emotions constitute a subcon-
scious, rapid, and holistic assessment of the current situation or event (e.g., Cochran 
et al.  2006 ; Evans  2008 ). This assessment is quick and automated and is able to 
process much more information than conscious perception (Chap.   5    ). This “inte-
grated situational assessment” always includes a hedonic component accompanied 
by physiological activation: We seek to feel pleasure and seek to avoid unpleasant-
ness about a situation (Fig.  4.4 ; Bach  2009 ; Scherer and Ekman  1984 ; Dörner 
 1999 ). The situational assessment (with activation and pleasure/displeasure) is 
experienced as a feeling.

   If the emotional and cognitive situation assessments differ from each other, we 
tend to move toward a sense of confusion, that is, our mind and our gut are telling 
us different things. But the reason for the confusion is simply that emotions use dif-
ferent and more information than conscious reasoning. 

 As soon as they are felt, emotions can be further processed just like any other 
perceived data (Chap.   5    ). The source of emotions can be analyzed, and their inten-
sity can be changed by means of becoming familiar with their meaning and learning 
how to incorporate emotional data into guiding action. 

  Fig. 4.4    Emotions as integrated situational assessment. Whereas conscious thinking assesses an 
emergency situation analytically, emotional assessment processes more information and provides 
the situation with a specifi c emotional texture that adds signifi cant depth to one’s understanding       
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 Feelings accompany behavior and can become a goal of actions. For example, a 
decision may be delayed because we want to avoid the feeling of failure or an action 
may be taken because we anticipate the feeling of success. 

 In situations where cognitive resources are overtaxed or inadequate, humans tend 
to switch to an emotionally driven style of action (Spering et al.  2005 ). In this type 
of situation, emotional assessments are no longer cross-checked with conscious 
analysis of the situation. On the one hand, swift and risky solutions are taken with 
no room for refl ection. Problems tend to be oversimplifi ed and solutions are consid-
ered satisfactory if they “feel right.” This can lead to inadequate decisions if the 
subconscious goal is the maintenance of a feeling of competence or the avoidance 
of negative emotions. On the other hand, when a highly experienced clinician is fol-
lowing emotionally led actions, it may be the most effi cient and correct way of tak-
ing action (Zsambok and Klein  1997 ). The problem, of course, is that the 
decision-maker/action-taker may “feel right” whether the patient care is simplifi ed 
and correct or simplifi ed and incorrect.  

4.5.2     Emotions and Human Action Regulation 

 Apart from providing holistic situational assessments, emotions can be further 
understood as being part of a regulation system that takes two considerations of 
reality into account: uncertainty because of the  unpredictability  of the environment 
and the  estimated degree of effi ciency  to tackle problems (competence; Belavkin 
and Ritter  2003 ). This regulation system modulates parameters that infl uence the 
selection of actions (Dörner  1999 ; Dörner and Güss  2013 ). Among the parameters 
infl uenced by emotions are:

•    The general preparedness for action (arousal)  
•   The thresholds for perceptions and selecting a behavior  
•   The degree of concurrence between emotional and cognitive processes  
•   The perceived degree of external factors that release or inhibit correct action    

 It is an everyday experience that the way a task is performed greatly depends on 
the emotional state of a person. The execution of a task done angrily can look com-
pletely different from the same task done in an even-tempered way. An “angry” 
mode of action therefore is characterized by an increase in arousal, a decrease in the 
degree of cognitive checks on action, a little planning, and an incomplete consider-
ation of possible modes of action. 

4.5.2.1     Arousal 
 Certain emotions (e.g., anger, joy, fear) can serve to activate people. This phenom-
enon, also known as unspecifi c sympathetic syndrome, increases readiness to 
explore the environment and to prepare for action. The senses are heightened, mus-
cle tone is increased, and heart rate, blood pressure, and breathing tend to increase 

4.5 Emotions



86

(Chap.   9    ). Other emotions, such as mourning or hopelessness, reduce arousal. 
Normally, the chaos of an emergency situation is associated with arousal.  

4.5.2.2     Degree of Resolution 
 In a heightened emotional situation, a cognitive process (e.g., perception, think-
ing) will run with a different degree of resolution than under normal circum-
stances and hence with varying accuracy. By “degree of resolution,” we mean the 
level of differentiation and discrimination among dimensions of perception or 
cognition. “Judging the facts” can happen in a detailed, scrutinizing way or by 
simply taking in the most salient features of the situation. How well the environ-
mental factors are resolved and considered in making decisions is partly depen-
dent on emotions (via arousal), the importance of the situation, and (subjectively 
assessed) time pressure. The consequence for the clinician lies in the varying 
infl uence our feelings provide. On the extremes, we can develop either a too 
superfi cial or a too inclusive, detailed picture of the situation. For example, if one 
has an aversion for a task, it will reduce the degree of resolution, and the percep-
tion of objective reality will be “coarse grained,” and the execution tends to be 
superfi cial.  

4.5.2.3     Selection of Behavior: Concentration 
 Emotions infl uence the frequency of changes in intention and the intensity of 
action. A strong arousal raises the threshold of selecting an alternative motive to 
replace a leading motive. Thus, the action-guiding motive tends to predominate. 
If the threshold for selection is high, people will much more likely stick to a task 
even if the task is not preferred for the patient. If the threshold increases further, 
it can reach a point where people no longer are able to react to external triggers. 
Indeed, sometimes neither monitor alarms nor requests from team members can 
penetrate this “wall of attention.” The result, as can be seen in our case report: 
“The doc goes solo.” As long as his concern for the police offi cer was high, the 
emergency physician may have considered only the policewoman and “forgot” the 
second patient for some time. As stated previously, however, it’s likely that this 
was not an issue of a faulty memory but of competing intentions. In contrast, 
when people feel helpless or have the impression that they are not competent to 
tackle a problem, the selection threshold for action is decreased. In the hope to 
bring about positive change, even if it has a small chance of success, they may try 
whatever comes to mind.  

4.5.2.4     Externalization of Behavior 
 Emotions infl uence the extent to which attention focuses on external events or on 
internal cognitive processes (refl ection, planning). Thus, emotions have a major 
impact on the balance between how much a person is driven by perceived events and 
driven by cognitive processes. For example, angry or scared persons will focus on 
the stimulus and how to get rid of or control it rather than focus their thinking on the 
true problem: Shouting at people instead of asking questions may be a result of 
externalization.    
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4.6     Knowledge, Memory, and Learning 

4.6.1     Knowledge and Schemata 

 Our knowledge is composed of what we learn and experience. Knowledge is not 
stored in unrelated bits of information but instead in small meaningful entities, so- 
called schemata (Selz  1913 ; Bartlett  1932 ). Schemata are a cluster of structured data 
that are stored in the neuronal network of the brain. Schemata contain information 
that is based on the perceived regularity of the world and one’s personal experiences 
with the environment (Cohen  1989 ). Schemata underlie every aspect of human 
knowledge and skills: They give structure to sensory impression ( sensory knowl-
edge ), encode the generic information about our dealings with the environment 
(know-how;  procedural knowledge ), and represent concepts for the description of 
objects, facts, and procedures (“know what”;  declarative knowledge , see Anderson 
 2005 ). Schemata are high-order, generic cognitive structures that underlie and orga-
nize all aspects of knowledge and skill. 

 In addition, schemata contain expectations about regularities or changes in the 
environment: We perceive a situation not only on the basis of momentary stimulus 
patterns but also based on our expectations about the possible developments of the 
situation ( horizon of expectations ; Chap.   8    ). Expectations can be so strong that 
sometimes we even “see” or “hear” things that we expect but do not happen, such as 
a confi rmation of an order, just because we expect to see or hear it. Because sche-
mata have this interpretative and inferential function, predictable biases in remem-
bering occur. There is a strong tendency to organize our view of the world or a 
situation in accordance with the general character of previous personal experiences. 
This characteristic feature of schemata plays a vital role in the way human percep-
tion works (Chap.   5    ). 

 Procedural knowledge encoded in schemata is the basis for behavior. It consists 
of “if-then” cycles that are repeatedly compared with expectations about the situa-
tion and the outcome of actions (action schemata). The internal logic goes like this: 
“Given situation A, action B is taken and situation C will be the outcome.” When 
many action schemata are strung together, the result is called a behavioral program 
or script (Schank and Abelson  1977 ). People store a range of successful cognitive 
and behavioral routines as behavioral programs. These are sequences of perception, 
classifi cation, assessment, decision, and action. The whole chain of a behavioral 
program can be initiated with relative ease in a familiar and highly practiced situa-
tion, or the sequence of steps can be adapted and modifi ed according to situational 
demands. Among typical behavioral programs common to clinicians, nurses, and 
paramedics are CPR, the placement of IV lines, and endotracheal intubation.  

4.6.2     Memory 

 With this rough sketch of schemata, we have described a simple model of the human 
memory (overview in Anderson  2005 ; Dörner  1984 ,  1999 ): Knowledge always 
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consists of schemata stored in neuronal networks. It operates through the interrela-
tion of sensory perception with motor programs and motivation as a behavioral 
program. The memory items are connected in an associative way that allows for 
quick and effi cient retrieval of relevant information. 

 As a result of these interrelations, human memory is  active  and adaptive. Memory 
is not like a computer, where information is stored on a hard disk and retrieved 
complete and unchanged whenever needed. Instead, concepts stored in memory are 
constantly rearranged and reorganized depending on the actual needs and the gen-
eral circumstances; therefore, memories are a reconstruction rather than factual 
recall. When and in which form information is recollected depends largely on past 
interactions with the world, emotions, and the current situation. Habits, too, can 
infl uence memory. Schemata that are activated more often are more readily avail-
able and can be more quickly reactivated. 

 Human memory is not an entity that can be precisely located in the brain. Most sci-
entists agree that there are different memory functions and they take place in different 
parts of the brain (see Fig.   5.4    ; overview in Anderson  2005 ; Wickens  1992 ). For exam-
ple, sensory input (see Chap.   5    ) is stored for a very short time. However, the contents of 
this sensory information can be further processed and become meaningful perceptions 
that can be transferred to immediate working memory and also to long-term memory. 
Chapter   5     provides a more detailed description of the structure of memory. 

 Thinking is only possible if people can compare their current experiences with 
previous ones. We have to be able to access both the long-lasting information in long-
term memory and sensory perception that is only momentarily available. The memory 
items active at a certain moment are the “working memory.” The working memory is 
not a distinct functional entity but instead the description of the momentarily active 
schemata. There are many complex interactions that occur in the brain on the way 
from a situational clue (stimulus) to a behavioral response. Chapter   5     provides a more 
detailed discussion of the interactions between knowledge stored in long-term mem-
ory, perception derived from sensory stimuli, and thinking using working memory. 

 In order to encode experiences into long-term memory, humans are endowed 
with a “protocol feature” of the events. Protocol memory (Dörner  1999 ) keeps track 
of the ongoing mental operations and fi lters important and relevant details from 
unimportant and irrelevant “noise.” What might be surprising is that among the 
main criteria for something to be viewed as “important and relevant” are things that 
lead to success or pleasure. These things tend to fi nd their way into long-term mem-
ory. On the other hand, those things assessed as likely to lead to lack of success and 
to pain tend to be viewed as unimportant or less relevant. Therefore, things viewed 
as lacking success or painful tend not to be retained in long-term memory. With 
these main selection criteria, one can see that memory does not function in a 
machine-logic way but rather “psycho-logically.”  

4.6.3     Intentions and Memory: Prospective Memory 

 Totally immersed in the treatment of the traumatized patient, the physician realizes 
only shortly before arrival at the hospital that he had wanted the team in the ED to 
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call for a thoracic surgeon. He intended to do something, but then forgot his inten-
tion. It is only when he imagines his arrival at the emergency room and the people 
awaiting him that he suddenly realizes that the thoracic surgeon is missing. His 
 prospective memory  had let him down. 

 While academic research on different types of memory has a long tradition, 
research on prospective memory (“intentional memory”) is a rather young fi eld of 
research in the cognitive sciences (Brandimonte et al.  1996 ). Prospective memory is 
defi ned as a psychological process that enables humans to execute previously 
formed intentions during an appropriate but delayed “window of opportunity” 
(Harris and Wilkins 1982) or more succinctly “remembering to do things later.” In 
contrast to retrospective remembering, prospective remembering is typically self- 
initiated and not stimulated by an explicit request to remember. A prospective mem-
ory cue is an integral part of ongoing activity and can be missed without the person 
realizing it (Rothen and Meier  2013 ). In a strict sense, the term  prospective memory  
is misleading, as prospective memory is based on many different cognitive func-
tions and not confi ned to memory alone. These cognitive functions are:

•    Goal formation  
•   Planning  
•   Task management  
•   Attentional control mechanisms    

 Daily life is fi lled with prospective memory demands, from remembering where 
to meet a friend to remembering to take one’s medication. As an estimated 50–80 % 
of all everyday memories are, at least in part, related to prospective memory, it is not 
surprising that prospective memory failure (colloquially “forgetfulness”) makes up 
more than half of our daily memory problems (Kliegel and Martin  2010 ): We intend 
to do something, but then forget to carry out our intentions. Prospective memory 
failures often give us the vague feeling that we wanted to do something, but have not 
the faintest clue what that something was. Prospective memory is often initiated 
during an ongoing activity, and the time between intention and the window of 
opportunity for implementing what was planned is likely full of unrelated activities. 
Because prospective memory means self-initiated retrieval of an intention, a person 
cannot count on help from others but instead must “remember to remember.” 

 Acute patient care is fi lled with tasks requiring some form of prospective mem-
ory: remembering to give antibiotics before operative incision or heparin before 
transitioning to cardiopulmonary bypass, repeatedly checking serum potassium lev-
els when a syringe pump with potassium is running, or remembering to continue 
provision of the correct level of anesthesia for a trauma patient when there is an 
unrelated respirator malfunction immediately after intubation. These memory tasks 
can be accomplished via monitoring processes, in which people expend attentional 
resources to either keeping the intention activated while performing ongoing activ-
ity or by searching the environment for a prospective memory cue (Harrison et al. 
 2014 ). Unfortunately, the ability to remember to execute future tasks can be seri-
ously impaired by many factors inherent to acute patient care: interruptions, distrac-
tions, fatigue, cognitive demands of problem solving, multiple task demands, time 
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delays, etc. Intensive care units and emergency departments are busy, interruption- 
prone clinical environments making them especially susceptible to prospective 
memory failures. If interrupted, almost 20 % of clinicians may delay or fail to return 
to a signifi cant portion of interrupted tasks (Westbrook et al.  2010 ). In addition, task 
shortening may occur because interrupted tasks are truncated to “catch up” for lost 
time that may contribute to unsafe acts or errors. 

 In contrast to civil aviation, where the close connection between accidents and 
prospective memory failure have been acknowledged (overview in Dismukes 
( 2008 )), few researchers have investigated prospective memory and its relevance for 
patient safety in the acute care setting (e.g., Antoniadis et al.  2014 ; Dieckman et al. 
 2009 ; Glavin  2011 ; Grundgeiger and Sanderson  2009 ; Grundgeiger et al.  2013 ). Of 
special relevance seem those aspects of work in acute care that have negative effects 
on prospective memory, e.g., frequent distractions, multiple tasks, delay, fatigue, 
and interruptions. Frequent interruptions show how the organization of work can 
infl uence safety: In one study, repeated interruptions (four during one surgical case 
or up to ten interruptions per hour) increased the likelihood of prospective memory 
errors (Antoniadis et al.  2014 ).  

4.6.4     Learning 

 Learning is inseparable from memory. In everyday experience, learning describes 
the acquisition of knowledge, skills, and expertise. Different schools within the psy-
chology of learning come from two basic concepts: learning as behavioral change 
and learning as information processing. The fi rst position looks at learning as a 
result of personal experience or training (e.g., Zimbardo and Gerrig  2012 ):  Behavior 
changes  or  behavioral options  are acquired. The perspective of cognitive psychol-
ogy understands learning as  information processing that results in a change of 
thinking and consequently acting . This change occurs through an increase of our 
procedural and declarative schemata, in which our behavioral options and our 
knowledge are organized (e.g., Piaget  1950 ; Anderson  2005 ). Learning occurred if 
information is stored in the memory (deliberately or involuntarily) and can be 
retrieved. Learning therefore means to expand our repertoire of schemata, i.e., our 
behavioral options and our knowledge. We constantly learn – every action or every 
observation that is “relevant” or “pleasant” is stored in our memory and refi nes the 
quality and adds to the range of our schemata. 

 There are many theories on learning (for an overview, see Lefrancois ( 2005 )), but 
when it comes to learning new behavior, one feature is most prominent and agreed 
upon by virtually all research groups:  Experience  determines our motivation and 
behavior. The consequences of actions impact subsequent actions. 

 When a certain behavior is successful or if it generates pleasant feelings, we 
will try to repeat it when relevant circumstances appear again. Psychologists refer 
to this positive feedback as  reinforcement . In a similar way, actions with an unsuc-
cessful or unpleasant outcome will be avoided. Thus, a close relationship between 
learning and motivation exists. Other important motivations for learning are the 

4 The Psychology of Human Action



91

need for a feeling of competence and the need for psychological safety. If actions 
don’t lead to the intended outcome, two possible ways of learning may occur: 
Either the ineffective behavior is altered or the mental models or goals, which form 
the basis of the action, are changed. These two processes, which are also called 
“single-loop learning” and “double-loop learning” (Argyris & Schön  1996 ), are 
discussed in more detail in Chap.   16    , which focuses on learning within 
organizations. 

 Because humans are social beings, we are capable of learning by simply observ-
ing other peoples’ actions and related consequences. In healthcare, novices learn by 
observing their more experienced colleagues and by listening to peers and cowork-
ers. In addition to learning medical facts and procedures, novices also become 
acculturated into the organizational culture. Learning “how things are done around 
here” means learning how to integrate into that culture (see Chap.   15    ). 

 What then do people have to learn to be able to handle critical situations 
adequately? 

 Relevant for the acute care setting are:

•     Knowledge : e.g., pathophysiology, pharmacotherapy, indications, and contrain-
dications of interventions  

•    Skills : e.g., airway management, emergency procedures, communication, team-
work, decision-making, etc.  

•    Metacognition : the ability to analyze and assess one’s own thought process and 
to recognize the impact of “psycho-logic” of human behavior, heuristics, and 
cognitive distortions  

•    Attitudes and values:  e.g., the willingness to ask for help or to learn from 
mistakes    

 The above-stated difference between behavioral options and actual behavior has 
practical implications for the acute care setting. A participant may learn during a 
team exercise that calling for help early in a critical situation will improve patient 
safety. “Call for help early!” as a catchy phrase may then be stored as knowledge 
(extension of schemata), and as a result, the person’s attitude toward team support 
may change. However, whether or not this same person will actually call for help 
during a critical situation will depend on many factors independent of the learning 
experience: his or her actual stress level, risk assessment, expected consequences, 
and the organizational culture (Chap.   15    ), to name but a few. 

 Several human factors are not amenable to learning, at least not to learning in the 
classical sense. These are:

•    Functional features of perception (Chap.   5    )  
•   Principles of information processing (Chap.   6    )  
•   Characteristics of human memory  
•   Characteristics of attention (Chap.   8    )  
•   Basic motives  
•   Physiological limitations    
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 Nevertheless some of these factors change over the span of life (e.g., deteriora-
tion of perceptional threshold and attentional span with increasing age, increased 
need for sleep in the elderly, etc). Patient safety interventions that take these 
unchangeable human factors into account will not focus on learning interventions 
but rather will try to change upstream systemic factors such as changes in workplace 
setting and routine processes. 

 Finally, it is important to keep in mind that it is always easier to learn something 
new from scratch than to unlearn deeply ingrained knowledge and habits and replace 
those with something new. Habits can become so solidifi ed that people will fi nd 
great diffi culty in changing them or forgetting them altogether (Quinn et al.  2010 ).  

4.6.5     Thinking 

 “Thinking” encompasses all higher cognitive functions that govern human behavior 
at the level of planning, expectations, and decision-making. Although very powerful 
in its operations, thinking is a limited resource because it relies on language pro-
cessing and thus operates in a sequential mode. People can only think one thought 
at a time. 

 Thinking involves interpreting and ordering how information is processed (Selz 
 1913 ; Guilford  1967 ; Klix  1971 ; Dörner  1976 ,  1999 ). Interpreting and prioritizing 
information is a part of recognition and identifi cation (Chap.   5    ) including assess-
ment, conceptualization, drawing conclusions, planning, and decision-making. 
Generally stated, interpreting and prioritizing is problem solving. All these cogni-
tive operations are done with the help of schemata that are constructed, rearranged, 
amended, and brought to mind in a way that helps us make sense of the world 
around us. 

 Thinking without language is possible. It consists of associating schemata 
according to their emotional match to the situation and to already activated sche-
mata. Analytical thinking, however, is dependent on language. As a consequence, 
analytical thinking is a relatively slow, sequential working mode as only one thought 
at a time can be brought to mind (Chap.   6    ). In addition, attention is required (Chap. 
  8    ). Attention, too, is limited. This is certainly clear during a medical emergency; 
there never seems enough of it to tend to everything! One thing that helps us analyze 
events quicker is the fact that knowledge is broken down into higher-order and 
lower-order structures. Organization of knowledge is an essential component of its 
usefulness (Klix  1971 ). Associative (emotional-based) and analytical (language- 
based) thinking works hand in hand to solve complex problems. An idea can emerge 
from an association and is then analyzed for its meaning.  

4.6.6     Metacognition: Thinking About Thinking 

 Thinking can be applied to itself. We can analyze and assess our own thought pro-
cess. The concept that individuals are able to see inside their own thought processes, 

4 The Psychology of Human Action

http://dx.doi.org/10.1007/978-3-319-41427-0_5
http://dx.doi.org/10.1007/978-3-319-41427-0_6
http://dx.doi.org/10.1007/978-3-319-41427-0_8


93

to stand apart, and to “think about their thinking” is called metacognition. The con-
cept was initially developed in the context of educational psychology in the 1970s 
by John Flavell ( 1979 ). It refers to higher-order thinking that involves active control 
over and regulation of the cognitive processes engaged in learning. As soon as the 
emergency physician in our case report arrived at the incident site, he likely started 
refl ecting on what he experienced. He started with the situational clues that were 
readily available and then began searching for additional information. “Do I already 
know enough about the situation and the patient? Is there anything I still need to 
know to come to good conclusions?” Metacognition plays a crucial role in the suc-
cessful generation of situation awareness. If in the aftermath of his mission, our 
emergency physician asks himself, “How did I reach my decisions? Why did I man-
age the patient that way? Why didn’t I think about a certain issue earlier?” He is 
engaging in metacognitive activity and has the chance to clarify some of the motives 
for his actions. This might help him to gain insight into his “psycho-logic” of deci-
sion-making and examine the effi cacy of his actions. If he refl ects on the strategy he 
applied to the management of the multiple-injured patient, he might be able to iden-
tify successful and unwanted behavioral patterns. Metacognition has been described 
as one of the distinguishing hallmarks of adult human intelligence. It distinguishes 
adult from child thinking and the thinking of experts from that of novices. Table  4.1  
summarizes the components of metacognition that mark an expert.  

   Table 4.1    Metacognition by experts is characterized by several core features   

 Metacognition 
enables people… 

 … to have the 
big picture 

 Experts excel at forming situation awareness and at detecting when they 
are starting to lose the big picture. Experts sense decay in situation 
awareness early and make necessary adaptations. They possess the ability 
to step back from the immediate problem and refl ect on the entire situation 
with all its ramifi cations 

 … to select an 
adequate strategy 

 Clinicians are confronted with a wide range of clinical problems and a 
multitude of possible options to react. Experts can refl ect upon their own 
thinking and select different and novel strategies. These strategies include 
how decisions are made, where to focus attention, how to improve 
teamwork, and ways to reduce workload. In addition, experts work to 
manage their cognitive biases 

 … to be sensitive 
to memory 
limitation 

 Experts are sensitive to their working and long-term memory limitations 
and maintain awareness of managing cognitive load. Experts can assess the 
impact of their level of alertness and their ability to sustain concentration, 
both of which affect memory. Limitations to memory can be overcome by 
external cognitive aids that lessen the burden on memory 

 … to engage in 
self-critique 

 Experts know that overconfi dence can lead to serious errors. Experts 
cultivate a capacity for refl ection on their decisions and a willingness to 
reexamine decisions in light of new information or input from team 
members 
 Expert performance is less variable than that of novices. They can analyze 
how variations may cause poor performance. In addition, experience allows 
experts to assess where a plan might have been weak or wrong 

  Based on Klein ( 1998 )  
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4.7       Hazardous Attitudes 

 One of the patterns repeatedly found when accidents are analyzed for root causes is 
a person’s inadequate attitude toward safety and risk. The concurrence of a risky or 
dangerous situation with an inadequate attitude is often a contributing factor in avia-
tion accidents and healthcare mishaps. These attitudes illustrate the abovementioned 
“psycho-logic” of human behavior with its interaction of cognition, emotion, and 
motivation. Attitudes can be seen as a blend of situation assessment (cognition), 
emotional response (emotion), and an impulse for action (motivation; Hovland and 
Rosenberg  1960 ). The cognitions in an attitude have powerful emotional features. 
Because of the strong emotional component, it is diffi cult for people to verbalize 
these cognitions and therefore diffi cult to bring to one’s level of awareness and abil-
ity to refl ect (metacognition). Furthermore, hazardous attitudes are driven by 
motives. Attitudes are developed and refi ned to fi t our motives. Five typical hazard-
ous attitudes have been described that account for unsafe response patterns (Jensen 
 1995 ). Each of them emphasizes a different motive:

•    The  macho attitude : Courageous actions are supposed to strengthen one’s own 
feeling of competence, especially when team members watch.  

•   An  antiauthoritarian attitude  is adopted: People want to defy regulations or 
authority because they cannot stand the feeling of being controlled by other 
people.  

•    Impulsivity  is grounded in the inability to consider options before taking action. 
To impulsive persons, “just do something, quick” seems superior to leaving any 
time for refl ection.  

•    Invulnerability  comes into play when people regard themselves as basically 
invulnerable. Such people believe mishaps do not happen to themselves; instead 
mishaps happen to other people who are not as smart or capable. This attitude is 
especially prevalent in those who have never experienced a major mishap.  

•    Resignation  makes people give up quickly when faced with a diffi cult situation. 
These persons feel that they have little control to affect an outcome of a diffi cult 
situation. Often they take no action whatsoever. Help is expected from others.    

 These attitudes jeopardize safety in all organizational and industrial sectors. 
When working with patients, another set of attitudes can impact safety: deprecat-
ing and condescending attitudes toward the patient and family. If a nurse says “It’s 
absolutely normal that he’s not feeling well after his major GI surgery. Don’t 
worry, I’ve seen that many times before!” in a belittling reply to a wife’s comment 
about the deteriorating health condition of her husband, it may lead to a delayed 
detection of an anastomotic leak. Similarly, disrespectful attitudes of senior physi-
cians may impair teamwork with young and unexperienced team members 
(Chap.   11    ): “Listen, son, I’ve been doin’ this for over 30 years. I know what I’m 
doing. Your job is to keep your mouth shut and follow my directions” dismisses the 
attempt of a medical student who had noticed that the nurse had swabbed a 
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different site from the one written in the OR schedule. Had the senior physician 
respected the medical student and encouraged airing concerns, wrong-site surgery 
could have been prevented. 

 Finally, some physicians tend to over- or underestimate the degree of infl uence 
and responsibility they actually have. These attitudes have been termed  responsibil-
ity hubris  (“Everything depends on me!”) and  responsibility despondence  (“Only 
others can make a difference!”; Wehner  2014 ). 

 Table  4.2  shows the hazardous attitudes and some “antidote thoughts” meant to 
counteract them by introducing positive mental responses to each situation. Once 
people discover that they are having hazardous thoughts, they should bring to mind 
the antidote (Jensen  1995 ). The main limitation of trying to change hazardous atti-
tudes is that it demands self-refl ection ingrained through training or, even more 
diffi cult, during action. When hazardous attitudes persist, patient safety can be 
improved when other team members are in a position that allows for constructive 
criticism (Chap.   11    ). A team member’s comments may serve as an external trigger 
for refl ection. Because the attitude component of human judgment does respond 
well to training intervention, training and refl ection on action during training should 
become part of a safety-oriented organizational culture (Chap.   15    ).

4.8        “Principles of Human Behavior” in a Nutshell 

•     Human behavior does not strictly follow logical arguments but instead follows 
an idiosyncratic “psycho-logic.”  

•   “Psycho-logic” implies that a person’s interaction with the environment is an 
interplay of cognition, emotion, and motivation.  

•   Action regulation is partly autonomous; it’s a process without conscious 
decisions.  

   Table 4.2    The fi ve hazardous attitudes and their antidote   

 Attitude 
 Thoughts in emergency 
situation  “Antidote” 

 Macho  I can do it, I’ll show you!  Showing off is foolish 

 Antiauthority  Don’t tell me what I’m 
supposed to do 

 Stick to the rules; they are meant for everybody 
and the rules can help me 

 Impulsivity  I have to act now – 
there’s no time 

 Not so fast – think fi rst. A little thinking before 
I act will be a worthwhile investment of time 

 Invulnerability  Nothing will ever happen 
to me 

 It can happen to me. Others, just like me, can 
have a mishap 

 Resignation  What’s the use of even 
trying? 

 I can always make a difference; I’m never 
helpless 

  From Jensen ( 1995 )  
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•   Every action is motivated and is meant to meet one or several needs. Apart from 
basic needs that secure existence (physiological needs, safety), there are social 
(proximity, affi liation) and informational (competence, curiosity, aesthetic) 
motives for action.  

•   Emotions are an important component of one’s integrated situation assessment. 
Emotions are not language based and are experienced as feelings. Emotions can 
be described as a modulation of the parameters of action regulation (arousal, 
selection, resolution level, and degree of externalization).  

•   Cognition is language based and operates with memory contents organized in 
schemata.  

•   Memory is more than passive data storage. Memory is our mental “workbench,” 
the place where our conscious awareness arises. It plays an essential role in our 
conscious interaction with our environment.  

•   Prospective memory is a psychological process that enables humans to execute 
previously formed intentions during an appropriate and later “window of oppor-
tunity.” Prospective remembering is self-initiated and not stimulated by an 
explicit request to remember.  

•   Prospective memory can be impaired by factors present in acute patient care: 
interruptions, distractions, fatigue, cognitive demands of problem solving, mul-
tiple task and patient demands, time delays, etc.  

•   Learning enlarges our procedural and declarative schemata, that is, our knowl-
edge and behavioral options.  

•   Among the most salient principles of learning are the following: If the result of 
an action feels good, we tend to repeat it. If it does not, we will try to avoid it.  

•   Metacognition describes the concept that individuals are able to examine their 
own thought processes, to stand apart, and to “think about their thinking.”  

•   Metacognition is a distinguishing hallmark of adult human intelligence and dis-
tinguishes adult from child thinking and the thinking of experts from that of 
novices.  

•   Safety-relevant attitudes originate from an interaction of cognition, emotion, 
motivation, and training.        
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   Part II 

   Individual Factors of Behavior 

             Emergent situations demand a different amount and extent of conscious thinking, 
planning, and decision-making than do routine situations. Whether or not action 
routines can be applied or new solutions to problems are needed depends mainly on 
two factors:

•    The  complexity  of the emergency situation  
•   The clinician’s  experience  with comparable situations    

 The less experience a clinician has with a critical situation and the more complex 
and dynamic the emergency is, the more necessary it becomes to switch from the 
application of rules to creative problem solving. Conscious problem-solving behav-
ior in anesthesia, intensive care, and emergency medicine can be subdivided into 
several consecutive steps to organize behavior. Against the background of the “psy-
chologic” of cognition, emotion, and intention, and the awareness of the fact that 
errors will happen, we look at them in closer detail in Part II. The following chapters 
focus on factors that infl uence the individual. The team decision-making process 
and teamwork are the subject matter of Part   III    . 

 The steps involved in the organization of behavior are as follows:

•    Information processing and building of mental models (Chap.   6    )  
•   Formation of goals (Chap.   7    )  
•   Planning (Chap.   7    )  
•   Decision-making (Chap.   10    )    

 The chapters corresponding to the steps for organizing behavior are framed by 
chapters dealing with the unconscious processes governing behavior and thus can 
enhance or impair it. These processes are:

•    Perception (Chap.   5    )  
•   Control of attention (Chap.   8    )  
•   Stress (Chap.   9    )         
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  5      Human Perception: The Way We See 
Things                     

           The anesthesiologist decided to extubate her patient and fi rst needed to test the 
patient’s ability to breathe spontaneously. Because of a handling error, the anesthe-
sia machine was not switched to spontaneous breathing mode and continued to 
mechanically force ventilate the patient. In the mistaken conviction that the patient 
was breathing on his own, the anesthesiologist incorrectly interpreted her clinical 
observation and the information gathered from the monitor as signs of adequate 

 Case Study 
 At the end of an uneventful operation maintained by a total intravenous anes-
thesia (TIVA), a patient starts to buck unconsciously trying to expel the endo-
tracheal tube. Patient movement prompts the anesthesiologist to switch the 
anesthesia machine from a mandatory to a spontaneous breathing mode. She 
does this by fi rst selecting the new ventilation mode from the software menu 
and then pressing a button to activate it. While doing so, the anesthesiologist 
turns her attention briefl y to an unrelated concurrent problem. Shortly after, 
the anesthesiologist returns her attention to the patient and gets the impression 
that he is breathing spontaneously: Chest excursions are regular; the capnog-
raphy curve (expired CO 2 ) displays a regular pattern; the expiratory minute 
volume is adequate; and the oxygen-blood saturation remains stable at 100 %. 
Again, the patient starts to buck and the anesthesiologist decides to extubate 
the patient. Shortly after extubation, the oxygen-blood saturation begins to 
drop, and the patient turns cyanotic. It is then that the anesthesiologist realizes 
that the ventilator is still working in the volume-controlled mode and had not 
been successfully switched to the spontaneous breathing mode as she intended. 
She begins to mask ventilate the patient until the patient starts breathing spon-
taneously a few minutes later. 
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spontaneous breathing. She saw regular and deep chest excursions, the fl awless pat-
tern of the capnography curve, and an expiratory minute volume close to what she 
expected. The evidence reinforced her conviction that the patient could be safely 
extubated. Other minor problems arose that diverted some of her attention for a 
short while, a period in which she did not realize that her monitor was showing 
ventilation curves that contradicted her current understanding (e.g., the pressure/
time curve and the fl ow/time curve). Because she accepted her initial perception as 
being correct and in agreement with her working hypotheses of a spontaneously 
breathing patient, a critical reexamination of the situation was not initiated until the 
patient had serious problems. 

 Human perception has one primary task to fulfi ll: It has to provide adequate 
information about that particular part of the external environment on which human 
survival depends. With this information, we can fi nd navigate territory, avoid dan-
ger, and meet our needs. Sensory information enables us to see “where food can be 
found and where dangers abound.” Perception evolved to be “good enough,” and 
does not exactly and fl awlessly reproduce an image of the environment. We may 
think or wish that perception is precise, but it is inexact. We have our limits. The 
eyes are  not  camcorders or digital cameras that accurately scan all parts of an origi-
nal image and then store the gathered information in memory to be retrieved when 
needed. Quite the contrary is true: The original image is not completely scanned, 
and the resulting information that our sense organs provide is fi ltered, evaluated, 
and organized. Although environmental stimuli come to us in many forms (acoustic, 
visual, olfactory, gustatory, haptic, nociceptive, and vestibulocochlear), only a small 
set of common principles underlie all sensory processes. Thus, herewith is a discus-
sion of the functional features of perception as exemplifi ed by the visual and acous-
tic systems. While these two systems are highlighted here, the same mechanisms 
apply to other sensory processes as well. 

 The process of visual perception, to start with, can be subdivided into three rea-
sonably distinguishable steps. An example of the pathway of the information con-
tent of a capnography curve on the monitor display to the processing in the 
anesthesiologist’s thought: “This patient shows suffi cient spontaneous breathing” 
(Fig.  5.1 ).

5.1       From Stimulus to Sensation: Sensory Physiology 

 Environmental stimuli (e.g., sound, light, heat, smells, tastes, tactile stimuli) are 
“detected” by sensory receptors, specifi c biological structures that transduce 
small amounts of environmental energy into generating cellular action potentials. 
After the reception of the sensory stimulus, the generated sensory signal is 
encoded and transmitted via neural pathways to specifi c regions of the spinal cord 
and the cortex. The interpretation of the sensory input by the central nervous sys-
tem (CNS) depends on the pathway it takes to the brain, the representation of 
information in specifi c areas of the brain, and networking between functional 
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areas of the CNS. This process describes only the fi rst few steps in the far more 
complex process of  perception , in which sensory information is integrated with 
previously learned information and other sensory inputs. This integration enables 
us to make judgments about the quality, intensity, and relevance of what is being 
sensed. 

 Millennia of human evolution have shaped our sensory organs. Our sensory 
organs work to reduce the abundance of possible sensory inputs and give us access 
to a view of reality deemed relevant. This is the main reason why we cannot see 
ultraviolet light, why we cannot orient ourselves by means of the terrestrial mag-
netic fi eld, and why we cannot see a mouse from 100 m above the ground as a bird 
can. Instead, human sensory organs have naturally optimized response to those 

  Fig. 5.1    Sensory information reaches us from the outside world as stimuli that are translated into 
“perception” via a complex multistage process (After Zimbardo and Gerrig  2012 ). The selection 
of sensory information is guided by relevant environmental data (“bottom-up”) and by expecta-
tions and hypotheses formed by past experiences (“top-down”). These processes interrelate in a 
complex and mostly unexplained way       
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environmental stimuli that have to be perceived for an effective exploration of the 
environment (Klix  1971 ; Ramachandran and Blakeslee  1999 ; for a detailed descrip-
tion of the sensory physiology, see Goldstein ( 2013 )). 

 Most sensory organs respond preferentially to a single kind of environmental 
stimulus. This specifi city is due to several features that match a receptor to its pre-
ferred stimulus. For the reception of its corresponding stimulus, every receptor has 
a relative and an absolute threshold. Relative thresholds describe how much two 
stimuli have to differ from each other to be distinguished. The difference can be in 
duration, strength, wave length, etc. The stronger the current stimulus, the greater 
this difference has to be, i.e., the increment threshold to the background is a con-
stant (Weber’s law). So when people work in a noisy environment such as a resus-
citation room or in a trauma management setting, the beeper volume or a monitor’s 
audio alarm has to be set so that it is much louder than the environment to be heard. 
If the same alarm is set in a quiet environment such as an OR during a routine 
operation, it is enough if the alarm is a little louder than the relatively quiet 
environment. 

 Absolute thresholds determine the range within which an environmental stimu-
lus (e.g., light, sound) can be detected. Sensory thresholds are not fi xed for all of 
one’s lifetime. They can be permanently altered as a result of nerve injury due to 
trauma or degradation from aging. Short-term alterations in sensory thresholds can 
be the result of adaptive or motivational processes that regulate attention (Chaps.   4     
and   8    ). We are capable of short-term adaptation and fi ne-tuning of perception pro-
cesses to the changes in the environment, e.g., adaptation to darkness and light. 
Short-term adaptation also prevents “sensory overload” because we are able to 
ignore or partially ignore less important or unchanging environmental stimuli. A 
continuous tone tends to fade from hearing, and smells tend to lose their sweet or 
penetrating quality within minutes. When a change occurs, however, the initial 
response pattern (e.g., to the alarm or the smell) will reemerge, and the sensory 
input will become temporarily more noticeable. Inappropriate or badly timed sen-
sory adaptation and fatigue are two highly relevant neurophysiological mechanisms 
that account for perceptive errors.  

5.2     From Sensation to Consciousness: Basic Concepts 
of Memory 

 There is a constant stream of environmental and internal data bombarding our sen-
sory system. Our brain cannot process all the data. Data is constantly fi ltered for 
relevant information. The cognitive system has to decide which environmental stim-
uli are relevant and therefore receive closer attention due to their relevance, which 
stimuli can well be ignored, and when we need to generate a response. Psychologists 
have conceptualized this kind of information processing into different models that 
are changing as more is learned about cognition. In this book, we will confi ne our-
selves to components and processes that are commonly agreed upon and that have 
been substantiated by research (Chap.   4    ; Fig.  5.2 ). Overviews about memory 
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theories can be found in educational books on general psychology (e.g., Anderson 
 2009 ; Baddeley et al.  2014 ).

   After an environmental stimulus has been encoded and transmitted to the cortex, 
it is stored in sensory systems’ corresponding  short - term sensory store  (STSS). The 
STSS has the ability to retain impressions of sensory information after the original 
stimulus has ceased so that they can be processed further and be “perceived.” This 
sensory storage, also termed sensory memory, has a large capacity for unprocessed 
information but is only able to hold accurate images of sensory information for a 
very brief time: The  iconic memory  for vision lasts less than half second, and the 
 echoic memory  retains an auditory input for about 3–4 s (Fig.  5.3 ). Given the great 
number of stimuli impending on our sensory systems at any given moment, we must 
focus on and attend to specifi c stimuli that are most relevant to our purpose. The 
selection is driven partly by data from the environment (“bottom-up”) and partly 
guided from an individual’s expectations and concepts formed by past experiences 
(“top-down”) (Fig.  5.1 ). This selective attention process (Sect.   8.2    ) forms the basis 
of situation awareness, an essential component of safe patient care (Sect.   8.4    ). 
Selective attention determines which information is consciously processed by our 
working memory (Chap.   4    ).

  Fig. 5.2    Sensory stimuli enter the short-term sensory store where they are transformed into a 
form that the perceptual processes within the brain can understand. Processed stimuli are trans-
ferred to short-term memory or are acted upon immediately. Short-term memory interacts with 
long-term memory to develop our perception of the world and to determine our response to these 
perceptions. Once a response has been executed, a feedback loop provides the sensory system with 
new stimuli (Adapted from Wickens  1992 )       
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5.2.1       Short-Term Memory or Working Memory 

 The  short - term memory  (STM) receives, holds, and processes information from the 
STSS before it can be transferred and retained in the long-term memory. The amount 
of stimuli that can be taken in by our sensory systems is considered to be unlimited. 
However, the amount that can be taken in is much more than the amount that can be 
processed. The classic work of Miller ( 1956 ) determined the “magical number” of 
units that can be processed at any one time in the STM as 7 ± 2, but subsequent 
research has indicated that 5 ± 2 may apply to most of the items we wish to remem-
ber, and this number appears to vary among different cultures. Besides having lim-
ited storage capacity, the STM also loses information very quickly: Information 
entering short-term memory “decays” after about 3–30 s unless it is consciously 
organized and encoded for transfer into long-term memory. STM is also subject to 
failure induced by distractions and task interruptions that can erase or overwrite 
information before it can be fully processed. This can lead to failure to complete an 
interrupted task ( prospective memory failure ; Sect.   4.5    ). These memory lapses usu-
ally create a temporary annoyance in our daily lives, but they can have disastrous 
consequences in safety critical operations. 

 Our STM is far more than just passive data storage. The STM plays an essential 
role in our conscious interaction with our environment. It is, in essence, our mental 
“workbench,” the place where our conscious awareness integrates with the external 
world. Incoming sensory data is made retrievable and actionable by individual tech-
niques of organization, repetition, and incorporating data from long-term memory 
(Fig.  5.4 ):

  Fig. 5.3    Capacity and duration of memory components. The  short - term sensory store  takes in an 
unlimited amount of stimuli, but these stimuli are briefl y stored. The duration of storage is longer 
in the  short - term memory . A good rule of thumb is that the amount of information that can be held 
is limited to “the magic number” of 7 ± 2 items. Capacity and duration of long-term memory are 
infi nite. Depending on the study and research group, the values for the duration of sensory and 
short-term memory may vary       
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•      Encoding : Sensory stimuli enter short-term sensory store where “attended to” 
information is organized into a form that can be processed by short-term mem-
ory. An effective technique for organizing is to use “chunks,” so that the data fi ts 
within the confi ned capacity store of 7 ± 2 “bits.”  Chunking  as a memory mecha-
nism can be observed in our day-to-day life: Instead of trying to remember a 
phone number such as 1-776-240-7911, we might group the numbers as 1776, 
2407, and 911. Instead of trying to remember 11 separate digits that go beyond 
the “magic number,” we create a mnemonic with three items that can be memo-
rized easily because each of them carries an additional meaning: the year of 
America’s independence “24-7” and the emergency call 911.  

•    Maintenance rehearsal : As the older name implies, short-term memory has lim-
ited storage capacity. Information entering short-term memory “decays” after 
about 3–30 s unless it is “rehearsed” or otherwise consciously attended to. If the 
data receives attention, it can be encoded and transferred to be maintained by 
long-term memory. Rehearsing to transfer information to long-term memory 
might involve subvocal repetition of the information to be encoded, i.e., we 
might silently talk to ourselves and repeat the information until we think we have 
memorized it. However, when such rehearsal is being performed extremely, lim-
ited new information can enter consciously. However, no rehearsal is needed for 
emotionally relevant information, as it can be stored immediately and 
permanently.  

•    Connection to / retrieval of information : Information can be retrieved from long- 
term memory to support recall and recognition. Our prior knowledge affects how 

  Fig. 5.4    The three basic components of memory and the processes that provide the short-term 
memory allowing the ability to interact with the environment:  encoding  by restructuring informa-
tion into usable chunks,  subvocal rehearsal  to retain important information within short-term 
memory, and  retrieval  of relevant and related information from the long-term memory       
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we perceive sensory information and our expectations regarding a particular sen-
sory experience guide our interpretation. Thus, well-learned and practiced events 
can be relatively easily retrieved to support working memory. On the other hand, 
novel situations present more diffi culties for short-term memory because new 
situations can be connected to incorrect information from long-term memory or 
simply receive very little support from long-term memory assets.     

5.2.2     Long-Term Memory (LTM) 

 The LTM receives information from STM. For practical purposes, there is no known 
limit to LTM. The prime advantage of long-term memory is that we do not have to 
constantly rehearse information to keep it in storage. LTM holds all of the learning 
and memories of our life experience. It is essentially our life’s “database.” The 
knowledge we store in LTM affects our perceptions of the world and strongly infl u-
ences what information in the environment we attend to: the contents of our mem-
ory play an active role in shaping incoming sensory input and creating our response 
to it. The interaction of the memory or rather knowledge and expectation with dif-
ferent perceptual processes is illustrated in the following.   

5.3     “Gestalt” Theory and Meaningful Patterns: 
The Organization of Visual Perception 

 Sensory data undergoes an active process of reduction, simplifi cation, addition, 
combination, and organization. For purposes of this discussion, we will include the 
organization of visual perception as our example. 

 Visual data acquisition and processing is not an incoherent data pool but rather a 
meaningful whole, the so-called Gestalt (Wertheimer  1923 ,  1925 ,  1959 ; Metzger 
 2006 ; Eysenck  1942 ; Koehler  1992 ; overview in Hartmann and Poffenberger  2006 ). 
The German word  Gestalt  has no direct translation in English but refers to “the way 
a something has been placed or put together” in an “organized structure.” Common 
translations include “form” and “shape,” but psychologists have always used the 
original term. For Gestalt psychologists,  form  is the most basic unit of perception: 
We do not perceive sensory impressions as fractional particles in disorder, but instead 
as organized coherent patterns, i.e., as a meaningful “Gestalt.” What is “meaningful” 
or relevant for a person is partially predetermined by evolutionary development and 
partially the result of one’s experience and a lifelong learning process. Thus, when 
humans perceive something visually, we always pick out form. The whole of this 
form is more than the sum of its parts; it has meaning. When something is perceived, 
it is fi ltered through our experience and our inborn processing patterns. We attribute 
the meaning of a part within the particular whole in which we think it occurs. This 
fundamental feature of perception is not restricted to the visual mode. 

 Gestalt processing can be “transposed” into novel realms and remains identifi -
able even if crucial parts are altered (Vukovich  2000 ). For example, from the 
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rhythmical beeps of a patient monitor, we “hear” the heartbeat, or we can “see” a 
patient breathing in a colored, bell-shaped form on the display of an anesthesia 
machine. Once we know what to expect, we actually can “see” biological organs 
rather than a mere array of lines on a paper or a monitor. Forming perceptions into 
our Gestalt is the way we organize information. This is the only way we can under-
stand something. When something happens that is outside of the possibility of 
placing it somewhere in our Gestalt, we have great diffi culty understanding or 
retaining it. 

 Perception neither “reveals” objects and events of the physical world nor is there 
an objective reality that we can directly access via our sensory systems. Instead, the 
human brain “constructs” reality by means of a complex interaction of inherited 
neuronal mechanisms and learned processes of pattern recognition. This reconstruc-
tion happens when sensory inputs reach the brain. The result is that an object does 
not have to be completely scanned before it is perceived as a whole. The reason lies 
in the characteristics of Gestalt perception. We receive what “makes sense.” Two 
rules describe salient features of Gestalt perception:

•    While there are a vast variety of theoretically possible interpretations of sensory 
impressions, only a few “Gestalten” (the plural of  Gestalt ) are selected during 
the perceptual process.  

•   The interpretation of sensory impressions tries to form a Gestalt that is “good,” 
i.e., regular, orderly, simplistic, symmetrical, etc. ( Praegnanz ). If the confi gura-
tion of perceived stimuli allows for alternative interpretations, our impression 
will always be the one with a good Gestalt.    

 Human sensory experience is transformed through this constructive activity into 
a meaningful whole. A Gestalt will be formed even when the stimuli are incom-
plete; it will be constructed from whatever information is available. A ticklish 
example of constructing a whole from incomplete information is the neuropsycho-
logical basis for all kinds of optical illusions. From a functional point of view, this 
constructive activity enables a rapid and suffi cient orientation to the external envi-
ronment. An example is the “subjective Necker cube” (Fig.  5.5 ) wherein the impres-
sion of a three-dimensional cube-like object arises as if it’s suspended in space with 
each “corner” of the cube perceived to be in front of a black disk. The tendency to 
build a good Gestalt makes us “see” nonexistent white lines on the white 
background.

   Nearly a century ago, Gestalt theory showed the tendency to interpret a visual 
fi eld or a problem by means of “grouping” similar or proximate objects. The group-
ing of the stimuli and our natural attempts to view the external world as an “orga-
nized whole” follows the laws of organization (Wertheimer  1923 ; Metzger  2006 ), 
with the main factors being the following:

•     Figure and ground : We tend to organize our perceptions by distinguishing 
between a fi gure (important) and a ground (relatively unimportant).  

•    Proximity : Elements tend to be grouped together according to their proximity.  

5.3 “Gestalt” Theory and Meaningful Patterns: The Organization of Visual Perception
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•    Similarity : Items similar in some respect tend to be grouped together. The simi-
larity depends on the perceived relationships of shape, color, size, and brightness 
of the elements.  

•    Closure : Items are grouped together in a way that completes patterns. Missing 
pieces of the total tend to be added through extrapolation in the generative pro-
cess of perception.  

•    Continuity : Figures are perceived as combinations of meaningful lines. If there 
are crossing lines, we perceive them as a pattern of several continuing lines.  

•    Simplicity : Items are organized into simple fi gures according to symmetry, regu-
larity, and smoothness.    

 The laws of organization do not operate independently. They infl uence each 
other so that the fi nal perception is the result of the Gestalt grouping laws acting in 
concert. Gestalt theory applies not only to perception and problem solving but also 
to other aspects of human learning and sense-making. 

5.3.1     Hypothesis-Based Perception 

 There are times when our perceptive power does not recognize an object. When this 
happens, long-term memory takes the incomplete, unfamiliar, or partially obscured 
object and unconsciously begins hypothesis testing as to which object this could be. 
Even the perception of completely presented objects remains incomplete until a 
hypothesis is satisfi ed. This process of unconscious hypothesis testing is called 
hypothesis-based perception (Bruner and Postman  1951 ). The hypothesis with the 
highest probability for success is further pursued (Dörner  1999 ). Through experi-
ence and repetition, some hypotheses are readily available and rapidly tested. Things 

  Fig. 5.5    The subjective 
Necker cube. When 
carefully observing the 
fi gure, the impression of a 
three-dimensional 
cube-like object arises that 
is suspended in space such 
that each “corner” of the 
cube is in front of a black 
“disk.” Depending on the 
observer’s interpretation, 
the cube is either angled to 
the  right upper corner  or 
to the  left lower corner  
(Adapted from Bradley and 
Petry  1977 )       
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we engage with more often are perceived more quickly and accurately. The most 
likely hypothesis, given a certain experience and context, is pursued: An expectation 
is formed about what ought to be seen at a certain point in the visual fi eld, and this 
expectation is then checked. This cycle (unconscious hypothesis generation com-
pared to perceived object) is repeated until a suffi cient number of hits allow for the 
conclusion that the object has been identifi ed correctly. The process is undertaken 
rapidly and terminated even when an object might only have been scanned in part. 
The missing parts are added to the picture – in a way estimated or imagined. 
Expectations are a powerful drive of human perception and most of the time expec-
tations are fulfi lled. We normally see what we subconsciously want to see or are 
used to seeing, and we hear what we expect to hear. For example, errors frequently 
occur when a doctor verbally orders a different but similar-sounding drug and the 
nurse “hears” the expected (but wrong) drug simply because that’s what the nurse 
expected to hear. 

 Once a hypothesis has been advanced and a perception affi rmed, it takes a very 
deliberate and conscious effort to  re evaluate the underlying data; strive for a new, 
more accurate interpretation; then attempt see or hear differently than the fi rst satis-
fi ed hypothesis.  

5.3.2     Hypotheses Are Knowledge Dependent 

 The hypotheses that guide the process of perception are based mainly upon knowl-
edge and its components with a strong bias toward previous experience. Common 
objects are more rapidly identifi ed than unknown ones; a familiar sight is more 
readily recognized than an unfamiliar one. For example, due to his clinical experi-
ence, the anesthetist in this chapter’s case study rapidly detected the patient’s cya-
nosis and interpreted it as a clinical sign of insuffi cient spontaneous breathing. A 
layperson would have seen nothing but a dark-blue face. In addition to knowledge 
based on experience, logical reasoning generates hypotheses to guide perception. 
Sometimes only explicit knowledge about what is to be expected comprises what is 
actually “seen” (Fig.  5.6 ).

   The mechanism of hypothesis-based perception accepts errors as tradeoff for 
speed and effortlessness. A multitude of optical illusions readily underscores the 
fact that our perceptive system can be easily fooled. Nonetheless, the phrase 
“likely things are likely to happen” is a mostly useful rule for diagnosing com-
mon medical problems; it is also the selection rule that our cognitive system 
naturally applies. From an evolutionary point of view, the ability to rapidly pro-
duce workable patterns that serve to understand the environment has advanta-
geous compared to having to scan every aspect of situation, consciously fi lter 
important from unimportant information and then test multiple hypotheses for 
what is perceived. Using patterns as solid evidence and rapidly organizing patters 
to perceive is far quicker and requires considerably less mental effort. Our 
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cognitive default mode of an expectation-based perception can only be altered by 
a comparatively slow and ponderous endeavor at conscious attention control 
(Chap.   8    ). It will always take a conscious effort to question present assumptions 
and to scrutinize what seems obvious. The unexpected cyanosis was an external 
trigger for the anesthetist to redirect attention to the perceived breathing patient 
even though there was data that proved a lack of breathing. Errors rooted in 
expectation-based perception can often be detected by team members because 
their differing individual experiences predispose them to divergent expectations 
and perceptions. 

 The mechanism of hypothesis-based perception also explains why medication 
errors have a tendency to occur during emergent, critical situations. Time pressure 
reduces the interval for hypotheses to be accepted. Thus, an insuffi cient number of 
hypotheses are considered, or the decision-maker is more likely to estimate or imag-
ine information that is not there. For example, consider a crisis situation where 
ampules of potent drugs that have a similar appearance have been placed on an 
anesthesia cart. It is quite plausible for the anesthesiologist to take the drug from its 
expected place without a second look at the label. Because stress impairs conscious 
action control (to do things like cross monitoring by a teammate or double checking 
that the drug is correct), the mistake may go unnoticed with potentially disastrous 
consequences for the patient. Recently the pharmaceutical industry has come to 
recognize the importance of packaging medications to help facilitate rapid identifi -
cation and discrimination between drugs used in operating rooms. For years 

  Fig. 5.6    Example for a hypothesis-based perception: Bev Doolittle’s painting “The Woods Have 
Many Faces” (1985). At fi rst, the trees and rock formations are seen as trees and rocks; however, 
as soon as people are told to look for faces, the individual elements of the picture are reinterpreted 
differently. A total of 13 faces are “hidden” in the picture       
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powerful muscle relaxants such as vecuronium vials were packaged similarly to 
those of heparin or antibiotics (Fig.  5.7 ).

   The laws of Gestalt, however, are not only useful in explaining action errors. 
From the knowledge of the laws of Gestalt, human factor considerations can be 
brought into the design of healthcare environments, e.g., information can be dis-
played more legibly, vials may be have more distinctive shapes and colors, etc. This 
approach would be in accordance with basic tenets of human factors engineering.   

5.4     Recognition and Creating Meaning 

 In the third step of the perception process, visual patterns are identifi ed and inter-
preted, i.e., they are given meaning. Sensory data is selected, processed, and then 
identifi ed by comparing it with meaningful chunks stored in long-term memory, 
so-called schemata, and thus classifi ed into recognizable things or sounds. If a per-
son experiences something familiar, the perception is named. At this level, percep-
tion receives its meaning and is placed into a broader context. For example, a visual 
 stimulus displayed as a particular capnography curve on a monitor provokes the 
thought that “this patient is breathing spontaneously” (Fig.  5.1 ). Only after this last 
step takes place, after the information has been selected and processed does percep-
tion enter consciousness for the fi rst time. Despite the multilevel processing of sen-
sory data at the subconscious level, perception appears to be objective and capturing 
mere facts. In other words, we believe that what we see, hear, and feel is reality. 
Because perception feels so completely real, it is counterintuitive for us to question 

  Fig. 5.7    Similarly 
appearing ampules stored 
close together in a 
medication cart combined 
with faulty drug identity 
checking can lead to 
serious medication errors. 
An example is the swap of 
vials of cefazolin (an 
antibiotic) with 
vecuronium (a long-acting 
paralytic agent) caused 
unexplained apnea during 
general anesthesia (AHRQ 
 2003 )       
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it. This powerful sense of perceiving objective reality makes it diffi cult for clini-
cians to apply knowledge about the inherent weakness and fallibility of sensory 
impressions to care of patients. 

5.4.1     That’s So Typical! Expectancies 

 The identifi cation and categorization of perceived data is substantially assisted by 
mental precepts and expectancies (mind sets). Because some perceptions are more 
likely to occur within a certain context, they are neuronally preactivated. “More 
likely” means in this context that in one’s personal experience a certain perception 
has occurred more often in combination with a corresponding sensory impression 
and therefore has been typical up to now. For instance, a patient’s dark-blue face 
during emergence from anesthesia is more likely to be a sign of inadequate ventila-
tion than the result of either venous congestion or of intravenous methylene blue. 
Thanks to neuronal preactivation, recognition and identifi cation become faster and 
show less error. However, unexpected information has to be looked at and consid-
ered longer and in greater detail before it can be recognized accurately. 

 Because preactivation is an experience-dependent phenomenon, experience and 
knowledge defi ne what is more or less probable in a certain situation. There is dan-
ger, however, if past experiences are the main interpretative frame for new sensory 
information because then we may see what we have always seen. It becomes virtu-
ally impossible to “think outside the box” of our initial and ongoing perception. 
Another way of saying this is that we might only see what we want to see. Because 
motivational forces (e.g., needs) are a potent trigger for preactivation (Dörner 
 1999 ), humans tend to select and interpret sensory information in a way that enables 
them to have their needs met. If an anesthesiologist wants to extubate a patient as 
quickly as possible because dinner is waiting at home or because it is 2:00 a.m. and 
driven to get some bed rest, then interpretation of the capnography curve is more 
likely to be interpreted as a sign of suffi cient spontaneous breathing.   

5.5     Perception and Emotion 

 Perception of events in critical situations is not restricted to cognitive aspects and is 
always accompanied by emotions (Scherer and Ekman  1984 ). When people are 
exposed to environmental changes, a “holistic” emotional assessment of the situa-
tion on the basis of previous perceptions will take place – even if the results of this 
assessment do not surface to conscious processing (Chaps.   4     and   8    ). Instead, emo-
tions are often quite vague. People usually have diffi culty recognizing and articulat-
ing them. Because emotions arise in a subconscious perceptive process, they are 
diffi cult to analyze on a rational basis. Nonetheless, they are based on perceptions 
and therefore should be taken seriously. Like the old adage, “Where there’s smoke, 
there’s fi re,” emotions tend to be like “smoke” for a fi re that is burning beyond 
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conscious perception. To have an “uneasy” feeling very often means that something 
is amiss. That is why clinicians are often advised that an uneasy feeling is always 
worth refl ecting upon to better understand why the uneasiness is present. Emotionally 
driven perceptions are integrated into judgments when making decisions in critical 
situations, We will get back to this issue in Chaps.   6     and   10    .  

5.6     Tips for Clinical Practice 

 The following are tips for clinical practice:

•    Perception is always subjective. It’s best to rely on four eyes rather than two eyes 
if the matter is of importance.  

•   Always be prepared to learn that your perception might actually be deceiving 
you. Increase the level of resolution in critical situations; it is better to look twice 
and pay close attention so that you are more likely to discover errors.  

•   Perception is guided by expectations. Be aware of your expectations and ques-
tion your decisions. This will enable you to have a less biased approach to a 
situation.  

•   Emotionally colored judgments and perceptions play an important role in acute 
care decision-making. Anticipate their infl uence!  

•   Emotions tend to be like “smoke for a fi re” that is burning beyond conscious 
perception. To have an “uneasy” feeling very often means that something is 
amiss. While experiencing an uneasy feeling, it is always worthwhile to refl ect 
upon why this feeling arose under these particular circumstances.  

•   Use as many sensory modalities as possible. If you want to get a precise picture 
of the situation –  hear ,  see ,  smell , and  feel  how the patient is doing.     

5.7     “Perception” in a Nutshell 

 In summary, the following principles can be derived. Remember, even though much 
of this chapter used visual or auditory perception as examples, these principles 
apply to all levels of perception:

•    Perception is the process by which sensory information is integrated with previ-
ously learned information and other sensory inputs. Integration enables us to 
make judgments about the quality, intensity, and relevance of what is being 
sensed.  

•   Perception enables us to orient and act within our environment. Perception does 
not result in objective truth, but the perceptive process is oriented to practical 
results.  

5.7 “Perception” in a Nutshell
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•   We construct a whole picture from incomplete perceived sensory impressions. 
This ability is normal and under most circumstances allows us to act 
effectively.  

•   Perception happens in three consecutive and interrelated steps:
    1.    Processing of sensory stimuli in the sense organs   
   2.    Organization of perception (Gestalt perception and meaningful patterns)   
   3.    Recognition and assignment of meaning      

•   These three processes infl uence each other and are dependent on our cumulative 
knowledge and experience.  

•   Perception is limited by absolute and relative thresholds. Some thresholds are 
biologically determined; some can be infl uenced by motivation and conscious 
control of attention.  

•   Perception is hypothesis based. Expectancies strongly infl uence whether a 
hypothesis is accepted as truth and can foreshorten the process of a complete 
scan of the environment.  

•   The underlying hypotheses are based on previous experience and motivation.  
•   Our cognition does not distinguish between real and constructed data.  
•   Perception is not precise. Because it is hypothesis based, perception is especially 

error prone when effi ciency and speed are needed.        
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  6      Information Processing and Mental 
Models: World Views                     

 Case Study 
 At 10:35 in the morning, two ambulances are sent to the site of a rural two-car 
traffi c accident. The fi rst unit that arrives at the scene confi rms that two cars 
are involved and three people have been injured. According to eyewitnesses, 
the driver of one of the cars lost control of his vehicle, and the two cars had a 
head-on collision. The two occupants of the second vehicle have only minor 
injuries, but the driver who caused the accident is comatose. After assessment 
and triage, the second EMS team focuses on the two mildly injured occupants, 
one of whom is complaining of paresthesia, likely secondary to a whiplash 
injury. The unconscious victim is rescued from his vehicle and transferred to 
the ambulance by the fi rst team. He receives oxygen via face mask and two 
large-bore intravenous lines are inserted. A normal blood sugar fi nger stick 
rules out hypoglycemia as a cause for the unconsciousness. Volume resuscita-
tion is started and the patient is intubated. As the victim shows no external 
injuries, the working diagnosis at this point includes deceleration injury with 
severe internal bleeding, injuries to major intra-abdominal organs, and severe 
head injury. After 2,000 ml of crystalloid solution is infused without any 
effect on the arterial blood pressure, an epinephrine drip is started. The jugu-
lar veins are noted as markedly distended which suggests the possibility of a 
pneumothorax. However, chest auscultation reveals bilateral breath sounds, 
and chest palpation shows no rib fractures or subcutaneous emphysema. Thus, 
the diagnosis of pneumothorax is ruled out. On arrival at the emergency 
department, the patient continues to be hemodynamically unstable. An ultra-
sound scan shows no intra-abdominal organ injuries or free intraperitoneal 
fl uid. The chest X-ray reveals adequately ventilated lungs, marked perihilar 
congestion, normal aortic arch, and signifi cantly enlarged cardiac silhouette. 
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           A team of paramedics is confronted with a routine call: a motor vehicle accident 
(MVA) with two lightly injured patients and one severely injured patient. The medi-
cal treatment of the patient with clinical signs of volume depletion is routine: oxy-
gen via face mask, the placement of several large-bore IV lines, and volume 
resuscitation. This emergency situation featured some noteworthy exceptions from 
“the routine MVA” that were not realized by the EMTs or the physician: neither the 
unclear circumstances of how the accident happened nor the missing signs of injury 
nor the sternotomy scar that could indicate previous cardiac surgery received atten-
tion. The initial assumption of volume loss as the reason for the arterial hypotension 
was never questioned. A non-trauma cause, such as an acute myocardial infarction, 
was not considered. Available information was not searched nor taken into account 
during the entire operation. 

 This “blindness to the obvious” is not an unusual phenomenon in clinical medicine. 
How can it be explained that the physician was unable to see that the external circum-
stances of the accident could be interpreted quite differently? The answer is that in that 
moment, her evaluation of the situation and the resulting actions made sense. If it did 
not make sense, she would have chosen a different strategy. But how did she reach her 
decision and why did it remain unaffected by confl icting information for such a long 
time? These questions lead us to the core of human information processing. 

 Human thinking processes information presented by perception and memory 
(Chaps.   4     and   5    ). However, memory items – our knowledge – are not available in the 
same way as information contained on a computer’s hard disk. The selection of rel-
evant memory contents underlies the same principles as perception. Items are clas-
sifi ed as “relevant” and thus are more easily and quickly retrieved from memory if:

•    They are common.  
•   They meet expectations and therefore are preactivated.  
•   They are important.  
•   They have a strong emotional component.  
•   They are related in some way to other activated items (associative retrieval).    

 Thus, selectivity consists primarily in its accessibility, in the ease with which 
information comes to the mind. Accessibility therefore determines to a high degree 
what decisions are made: Easily accessible information is considered, whereas 
information that does not come to mind easily and immediately tends to remain 
inactive. Unfortunately, the most accessible memory items are not necessarily the 
most relevant ones for making a good clinical decision (Kahneman  2003 ). 

Up to this point, 3,500 ml of crystalloid solution has been infused, and the rate 
of the epinephrine drip has reached 5 mg per hour. A transesophageal echo-
cardiography is performed revealing a dilated left ventricle with severe infe-
rior and apical akinesia. The patient dies shortly after admission to the ICU as 
a result of severe cardiogenic shock. 
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 Conscious thought processes, such as judgment, planning, generation of anal-
ogies, or prognostic statements about the anticipated development of events, are 
based on a multitude of subconscious information processing steps. In this 
respect, thinking is analogous to perception, in which a multitude of subcon-
scious processes precede conscious perception. Basic cognitive processes that 
run on the basis of memory architecture are as follows (Lompscher  1972 ; Selz 
 1913 ):

•    Identifi cation and classifi cation of objects and events  
•   Assessment  
•   Association  
•   Linking  
•   Imagination    

 From the memory retrieval conditions mentioned above and our basic cognitive 
processes, fundamental principles of information processing can be deduced. These 
principles explain both the incredible performance of human cognition and some of 
the roots of our errors in thinking. 

6.1     The Organization of Knowledge: Schemata 
and Mental Models 

 All human knowledge – sensory, procedural, and conceptual knowledge – can be 
characterized as a network of sensory and motor schemata and of the concepts of 
language (Chap.   4    ). Schemata are chunks of information, “knowledge packages,” 
encoding either generic concepts (e.g., “everything that is needed for starting an IV 
line”) or familiar episodes or scenarios (“how to puncture a peripheral vein”), also 
known as  scripts  (Schank and Abelson  1977 ). Schemata exhibit the following fun-
damental aspects (Bartlett  1932 ; Anderson  1983 ):

•    They are unconscious mental structures. People are unaware of the fact that both 
the encoding and storage of information, as well as recall and perception, are 
guided by meaningful high-level knowledge structures and not by atomistic bits 
of information.  

•   High-level knowledge structures are composed of knowledge and past experi-
ences. People try to integrate new material into established knowledge struc-
tures; thus, we tend to recognize and classify items similar to what we have 
already experienced. On the other hand, it is diffi cult or impossible for us to 
recognize and classify items that we cannot fi t into our knowledge structure.  

•   Schemata are stored in a hierarchical system with primary rules for solving prob-
lems on the top and secondary rules and exceptions to the rules further down in 
the hierarchy. Whereas novices have only a limited number of schemata, mostly 
of primary rules, the expert problem solver has stored a multitude of secondary 
rules and exceptions along with the primary rules.  

6.1 The Organization of Knowledge: Schemata and Mental Models
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•   Recall of long-term memory actively reconstructs past experiences. Biases in 
remembering are normal because people tend to interpret presented data in keep-
ing with their own expectations and established habits of thought.  

•   The recall of schemata follows the principle of economy, which attempts to 
achieve its goal with the least possible effort.  

•   This law of economy can actively be overcome by conscious effort and invest-
ment of time, both of which are scarce resources in an emergency situation.  

•   What makes a schema strong is how recently and how frequently it has been 
used.    

 The fact that the regularities of the world are organized in our internal represen-
tation of the world as schemata explains the inferential and interpretative function 
of human cognition. It goes beyond the given information. For example, “induction 
of anesthesia” data can be:

•    Identifi ed and assessed (“the patient has lost consciousness and can be ventilated 
by mask. Everything goes as intended”)  

•   Explained (“unconsciousness is the effect of thiopental”)  
•   Predicted (“once thiopental is injected, the patient will become unconscious”)    

 The entirety of the schemata referring to a certain area of reality is called a men-
tal model (Johnson-Laird  1983 ). Behind this term stands a picture of the situation 
based on our experience – a model of a part of the world is represented in our mind. 
Because mental models organize knowledge in a stable and predictable way, they 
provide a basis for planned actions. Extensive work in naturalistic decision-making 
has confi rmed that expert individuals rapidly analyze situations by pattern matching 
against their mental library of prior experience (Klein  1992 ). A main characteristic 
of these mental libraries is that information has been contextualized and given 
meaning. In other words, “knowledge books” in memory are always stored together 
with the experiential context and with the meaning we gave them. Therefore, knowl-
edge is readily accessed if the current context resembles the original context. A 
problem arises when people use knowledge stored in memory from a particular 
context that may be inappropriate for the current situation. This happens especially 
under the pressures of stress and time, both of which impede reassessment of the 
situation, as seen in the vignette. 

 Because mental models contain knowledge derived from past personal interac-
tions with the world, they will always differ between people. In an emergency situ-
ation, this requires communication as a means of aligning the mental models of 
each team member. If this is not accomplished, the odds are high that every team 
member will think and act in different ways (Chap.   11    ). 

 Whenever possible, new information is added to preexisting mental models, i.e., 
in this way new information is assimilated. Learning in this case means that mental 
models are enlarged without the need of a structural change. Arterial hypotension in 
relation to a traffi c accident “fi ts” into the basic model of “volume depletion.” Once 
this model is activated and found acceptable, new information that cannot be inte-
grated into the existing modeling information has a strong likelihood of being not 
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perceived or rejected. Mental models have to be rearranged and have to undergo a 
structural change to fi t the new circumstances ( accommodation ; Piaget et al.  1985 ). 
Because humans are creatures of habit and have a strong propensity to maintain 
existing mental models, rearranging and changing a mental model are unlikely 
without a strong stimulus to change. And while under stress, we are even more 
likely to ignore information contrary to our mental model rather than change our 
image of the world.  

6.2     Information Processing: Head or Gut 

6.2.1     Dual-Process Theory 

 The fact that humans are creatures of habit is well illustrated in the way the emer-
gency physician treated the trauma patient. She had experienced situations like this 
one many times before which made for a confi dent on-the-spot diagnosis. The phy-
sician perceived and developed a mental model that the trauma patient suffered 
from hemorrhagic shock as a result of internal bleeding and experience had taught 
this physician that aggressive volume therapy always helped. Her decision was 
nearly instant and led almost automatically to her therapeutic decision. Because 
congested jugular veins can be seen in trauma patients under certain circumstances 
(e.g., when the patient suffers from a tension pneumothorax) and because she could 
resort to a familiar procedure to fi x the cause (the insertion of a chest tube), the 
physician did not see any reason to question her current mental model and to reeval-
uate facts and options. It was only in hindsight that she realized that she had com-
mitted herself to the incorrect diagnosis and wished she had used a more deliberate 
and controlled strategy that might have led to different results. 

 The vignette illustrates alternative modes for solving diagnostic problems. One 
process is unconscious, rapid, and automatic. It runs effi ciently and when used by 
an experienced clinician is most often correct, or at least nearly correct. The other 
process is characterized as conscious, slow, and sequential in nature. It permits 
abstract reasoning and hypothetical thinking. In the mind of a highly experienced 
clinician, it uses a large library of memories and schemata and is limited mostly by 
working memory capacity. Although the idea of two distinct kinds of reasoning has 
been around since psychologists have written about human thought, only in recent 
years have cognitive scientists proposed two separate cognitive systems, namely, 
“two minds in one brain” (Evans  2008 ) with properties of both decision-making 
coexisting (Table  6.1 ). According to this view, humans can access both types of 
reasoning within our cognitive system. The “dual-processing” model of decision- 
making has gained widespread acceptance in cognitive sciences (for an overview, 
see Evans ( 2008 ), Evans and Stanovich ( 2013 )) and has rendered reasoning inde-
pendent from working memory capacity.

   Research on naturalistic decision-making, such as recognition-primed decision- 
making (Klein  1998 ), shows that experts make decisions using both systems. In 
routine situations and common emergencies, decision-makers size up the situation 
and quickly recognize which actions make the most sense (System 1). Thus, by 
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relying on their holistic assessment of the situation and the available options, experts 
actually don’t consciously think when they decide – they “just do what is right.” 
Numerous publications found for general audiences often describe this as “gut feel-
ings” or “intuition” (e.g., Klein  2004 ; Gladwell  2005 ; Gigerenzer  2008 ; Kahneman 
 2012 ; Chap.   4    ). 

 However, when unfamiliar or unusually complex elements arise, System 2 tends 
to exert oversight on automatic decisions drawn from System 1 and allows abstract 
reasoning to enter conscious thought. Selection among choices can be considered 
using mental simulation of the future. Even highly experienced experts cannot rely 
solely on effi cient, unconscious decision-making; on occasion, a situation demands 
conscious thinking to achieve a “good decision.” 

 Crucial for the understanding of the two process modes seems to be the fact that 
the intuitive processes (“System 1”) consist of numerous neural networks located in 
the evolutionarily older parts of the brain that support rapid parallel processing of 
information. Analytical thinking on the other hand is linked to deliberate activation of 
the cortex and is limited to processing one information strand at a time (“System 2”). 

 System 2 processes take place under conditions where people have greater avail-
ability of resources (e.g., time or information). Decisions made under these circum-
stances tend to be more rational, can be verbalized, and often result in robust 
decisions. However, System 2 processes do not guarantee right decisions because 
knowledge may be missing or incomplete and the rules used for reasoning may be 
wrong. System 2 is the part of our reasoning faculties that becomes increasingly 
competent as we mature, socialize, and go through formal training. It is refi ned by 
training in critical thinking and logical reasoning (Croskerry  2009 ; Fig.  6.1 ). System 
1 responses occur through prior System 2 learning; repetitive processing of clinical 

   Table 6.1    Distinction between cognitive processes attributed to two differing systems by dual- 
process theories. The bipartite division of cognitive processes has been corroborated by many 
research groups   

 System 1  System 2 

 Unconscious  Conscious 

 Intuitive  Analytic 

 Automatic  Controlled 

 Implicit, tacit  Explicit 

 “Gut feeling”  Rational 

 Rapid  Slow 

 High capacity  Low capacity 

 Low effort  High effort 

 Parallel  Sequential 

 Holistic  Rule based 

 Contextualized  Abstract 

 Domain specifi c  Domain general 

 Nonverbal  Linked to language 

 Independent of working memory  Limited by working memory 

 Evolutionarily old  Evolutionarily new 
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presentations and problems by System 2 can eventually lead to a System 1 response. 
When reasoning falls into System 1, experts fi nd it diffi cult to verbalize their 
decision- making; they simply do the right thing.  

6.2.2     System 1 Processes and Heuristics 

 The power of  System 1 processes  lies in the fact that they function autonomously and 
require almost no precious cognitive resources. Perception is holistic and includes 
 Gestalt  and emotion (Chap.   5    ). Actions are triggered associatively. It is a rule of 
thumb among cognitive psychologists that we spend about 95 % of our time in the 
intuitive mode of System 1 processes. System 1 is preferred because it saves time and 
effort. It corresponds to the “principle of economy” (see below). The emergency phy-
sician from the vignette illustrates this fact: The trauma patient with his livid skin 
color in combination with missing visible chest excursions is automatically “seen” as 
being in a state of respiratory arrest. Bag-mask ventilation is started. Decades of clini-
cal experience have brought her to the point where she no longer needs to think about 

  Fig. 6.1    Model for diagnostic reasoning based on pattern-recognition and dual-process theory. 
The model is linear, running from left to right. The initial presentation of illness is either recog-
nized or not by the observer. If it is recognized, the parallel, fast, automatic processes of System 1 
engage; if it is not recognized, the slower, analytical processes of System 2 engage instead. 
Determinants of System 1 and 2 processes are shown in  dotted - line boxes . Repetitive processing in 
System 2 leads to recognition and default to System 1 processing. Either system may override the 
other. Both system outputs pass into a calibrator in which interaction may or may not occur to 
produce the fi nal diagnosis (With permission from Croskerry  2009 )       
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what to do; the blue face triggered immediate action. This intuitive approach to deci-
sion-making is also called a  heuristic , a term of Greek origin meaning “serving to fi nd 
out or discover.” A heuristic is a strategy that is initiated with partial information with 
rapid decision-making as one of its goal. Heuristics are an adaptive mechanism that 
provides signifi cant effort reduction – the abovementioned “principle of economy” – 
by examining fewer cues, simplifying the weighting of cues, integrating less informa-
tion, and examining fewer alternatives (Gigerenzer and Gaissmaier  2011 ). 

 Heuristics are intuitive, nonverbal “procedures for fi nding solutions.” They are 
unconscious. Sometimes they can be inhibited by analytical reasoning. Heuristics 
are not the same as clinical rules of thumb (e.g., “treat fi rst what kills fi rst”; “if in 
doubt, take it out”) – these also help to fi nd solutions more rapidly, but they are 
explicitly taught and remembered. 

 Heuristics are ubiquitous in everyday life and mostly lead to satisfactory results. 
Heuristics that do not serve us well are dropped or altered. The use of a heuristic 
implies that a person has repeatedly experienced its validity and success of the 
resulting decisional pattern in a particular set of perceived circumstances. Heuristics 
are dependent on contextual cues, but the contextual cues need to be only approxi-
mately perceived correctly. If, however, the wrong heuristic is chosen or the envi-
ronment is perceived incorrectly, the result could be an ineffective or dangerous 
strategy. Whenever people fi nd themselves in a familiar context, perceptual analysis 
can effortlessly occur without deliberate intention or awareness and lead to judg-
ment and action; decisions and actions are recognition primed (Klein  1992 ). 
Heuristics as fast-and-frugal pattern-recognition strategies are inherently neither 
good nor bad. The price people have to pay for the relatively easy, speedy, and pre-
dominantly correct decision-making is our inclination not to verify the data or the 
decision. Deviations from rationality and the infl uence of emotions go undetected. 
This phenomena are called “cognitive bias” wherein we are inclined to make a par-
ticular decision and action and tend to accept and defend our current thinking. A 
bias has a negative connotation; “cognitive disposition to respond” and “affective 
disposition to respond” have been proposed as alternative terms (Croskerry  2009 ). 

 Fortunately, System 2 can verify the content of System 1 decisions by exerting 
an executive function to override the output of System 1 when necessary. In this way 
unexamined intuitive judgments can be submitted to verifi cation. This decoupling 
step serves humans well because taking immediate action on fi rst impressions can 
sometimes prove catastrophic. The override function of System 2 is a critical feature 
of cognitive and affective de-biasing (Chap.   10    ).   

6.3     Are We Too Lazy to Think? Economy, Competence, 
and Safety 

 Sometimes errors originate from faulty or inadequate knowledge or from an inade-
quate application of correct knowledge (Chap.   3    ). Most of the time, however, errors 
in decision-making appear to originate in the fast, intuitive processes of System 1 
which contribute to systematic deviations from rational decisions (“errors of judg-
ment” in popular science; e.g., Dobelli  2013 ; Croskerry  2008 ). Underlying the 
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descriptive literature are three principles: protecting resources, maintaining a feel-
ing of competency, and searching for order (Fig.  6.2 ).

6.3.1        Too Lazy to Think: Resource Protection 

 Conscious thinking (System 2 processes), the tool we need to deal with unknown 
realities, functions slowly and is limited by working memory. It competes with other 
stimuli for perceiving, processing, and deciding and uses our limited short- term and 
working memory resources. Because System 2 requires a great deal of our limited 
capacity, we tend to avoid conscious thinking and therefore naturally take shortcuts 
by relying on automated cognition or emotion-based decision-making. Many fail-
ings in our thought process are an expression of our tendency to economize. Most of 
our decisions in everyday life integrate the principle of economy, and the results are 
satisfactory. Since we are drawn to the principle of economy, we sometimes think we 
already know something, and we restrict our data gathering and hypothesis genera-
tion and testing; it is “business as usual.” The same is true for emergency situations: 
A traffi c accident then becomes another one of “these motor vehicle accidents,” and 
arterial hypotension must be caused by volume depletion – as it has been so many 
times before. What people perceive and think is greatly infl uenced by what they 
already know and therefore expect. Using the System 1 approach, only part of the 
situation is actually scanned and assessed. If it fi ts or closely fi ts into an existing 
mental model, the gaps are effi ciently completed by existing knowledge. This prin-
ciple of completion leads to a highly economical application of thinking, and most of 
the time, the results are satisfactory. On the other hand, errors can occur when (a) our 
knowledge is not consistent with reality because it is wrong, or (b) the matching with 
reality is too superfi cial, so things are different than they seem to be at fi rst glance. 

 Another way of protecting cognitive resources is the emotional mode of infor-
mation processing ( affect heuristic , Slovic et al.  2002 ). From an evolutionary per-
spective, it proved advantageous to use rapid and unconscious judgment to make 
a decision about whether or not to approach an object by asking a simply, binary 
question: Does this object give me a good or bad feeling? As a result, reliance on 
effi cient thinking became hardwired. While on many occasions, it saved the life of 
our ancestors, we also acquired biases toward our fi rst decision and therefore may 
limit additional information processing, judgment, reasoning, and decision-making. 

  Fig. 6.2    Three basic 
factors that infl uence each 
other in the construction of 
mental models       
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 In everyday life, this mode of behavior is the mostly useful for successful action. 
It is a strategy that needs only a limited amount of information, leads to good results, 
and is effective nearly all the time (Hertwig and Todd  2001 ; Gigerenzer  2000 ). 
However, once stress or emotional pressure increases, the principle of economy 
starts to become even more important (remember, long ago it was often a life or 
death situation), and we subconsciously allow effi ciency and quickness to take more 
important roles than usual. When this happens, the agreement of the mental model 
with reality tends to become even more superfi cial, and the probability for errors, 
such as overlooking and confusing, increases (Chap.   9    ).  

6.3.2     Beware of Drowning! Guarding the Feeling of Competence 

 In order to be able to act effi ciently, people need a stable mental model to explain 
the current situation. This is best achieved by constructing and then using an image 
of reality as long as it seems plausible. While this picture is in place, present assump-
tions do not have to be questioned, and the course of action can remain unaltered. 
So, “my mental model is wrong” means “I have to think anew before I can act.” 
However, the notion of “not knowing” also has direct impact on one’s feeling of 
competence. Most human beings prefer not to be confronted with errors or unex-
pected changes in situation. Instead, we prefer to maintain our mental models as one 
way to guard our feeling of competence (Dörner  1996 ). 

 This strong tendency to guard one’s feeling of competence not only explains the 
stability of mental models but also accounts for the form they tend to take: straight-
forward and simple models. Strong mental models create a feeling of safety and 
personal intelligence, whereas complex and differentiated explanations that don’t fi t 
our mental model raise doubt and increase insecurity. Therefore, whenever possible, 
people tend to simplify complex and opaque situations and focus on the predominant 
problem (Dörner  1996 ). To a certain extent, this approach to constructing reality 
makes complete sense because if someone considers himself to be incapable of act-
ing they will hardly act. The motivation to protect one’s feeling of competence is an 
important part of our internal regulation. However, in the attempt to maintain confi -
dence in one’s competence in problem solving, people tend to do the following:

•    Fail to take notice of data that indicates they are wrong (“fi xation error”).  
•   Fail to adequately consider the meaning of developments and long-term conse-

quences of actions during a critical situation. Subjects prefer to attend to a single 
problem  they have  rather than bother about possible problems they do  not yet 
have  (“predominance of current problems”).  

•   Fall short of checking the effects of their actions and therefore act “unreason-
ably” and often end up losing control of the course of events (“ballistic action,” 
Dörner  1996 ).    

 In critical situations the urge to guard the feeling of competence can become the 
dominant motive for action. “Saving face” unconsciously may become more impor-
tant than saving a patient’s life; adequate treatment of the patient’s medical problem 
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becomes secondary to the control of one’s own feelings. When this happens, we 
hardly ever notice it. Observers or team members may observe what seems to be irra-
tional or “egotistical” action on the part of the decision-maker, but the decision- maker 
is typically unaware of the motive to save face. In the mind of the decision- maker, the 
perception of events and subsequent actions to care for the patient make sense. 

 Self-refl ective examination and critique of one’s way of acting are essential 
means of preventing the need for a feeling of competence to predominate. 
Unfortunately, self-refl ection in these situations is often overlooked.  

6.3.3     Certainty and Order: The Avoidance of Ambiguity 

 Mental models give structure to the world by merging similar experiences and 
ascribing signifi cance to perceived data. In this way, we create a consistent image of 
reality. Mental models tend to be cohesive and stable. When a mental model is 
robust in that it has served us well through a variety of situations, we learn that it 
enables us to explain the present and to extrapolate into the future. For this reason, 
people tend to strive for clarity and avoid ambiguity and uncertainty whenever pos-
sible ( ambiguity aversion , Camerer and Weber  1992 ; Heath and Tversky  1991 ; 
Curley et al.  1986 ). 

 Structure and order provide a feeling of certainty. It is also important for memory 
and cognitive processes. Structure is a central feature because structured data can be 
more readily memorized and retrieved. When we are asked to process a great 
amount of data, we can only be effi cient if these data are somehow structured. 
Thinking, therefore, can be described as a process whereby we give structure to our 
environment (Selz  1913 ). In an acute care setting, this need for a structure in think-
ing becomes most obvious in the search for an unambiguous diagnosis. In the mind 
of the physician, eliminating ambiguity and striving for clarity of thinking clear the 
way for decisive action and the best treatment of the patient.   

6.4     Wishful Thinking and Reality: Distortion of Information 

 In the effort not to question our knowledge, we subconsciously tend to shape infor-
mation until it fi ts our mental model of the situation. Shaping the information is 
subject to confi rmation bias and distortion and may truncate data acquisition 
(Fig.  6.3 ). All these very human tendencies can lead to an incorrect mental model 
and the wrong actions for the patient. 

6.4.1     Biased Search for Information 

 We tend to seek pieces of information that reinforce present knowledge or hypoth-
eses ( confi rmation bias , Kahneman et al.  1982 ). To offset confi rmation bias, data 
that could raise doubts about present assumptions have to be presented with more 
emphasis than those that reaffi rm the prevailing mental model. For instance, if 
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someone had mentioned to the EMS team that the patient had complained about 
retrosternal burning pain prior to the accident, the fi eld diagnosis most probably 
would have been different. But without early external prompting, it is natural for 
people not to actively search for information that contradicts the present assump-
tion. The EMS team was no exception to this rule. The only way to avoid this wrong 
mental model from becoming entrenched is to hold a deep-rooted skepticism about 
the appropriateness of any initial diagnosis. During a crisis, a good rule to live by 
is that the odds are high that information has been overlooked; things are not per-
ceived correctly at fi rst; and care is not going as well as it should.  

6.4.2     Distortion and Suppression 

 If critical situations are experienced as a threat to one’s feeling of competence, then 
the need to maintain the current mental model can become practically overwhelm-
ing. In this context, ambiguous information is reinterpreted in a way that corrobo-
rates present knowledge. This phenomenon can be so intense that people might no 
longer hear or see new or contradictory information.  

6.4.3     Limited Acquisition of Information 

 The guarding of a feeling of competence is one reason why an inadequate model of 
reality is held. Another reason for an inadequate mental model is the way informa-
tion management is handled. The abundance, interrelatedness, ambiguity, and 
uncertainty of perceptual data (Chap.   2    ) jointly create a situation of excessive 
demand for the cognitive system. Once we reach the limits of our cognitive 

  Fig. 6.3    Distortion of information leads to inadequate mental models       
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capacity, we will solve the overwhelming problem by reducing information acquisi-
tion. Decisions are then based on an insuffi cient amount of data and therefore result 
in incorrect diagnosis. When new information is no longer being acquired, it is 
highly likely that a decision will not be reevaluated until the cognitive load is 
reduced and new data is considered.   

6.5     Filling in the Blanks: Inadequate Mental Models 

 Resource protection, the guarding of a feeling of competence, and the avoidance 
of ambiguity are responsible for many mistakes. Other mistakes occur because 
we often base decisions on handling probabilities and frequencies. This approach, 
called “frequency gambling,” occurs when a decision-maker sees a situation that 
looks like something they’ve seen before and acts according to what they’ve done 
in the past. Decisions based on probabilities are often correct, but sometimes they 
are not. A common problem of an inadequate mental model, whether it be from 
frequency gambling or another factor, is that one’s mental model does not corre-
late with reality. If one is able to collect and process more data, decision-making 
is likely to improve. Unfortunately, the true data often is not grasped until we look 
at actions retrospectively when more time is available and more of the existing 
data can be considered. For example, it was only after the patient transport that 
the EMS team from our case study realized that they had “bet on the wrong horse” 
and had not realized the true problem. The amount of literature on faulty decision-
making is extensive. In keeping with the theme of this book, we restrict ourselves 
to a discussion of those forms of error that impact decision-making in the acute 
care setting. 

6.5.1     Fixation Error: Maintaining Mental Models 
Despite the Evidence 

 In critical situations, the guarding of competence and excessive cognitive demand 
can lead to a situation in which the wish for a stable mental model rules behavior. 
Once a situation assessment has been made, people tend to stay fi xed on it even if 
there is suffi cient data pointing in the opposite direction. People develop a cognitive 
tunnel vision wherein other data, information, or suggestions are not allowed in the 
tunnel. This error of fi xation (DeKeyser and Woods  1990 ; Gaba  1992 ) is character-
ized by a tendency to search for confi rming information and to distort perceived 
data to fi t the current mental model (Table  6.2 ). This becomes most apparent when 
a certain possibility is rejected at all costs (“everything but this”). Besides the 
necessity to protect one’s mental models, the motive remains the need to control the 
situation. The motive to remain in control can be characterized as, “If this situation 
is not what I think it is, then I have to deal with a problem and I might be helpless 
and fail.”  
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6.5.2     A Simple Mental Model About Complex Problems 

 When humans are faced with everyday problems, they seek an appropriate solution 
by applying simple mental models. In most situations, simple mental models serve 
us well. Complex problems, however, demand a deep understanding of the situation 
and the surrounding conditions to fi nd a solution. Because simple models usually 
work in everyday life, we have a tendency to use them even when we are faced with 
unusual, hard to understand, complex problems (Dörner et al.  1983 ; Dörner  1996 ; 
Sterman  1994 ). The potential problems of using simple mental models when the 
problem is complex are:

•    The extent of a problem will be underestimated.  
•   Overly simple assumptions about the chain of causation will be made.  
•   Interrelations will be ignored, and single aspects of a problem will be treated as 

being independent from one another.  
•   The dynamics of the development will be misjudged. People tend to anticipate the 

development of variables by means of linear extrapolation. When they suddenly 
are confronted with a nonlinear development, they will be taken by surprise.     

6.5.3     Knowledge Errors 

 We have knowledge about many things, but sometimes our knowledge is not com-
plete; it may be applied incorrectly or used in the wrong context. For example, a piece 
of  knowledge  is recalled correctly, but the  application  under the given circumstances 
is inappropriate. An intensive care physician might diagnose an ECG rhythm cor-
rectly but then may err in the selection of the antiarrhythmic drug because the phar-
macological profi le of this drug is inappropriate to treat this specifi c dysrhythmia. 

 More often a person has correct knowledge for a problem that eventually winds 
up being useless because it does not help to solve the problem at hand. Healthcare 
providers are prone to fall into this error trap when they act before spending suffi -
cient time creating an adequate mental model of the situation. As in frequency gam-
bling, familiar action schemata are triggered by only a few characteristics of a 

   Table 6.2    Fixation  errors   

 Type of fi xation error  Meaning 

 “This and only this”  Persistent failure to revise a diagnosis or plan despite emerging evidence 
that the diagnosis or plan is incorrect 

 “Anything but that”  Persistent failure to address a serious problem. Possible explanations for 
a situation are considered, but the real explanation is rejected before it is 
taken into account 

 “Everything’s OK”  Persistent belief that there is no danger despite growing evidence to the 
contrary 

  Adapted from DeKeyser and Woods ( 1990 )  
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situation (Chap.   4    ). Our EMS team pursued an aggressive volume replacement 
because it is usually indicated in severe hypovolemic shock following a motor vehi-
cle accident. However, the underlying – and unquestioned – assumption was that 
shock was caused by volume loss and not by a global cardiac failure. Paradoxically, 
it is experienced clinicians who are especially vulnerable to this kind of misjudg-
ment. Decades of clinical practice have provided them with a wealth of clinical 
strategies that they apply following a salient cue. Because these behavioral patterns 
have proven to be successful in past experience, it’s unusual to question the initial 
situational assessment. A behavior that attends to the peculiarity of every single case 
is replaced by the “methodism” (Dörner  1996 ; or “cognitive conservatism,” Reason 
 1990 ) of the “experienced” caregiver. Methodism – seeing new situations in terms 
of old ones, undertaking established patterns of action that need only be set in 
motion without much further thought – is far more economical than considering 
each individual case. Methodism also has the appealing advantage of being reliable 
and usually effective 

 The third category of the way knowledge errors occur is when people do not 
reevaluate a situation in the light of additional information and therefore do not 
adapt the management accordingly. It can be characterized as, “One’s knowledge 
was correct about some aspects of the situation, but now things have changed.” As 
more information becomes available, it can happen that assumptions about thera-
peutic options that were initially right become wrong. Because critical situations 
can change dynamically, the criteria for successful action may change as well. For 
example, nitroglycerine is the fi rst-line treatment for a patient with stenocardic 
complaints caused by a myocardial infarction; however, if ischemia increases and 
contractility is further impaired, nitroglycerin is contraindicated because it causes 
arterial hypotension. In this case, if the clinician fails to regularly retake the blood 
pressure, the initial treatment could lead to a potentially fatal treatment error. 
Situation awareness (Chap.   8    ; Endsley  1995 ; Endsley and Garland  2000 ), the 
knowledge about where exactly one  is  within a critical situation and about the valid-
ity of current assumptions, is a critical ability that can help healthcare providers 
prevent errors of fi xation and correct faulty mental models. 

 All of these simplifi ed mental models, distortions of the real world, and limited 
acquisition of information are responses to the psychological impossibility, in terms 
of both intensity and quality, of perceiving, knowing, understanding, and doing 
everything (“ bounded rationality ”; Simon  1982 ). On the contrary, the purpose of 
mental models is to predict what will happen and what one is going to do and not 
what is “real.”   

6.6     Probabilities, Ambiguity, and Risk 

 Knowing where exactly one  is  within the temporal aspects of a critical situation is 
prerequisite for successful management: Tasks like being aware of and executing 
what is most important, putting off some things until later, taking time to plan and 
adjust the plan, and deciding on and setting up the next stage of care have a time and 
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place. Knowing where  to go  and being able to choose among alternative treatment 
options are the next logical step in the decision-making process. In order to fi gure 
out what to do, it is essential to project an intended course of action into the near 
future and to estimate probabilities of success or failure. 

 “Probability” in the psychological sense used here can be defi ned as subjective 
conviction that an event will or will not take place or that a statement is true, given 
the available information (Kahneman et al.  1982 ). However, subjective conviction 
may be deceptive because we are imprecise at evaluating risks objectively. 
Nevertheless, healthcare professionals have to decide how to proceed so the proba-
bilities have to be estimated and weighed as to their desirability. Logically, the rela-
tive weight of each option should be a function of the frequency by which an event 
might occur balanced by the severity of possible consequences. The more often an 
event occurs and the more severe the impact will be, the more data needs to be taken 
into account. An illustration of the notion of balancing certainty and risk is pre-
sented in Fig.  6.4 .

   Under optimal circumstances, a reasonable choice can be made from among 
alternatives as each possible solution results in one and only one certain outcome. 
Thus, the choice among alternatives is equivalent to a choice among consequences. 
For example, in the case report, a trauma patient has to be intubated and a hypnotic 
drug has to be given. Once the drug is injected, the patient will become uncon-
scious. If the anesthetic drug isn’t given, no hypnotic effect will occur. The choice 
to inject the drug leads directly to the consequence “unconsciousness.” These kinds 
of decisions are typically called  decisions under certainty  because we are certain 
what will happen when the drug is administered (Fig.  6.4 ).

   In other situations, the outcomes of a decision might not be known for sure 
because one of several outcomes can result from a given action. Sometimes the prob-
abilities of outcomes are roughly known, but very often the probabilities associated 
are not all known precisely. These kinds of decisions, which comprise the majority 
of decisions in acute medical care, are typically called  decisions under uncertainty . 

 In economic theory there has been a long-standing distinction between “risk” 
and “uncertainty” (Knight  1921 ; Ellsberg  1961 ).  Risk  refers to situations wherein 
the decision-maker can assign mathematical probabilities to the randomness which 
with he is faced, e.g., the probability of rolling a six with a die is 1 in 6.  Uncertainty  
refers to situations when randomness cannot be expressed in terms of specifi c math-
ematical probabilities. Although the “risk versus uncertainty” debate is a long- 
running and informative debate in economics, we fi nd the distinction between 
uncertainty and risk clinically helpful when it comes to treating a patient. In the 
discussion that follows, we use the terms carefully in describing choices in critical 
situations. 

 Thus, in contrast to general decision theory, the use of the term  decisions under 
risk  in healthcare emphasizes the potential harm a patient may suffer. One fi rst tries 
to minimize harm to the patient while aiming to gain maximum therapeutic effect. 
The knowledge of potential harm caused by a decision limits decision-making abil-
ity. Unfortunately, it is often only in hindsight that the risk of certain actions or 
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omissions can be appraised. An example of making a decision under risk can be 
gleaned from the case report: If the on-scene EMTs decide not to insert large-bore 
IV lines in the trauma patient, volume resuscitation by smaller lines might suffi ce to 
maintain adequate volume status in the case of minor volume loss. The same cau-
tious volume management in a patient with major internal bleeding, however, will 
most certainly put the victim at considerable risk for intractable traumatic shock. On 
the other hand, aggressive volume replacement with large-bore IV lines will cor-
rectly address the clinical problem of internal bleeding but most certainly will harm 
a patient when shock is caused by left ventricular failure. Most of the time decisions 
under uncertainty will entail some degree of risk for the patient. 

  Fig. 6.4    Decisions under certainty, ambiguity, and risk. Triggered by a critical situation ( CS ), 
decisions ( D ) have to be made. Under conditions of certainty, a choice among alternatives (D1, D2) 
is equivalent to a choice among consequences (“!,” upper trace). Making decisions under ambigu-
ity is characterized by outcome uncertainties (“?,” medium trace). Decisions under risk are a sub-
group of decisions under ambiguity where the consequence of decisions can harm a patient ( jagged 
fi gure , lower trace)       
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6.6.1     Assessment of Probability: Rules of Thumb 
for Everyday Life 

 People experience diffi culties when faced with the task of accurately judging proba-
bilities and predicting values. Most theories of choice assume that accurate decisions 
can be derived from an assessment of the future outcomes of various options vis-
à-vis some type of risk-benefi t analyses. However, a detailed and accurate analysis 
is costly in terms of time and mental effort and in most situations doesn’t help very 
much. Our typical solution is to apply heuristics or our “rules of thumb” to clinical 
situations. By defi nition, heuristics doesn’t take all the information into account. 
Moreover, our application of heuristic rules is effected by other considerations such 
as emotions, fatigue, effectiveness of perception, memory limitations, etc. 

 This subjective assessment of probabilities happens mostly subconsciously. In 
routine and in critical situations, healthcare providers tend to base most diagnostic 
and therapeutic decisions on beliefs concerning the likelihood of uncertain events; 
numerical probabilities tend not to be used. That is the reason why people generally 
employ a limited number of rules of thumb to simplify judgmental operations. In 
general, the same two heuristic principles that are used in information management 
are also applied to our assessment of probabilities. And again, although very useful 
in everyday life, these rules of thumb can systematically mislead (Tversky and 
Kahneman  1992 ):

•     Representativeness : Situations are judged based on how closely they resemble 
another familiar situation. Assessment of resemblance relies on prototypical fea-
tures rather than on close analysis. Similarity of situational features leads the 
decision-maker to believe that there will be similar outcomes.  

•    Availability : People assess the frequency or the probability of an event by the 
ease with which instances or occurrences can be brought to mind. That is, they 
are easily retrieved from memory, for example, “This happened to me a few days 
ago and I did … In that situation, everything worked out well.” Or, “I just read an 
article on this condition so I will do … That should work.”    

6.6.1.1     Representativeness 
 The assessment that the patient from the case study suffers from a severe volume 
loss is based on “typical” features of “trauma victim following motor vehicle acci-
dent.” If a situation contains representative evidence of a certain category, then 
people may suppose that the situation belongs in this category. The categorization 
of the emergency situation into the category “motor vehicle accident with multiple 
casualties” happens on the basis of the similarity with a prototype ( similarity match-
ing ; Reason  1990 ). Based on this appraisal, the response with the highest probabil-
ity of success is to start aggressive volume replacement. The reasoning is “It has 
helped before, why should it fail now?” Applying the heuristic of representativeness 
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has clinically relevant advantages: If the diagnosis “shock resulting from signifi cant 
blood loss” is derived solely on the basis of weak peripheral pulses in combination 
with the mechanism of injury without any further detailed examination, then pre-
cious time is saved, and volume resuscitation can begin immediately. Unfortunately, 
the general effi cacy of this shortcut can entice people to concentrate on only a few 
characteristics of the situation and neglect others. The heuristic of representative-
ness can become even more misleading if it is applied in reverse: “What does not 
look like a typical myocardial infarction cannot be one.” Past experiences taught the 
medical team that patients with a myocardial infarction “typically” are the result of 
a call that alerts the EMS team to a cardiac problem. Thus, the EMS team was 
unprepared to fi nd this medical condition under unusual circumstances. Indeed, a 
patient with an acute myocardial infarction rarely causes a traffi c accident. What is 
typical for a situation depends on knowledge and experience. The more extensive a 
mental model of a situation is, the more considerations are likely to be included in 
the assessment.  

6.6.1.2     Availability 
 The assessed likelihood of an event depends on the ease with which schemata can 
be retrieved from memory. What people remember most easily infl uences their 
belief about probabilities. Lifelong experience has taught us the following:

•    Memory items that we have to deal with frequently are recalled better and faster 
than those we use infrequently.  

•   Likely occurrences are easier to imagine than unlikely ones.  
•   Associative connections are strengthened when two events frequently occur 

together (Tversky and Kahneman  1974 ).    

 Because the availability of schemata depends partly on the  frequency  with which 
they are retrieved, schemata encoding common and frequent situations will be acti-
vated more often than schemata of rare events. The frequency heuristic is logically 
effective most of the time; however, other factors infl uence the likelihood of mem-
ory recall:

•    Conspicuity/distinctiveness/salience  
•   Importance  
•   Time since last recall    

 For instance, the fact that many anesthesiologists suspect or at least consider a 
case of malignant hyperthermia (a very unusual occurrence) as soon as an abnor-
mal increase in end-tidal CO 2  is detected is partly due to the importance of early 
diagnosis and treatment, and not because of the general incidence of the disease 
itself. 
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 Novices tend to suspect rare or impressive diseases behind trivial symptoms (so- 
called fascinomas), as they overestimate the base rate frequency of the disease. To 
combat this phenomenon, two humorous expressions are often used with novice 
clinicians “Common things are common,” or, “When you hear hoofbeats, think 
horses, not zebras.”   

6.6.2     Problems in Dealing with Probabilities 

 Our inability to deal adequately with probabilities comes not only from a reliance 
on judgment heuristics, nor is it entirely attributable to motivational effects alone, 
nor is our lack of ability due to our propensity to lean toward the economy of mental 
models. Most people simply disregard some basic principles of statistical reasoning 
that would enable them to estimate probabilities correctly. In the fi eld of healthcare, 
this is relevant whenever decisions are based on data, such as the choice between 
different treatments or when taking side effects into account (Gigerenzer  2000  for 
a collection of examples from healthcare). Even when probabilities are not 
expressed in numbers, but instead verbally, there are pitfalls that can lead to serious 
errors:

•    “Felt likelihood”: The emotional assessment of probabilities (“if I have a good 
gut feeling the choice cannot be wrong”) carries a risk of erroneous decisions.  

•   “Pseudo-accuracy”: If there is a general lack of information, one tends to make 
assumptions about basic probabilities of risks. Using incomplete information or 
simply our assumptions about the data, the probability will be wrong. The num-
ber only refl ects personal assumptions and presumptions. Moreover, if approxi-
mations are combined with each other, the errors become larger.  

•   “Confounding cause and correlation”: The joint occurrence of two events does 
not allow us to know about their causal relationship, e.g.,  a  →  b  or  b  →  a . It is 
quite possible that one or both are caused by variable  c .  

•   “Reverse conclusions”: If  a  →  b , this does not automatically imply that if  a  is not 
present, then  b  cannot be present, e.g., “if a myocardial infarction does not hap-
pen within a ‘typical setting,’ then it cannot be a myocardial infarction.”  

•   “Base rate fallacy”: One has to know the base rate of the incidence in the popula-
tion  and  the reliability of a test to determine the probability that a test result is 
correct. We often neglect the base rate and consider only test reliability.  

•   “False positives” and “false negatives”: Tests that are highly sensitive and include 
marginal values as possibly positive often lead to false positives (false alarms), 
i.e., deciding that someone has a fever when they do not. False negatives occur 
when test results show that there is no out of normal value, when the value is 
abnormal, e.g., deciding that someone does not have a fever when they do have 
one. Whether it is worse to wrongly diagnose a disease or overlook a diagnosis 
is a decision the clinician has to make.     

6 Information Processing and Mental Models: World Views
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6.6.3     No Risk, No Fun? How to Deal with Risk 

 Because complexity always includes uncertainty about the result of an intentional 
action (Chap.   2    ), risk is an unavoidable component of patient care. Thus, the ques-
tion for healthcare providers can never be  whether they are willing  to take risks 
when they treat patients but rather  under what circumstances  they will take risks and 
for what reasons. As with all decisions under uncertainty, it is important to remem-
ber that judgment of risks is based on perceived risk, not on objective facts. Risk 
assessment is always subjective and prone to error. For actions in an acute care set-
ting, an absolute estimate about risk assessment is not possible, e.g., “Will option X 
help the patient?” A paradox of in-the-moment risk assessment is that clinicians are 
generally willing to make decisions regarding relative risk of two actions, e.g., “Is 
option X more risky than option Y?” Whenever a decision between two actions in a 
critical situation has to be made, avoiding spontaneity is a good approach. During a 
crisis situation, the assessment of the risk for a treatment option should involve 
answers to the following four questions:

•    How high is the probability of unwanted events?  
•   How high is the probability that I will be unable to cope with the situation I am 

about to create?  
•   How high is the price to the patient and/or me if I am unable to cope with this 

situation?  
•   How high is the price to the patient if I take some time to gather more data?    

 The safety of the patient depends in large part on the ability of caregivers to make 
a controlled decision when accepting risk. The degree of risk that a decision pres-
ents to the patient will depend on the caregivers’ (a) awareness and knowledge 
about dangers, (b) experience and practice with comparable situations, and (c) 
actual clinical competence. 

 Despite the inevitable necessity of engaging in risk-taking actions, the above- 
stated questions can lead to developing risk-aversive behavior. Risk aversion is the 
reluctance of a person to engage in actions that have an uncertain payoff. The risk- 
aversive clinician tends to choose certainty of consequences over uncertainty – even 
if the uncertain choice has a good probability of benefi t to the patient. As should be 
clear, clinical decisions in crisis situations involve risk taking. This is for certain. 
We are not advocating that clinicians, especially in crisis situations, avoid or seek 
risk; we only suggest that decision-makers be as thoughtful as possible about the 
risks they decide on the patient’s behalf. 

6.6.3.1     Motivation 
 It is common that motives other than patient safety enter into medical decision- 
making. The avoidance of boredom (“no risk, no fun”), the desire to make autono-
mous decisions irrespective of safety standard (“don’t tell me what to do!”), or the 
desire to become a “hero” by spectacular actions (“now watch me do this!”) all lead 
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to an underestimation of risk. The key for successful risk management lies in the 
realistic assessment of one’s own competence and in the control of motivation for 
risky decision-making. The basic working philosophy should always be to avoid 
working near one’s performance limits because at that point clinical competence is 
weak and the chances for harming the patient are high. Team members can be a 
valuable resource addressing the issue of taking unnecessary risks.  

6.6.3.2     Heuristics 
 Identifi cation of an acceptable level of risk constitutes a probabilistic assessment 
and is done by means of heuristics. The most relevant heuristic for risk assessment 
is the  rule of availability  (see above). The likelihood of a complication is nearly 
always inaccurately estimated because the estimation tends to be based on how eas-
ily the complication comes to the mind of the clinician. The imaginative drive to 
envision a complication commonly stems from our own experience, from discus-
sions we have with colleagues, or from a recently read educational article. The 
probability for a desired or undesired result is  overestimated  if one happened to talk 
about a similar case just yesterday or if one still has lively memories about an inci-
dent that happened not too long ago. On the other hand, risk is generally  underesti-
mated  if one never has experienced a certain complication or if past risky behavior 
has received positive feedback. In both cases, it is very hard for us to imagine why 
our patient might be an exception to the rule that comes to mind.    

6.7     Tips for Clinical Practice 

 Both the individual and the team can avoid being trapped by the law of economy 
and the protection of competence if they intentionally manage the perception and 
processing of information. The following ideas might seem easy to put into practice, 
but they require conscious effort and practice to manage our innate thinking 
habits. 

6.7.1     Some Advice About Information Processing and Mental 
Models 

•     “Wipe the slate clean.” Avoid thinking about legal or social implications; instead 
direct all attention to the problem. It is of fundamental importance that you start 
from scratch. Never assume that any single item of your current mental model is 
fact.  

•   Critically reevaluate your fi rst hypothesis: The probability that your initial diag-
nosis has been made by means of heuristics is very high. It is possible that critical 
aspects of a situation have been neglected; therefore, you should always actively 
search for information that contradicts and disproves the initial diagnosis. This 
questioning of an initial diagnosis is all the more important in a critical situation 
because there may be few possibilities for correction. Because stress further 

6 Information Processing and Mental Models: World Views



141

impairs the ability to search for contradictory data, it should become a habit to 
ask oneself these questions:
 –    Did I overlook facts?  
 –   Do new data fi t my initial assumptions?  
 –   Have there been any relevant developments recently?  
 –   Is there any reason why the initial assumption could be wrong?  
 –   Is there a teammate who might be thinking about this differently?     

•   The ability to allow for incomplete and incorrect information and conclusions is 
an important requirement for dealing with complex situations. When newly 
found evidence might favor an alternative explanation for the clinical problem, 
then always remember: The ability to admit mistaken assumptions and to revise 
an initial diagnosis or decision is a sign of wisdom and competence, not of 
weakness.  

•   Generate alternatives. You can help avoid fi xation errors by making it your habit 
to explicitly name several possible differential diagnoses or alternative actions 
every time an idea comes to mind.

•      Appreciate that the path to mishaps is paved with false assumptions.  
•   The ability to admit mistaken assumptions and to revise an initial diagnosis or 

decision is a confi dence and wisdom.     

6.7.2     Some Advice on Risk Taking 

•     Take risks for the right reasons. Risks are best considered when you are calm and 
thoughtful. Don’t take a risk because you are angry, desperate, or frightened. 
Don’t take risks to get revenge or harm someone else.  

•   Consider the possible loss as well as the gain. That is, assess what the likely 
consequences of failure will be. Unless you know pretty accurately what both 
loss and gain will be, you do not understand the risk.  

•   Be extremely cautious if you have to make a decision about an irretrievable 
action. For instance, if you want to take the patient’s ability to breathe spontane-
ously by giving a muscle relaxant, then you should always ask yourself: “Do I 
really want to do that now?”  

•   Risky decisions should always be made by a person who can cope with the 
resulting consequences.  

•   “As an overall philosophy, it is wise to use good judgment to avoid situations in 
which superior clinical skills must be applied to ensure safety” (Hawkins  1987 ).  

•   When possible, take one risk at a time. Divide your actions or goals wherever 
possible so that you are not combining risks unless absolutely necessary. 
Simultaneous risky actions increase anxiety, create confusion, and make failure 
analysis very diffi cult.  

•   Always deliberately set a minimum safety level for everything you do and  never  
go below it. Remember: If it can’t be done safely, it is not worth doing!  

•   Have a goal. When you take a risk, have a clear purpose in mind so that you will 
know whether you succeeded or not.      

6.7 Tips for Clinical Practice
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6.8     “Information Processing and Mental Models” 
in a Nutshell 

•     Conscious thinking is based upon several basic, subconscious levels of informa-
tion management processing.  

•   Knowledge is organized into schemata (e.g., schemata of events, of expectations, 
of conceptual knowledge) and mental models. They allow for the effi cient recog-
nition, interpretation, and extrapolation of events.  

•   People use two different modes of information processing, which both have 
strengths and weaknesses: One is a rather analytical, verbally linked process and 
the other a rather intuitive and holistic one. They complement each other and rely 
on the same knowledge.  

•   Many errors originate from basic features of information processing: cognitive 
economy, protection of the feeling of competence, and the avoidance of ambiguity.  

•   A heuristic is a strategy that ignores part of the information with the goal of mak-
ing decisions more quickly, frugally, and/or accurately than more complex 
methods.  

•   Heuristics come up against their limits when people come up against their own 
limits.  

•   Under stress or high emotional strain, the match between one’s mental model 
and objective reality becomes more and more superfi cial.  

•   When stressed, the probability increases for making mistakes like overlooking, 
mixing up, and mishearing.  

•   Common problems of information gathering are the selective search for confi rm-
ing information (“ confi rmation bias ”), distortion of information, suppression of 
unwanted information, and reduced acquisition of information.  

•   Mental models can be wrong for a given problem. Fixation error, overly simplis-
tic models, knowledge errors, and methodism of the experienced caregiver can 
affect the problem solving.  

•   The handling of uncertain information and of probabilities is diffi cult for most 
people to do well. People use heuristics, such as  representativeness  and the  rule 
of availability , to assess likelihood. Despite their usefulness in everyday life, 
heuristics can be misleading in critical situations.  

•   Mental operations with probabilities often lead to erroneous results. True prob-
ability calculations often result in counterintuitive solutions.  

•   Risk taking is unavoidable in acute care settings such as anesthesia, intensive 
care, and emergency medicine.  

•   Risks can be over- or underestimated depending on motivation and the heuristics 
applied.        
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  7      Goals and Plans: Turning Points 
for Success                     

 Case Study 
 After emergency surgery, an obese patient with multiple injuries is transferred 
from the operating room to the surgical intensive care unit (SICU). The 
patient’s diagnoses include open fractures of the forearm and the femur, blunt 
chest trauma, a mild head injury, and multiple lacerations. The chest X-ray 
shows evidence of a lung contusion without any signs of fractured ribs or of a 
pneumothorax. On admission to the SICU, the patient is adequately venti-
lated, and his initial hemoglobin concentration is 11.5 g/dL. After 2 h of an 
uneventful course, the patient suddenly develops increasing peak airway pres-
sure. Despite increasing the inspired oxygen concentration to 70 %, the satu-
ration continues to decrease, and the patient becomes hemodynamically 
unstable. The resident physician examines the patient, auscultates the lung, 
and fi nds decreased chest motion and decreased breath sounds over the right 
hemithorax. He assumes a diagnosis of pneumothorax without confi rming his 
diagnosis by additional examinations and studies (e.g., chest X-ray). He 
immediately proceeds to perform a tube thoracostomy through an axillary line 
incision. Because he has never performed this procedure before and because 
the anatomy of the patient is less than favorable for an exact identifi cation of 
anatomical landmarks, he accidentally perforates the liver with the trocar. 
There is an initial blood return through the chest tube that he interprets as 
intrapleural bleeding. Despite his intervention, the patient’s oxygenation does 
not improve, and the peak airway pressures do not normalize. Drawing no 
further conclusions from these observations, no additional interventions are 
performed at this time by the resident. Over the next 20 min, 1,500 ml of 
blood drains from the chest tube and the arterial blood pressure continues to 
drop. The resident inserts two large-bore intravenous lines and rapidly infuses 
crystalloid and colloid solutions. At the same time, he asks the nurse to pre-
pare an infusion pump with epinephrine, to check the arterial blood gas, and 
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           A physician-in-training was confronted with a ventilatory problem in an inten-
sive care patient. He interpreted the presenting constellation of symptoms (increased 
airway pressure, absent breath sounds over the right lung, and slowly decreasing 
saturation) as signs of a tension pneumothorax. Although there were several more 
differential diagnoses for this symptom constellation and although the patient was 
in no immediate danger, the resident started to act on his fi rst diagnosis. He neither 
searched for alternative causes for the clinical problem nor did he request a second 
opinion. He performed a thoracostomy without supervision by an experienced col-
league and did not adequately consider the possibility of a complication. When the 
complication occurred, he did not recognize it for what it was: a punctured liver. 
The clinical course led to the patient’s cardiac arrest that required immediate cardio-
pulmonary resuscitation. Because of a massive volume replacement and red blood 
cells, CPR was successful. As a result of this massive transfusion, however, the 
pulmonary situation of the patient deteriorated and he developed full-blown acute 
respiratory distress syndrome. The real trigger for the situation, a blood clot in the 
right main bronchus, could have been removed bronchoscopically with very little 
risk to the patient. Because the resident prematurely formulated the goal “insert a 
chest tube” and because he subsequently planned and executed the insertion poorly, 
he put the patient’s life at risk. Setting goals and planning actions did not adequately 
take place. 

 Goals and plans are thoughts about the future – anticipated events, develop-
ments, and actions. As such,  goals  are states that satisfy needs or, more precisely, 
mental representations of such states.  Plans  in turn are the avenues to reach those 

to request packed red blood cells (PRBCs) and fresh frozen plasma (FFP) 
from the blood bank. The resident fi nally calls for his attending physician, but 
before he arrives in the SICU, the patient goes into cardiac arrest. 
Cardiopulmonary resuscitation (CPR) is immediately started, and spontane-
ous circulation returns. From the location of the thoracostomy site and from 
the clinical course, the attending physician diagnoses intra- abdominal bleed-
ing from a perforated liver and immediately organizes an emergency explor-
atory laparotomy. Following massive volume resuscitation of blood products 
and crystalloid, the patient is stabilized and transported to the operating room. 
Laparotomy confi rms the diagnosis of a massive hemorrhage from a lacera-
tion to the liver. The surgeons succeed in controlling the bleeding and the 
blood pressure improves. As a result of the massive transfusion of blood prod-
ucts, the patient develops transfusion-related lung injury (TRALI) and 
requires mechanical ventilation for several weeks. An intraoperative bron-
choscopy reveals a large blood clot, which almost completely obstructs the 
right mainstem bronchus as the cause for the initial problem. After removing 
the clot, the saturation and airway pressures normalize rapidly. 
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states. Because humans are able to imagine needs that lie in the future, plans and 
their corresponding goal-oriented actions are not always linked to current needs, 
e.g., one can sit down and start learning for an exam scheduled to take place in a 
couple of months. 

 In acute medical care, pursued goals primarily serve the patient’s well-being, for 
example, adequate oxygenation in the clinical vignette. As a result, actions taken 
are not intended to satisfy clinicians’ existential needs (e.g., hunger, sleep), but 
rather serve imagined needs of another person. However, non-physiological needs 
such as informational or social needs do have an effect on action (Chap.   4    ). In other 
words: A current motive may have less to do with the patient’s actual pathophysio-
logical state and more to do with unconscious needs of the healthcare provider. 
Although these motives are always operant, healthcare providers are not necessarily 
aware of their existence and hence impact – in contrast to medical goals, which can 
be well defi ned. It should be noted that the stronger a goal touches a person’s self- 
concept (e.g., regaining a feeling of situational control), the more resolutely he or 
she will pursue its fulfi llment. The ability to detect and refl ect upon the infl uence of 
non-patient-centered goals on one’s own thinking ( metacognition ; Chap.   10    ) is a 
skill that will improve the quality of decision-making. 

 Goals are an essential part of the planning process, and the elaboration of goals 
poses cognitive demands that are different from those of planning. Also, different 
types of mistakes occur during the formulation of goals than during the process of 
planning. Thus, goals and plans are treated separately here. 

7.1     Setting and Elaboration of Goals 

 Thinking about goals might seem superfl uous for any person involved in acute and 
emergency healthcare. After all, why should one bother formulating goals if the 
necessity to maintain and regain vital functions is more than obvious? Goals that 
point in a certain basic direction, such as “to normalize ventilation” in the adipose 
multiple-injured patient, are called general goals. There is seldom doubt or confl ict 
about this kind of goal. However, because a patient’s condition can change quickly 
and dangerously, good quality goals must have a temporal and fl uid nature. General 
goals have to be translated into specifi c goals and then manifest into plans of action. 
This is where, in our case study, the intensive care resident physician got in 
trouble. 

 The patient had a medical problem that could lead to different treatment goals. 
On the one hand, the symptoms could be caused by a tension pneumothorax. This is 
a life-threatening condition that’s best treated by a rapid decompression of the intra-
pleural air. A specifi c goal would then be the immediate decompression of the ten-
sion pneumothorax. There are, however, several other less rapidly progressing 
causes that could be responsible for the symptoms. Thus, a specifi c goal here could 
be “analyze causes before treating.” This goal was not considered. In order to iden-
tify and refl ect upon possible differential diagnoses, the physician would have had 
to spend time that he might not have believed available if the clinical condition were 
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indeed deteriorating rapidly. If his goal was to act immediately and therefore to 
insert a chest tube by himself, then this goal was in retrospect quite a poor one 
because the procedure can be tricky and can cause complications, especially when 
performed by an inexperienced person. It appears that the goal of acting immedi-
ately must have seemed reasonable to the resident. Another goal that arguably could 
have competed for his attention might have been “maximum patient safety.” If this 
goal was preeminent, the resident might have called an experienced colleague for 
help. Lastly, in our example, the resident may have had an educational goal of 
“gaining experience with invasive emergency procedures.” As can be imagined, the 
intensivist-in-training is likely balancing all these diverse goals as well as others we 
might not be able to imagine. 

 The need to pursue multiple goals (Chap.   2    ) is one of the main problems in an 
acute care setting. Having many goals means that people have to attend to many fac-
tors and satisfy several criteria when they act. In addition, it is quite possible that 
goals can be negatively linked: Satisfying one criterion may preclude satisfying 
another. The dilemma of having many, and perhaps competing, goals is intensifi ed 
because there is nearly always a lack of a complete understanding of the situation; 
reality is not obvious. Increased airway pressure, irregular breath sounds, and a 
slowly declining saturation signal are changes that can have several different causes. 
Our case study is one of countless examples that demonstrate how the data clinicians 
use to formulate goals are incomplete and opaque. When people do not know what 
exactly the problem is, they have diffi culty in defi ning the right goal. The vague and 
inaccurate setting of goals is not the only source of error in this case study. 

 The intensivist, like all clinicians and physicians, formulated explicit goals like 
the well-being of the patient. At the same time he was pursuing implicit goals 
intended to meet very personal needs (Chap.   4    ). To feel competent, to try something 
new (e.g., the insertion of a chest tube), to protect self-esteem, to be successful – all 
these motives subconsciously infl uence the formation of goals and hence the inten-
sivist’s decision for or against a certain procedure. The fact that personal motives 
infl uence decisions is unavoidable and not necessarily bad. It only leads to problems 
if, as in the case study, non-issue-related motives start to uncontrollably govern 
behavior. Non-issue-related goals become especially apparent when actions lead to 
medical problems or other errors. 

7.1.1     What Is a Good Goal? 

 To reach a goal means to accomplish some desirable result of our activity and to 
have certain needs met. Goals tell us which way to go; they serve as “beacons for 
our actions” (Fig.  7.1 ; Dörner  1996 ). Because people learn which goals to pursue 
under certain circumstances, changes in environmental conditions as well as 
changes in the underlying knowledge can alter current goals (Sun  2009 ; Chap.   4    ). 
Good goals are those goals that help to satisfy as many concurrent needs as possible 
without creating new problems. The goals of the intensive care physician did not 
meet these criteria. Whenever one is confronted with a complex problem (see 
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Frensch and Funke ( 1995 ) on complex problem solving), the diffi culty of formulat-
ing an adequate goal should not be underestimated. Sometimes goal setting turns 
out to be the central cognitive task because it will so greatly impact further planning 
and decision-making (Dörner  1996 ). Good goals, while they may be hard to deter-
mine, can successfully direct action.

   Good goals have the following attributes (von der Weth  1990 ):

•     Positive : Goals should be formulated positively whenever possible. Simply to 
avoid something or to make a situation “different” lacks specifi city and would be 
inadequate as a guidepost for planning and action. With a positive goal, however, 
we want to achieve some defi nite condition.  

•    Specifi c : A clearly specifi ed goal has well-defi ned criteria and can be described 
very precisely. The criteria can be exact numerical values (“given a FiO 2  of 0.7, 
the saturation shall rise above 95 %”) or qualitative statements (“the airway pres-
sures shall lie within the range of normal”).  

•    Structured : General goals consist of multiple specifi c goals. For example, to 
achieve normal airway pressures (general goal), certain changes have to be envis-
aged (change in lung physiology, respirator settings). Moreover, goals can be 
further subdivided into partial goals that become increasingly specifi c until they 
can give rise to action.  

•    Prioritized : Goals need to be prioritized according to importance and time. Are 
there goals that we want to achieve under all circumstances? On the other hand, 
what should be avoided at all costs (normocapnia vs. peak airway pressure)? 
What are we willing to sacrifi ce?  

•    Realistic time frame : The formulation of a good goal has to consider the time 
available to execute the tasks associated with it. Setting unrealistic schedules will 
make it impossible to obtain a goal and serves to demotivate people from the 
start.  

  Fig. 7.1    Goals as beacons for action       
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•    Checked for confl icts and contradictions : Which goals are mutually exclusive? 
This attribute is especially important if undesirable side effects are possible. For 
example, experimenting with a new or unfamiliar invasive procedure and ensur-
ing patient safety links goals that are mutually exclusive. One should not realize 
only in hindsight that reaching one goal has made it diffi cult or impossible to 
satisfy the other.  

•    Allow for fl exibility : Situations often develop in unpredictable ways. Not defi ning 
rigid goals too early in the course of action allows for a fl exibility that seizes 
opportunities as they emerge.    

 Characteristics of good goals are as follows:

•    They are positive.  
•   They are specifi c.  
•   They are structured.  
•   They are prioritized.  
•   They set a realistic time frame.  
•   They are checked for confl icts and contradictions.  
•   They allow for fl exibility.     

7.1.2     Problems with Setting Goals 

 The conscious formulation of goals is rarely exercised in everyday practice. But in 
critical situations maintaining this bad habit can have unpleasant consequences 
because a faulty formulation of goals may result in ineffective action. Experiments 
to elucidate the problems of goal setting have identifi ed several critical issues (e.g., 
Dörner and Pfeifer  1993 ; Dörner  1996 ; Dörner and Schaub  1994 ; Schaub  1997 ), as 
described below. 

7.1.2.1     No Formulation of Goals: Action Counts 
 The formulation of goals serves to gain or regain control over a critical situation. 
However, if the level of stress experienced by an individual or team exceeds their 
coping capacity, often goal formulation is abandoned, and actions are taken without 
appropriate consideration for their effects (“ actionism ”). Without having set a goal, 
spontaneous ideas become the basis for short-term plans and immediate actions: To 
be able to do something gives a good feeling in a diffi cult situation. The process of 
planning is then not guided by goals to be achieved but by the awareness of the 
immediate effects of one’s actions. People tend to demonstrate their competence by 
taking powerful actions even if they are ill-considered. Good teamwork suffers in 
the context of taking action without goals. With no goals in mind or announced, 
actions become uncoordinated and evaluation of actions is inadequate. When goals 
are not formulated and announced, hindsight analysis usually shows that team 
members all have different ideas of what needed to be done and how they should 
have assessed the effi cacy of their actions.  
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7.1.2.2     No Priorities Set 
 Complex and time-critical situations will always create more than one goal to be 
addressed. These goals can confl ict with one another because the variables may be 
negatively linked such that achieving one goal may make it impossible to succeed 
with another; because a given time frame may allow for only one goal to be pursued; 
or because available resources (e.g., personnel, material) are inadequate to meet all 
demands of a situation. Therefore, when it is impossible to solve all the problems at 
once, a way has to be found to organize the list of problems according to their 
importance and urgency. Prioritization has to take place and verbalized to the team 
before actions are planned, delegated, and executed. If, as often happens, the team 
leader eases the task of dealing with multiple problems by delegating responsibility, 
it will be helpful to be aware and communicative about whether he or she is “dele-
gating problems” for people to solve or “dumping responsibility” because the leader 
cannot fi gure out what to do. It is common for a physician who is unclear about the 
priorities of his or her tasks to thrust a multitude of orders on the crisis team. It is 
then up to each team member to decide which of these many orders to tackle fi rst. 
Their priorities, however, are governed by different motives. For instance, they may 
decide to solve the problems on the basis of competence or personal preference; or 
they might do what was said last or what brings them out of this particular situation 
as quickly as possible. These selection criteria may not be the correct criteria to 
solve the most important or urgent problem. 

 Inadequate analysis of problems and ineffi cient setting of priorities will some-
times lead to “repair-service behavior” (Dörner  1996 ). Like a plumber who runs 
from one leaking pipe to the next, we address problems according to urgency and 
immediate awareness. The main consequence of repair-service behavior is that the 
wrong or minor problems might be solved: Criteria such as obviousness or personal 
competence determine the selection of a problem and action. Repair-service behav-
ior is a reactive behavior and means that the clinicians will always stay behind the 
game. If problems are not addressed adequately, in the proper order and according 
to agreed-upon goals, improper actions may go unnoticed and add to the crisis in 
unpredictable ways. Unless we anticipate such problems and plan to address them, 
they will take us by surprise. As repair-service behavior does not take the future 
development of a situation into account, it is unsuitable to deal with the dynamics 
of complex systems.  

7.1.2.3     Unawareness of Conflicting Goals 
 As complex situations are characterized by the interrelatedness of many system 
variables (on-scene situation, pathophysiology of the patient, motives of the differ-
ent providers and professional groups involved), there will be some goals that are in 
themselves justifi ed but which are mutually exclusive – be it the parallel technical 
and medical rescue operation on site or the diagnosis and therapy during resuscita-
tion of a trauma patient in the emergency room. There is always the possibility of 
confl icting goals, which can only be resolved by purposefully collaborating and 
agreeing on priorities. If those confl icting issues are not addressed appropriately, the 
solution to a problem will be left to chance, to hierarchy, or to time pressure.  
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7.1.2.4     Lack of Clarity 
 The most frequent problem that occurs in setting goals is that they are often incom-
plete and therefore lacking in clarity. When goals are unclear, they provide inade-
quate guideposts for planning and action. Furthermore, unclear goals lack a criterion 
by which a team can decide with certainty whether progress is being made or 
whether the goal has been achieved. Unfortunately, goals that are incomplete or not 
well articulated can leave providers with a false sense of control and good progress. 
Lack of goal specifi city creates an atmosphere of teamwork where it remains unclear 
what should be done by whom. Teams may willingly accept unclear goals as they 
hardly ever create confl ict; or they may accept unclear goals because no team mem-
ber really knows what to do; or they may accept unclear goals because no one wants 
to question the leader. Setting goals in such a manner is more a strategy for confl ict 
avoidance than an adequate preparation for providing patient care.  

7.1.2.5     Missing Awareness About “Psycho-logic” Goals 
 Explicitly formulated and communicated clinical goals are the manifestation of our 
drive to do something to help our patients. It should be noted, however, that goal 
setting is subject to the same “psycho-logic” as other action decisions. There will 
always be motives and implicit goals such as protection of competence, control, 
personal status, fear of failure, competition, or simple convenience. It lies in the 
“psycho-logic” of human behavior that there are no “mere factual” decisions. Self- 
regulation (how to take care of oneself), social regulation (how to connect and com-
municate with other people), and the principle of economy (how to use the resource 
“thinking” as economically as possible) play a vital role in everything we do. 
Clinicians who are aware of their “nonfactual” goals are better able to understand 
how they might affect goal setting and take better control that way. Too often our 
implicit goals remain hidden from ourselves and are only detected in hindsight or by 
team members who feel empowered to speak up.  

7.1.2.6     Early Adoption of Final Goals 
 Once a fi nal goal is set, it tends to persist, even if new information contradicts the 
worthiness of the goal. In our case example, the obvious facts that neither peak air-
way pressure nor oxygenation improved when the chest tube was inserted did not 
make the resident doubt the adequacy of his goal. There may be multiple reasons for 
maintaining that goal. One reason may be the belief that to change an opinion might 
generate an appearance of lacking competence. A lack of competence is something 
most people do not easily admit. When doubts are not allowed to arise, behavior can 
become rigid and no longer open to the situation’s real developments.  

7.1.2.7     Fixation on Negative Goals 
 By setting negative goals (what should be avoided) instead of positive goals (what 
should be achieved), people often try to defuse a critical situation with an unworthy 
or incorrect goal. For example, a clinician may decide that “the oxygenation should 
not deteriorate further”. However, it could be found later that the problem was an 
increasingly severe myocardial infarction. Thus, there are a number of other 
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necessary positive clinical options that should be undertaken. Unfortunately, when 
negative goals are formulated and executed, what needs to be achieved can remain 
unrealized. Even worse is that intense mental occupation with a negative goal may 
aggravate or precipitate an unwanted event. Frequent mistakes in setting goals are:

•    No clear formulation of goals  
•   No priorities set  
•   Unawareness of confl icting goals  
•   Lack of clarity  
•   Missing awareness about “nonfactual” goals  
•   Early adoption of fi nal goals  
•   Fixation upon negative goals       

7.2     Planning 

 Planning is a mental activity. It is “probationary action” (Freud  1911 ); one might 
also describe it as an imagined approach to a desired goal (Funke and Fritz  1995 ). 
Defi ning an appropriate goal is part of the planning process. Planning becomes 
necessary every time behavior other than sensorimotor or rule-based behavior is 
required (Chap.   2    ). 

 Planning means (Hacker  1986 ; Strohschneider  1999 ):

•    To identify available options  
•   To assess the options (risks and benefi ts, possibility of execution)  
•   To string individual actions together and schedule each step (who, when, what, 

where)    

 In planning, we consider what we might do. We may think through the conse-
quences of certain actions and mentally check whether those actions will bring us 
closer to our desired goal. Once a goal has been selected, we ideally take action, and 
depending on the action’s results, refi ne our approach. When setting goals and con-
structing a plan of action, we consider the circumstances, possible consequences of 
an action, whether there might be a better alternative, and the risks of actions. That 
way planning can lead to a priori learning – people can adapt to a situation that has 
not yet occurred (Dörner and Güss  2013 ). Planning has a big advantage: It is abso-
lutely safe because it is not real. It is like sending up a mental “trial balloon”: Even 
if it pops, nobody will be hurt. However, it’s not being real is also a disadvantage of 
planning. Planning also takes time, which might be in short supply. And we only 
know afterward whether or not a plan worked out! 

 A plan can refer to an isolated action or to a sequence of actions. In any case the 
planning sequence comprises the three elements “condition for task X – action X – 
result of action X.” For example, “If it is possible to insert another IV line in this 
adipose patient, he can immediately receive 250 cc of a crystaloid solution and then 
his blood pressure will increase.” If a certain action may lead to several possible 
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results, a plan will branch out in different directions. For example, “If it is possible 
to insert another IV line in this adipose patient, then we can start volume therapy. If 
we do not succeed, then we will try the other arm or proceed with a central venous 
approach.” A plan can follow different paths depending on circumstances (Fig.  7.2 ). 
Because the precise sequence of actions usually cannot be determined in advance in 
an acute care setting, consistent planning of all possible branching would soon 
result in an unmanageable tree. Therefore, it is wise not to predefi ne too many steps 
in advance, but instead plan ahead to an important goal or partial goal and then 
adjust based on how things actually develop (“muddling through” Lindblom  1959 ).

   The process of planning can be viewed in two ways: forward planning and 
“reverse” planning (Dörner  1996 ). 

 In forward planning, we begin at the beginning and think from the momentary situ-
ation. We consider the current state of the patient and decide how to proceed. This is 
a very “natural” form of planning. In its best form, we plan, then act, and then adjust. 

 To plan in “reverse” means to plan with the goal as starting point. Reverse plan-
ning requires that we have a clear goal in mind and then develop adequate interme-
diate goals. If the ultimate goal is unclear or unobtainable, we will not have a solid 
structure for taking action. Since the ultimate goal is usually not known during a 
crisis, it might be the main reason why people show little spontaneous enthusiasm 
for this kind of planning. Many clinical problems require both kinds of planning, 
shifting back and forth between the forward and the reverse mode. 

 An additional complexity in the planning process emerges from the fact that the 
medical treatment of critically ill patients is given in an interprofessional setting. It 
is common for different disciplines and specialties to have different views on the 
correct treatment plan. Truly effective treatment plans will include consideration 
and possible incorporation of a variety of expertise. The implications with regard to 
confl ict in a team environment are discussed in detail in Chap.   11    . 

  Fig. 7.2    Branching 
structure of a planning 
process (After Dörner 
 1999 ). The starting point 
where the plan originates is 
a critical situation ( CS ). 
 Arrows  represent actions. 
 Circles  indicate the goals 
that subjects hope to 
achieve with those actions       
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7.2.1     Appropriate Planning in Complex Situations 

 Complex emerging situations in acute care medicine are characterized by ambiguity 
and high internal dynamics (Chap.   2    ): Just like the resident in the case study, we 
often do not know enough about the patient to be able to plan adequately. 
Compounding the diffi culty with constructing an adequate plan, the situation devel-
ops independently while we might be busy refl ecting upon the problem. Finally, 
because the situation is ambiguous and dynamic, the consequences of our actions 
are not so easily identifi ed, e.g., for quite a long time the resident was convinced that 
he had successfully placed a chest tube. All these characteristics lead to the fact that 
it is practically impossible to develop a comprehensive plan that includes all the 
eventualities that can occur. Planning in a crisis does not equal predefi ning the entire 
path from the current situation to the fi nal goal in all its details. It will always be 
necessary to adjust plans according to the patient’s condition or the development of 
the situation. While fl exibility is one of the central requirements for planning in 
complex situations, it is possible to formulate some basic rules for good planning. 
Despite the complexities, good planning in the context of acute care medicine is 
absolutely necessary. 

7.2.1.1     Includes Checks and Branches 
 Developing and executing one single path that works from the starting point to the 
fi nal goal are unrealistic. A good plan will include branching points. One good way 
to know whether an alternative approach (a branching point) is needed is to include 
a check or test to see if an action worked. If the action worked or did not work, the 
plan proceeds or is adjusted accordingly. If these checks are made mindfully and 
carried out diligently, branching points are obvious and helpful. When intermediate 
goals have been formulated, they can serve as branching points. If a particular inter-
mediate goal has not and cannot be reached, the plan should be reformulated. In our 
case study an intermediate goal could have been the normalization of ventilation 
parameters following chest drainage. The fact that they remained unchanged could 
have made the resident physician think again.  

7.2.1.2     Considers Side Effects and Long-Range Consequences 
 Good plans do not end when a goal has been reached or even when the patient 
appears stable. Every treatment contains the risk of unwanted side effects and long- 
range consequences. One main requirement for successful planning is not only to 
envisage the treatment path but also to refl ect on the unwanted consequences of our 
actions that may only arise with great delay. Quite obviously, in the case study the 
side effects and long-range consequences of actions were not considered when plan-
ning for a thoracostomy.  

7.2.1.3     Includes Sufficient Resources in Reserve 
 Because critical situations are dynamic, it is necessary to plan for resources to 
address contingencies. An obvious example is to call a rapid response team when a 
patient’s respiration rate drops. It is quite probable that situations will develop 
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differently than planned. Resources in reserve in the acute care setting are man-
power and material resources. In a time of scarce resources in our health systems, 
our buffer against an unforeseen turn in the patient’s condition may be harder to 
obtain, at least in a timely fashion. Planning without buffer increases the risk to our 
patients. A good plan will include obtaining the resources needed immediately and 
will include timely requests to obtain reserve resources in case something unfore-
seen occurs. 

 The characteristics of good planning are that it:

•    Includes checks and branches  
•   Considers side effects and long-range consequences  
•   Includes suffi cient resources in reserve      

7.2.2     Mistakes and Problems with Planning 

 Complexity and dynamics make planning diffi cult and imprecise. Even with its 
inherent limitations, it is still worthwhile. Herewith is a discussion regarding some 
common planning mistakes (Dörner  1996 ; Dörner and Schaub  1994 ; Schaub  1997 ; 
Strohschneider  1999 ; Strohschneider and von der Weth  2001 ). 

7.2.2.1     Missing Planning: Methodism 
 If a clinical rule has been employed successfully in the past, there is a strong ten-
dency for healthcare providers to apply it again and again. Thus, past experiences 
can lead to rigidity and an overreliance on rule-based problem solving, an approach 
referred to as “methodism” (Dörner  1996 ; Reason  1990  uses the term “cognitive 
conservatism”). Clinicians who take this approach are thinking along these lines: “I 
know this kind of situation; I have experienced it before and I know exactly what to 
do!” By acting on the basis of what has proved successful in the past, the planning 
process is skipped, and established patterns of actions are activated. What can hap-
pen is that such rules, though perfectly adequate in certain circumstances, may be 
misapplied if the situation differs slightly in important ways from previous situa-
tions. Because the differences may be subtle and unobtrusive, important details may 
be missed or not considered. The resulting behavior will take the form of “strong but 
wrong” (Reason  1990 ).  

7.2.2.2     Planning with Only One Emphasis and Without Alternatives 
 The decision-maker only considers one single action without taking branching or 
alternatives into account. Sometimes this has to be done because of great time pres-
sure. However, in the case study, one could reasonably argue that there was enough 
time to do some planning. The resident assumed that there was a successful punc-
ture of a pneumothorax and apparently had no alternative or backup plan. In this 
case, the resident had to completely restart the planning process once an idea proved 
unsuccessful.  
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7.2.2.3     Planning Without Considering Side Effects or Long-Term 
Consequences 

 It is important to understand the links among goal criteria. “You cannot do only one 
thing” may sound like a truism but contains a deep truth for the management of 
complex situations. Every action has immediate and long-term effects that should 
be taken into account before acting. Because the patient’s immediate and future 
well-being is at stake during a crisis, good planning involves taking into account the 
tradeoff between short-term clinical gains and long-term “cost.” The treatment cost 
(in terms of the patient’s well-being) should not be higher than that of the disease. 
This maxim is frequently disregarded because it leads to doubts about the appropri-
ateness and consequences of one’s treatment and will cost time and mental effort. 
But if we act without this kind of planning and unwanted side effects occur, we will 
have failed to plan correctly.  

7.2.2.4     Not Enough Planning 
 To subdivide a general plan into many partial goals requires a lot of mental capacity. 
Because mental capacity is a precious resource in complex situations, we may be 
inclined to formulate vague plans with no branching, not enough thought to what 
resources are needed, etc. Within certain limits, this is a sound approach. For exam-
ple, if a patient stops breathing after complaining of chest pain, chest compressions 
should begin immediately without formulating a plan. However, “underplanning” 
typically leads to poor team formation, lack of role clarity, and oftentimes fi xation 
because no progress checks and branching have been considered.  

7.2.2.5     Overconfidence in Planning 
 When wishful thinking starts to prevail and considerations for what to do in case of 
failure are no longer thought of, excessive optimism governs our behavior, e.g., 
“insertion of the chest tube will go well because it has to go well.” The perception 
of feedback from the system (e.g., bleeding, unchanged ventilation status) was not 
explored nor well understood by the resident because he was confi dent that his plan 
was successful. We tend to choose to perceive what we expect to see because we 
presume that the plan will be successful. The most serious variant of unjustifi ed 
confi dence in planning is the complete disregard for thinking about complications 
(e.g., the perforation of the liver) or that other critical situations could actually arise. 
In case of a complication, we are then totally and unpleasantly surprised and have 
to do two complex things: build new plans under time pressure and cope with our 
feelings of failure. 

 Common mistakes in planning are:

•    Missing planning and automatically relying on past practice: Methodism  
•   Planning without alternatives  
•   Planning without considering side effects or long-term consequences  
•   Not enough planning  
•   Overconfi dence in planning       
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7.3     Tips for Clinical Practice 

7.3.1     Goals 

•     Set realistic goals. Decisions are good only insofar as they are good ideas and 
there is enough time to put them into practice.  

•   Focus on clarifying your goals and be explicit about the criteria by which you 
can decide whether the goal has been achieved.  

•   Prioritize your goals and enlist assistance accordingly.  
•   Be self-critical about nonmedical motives and goals that might govern 

actions.  
•   Whenever possible, state goals in a positive sense. Be explicit about the state you 

want to achieve; it is more important and more informative to team members 
than the state you want to avoid.  

•   Always remember that you can never do just one thing and never focus on just 
one isolated goal. Always expect and plan to manage multiple and sometimes 
confl icting goals.  

•   Use communication about the treatment goals as a chance to improve teamwork. 
Verbalizing goals and providing feedback is the only way to ensure coordinated 
action.     

7.3.2     Planning 

•     Hope for the best but prepare for the worst! If you consider a “worst-case” sce-
nario in your planning process, it is far less likely that unexpected developments 
will catch you off guard.  

•   Build in checks to see whether something is working or not. Consider next steps 
for success and branches for failures.  

•   Always remember: It can happen to you, too! Even the most experienced 
healthcare worker often will suffer from inadequate planning. What appears 
to be a lack of planning in retrospect is much more likely to be due to the 
natural diffi culty of planning in complex situations than with personal 
incompetence.  

•   Always plan with alternatives and suffi cient buffer (time, resources, staff).  
•   Take unwanted side effects and long-term side effects into account. Ask yourself: 

If I choose this action, what negative outcomes could possibly happen down the 
road?  

•   Never forget that planning is a mental activity. It requires strength and can 
become tiresome. Sufficient rest and energy are vital to good planning, 
especially in critical situations. Wherever possible, the most experienced 
person should delegate all manual activities to team members to have his or 
her mind devoted to spend all available mental energy for planning and 
managing.      
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7.4     “Plans and Goals” in a Nutshell 

•     Goals are states that satisfy needs or, more precisely, mental representation of 
such states. Plans in turn are the avenues to those states.  

•   To have a goal means to know how certain needs can be met. Good goals are 
those that can satisfy many needs at the same time without creating new 
problems.  

•   The more deeply a goal touches a person’s self-concept, the more resolutely he 
or she will pursue its fulfi llment.  

•   Goals tell us which way to go; they serve as “beacons for actions.”  
•   Good goals are set as general, intermediate, and partial goals, and they are priori-

tized and checked for confl icts.  
•   Goals should be stated as a positive goal; clarifi ed as necessary and acknowl-

edged by the team and have criteria by which a decision can be made about 
whether or not a goal has been achieved.  

•   Goals take into account the need for fl exibility in dynamic situations.  
•   Common problems in setting goals are “actionism” (acting too quickly), lack of 

prioritizing, lack of clarity about confl icting goals, missing specifi city and struc-
ture, overly rigid defi nitions of fi nal goals, and fi xation upon negative goals.  

•   Personal, nonmedical goals may have great but subtle infl uence on our actions. 
Most notably, protection of one’s feeling of competence can govern behavior in 
critical situations.  

•   Planning is necessary for every clinical action. Clinicians should have a plan 
even for rule-based actions.  

•   Planning is a form of mental rehearsal for approaching a goal. To plan means to 
search for and assess options for action and then outline concrete steps.  

•   Because of the complexity in acute and emergent care, comprehensive and long- 
term planning is inaccurate. Good planning under emergent circumstances is 
moderately branched, includes suffi cient buffer, and is checked for possible side 
effects and long-term consequences.  

•   Common problems in planning are methodism, planning without alternatives, 
planning without considering side effects or long-term consequences, underplan-
ning, and overconfi dence in planning.        
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  8      Attention: The Focus of Consciousness                     

 Case Study 
 A resident physician fi nishes his last night shift at the end of a week of night 
calls. It is 5:00 a.m. and the last few hours have been particularly straining 
because of several unstable patients. The resident is very tired but conscien-
tiously decides to do rounds on his patients one more time before getting some 
rest. While evaluating a patient whose hemodynamic status has recently wors-
ened, he is emergently called to another patient who has been inadvertently 
extubated during positioning. When the resident arrives at the bedside, the 
patient is being mask ventilated by a nurse, and the oxygen saturation is 85 %. 
The physician takes over the ventilation and asks the nurse to prepare for rein-
tubation. Because the patient is agitated and resists mask ventilation, the resi-
dent decides to give him a bolus of fentanyl and midazolam from the infusion 
pump. Immediately after the injection, the patient becomes severely tachy-
cardic and hypertensive. The heart rate is 180 bpm and the blood pressure is 
260/150 mmHg. A quick glance at the infusion pump labels makes the resident 
realize that he has mistakenly delivered a bolus of epinephrine instead of fen-
tanyl. Upon recognition of the error, the patient’s hemodynamic response is 
rapidly brought under control with boluses of nitroglycerin. His vital functions 
return to normal soon after. The patient is then uneventfully intubated.  

After 1 week of night shift in an ICU, a fatigued physician was faced with an emer-
gency. The call for help reached him in a moment when his attention was focused 
on another problem. Tired and still immersed in thought, he had to switch tasks and 
manage an emergency situation where he had to concentrate on mask ventilation 
and simultaneously deal with an agitated patient and prepare for reintubation. In this 
context, he wanted to give a bolus of an analgosedative drug to the patient manually 
and unintentionally manipulated the wrong infusion pump and applied a high dose 
of a catecholamine. Due to an immediate intervention with a vasodilating drug, 
further patient harm due to an excessive increase in heart rate and arterial blood 
pressure was prevented.
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8.1               The Control of Action: Attention, Vigilance, 
and Concentration 

 Human thinking, perception, and action can be consciously controlled and infl u-
enced. Conscious control is vital for problem solving and for actions that require 
precision and that potentially impact the patient’s short- and long-term well-being. 
The relevant central resource, the process by which we focus our awareness, is called 
 attention . It enables us to be completely present in a certain task. Attention, however, 
is also a vulnerable and limited resource. If it decreases or, as in the case study, is 
substandard due to fatigue, then people often suffer a loss of control over their behav-
ior. Mistakes are more readily committed. Furthermore, attention is a precious com-
modity because there are limitations on how much attentional capacity we have. 

 Human factors research has proposed (a) phasic and tonic activation, permanent 
attention, and vigilance as  characteristics of attention  and (b) tiredness, fatigue, and 
monotony as  disturbance of attention . 

8.1.1     Attention 

 Due to a moment of inattention, an intensive care physician injected a bolus of a 
wrong drug. He did not notice the mistake until the monitor alarm made him aware 
of a dangerously high blood pressure and heart rate. Although he was focusing his 
attention on the emergency situation, one part of his actions escaped his attention, 
namely, the injection of the drug. How then should we conceptualize “attention?” 
“Everyone knows what attention is,” psychologist William James stated as early as 
1890. “It is the taking possession by the mind, in clear and vivid form, of one out of 
what seem several simultaneously possible objects or trains of thought. Focalization, 
concentration of consciousness are of its essence. It implies withdrawal from some 
things in order to deal effectively with other” (James  1890 ). Despite this early and 
understandable explanation, there is no clear agreement on defi nition to the present 
day (e.g., Eysenck and Keane  2000 ; Styles  2006 ). Instead, several metaphors are 
used to describe certain aspects of attention (Zimbardo and Gerrig  2007 ). The three 
most distinct metaphors are those of a spotlight, a fi lter, and a bottleneck. 

8.1.1.1     Metaphors of Attention 
 The  spotlight  metaphor conceptualizes:  Not everything that is present in the situation 
is consciously perceived by humans . We can only look at, listen to, and refl ect upon 
that which is within the focus of attention. The “spotlight attention” is intimately con-
nected with consciousness; however, information that is not within the focus of atten-
tion is not lost; it still can enter perception, be processed, and then become apparent as 
emotions. This happens in a cryptic form because emotions are fl ash-like, holistic 
summaries of situational assessments and do not explain themselves (Chap.   4    ). 

 The metaphor of a  fi lter  emphasizes the fact that  not everything that humans 
perceive enters consciousness  (Chap.   5    ). The most popular conceptualization of this 
theory is Broadbent’s metaphor of a bottleneck (Broadbent  1958 ): Because 
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attention is a limited resource, every piece of information that is not consecutively 
processed on a conscious level, and hence passes through the  bottleneck , is lost. A 
modifi ed version of the bottleneck theory is empirically supported by neurophysi-
ological fi ndings: Although the conscious processing of information depends on 
attention, other sensory inputs, even if they are not consciously perceived, will be 
partially analyzed (Fig.  8.1 ). Partial analysis is accomplished through neuronal net-
works other than the cortex. A neuronal network connection can perceive uncon-
sciously received data with respect to relevance and fi t them into existing schemata 
(Ramachandran and Blakeslee  1999 ). If a perception is judged to be “relevant,” an 
involuntary orientation toward the source of the sensory stimulus occurs ( orienta-
tion response ; Sokolov  1963 ). The monitor alarm caused by a violation of the blood 
pressure limit is such a source of a sensory stimulus that caused a reorientation of 
the resident’s attention. For him, the sound of the alarm was a relevant perception 
that fi t into an existing schema and directed him to turn his attention to data outside 
the focus of his immediate attention.

8.1.1.2        Physiology of Attention 
 The physiological correlate for attention is the activation of the central nervous 
system. According to the quality of activation, two basic forms of attention can be 
discerned: a  tonic  and a  phasic  arousal. 

  Fig. 8.1    Modifi ed bottleneck metaphor of attention: As attention is a limited resource (“the bot-
tleneck”), every piece of information has to be processed on a conscious level or it will be lost; 
however, some information, although not perceived consciously, will be partially analyzed       
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  Tonic arousal  describes the wakefulness of a person. This arousal is not acces-
sible by conscious control. It is regulated by the circadian sleep-wake rhythm and 
impaired by sleep deprivation. The tonic arousal of the resident was low when the 
emergency occurred. 

  Phasic  arousal describes the increase in central nervous system (CNS) activation 
that follows a stimulus (e.g., alarm) signaling imminent danger. The physiological 
consequence of phasic arousal is a sympathoadrenergic reaction with a concomitant 
increase in heart rate and blood pressure, dilated pupils, and increase in skin resis-
tance. When the resident perceives danger for his patient via the BP alarm, his atten-
tion undergoes a phasic activation. 

 In contrast to attention being unconsciously focused by central nervous activa-
tion, other aspects of attention, namely, vigilance, selection, and sharing, can at least 
partly be controlled consciously.   

8.1.2     Vigilance 

 Vigilance is the ability to remain alert and watchful for extended periods of time and 
to react appropriately to occasional stimuli. The fi rst to conduct research into neuro-
physiological properties of vigilance was the famous neurologist, Sir Henry Head. He 
proposed at the beginning of the last century that vigilance is “the extent to which the 
activities of a particular portion of the central nervous system exhibit at any moment 
signs of integrative and purposive adaptation” (Head  1923 ). During World War II, the 
Royal Air Force recruited psychologist Norman Mackworth to study the effi ciency of 
radar operators. Triggered by the fi eld-generated experience that airborne radar and 
sonar operators on antisubmarine patrol missed weak signals on their displays par-
ticularly toward the end of a watch, Mackworth sought to determine by systematic 
study why and when this phenomenon occurred. He found that the accuracy of signal 
detections declined by about 15 % after only 30 min and then showed a more gradual 
decline over the remainder of the watch period. This quintessential fi nding of detec-
tion performance, described as vigilance decline over time, is also known as the  vigi-
lance decrement  (Mackworth  1948 ; Mackworth  1970 ). His explanation, which was 
followed by most cognitive psychologists, was that vigilance decrement was caused 
by the mentally undemanding and understimulating nature of the tasks operators had 
to perform. From this traditional point of view, vigilance tasks were benign assign-
ments that did not require much from the observer. However, more recent research 
has proven conventional wisdom to be wrong. Modern studies provide powerful con-
verging evidence showing that vigilance assignments impose substantial demands on 
the information-processing resources of observers and are therefore associated with a 
considerable level of subjective workload and stress (Warm et al.  2008 ). The fi ndings 
of high information- processing demand during vigilance tasks support the view that 
attention is the limiting resource and that the workload imposed by vigilance tasks 
drains our information-processing resources. Thus, instead of “being a bore,” 
extended vigilance tasks actually impose a high cognitive demand. 

 Interest in vigilance has increased in high-risk enterprises because of the prevalence 
of automation. Technological advancements have shifted the roles of workers from 
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active controllers to that of system supervisors who serve in a fail-safe capacity in 
which they need only react when problems arise. In some respect the task description 
of a “system supervisor” is true for many domains in acute medical care. Whereas the 
beginning of anesthesiology, to name one example, was characterized by a strong clini-
cal interaction between patient and physician or nurse, this has changed during recent 
decades. Observation of monitors and vital sign displays has replaced the “hand on the 
pulse,” and the number of displays, alarms, and waveforms on high-end monitors has 
risen from approximately four in 1970 to as many as 23 in 2000 (Beatty  2000 ). 

 Because many pathophysiological changes often develop over an extended 
period of time, patients tend to decompensate gradually. Thus, an early awareness 
of impending changes is of paramount importance. The vigilant observation of 
patient status and monitors is an important task for healthcare providers in acute and 
emergency healthcare settings. In light of this fact, and with an eye toward a little 
sense of humor, several anesthesia societies from around the world have accommo-
dated by integrating  vigilance  into their society’s maxim (“vigila et ventila”; stay 
vigilant and ventilate). 

 Performance decrements during lengthy vigilance tasks manifest as decreases in 
reaction time and a drop in visual or auditory alarm detection probability (Krueger 
 1994 ). During lengthy surgeries, vigilance decrements can become a problem for 
surgical residents who may have to perform monotonous tasks or for anesthesia 
providers who must continuously monitor patient vital signs, assess the possible 
impact of a variety of parameters and physical changes, and administer drugs. 
Vigilance is one of the key characteristics in the successful prevention of critical 
situations (Howard and Gaba  1997 ). Performance shaping factors that increase 
(e.g., stress) or reduce (e.g., fatigue) the level of activation will impair vigilance.  

8.1.3     Concentration 

 Concentration is the long-term focus of attention on a specifi c, consciously selected 
segment of reality (Zimbardo and Gerrig  2007 ). Concentration depends on the abil-
ity to pay  selective attention  by which disturbing stimuli are blocked out and a 
conscious selection of relevant stimuli is made. To fully concentrate on one aspect 
of reality, the actual motive to concentrate and focus attention over long period has 
to be guarded from concurrent motives that strive for activation (Chap.   4    ). In addi-
tion, concentration demands that we increase the threshold for perceiving irrelevant 
stimuli that could distract us. Concentration requires both the inhibition of irrele-
vant stimuli  and  unwanted motives to continue maintaining a chosen focus.  

8.1.4     Divided Attention 

 The term “divided attention” is used if someone has to accomplish two or more tasks 
at the same time (Eysenck and Keane  2000 ). Most people are unable to consciously 
process data in a parallel manner. They can only execute several tasks if only one of 
them demands conscious thinking and all the others can be processed automatically 
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(Schneider and Shiffrin  1977 ). The intensive care physician from the case study is no 
exception to this rule. His attention is focused on successful mask ventilation and the 
preparation for reintubating the patient. The bolus application of the assumed anal-
gosedative drug, however, is done automatically without looking closely at the infu-
sion pump. If a task such as the bolus application is executed automatically, then 
attention will only turn toward the automatism at certain “control points” to check 
the correct execution. For the remaining time, the physician’s attention is focused on 
mask ventilation and the planned intubation. These tasks demand conscious think-
ing. However, because the intensive care physician is tired, these tasks demand more 
of his attention than usual. As a consequence, he misses “control points” of the drug 
administration and depends on the automatism of manipulating the pump to be exe-
cuted without a suffi cient amount of conscious control. 

 Dealing with several tasks simultaneously without a loss in effi ciency is more 
likely possible if different sensory modalities are involved. The physician can more 
easily give orders and at the same time listen to the signal of the pulse oximeter. 
Analytic thinking, in contrast, requires his full concentration and therefore shielding 
of his attention from all other tasks. 

 The necessity to divide attention between multiple concurrent tasks is not only an 
inherent characteristic for certain medical emergencies but is also characteristic of the 
task environment of acute medical care provision as a whole. The skill of trying to 
divide attention is made even more diffi cult because healthcare professionals are often 
“interrupt driven” (Antoniadis et al.  2014 ) in their task performance and have to man-
age many “break-in tasks” (Chisholm et al.  2000 ). Attentional control mechanisms 
and divided attention are also relevant if previously formed intentions are executed 
during an appropriate but delayed “window of opportunity” ( prospective memory ; 
Harrison et al.  2014 ; West et al.  2011 ; Smith  2003  Chapter 4). Prospective memory 
cues are detected via monitoring processes, in which people expend attentional 
resources either by keeping the intention activated while performing ongoing activity 
or by searching the environment for the prospective memory cue. Such cues can be:

•     Time based  (e.g., “at 1:00 p.m. I have a meeting with the executive director”)  
•    Event based  (e.g., “the next time I meet my colleague, I will ask him whether he 

got the broken stretcher repaired”)  
•    Action based  (e.g., “as soon as I’m fi nished dictating the medical report, I will 

have another look at the newly admitted patient in room 014”)    

 A transformation of time-based cues into event-based cues (e.g., by setting an 
alarm on one’s mobile phone) helps to make the prospective memory more indepen-
dent of limited attentional capacity.  

8.1.5     Attentional Capacity: A “Bucket Theory” 

 The necessity of dividing attention between different tasks is always there in health-
care. So, could we do some training to enlarge our attentional capacity? Research 
done with pilots (Wickens  1984 ) in order to design effective aircraft cockpits shows 
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that we are dealing with a certain amount of attention that a human has and can 
share between different tasks. This view of attentional capacity propounds a “bucket 
theory of attention” because every person has a certain amount of attentional capac-
ity. It cannot be enlarged at will, but it can be managed differently. 

 There are different theoretical approaches to attentional capacity in psychology. 
Most authors think of attention as a central bank of resources that is available for all 
tasks requiring mental effort. A competing model is that of multiple specialized 
resources, specifi c to a modality (e.g., seeing, hearing). Both models, however, 
agree that the overall capacity of attention is limited. 

 This view has a lot to do with performance in teams and explains why it is important 
for a person managing a medical incident (e.g., code leader) to keep her hands off the 
patient, to not “do” anything but just “think.” That way the precious resource of “atten-
tional capacity” is being used for an important role. Clinicians often have been so 
overtrained to perform certain tasks; they often think these tasks do not require much 
of their attention. But this is incorrect. For example, we might fi nd an anesthesiologist 
squeezing a bag valve mask while trying to run a code. Even though the anesthesiolo-
gist may not be aware that squeezing the bag is taking away from his attention, some 
amount of attentional capacity is being used. The better alternative would be to step 
back, think, and spend 100 % of the attentional capacity on running the event.   

8.2     Open for News: Background Control and the Horizon 
of Expectations 

 An essential precondition for many tasks in acute and emergency healthcare is the 
ability to completely focus on the actual intention. Because certain tasks require 
great precision and skill, the current activity may require most of our attention. 
However, concentration on one task should never become absolute; otherwise, it 
could become impossible to detect opportunities for other good intentions or immi-
nent complications and dangers. Background control is the mechanism by which 
our cognitive system tries to avoid this pitfall (Dörner  1999 ). The term,  background 
control , describes the phenomenon wherein people tend to scan their environment 
on a regular basis for relevant and new clues. This is done by allowing attention to 
take a broad view of the situation and then having it return to its primary task. 

 Background control happens without conscious planning. If a task is very impor-
tant or when the stress level rises, background control is reduced or completely 
abolished. Background control is also infl uenced by the feeling of competence. If 
someone feels incompetent, they may either start to control their environment less 
to prevent threatening events from being discovered (called “encapsulating”), or 
they may start to scan quite frequently, which appears to be volatile, inconsistent, 
and unfocused behavior. 

 The extent to which people attend to background control depends on the safety 
of the environment, the diffi culty of the current task, and one’s expectations about 
the progress of events (“horizon of expectations”; Fig.  8.2 ). The horizon of expecta-
tions is a prognosis about the expected; it extrapolates present circumstances to 
predict the future. In the case study, the physician’s horizon of expectations 
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consisted of continuing the unproblematic preparation for reintubation. The moment 
the horizon of expectations broke (because of the increase in the patient’s heart rate 
and arterial blood pressure alarm), he was surprised and possibly even frightened. 
Attention was immediately focused toward the infusion pumps (orientation 
response), and then he refl ected on the situation: What happened? Why are things 
not going as expected?

   The horizon of expectations is a necessary component for the regulation of atten-
tion. Expected events take less of our attentional capacity. Occasional attention con-
trols are enough to refresh and verify the situational picture. Events, however, that 
cannot be predicted with certainty have to be tracked more closely. The greater the 
uncertainty about expectations concerning the future (uncertain horizon of expecta-
tions), the more often people have to control and attend to the background.  

8.3     Situation Awareness 

 Human factors research has shown the importance of situation awareness (SA) as a 
central factor for error reduction within complex technical systems. Situation aware-
ness is usually defi ned as “the perception of the elements in the environment within 
a volume of time and space, the comprehension of their meaning and a projection of 
their status in the near future” (Endsley  1995 ; Fig.  8.3 ). “Knowing what is going on 
so you can fi gure out what to do” is a catchy summary for situation awareness 
(Adam  1993 ). Situation awareness is especially important in work domains where a 

  Fig. 8.2    Horizon of 
expectations (After Dörner 
 1999 ). Every critical 
situation ( CS ) is 
extrapolated into the 
future.  Circles  represent 
events and the arrows 
alternative actions or 
developments. The further 
away from the present an 
event is, the more options 
are thinkable and 
expectations become 
increasingly imprecise       
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highly dynamic environment generates high information fl ow and poor decisions 
can lead to serious consequences.

   One result of research into situation awareness is that people have to be oriented 
to the entirety of their environment to be able to control it (Endsley  1995 ,  2000 , 
 2004 ; Carskadon-Banbury and Tremblay  2004 ; Stanton  2010 ). A crucial prerequi-
site for good situation awareness is metacognition, the concept that individuals are 
able to refl ect on their own thought processes, to stand apart, and to “think about 
their thinking.” Metacognition builds situation awareness by allowing the health-
care provider to ask the following questions (e.g., Endsley  1995 ):

•    What is the big picture? What is happening and which items determine the pres-
ent situation?  

•   What do the current actual events signify?  
•   In which directions could the situation evolve?    

 To develop and maintain situation awareness, people fi rst have to construct an 
image of the current situation by detecting objects, parameters, and events that 

  Fig. 8.3    Situation awareness involves being aware of what is happening in the vicinity, compre-
hending the relevance of aspects within the current situation, and predicting the future status of the 
situation. Tiredness, distraction, stress, and complexity of the situation impair the formation of 
adequate situation awareness       
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might be relevant for this situation. To update and maintain a high degree of situa-
tion awareness, two processes have to be in operation:

•    The situational image has to be updated regularly. This is done by the above- 
described process of background control. For the buildup of situation awareness, 
this control has to be done consciously by allocating some of our attention to 
updating.  

•   The perceived elements have to be assessed with respect to their relevance. A 
good assessment demands clarity about the goals of the particular situation 
because relevance can only be determined in reference to goals.    

 The ability of clinicians to gain situation awareness can be enhanced by the 
design of a work space and by the way necessary information is presented. If the 
cognitive system of the user and behavioral processes are taken into account, such 
as intelligent design for monitors, alarms, and integration of graphic displays, 
design factors can support and enhance situation awareness (e.g., Drews and 
Westenskow  2006 ; Edworthy and Hellier  2006 ; Michels et al.  1997 ). 

 Situation awareness, like other attentional processes, is susceptible to distraction, 
disruption, tiredness, high workload, and stress. Stress in particular seems to have a 
strong negative impact on perception and comprehension of the elements in the 
environment and on the prediction of future status (Sneddon et al.  2013 ). Moreover, 
the complexity of a situation and task renders the formation of adequate situation 
awareness diffi cult. 

 Just as individuals have situation awareness, members of a team will possess 
situation awareness required for their respective responsibilities as well as informa-
tion requirements relevant to all team members. Research refers to situation aware-
ness in team operations as “shared situation awareness” or “team situation 
awareness.” One of the main tasks in team formation and function is the creation of 
such shared situational awareness, of a shared mental model of the situation. 
Developing shared mental models for a problem creates a context for making deci-
sions that uses the cognitive resources of the entire team (Stout et al.  1997 ; Vidal 
and Roberts  2014 ). Such shared knowledge enables each person to carry out his or 
her role in a timely and coordinated fashion, helping the team to function as a single 
unit with little negotiation of what to do and when to do it (Sorensen and Stanton 
 2013 ; Chap. 11). On the other hand, a lack of shared knowledge correlates with 
team errors (overview in Schmutz and Manser  2013 ).  

8.4     Disturbances of Attention 

 Conscious control of actions can be impaired by many factors. Some disorders, 
somatic as well as psychiatric (e.g., depression, schizophrenia), change the regula-
tion of attention. Furthermore, some people habitually show an insuffi cient regula-
tion of attention (cognitive failure; Broadbent et al.  1982 ). These disturbances 
appear to be relatively stable personality traits and are not covered in this chapter. In 
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the context of this chapter acute alterations in attention due to tiredness, fatigue, 
monotony, and “encapsulation” are examined. These impairments are common 
problems in caring for patients in the acute care environment, decrease general per-
formance, and may cause mistakes. 

8.4.1     Can I Stay in the Game?: Fatigue 

 The term  fatigue  describes the diminished ability to perform both cognitive and 
physical tasks that require mental or muscular work. Fatigue is a protective physio-
logical function signaling that the margin of effective performance has been reached. 
Fatigue appears as a reversible reduction in the physical and mental performance and 
is accompanied by feelings of physical exhaustion (muscular fatigue) and by the 
subjective feeling of tiredness (mental fatigue). In contrast to monotony, the effects 
of fatigue can only be compensated for by rest, not by a change in activity. Fatigue 
has various effects on physiological outcomes and on mental and behavioral perfor-
mance (Zimbardo and Gerrig  2007 ; Dinges  1995 ; Rosekind  1995 ), among others:

•    Alertness, attention, and vigilance are reduced. People are able to sustain con-
centration on a task for a shorter than usual period of time.  

•   Reduced motor performance (fi ne motor skills and eye-hand coordination) and a 
decreased effectiveness of motor tasks (speed and accuracy are reduced).  

•   Slowed reaction time and decision-making. In order to reduce effort, rule-based 
decisions are preferred over knowledge-based decision-making (principle of 
economy; Chap.   6    ).  

•   Impaired memory function manifested as a reduced ability to learn and to recall 
items.  

•   Motivational alteration of the thinking process: People become careless in the 
formation of opinion, increasingly tolerant of their own mistakes, and prone to 
hasty decisions.  

•   Change in social behavior with disrupted communications, uncontrolled affects, 
and a reduced inclination to share information with team members.  

•   Alterations in visual perception ranging from changes in the sensitivity threshold 
to perceptual anomalies (e.g., illusions, hallucinations) in the case of prolonged 
severe sleep deprivation. In addition, the degree of resolution of perception can 
decrease, which may lead to important details being missed.  

•   Somatic symptoms emerge and appear as an increase in heart rate, shallow 
breathing, a reduction in muscle tone, and an increase in oxygen consumption. 
These symptoms emerge even if the level of physical work remains stable.    

 Fatigue and its recovery follow exponential curves, albeit reciprocally: The dec-
rement in psychomotor performance begins slowly and becomes more manifest the 
longer a mental or physical strain is sustained. In contrast, the recreational effect of 
a break is strongest in the fi rst minutes of the break. Then the rate of recovery 
decreases. Therefore, many short breaks are more effective than a single long one. 
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 There is a signifi cant discrepancy between subjective reports of fatigue and alert-
ness and objective measures of physiological status (Howard et al.  2002 ). The feel-
ing of tiredness is perceived much later than the actual decline in the physical 
performance or mental capability. Physicians seem to be especially prone to this 
kind of misjudgment. In contrast to other professional groups (e.g., pilots, nurses), 
physicians often believe that they can perform fl awlessly even when fatigued 
(Fig.  8.4 ; Flin et al.  2003 ; Helmreich and Merritt  1998 ).

   Because the feeling of tiredness is an unreliable indicator of actual fatigue, peo-
ple often react to this feeling only when their performance has already decreased. 
This is one of the reasons why breaks are often taken too late. Recovery then takes 
more time than when breaks are taken early and regularly. With respect to patient 
safety, it is important to obtain ample and timely breaks.  

8.4.2     I’d Rather Be in Bed: Sleepiness and Sleep 

 Fatigue demands rest. It is caused by physical and cognitive work or by pro-
longed stressful situations. Sleepiness is caused by the need to sleep and prompts 
people to go to bed and thus to recover. In sleep medicine, however, the terms 
 fatigue  and  sleepiness  are often used interchangeably. More precisely, fatigue is 
referred to as “on-the-job sleepiness” or “daytime sleepiness” (Caldwell et al. 
 2008 ; Monk  1991 ). Sleepiness, in the strict sense, is part of the natural sleep-
wake cycle that is synchronized to a circadian rhythm of approximately 24 h. 
This circadian rhythm’s timekeeper is located in the suprachiasmatic nucleus 

  Fig. 8.4    Percentage of physicians and pilots who had an unrealistic attitude toward their perfor-
mance limits. Two of three physicians denied any detrimental effect of fatigue on their perfor-
mance (From Helmreich and Merritt  1998 )       
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(SCN) of the human brain. The rhythm is biphasic with a state of increased sleep 
tendency at night and during early afternoon (circadian lulls) and periods of 
maximal wakefulness during late morning and late evening. Light is the major 
factor that ties this rhythm to activity during the day and sleep at night. 
Additionally, various physiologic variables and hormones either rise or fall at 
various times throughout the 24-h period. 

 Sleep deprivation occurs when an individual does not obtain the quantity of sleep 
needed to restore their central nervous system to a fully rested state. Sleep depriva-
tion can occur on a long- or short-term basis. Chronically reduced sleep (e.g., 
restricted to less than 5 h per day) creates a cumulative “sleep debt” that will impair 
physiological and cognitive performance within a week (Dinges et al.  1997 ). The 
concept of sleep debt has been crucial for countering the notion that healthcare pro-
fessionals can accommodate to less sleep through constant sleep deprivation in con-
junction with adequate motivation and professionalism (e.g., by expecting novices 
to work 36 h every other day with only one night in between; Caldwell et al.  2008 ). 
Tiredness is nature’s toll, unswayable by pride or professionalism. With increasing 
age, the need for sleep does not decrease; on the contrary, the amount of slow-wave 
sleep phases decreases, the probability for nocturnal awakening rises, and sleep 
becomes less restorative. 

  Impact of Sleep Debt 
 Sleep debt manifests well before a week of disrupted sleep. One single night of 
sleep deprivation is suffi cient to impair performance comparable to the effect of 
ethanol ingestion. One night’s loss of sleep can cause performance-impairing and 
memory decrement effects that are equally potent to alcohol and signifi cantly more 
potent in its sedative effect. Two hours of sleep loss has an equivalent sedative effect 
to the ingestion of three 12-oz (360 ml) servings of beer. A sleep loss of 8 h corre-
sponds to the effect of consuming ten 12-oz beers (Roehrs et al.  2003 ). In a study, 
following 17 h of wakefulness, the performance on psychomotor tests was compa-
rable to the effect of a blood alcohol concentration of 0.5 ‰. After 24 h of sustained 
wakefulness, psychomotor ability further decreases to performance comparable to 
that of a person with a blood alcohol concentration of 1.0 ‰ (Dawson and Reid 
 1997 ; see also Arnedt et al.  2005 ; Ware et al.  2006 ; Van Dongen et al.  2003 ). 
Moreover, sleep-deprived house staff has a higher risk of sleep-related driving acci-
dents when driving home after a night shift. This fi nding led to the recommendation 
that management should provide “post-call” sleeping facilities for all personal 
working night shifts (AAGBI  2013 ). 

 Despite the general effect of sleep deprivation on performance, some individuals 
are more fatigue resistant than others. There seems to be a relationship with their 
chronotype (or “circadian type,” “diurnal preference”). People who prefer to be 
active early in the day (“morningness”) are often more affected by sleep deprivation 
than people who are most alert in the late evening hours (“eveningness”). Thus, 
personal characteristics of being “larks” or “owls” seem to affect psychomotor per-
formance in the work environment (Caldwell et al.  2008 ).  

8.4 Disturbances of Attention
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  Night Shift 
 On-the-job sleepiness is a constant threat to safe performance in healthcare because 
many healthcare professionals work nonstandard schedules and consistently fail to 
obtain suffi cient sleep. Recently, 70 % of residents working in the ICU demon-
strated a severe degree of sleepiness despite reductions in work hours (Reddy et al. 
 2009 ). Individuals are at increased risk for on-the-job sleepiness if they:

•    Have to work long hours in a given shift  
•   Have to work long shifts for several consecutive days  
•   Have unpredictable or irregular shift schedules  
•   Did not obtain suffi cient sleep immediately prior to the work shift  
•   Suffer from cumulative sleep debt     

 Several studies have shown that working the night shift increases the likelihood 
of accidents with every consecutive night (Knauth  1995 ; Spencer et al.  2006 ). Night 
services and on-call duties make clinicians susceptible to error (Landrigan et al. 
 2004 ; see Howard et al.  2002 ; Samkoff and Jacques  1991  for overview). Research 
on the performance of surgeons (Taffi nder et al.  1998 ; Grantcharov et al.  2001 ), 
anesthesiologists (Howard et al.  2002 ), and residents (Barger et al.  2006 ) following 
sleep deprivation corroborated the notion that the incidence of errors increases as a 
function of sleepiness. Although there is no clear correlation between sleepiness 
and direct harm to patients, surveys support this notion. For instance, in an inter-
view study with anesthesiologists, more than half of the group was able to remem-
ber one or more clinical errors they had committed as a direct result of extreme 
sleepiness (Gaba et al.  1994 ; Gravenstein et al.  1990 ). Similar results have been 
reported from other clinical areas (Baldwin and Daugherty  2004 ). 

 In recent years, attempts have been made to mitigate the adverse effects of shift 
work on the circadian rhythm by designing ergonomic shift systems (overview in: 
Flin et al.  2008 ; Nelson  2007 ). Elements of such worker-friendly shifts are:

•    Forward shift rotation: Scheduling shifts on consecutive days so that they 
advance forward through a 24-h day is preferable (e.g., fi rst shift in the morning, 
second in the afternoon, third as night shift).  

•   Shift changeover: Providing 24 h of coverage using shifts of 10-, 8-, and 6-h 
duration is more sleep-friendly than scheduling three 8-h work periods.  

•   Scheduling on-call duties no more frequently than one in every fi ve nights.  
•   Napping for short periods: Naps during nighttime hours can minimize changes in 

circadian rhythms (Smith-Coggins et al.  2006 ). Given the diffi culty of introduc-
ing naps in most clinicians’ night shifts (e.g., emergency department), it would 
mandate at least double clinician coverage to increase napping opportunities.    

 One problem with sleep deprivation seems to be that subjects can be physiologi-
cally sleepy, even near pathological levels, without being aware of their progres-
sively impaired alertness and increasing cognitive defi cits. In an experimental setup, 
every second subject believed that they had stayed awake during the entire study 
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period while EEG/EOG measurements showed they had fallen asleep (Howard 
et al.  1995 ). Besides having a major impact on the ability to perform adequately, 
sleepiness also interferes with personal lives during training programs (e.g., resi-
dency programs), leaving many personal and social activities and meaningful per-
sonal pleasures deferred (Papp et al.  2004 ). 

 Another source of errors during nighttime is  sleep inertia . Sleep inertia describes 
the fact that an abrupt awakening from deep sleep (e.g., when a pager beeps) is 
characterized by a decline in motor performance and a subjective feeling of groggi-
ness. Reaction time performance is directly related to sleep stage at awakening, e.g., 
persons awakened during the deepest sleep have the slowest reaction times. 
Furthermore sleep inertia has a strong motivational impact as it urges people to 
return to sleeping. Although the effects of endogenous epinephrine in an emergency 
can partially counter sleep inertia, recovery to full orientation can take up to 20 pre-
cious minutes. Until then healthcare providers give less than optimal care during 
crisis management. Sleep inertia studies show there is no easy solution to the prob-
lem of waking up “impaired.” Both working through the night and sleeping when 
being on call can lead to errors. 

 Disruptive circadian rhythm is the cost individuals have to pay for shift work and 
on-call duty. For this reason, many healthcare professionals try to treat their lack of 
synchronization by using alertness-enhancing or sleep-promoting substances. 
Caffeine is the most common alertness-enhancing drug. Caffeine increases vigi-
lance and improves performance in sleep-deprived individuals, especially if they 
normally do not consume high doses of caffeine. It has no serious side effects but 
can interfere with daytime recovery sleep if it is taken toward the end of the night 
shift. Modafi nil has been shown to signifi cantly attenuate fatigue-related perfor-
mance decrements throughout 40 h of continuous wakefulness. It has low abuse 
potential but its long duration makes it diffi cult to synchronize its effect with the 
24-h circadian rhythm. Amphetamines (e.g., dextroamphetamine) have the greatest 
potential for abuse and should therefore not be used by healthcare providers to treat 
fatigue resulting from sleep deprivation. In a recent nationwide survey, 6 % of anes-
thesia residents admitted to taking “something other than caffeine” to stay awake 
while on call (Hanlon et al.  2009 ). 

 One might expect that the lack of rest incurred by working night shifts would 
facilitate daytime sleep. But because the circadian rhythm is disrupted, many peo-
ple have trouble sleeping when their natural circadian rhythm tells them it is time 
to be awake. Thus, clinicians often use substances to assist obtaining much needed 
sleep. Among the most commonly used substances promoting sleep are melato-
nin, an endogenous hormone that varies in a 24-h cycle and signals “biological 
night,” and zolpidem, a nonbenzodiazepine hypnotic. Older sleep medications 
(e.g., benzodiazepines) should be avoided because they carry a high potential for 
abuse. The use of pharmacological sleep aids by clinicians is widespread. For 
example, 20–30 % of emergency physicians reported regular use of sleep-facilitat-
ing substances (e.g., alcohol, antihistamines, sleep adjuncts, and benzodiazepines) 
to help them sleep around a night shift (Bailey and Alexandrov  2005 ; Handel 
et al.  2006 ). 

8.4 Disturbances of Attention
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 To solve these problems associated with sleep deprivation and performance 
decrements, it is likely that healthcare professionals, especially the ones who 
must make high-stakes decisions under time-limited conditions, will need to 
assert their right to lead healthy lives themselves. The long-term cumulative 
effects of sleep deprivation hastens the onset of professional burnout and limits 
the number of years that highly trained individuals can practice their craft 
(Nelson  2007 ).  

8.4.3     Much Ado About Nothing: “Alarm Fatigue” 

 Acute patient care is unthinkable without patient monitoring systems used to con-
tinuously monitor vital signs and to quickly detect critical and life-threatening con-
ditions. Although modern alarm systems fulfi ll this requirement, problems in their 
real-world clinical application diminish their usability: Artifacts of moving patients 
(e.g., ambulance vehicle, intensive care) and surgical manipulation (e.g., electro-
cautery) as well as too narrowly set alarm thresholds create a high percentage of 
clinically irrelevant alarms. Studies have indicated that the presence of false- positive 
alarms ranges from 80 to 99 % (overview in Borowski et al.  2011 ). The high number 
of false-positive device alarms leads to a desensitization of caregivers, which results 
in inadequate or even complete lack of responses to alarms. The problem of exces-
sive alarms resulting in alarm fatigue is sometimes called “cry wolf effect” (Bretznitz 
 1984 ; Schmid et al.  2011 ). The dimension of the problem may be illustrated by the 
fact that within a 4-year period the US Food and Drug Administration (FDA) 
Manufacturer and User Facility Device Experience database (MAUDE) received 
566 reports of patient deaths that were related to disabled, silenced, or ignored 
device alarms (FDA  2011 ). Strictly speaking, alarm fatigue is not caused by distur-
bance of attention but results from motivational protection of attention. Whenever 
something repeatedly demands attention and proves to be false, it will lose its 
importance. Once audible alarm sounds lose their relevance, the horizon of expecta-
tions changes: An orientation reaction toward the alarm source does not take place, 
and caregivers continue to pursue their current task. Ergonomics and human factors 
engineering has identifi ed several ways of improving currently used alarm systems 
(Borowski et al.  2011 ):

•    “Softer” alarm melodies instead of single piercing alarms  
•   Vibrotactile alarms allowing silent notifi cation of a responsible provider  
•   Networking of alarm devices  
•   Algorithms that reduce the number of false alarms (e.g., alarm delays, online 

signal extraction, etc.)  
•   Intelligent alarm systems (e.g., context-aware alarms, alarms based on root cause 

analysis, diagnostic alarms)  
•   Improvement in the knowledge of healthcare providers regarding the function of 

the alarm system (e.g., user-friendly manuals, self-explanatory systems, and 
adequate training)     
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8.4.4     Nothing to Do: Monotony 

 Monotony is a state of reduced mental and physical activity (Ulich  2001 ). This con-
dition arises when people are in an environment with few relevant stimuli and have 
to frequently repeat uniform tasks that demand their attention. These tasks cannot 
be automated, but they do not demand hard thinking either. In contrast to fatigue 
(which demands recovery), monotony disappears as soon as the task is altered: “sec-
onds of terror” dispel “hours of boredom.” Monotony is best addressed by a change 
in tasks. Listening to music or undertaking physical exercise can mitigate monot-
ony. Monotony is not usually a big problem in the context of acute and emergency 
healthcare. Tasks such as monitoring and surveillance may be boring, but they do 
not create monotony; instead, they demand vigilance.  

8.4.5     Tightly Focused: Too Much Concentration and Missing 
Background Control 

 Up to now we have described how too little arousal impairs attention. But the con-
trary can be true as well: Excessive concentration on a task can interfere with an 
appropriate distribution of attention. If people are too preoccupied with a task, then 
the occasional scanning of the environment for relevant information (background 
control) will be signifi cantly reduced. We then are no longer open for other relevant 
clues and are less likely to notice when another problem emerges that may become 
important. This is like wearing blinders (Chap.   9     on the infl uence of stress).   

8.5     Tips for Clinical Practice 

•     Take the effects of fatigue seriously. The feeling of wakefulness can be deceptive. 
Do not wait until you feel tired before getting some rest. Take scheduled breaks.  

•   If you are unable to work safely, you should take measures to rest or go home.  
•   If you work in a team, you can avoid fatigue by relieving each other from time to 

time.  
•   Before you appoint a task to someone, make sure that the person is paying 

attention.  
•   Ensure that important actions can be performed without interruption.     

8.6     “Attention” in a Nutshell 

•     Attention is the conscious focus of perception and thinking on an object.  
•   When attention is being focused, information can enter consciousness via a sec-

ond, indirect way: the preconscious processing and test for relevance that is 
experienced as emotion.  

•   Relevant stimuli lead to an automatic orientation of attention.  

8.6 “Attention” in a Nutshell
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•   Vigilance is the ability to maintain attention for extended periods of time and to 
react to rare and accidentally occurring stimuli.  

•   Concentration is the extended focus of attention on a specifi c, consciously 
selected segment of reality. Concentration includes selective attention, guarding 
from concurrent motives, and an increase in the perception threshold.  

•   The “horizon of expectations” is a (subconscious) forecast about the expected; it 
is an extrapolation of the present into the future.  

•   Situation awareness is the ability to perceive and assess a situation and anticipate 
its future development: “Knowing what is going on so you can fi gure out what to 
do and what will likely happen when you do it.”  

•   Situation awareness, like other attentional processes, is susceptible to distraction, 
disruption, tiredness, high workload, and stress.  

•   Fatigue is a reversible reduction in performance. Its effect can only be remedied 
by rest, not by a change in activity.  

•   Fatigue is a protective physiological response that cannot be overcome by moti-
vation, training, or willpower.  

•   Tiredness is caused by the need to sleep and is a natural function of our circadian 
rhythm.  

•   Tiredness is a physiological process. It is nature’s toll, unswayable by pride or 
professionalism.  

•   Feeling fatigued does not exactly correlate with the actual physiological impair-
ment of fatigue, i.e., people often subjectively experience fatigue after fatigue 
has already set in and performance has already decreased.  

•   People cannot reliably self-judge their level of fatigue-related impairment.  
•   Sleep deprivation occurs when an individual does not obtain the quantity of sleep 

needed to restore their central nervous system activity to a fully rested state.  
•   After 24 h of continuous wakefulness, the psychomotor ability of a subject 

decreases to a performance comparable to that of a person with a blood alcohol 
concentration of 1 %.  

•   Physicians are prone to misjudgment about their achievement potential. They 
often believe themselves to be unimpaired even when fatigued.  

•   Monotony is a state of reduced mental and physical activity.  
•   There are wide individual differences in fatigue susceptibility.  
•   There is no one-size-fi ts-all “magic bullet” (other than adequate sleep) that can 

counter the effects of inadequate sleep for every person in every situation.  
•   There are valid counter-fatigue and sleep strategies that will enhance safety and 

productivity when correctly applied.        
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  9      Stress                     

 Case Study 
 An emergency dispatch center notifi es a local emergency department about a 
child who has fallen from a third-story window. About 15 min later, the ambu-
lance team arrives in the resuscitation bay with a 15-month-old male. 
Complete spine immobilization is in place and the patient is receiving oxygen 
via a non-rebreathing mask. A trauma team composed of an emergency medi-
cine (EM) resident, a surgical resident, a neurosurgical resident, an X-ray 
technician, and two nurses assumes care of the child. Due to an emergent situ-
ation on the ward, the anesthesiologist is unavailable to join the team. As per 
hospital policy for trauma codes, the EM resident assumes the role of trauma 
team leader. Unfortunately, both surgery and EM residents have had limited 
experience with pediatric trauma patients. The primary survey reveals an 
unresponsive patient with severe head and facial injuries. The patient is tachy-
pneic and has weak central pulses and sluggishly reactive pupils. The para-
medic reports that the child was briefl y unsupervised and had fallen from a 
third fl oor window. While the surgery resident performs bag-mask ventilation, 
one of the nurses attempts to place a peripheral IV line, but her efforts are 
unsuccessful. During this period, the ECG shows two episodes of bradycar-
dia. It is not until the second nurse suggests an intraosseous needle that the 
EM resident considers changing his plan. 

 Although he has had no previous experience with a drill-inserted device, 
he succeeds in establishing an intraosseous access on the fi rst try. General 
anesthesia is induced with atropine, midazolam, and ketamine in order to 
maintain spontaneous ventilation. The intubation is more diffi cult than 
expected due to blood and secretions in the oropharynx. After multiple 
attempts, the child is intubated. However, the saturation immediately begins 
dropping. A markedly distended abdomen suggests an esophageal intubation 
and the endotracheal tube is withdrawn. The oxygen saturation improves 



184

9.1               What Is Stress? 

 For an inexperienced resident physician, caring for a seriously injured child is 
stressful. The resident in the vignette is confronted with a situation that brings him 
to the edge of his expertise and clinical competence as well as his emotional resil-
ience. In this case, the cause of the acute stress is obvious. It is the clear awareness 
about the gap between his own capabilities and the available resources and the 
demands for pediatric trauma management. In addition, other contributing factors 
include the sight of a severely injured child, the consecutive experience of failure, 
time pressure, and responsibility for life and death. Several other unknown factors 
may also further decrease his ability to manage the situation adequately (e.g., trou-
ble at home, recent illness, long working hours, night shifts, insuffi cient sleep, a 
never-ending fl ood of paperwork, keen competition among colleagues, insuffi cient 
support from his supervisors). All of these permanent strains accumulate to chronic 
stress which impairs human performance in the long term. 

 Generally, stress is a state of physical and psychological activation in reaction to 
external demands. These demands require a person to change or adapt behavior 
immediately. The resulting state of activation prepares the clinician for goal-directed 
action. The term  stress  was not originally restricted to a negative connotation (Selye 
 1936 ; Semmer et al.  2005 ); it simply describes the body’s activation and mental 
arousal. For the young physician, however, the stressful situation is accompanied by 

again with bag-mask ventilation, and successful reintubation is confi rmed 
with capnometry. Auscultation reveals bilateral breath sounds and discrete 
rales, most likely due to aspiration of blood and mucus. With bagging, peak 
airway pressures are high and the oxygen saturation remains at 89 %. 
Following the insertion of an orogastric tube and suctioning, the abdomen 
defl ates, peak airway pressures normalize, and the oxygen saturation rises to 
100 %. Forty minutes after presenting to the emergency department and the 
initial resuscitation, the patient is transported to the CT scanner for further 
diagnostic evaluation. 

 A small trauma team provides care to a seriously injured infant. The team 
leader is an emergency medicine resident who has little experience with pediatric 
trauma management. This emergency situation is a signifi cant challenge for him, 
i.e., fi rst experience with an intraosseous drill, correct calculation of dosage, and 
nasotracheal intubation, and the patient’s young age adds even more emotional 
strain. Combined, these factors put the physician under enormous stress. The 
stress is further increased due to his diffi culty in performing time-critical proce-
dures such as obtaining IV access and intubation. Due to the prolonged period to 
gain initial stabilization, it takes nearly one hour before the patient is suffi ciently 
stable to be transported to CT. 
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strong, unpleasant emotions. He experiences the demand for change in behavior as 
a threat, because he feels that there is an imbalance between the demands of the 
emergency situation and the available resources. 

9.1.1     When Does Stress Start? It’s a Matter of Appraisal! 

9.1.1.1     Appraisal of Situational Demands 
 A central feature of emergency and critical care is that healthcare providers can fi nd 
themselves in a novel situation from one moment to the next. For the physician in 
this case, treating a pediatric trauma patient in this context is a situation he has not 
yet experienced. Every time people are suddenly in a novel situation, they appraise 
it in a rapid, subconscious, and holistic way. Cognitive appraisal theory (Lazarus 
and Folkman  1984 ) postulates that situations are evaluated in terms of their signifi -
cance for personal well-being. Two basic appraisal issues can be regularly identifi ed 
when faced with a new situation. The primary appraisal is: “How much is at stake 
in the encounter? Does this situation threaten my goals; is it neutral or even favor-
able for me?” The secondary appraisal is: “Do I view the situation as within my 
abilities and available resources?” 

 Whether or not a person appraises a situation as “threatening” depends a great 
deal on skills, knowledge, and available resources; on ethical values and world views; 
and on the person’s physical and emotional state. Because the physician has little 
experience with pediatric emergencies, he feels threatened. What the case study 
didn’t reveal is that it wasn’t only the actual encounter with the patient that triggered 
his anxiety. As soon as he learned about the patient, he previewed the upcoming 
events in the trauma bay in the light of his inadequate clinical experience. Thus, 
 anticipation  of excessive situational demands suffi ces to create stress (Ulich  2001 ; 
Semmer  1997 ). An experienced emergency physician, on the contrary, who has 
broad clinical experience with infants and toddlers, may feel calm and confi dent that 
he will have the situation under control. In that case, his anticipation of the incoming 
trauma patient might actually increase motivation and performance. Critical for the 
understanding of the psychobiological genesis of acute stress is the realization that 
stress is generated by  subjective perception  of a particular event. “If a person 
appraises his or her relationship to the environment in a particular way, then a spe-
cifi c emotion, which is tied to the appraisal pattern, always follows” (Lazarus  1991 ). 

 Once an encounter is assessed as personally relevant, a secondary appraisal fol-
lows that is an equally holistic and subconscious assessment of adaptational 
demands raised by the situation. It includes an assessment of coping resources and 
what can be done to mitigate harm: “What can I do about it? Will I be able to handle 
this emergency, or does it exceed my resources?” Depending on this appraisal, dif-
ferent strategies will be applied to deal with the stressful situation (Fig.  9.1 ). Stress 
in personally relevant encounters develops to the extent that situational demands 
exceed perceived coping resources.

   The physician can only manage this situation if his own resources (e.g., experi-
ence, skills, equipment, team members) meet or exceed the demands of the clinical 
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event. Another subjective factor in a crisis that determines whether or not available 
resources suffi ce depends highly on the current management goal (Chap.   7    ). If the 
emergency physician’s primary goal was to transfer the multiply injured child out of 
the ER expeditiously, he might be more confi dent than if his goal is to adhere fl aw-
lessly to Pediatric Advanced Trauma Life Support guidelines. 

 In the case example, making goals explicit and breaking them down into inter-
mediate goals would likely have increased the possibility that one or several of these 
goals will not have been met. If the physician had planned to obtain IV access 
within 2 min, to intubate the child on the fi rst attempt, and arrive in the CT scanner 
within 10 min, he certainly would have failed on every single goal. Unfortunately, 
stress increases when goals are threatened. Goals in question can range from goals 
concerning  identity  (“I want to be an excellent physician in every possible situa-
tion”) over  global  goals (“I want this child to survive”) to  explicit  goals (“I want to 
intubate this child”). If stakes are high, as in the case of life-threatening injury, goals 
are especially important to the caregiver, and it causes a great deal of stress if they 
are threatened.  

9.1.1.2     Stressors 
 Whether or not a factor actually causes stress is fi rst and foremost a question of 
appraisal. Beyond that, several other factors can equally increase the likelihood of a 
practitioner becoming stressed, independent of personal characteristics (Semmer 
 1997 ). Such sources of workplace stress are called  stressors . Generally, stressors are 
environmental conditions, events, or external stimuli that most people experience as 
a threat to important goals or to physical, emotional, social, or ethical integrity. 
Stressors appear to be situation dependent. Acute stressors arise only in critical 

  Fig. 9.1    Primary and secondary assessment of a situation (After the model of Lazarus  1991 )       
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situations, whereas chronic stressors are characteristics of the work environment 
(Table  9.1 ).

   Literature distinguishes between physical, environmental, social, emotional, 
ethical, and cognitive stressors – among others. Physical stressors, for example, 
include thirst, hunger, pain, sleep debt, and lack of oxygen; environmental stressors 
within the workplace include heat, cold, strong odors, and noise – conditions that 
are not that uncommon in urgent and emergent care environments. 

 Acute and chronic stressors have an additive effect (Fig.  9.2 ). An immediate 
consequence is that healthcare workers who are constantly exposed to chronic 
stressors are less able to tolerate periods of high workload, emergencies, or other 
unusual problems than people who infrequently experience chronic stressors 
(Jackson  1999 ). Thus, one way of helping people to cope better with acute stress is 
to reduce or eliminate as many chronic stressors as possible.

   Table 9.1    Example acute and chronic stressors in the acute care setting   

 Acute stressors  Chronic stressors 

 A plethora of acoustic alarms 
 The high rate of dropping saturation 
signal 

 Excessive working hours 

 Time pressure, production pressure 
(“surgery has to start right now”) 

 Chronic sleep deprivation 

 Complexity of the work environment 
(Chap.   2    ) 

 Constant economic production pressure (e.g., fast 
changing of patients in the OR) 

 High-stakes environment; 
responsibility for a patient’s life 

 Bureaucracy 

 Insuffi cient knowledge or experience 
 Uncomfortable ethical dilemma 

 Lack of support by supervisors 

 Committed errors (Chap.   3    )  Dependence on goodwill of supervisors 
 Required number of procedures for specialty training 

 Fatigue (Chap.   8    )  Competition among colleagues 

 Constant interruptions of routine 
procedures (Chap.   6    ) 

 Professional identity: inadequate error culture and 
unrealistic dogmas (“no patient shall ever die on the 
table”) 

 Working in a bad team climate 
(Chap.   11    ) 
 Unclear distribution of competence 
 Fear of medical-legal consequences 

 Constant confrontation with death and suffering 

  Fig. 9.2    Factors that may cause excessive stress in an emergency situation. If and to what extent 
a person is overstrained by a situation depends on the interplay of all four factors       
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9.1.2         The Stress Response: Fight or Flight 

 The stress response (Cannon  1928 ; Selye  1936 ) is a stereotypical physiological 
response of the human organism to different external challenges or threats. The pur-
pose is physical integrity and survival. When the external balance is challenged, the 
organism changes its internal balance accordingly. Whenever an organism is con-
fronted with a threat, the high physiological arousal that is part of the stress response 
rapidly mobilizes resources to deal with the threat by either fi ghting it (if the danger 
is perceived as weaker than one’s own strength), by running away (if an attack comes 
from a stronger foe), or by simply doing nothing when a choice between the two 
options is impossible ( fi ght, fl ight, or freeze response ). This threat does not necessar-
ily have to be another living being; any sensory stimulus perceived as dangerous for 
the physical integrity or for personal goals can trigger the stress response. 

 In the setting of acute and emergency medical care, however, this “fi ght, fl ight, 
or freeze” response no longer serves its purpose: When confronted with a severely 
injured child, physically “fi ghting” with an adversary makes no sense. Moreover, 
since healthcare providers are obligated to care for their patients under all circum-
stances, fl ight or freeze is not a viable option either. Critical situations in healthcare 
do not require the resources that the stress response naturally mobilizes. On the 
contrary, the response mode may create more problems than it solves. 

 In addition to fi ght, fl ight, or freeze response, humans demonstrate social 
responses to stress (e.g.,  tend-and-befriend , Taylor et al.  2000 ). If social contacts are 
supportive and comforting, stress responses decline. 

9.1.2.1     Physiology of the Stress Response 
 Whenever people experience a stressful event, the amygdala, an area of the limbic 
system that contributes to emotional processing, sends a distress signal to the hypo-
thalamus thus stimulating two different pathways. One leads from the anterior 
hypothalamus that generates an arousal of the sympathetic branch of the autonomic 
nervous system (ANS) and to a release of epinephrine from the inner part of the 
adrenal gland and then from the adrenal medulla into the bloodstream. As a result, 
oxygen delivery to the brain, skeletal muscles, and the heart increases. As the initial 
surge of epinephrine subsides, the hypothalamus activates the pituitary and the adre-
nal gland. This second component of the stress response system is known as the 
HPA axis. The HPA axis leads to the release of adrenocorticotrophic hormone 
(ACTH) into the blood. ACTH activates the outer part of the adrenal gland, the 
adrenal cortex. Consequently, cortisol and aldosterone levels rise, which in turn 
induce gluconeogenesis and inhibit regenerational processes. The stress response 
originates from the evolutionary priority to supply the organism with as much 
energy as possible so that it could deal effectively with threats (Semmer  1997 ). 
Cannon ( 1928 ) accordingly referred to the stress reaction as “physiological emer-
gency reaction.” It manifests many unpleasant physiological symptoms which nev-
ertheless are vital for survival (“somatic” in Table  9.2 ).

   Once the danger is over, the physical indicators subside within the next 15 min; 
however, while the stress response optimizes gross motor skills, fi ne motor skills are 
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impaired by tremor. This tremor can further increase problems in stressful situa-
tions, particularly when fi ne motor skills are necessary (e.g., insertion of an IV line, 
emergency surgical procedure).  

9.1.2.2     Alteration in Thinking, Emotion, and Behavior 
 If physical changes, such as tremor, dry mouth, and increased heart rate, were the 
only noticeable effects of the stress response, people might still be able to manage 
every emergency successfully. Improved concentration on the task would help com-
pensate for the physiological drawbacks. However, the stress response also induces 
characteristic changes in the way people think, feel, and behave. It is possible to 
classify the indicators of acute stress effects during the stress response into four 
categories, which can be readily remembered by the acronym “BEST”: behavioral, 
emotional, somatic, and thinking (Table  9.2 ; based on Flin et al.  2008 ). 

 Basically, “fi ght or fl ight” also modifi es cognitive processes and impairs our abil-
ity to recall data from memory, to analyze and reason, and to judge and make deci-
sions. Fight and fl ight require fi rst and foremost: (a) focused attention and (b) 
decreased resolution and limited processing of information. 

 If our attention is focused on a single task, then we concentrate primarily on 
essential aspects required to bring the task to completion. The threshold to select 
another task increases, which basically limits distraction and helps us stay on task 
(Chap.   4    ; Dörner  1999 ). This cognitive change, however, has several drawbacks. If 
attention is so focused that other potentially relevant information is screened out, it 
becomes increasingly diffi cult to maintain situational awareness (Hancock and 

    Table 9.2    Behavioral, emotional, somatic, and cognitive indicators of acute stress   

 Indicators of acute stress 

  B ehavioral   Fight or fl ight    Freeze  

 Externalization of behavior  Apathy 

 Aggressiveness 

  E motional  Anxiety  Fear of loss of control/failure 

 Irritability  Panic 

 Emotional outbursts 

  S omatic   Stress response  (Cannon  1928 ) 

 Increase in heart rate  Tremor 

 Increase in blood pressure  Increased tonus of skeletal muscles 

 Increased breathing frequency  Urge to urinate and empty bowels 

 Increased perspiration, cold skin 
 Dry mouth 

 Gastrointestinal sensations (“butterfl ies in 
stomach”) 

  T hinking  Impairment of memory  Information overload 

 Impairment of judgment  Loss of situation awareness 

 Impairment of decision-making  Withdrawal to automatism and rules 

 Cognitive tunnel vision  “Blank mind” 

 Reduction of complexity 

  Based on Flin et al. ( 2008 )  
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Szalma  2008 ). Effective situational awareness depends on a situational image that 
is updated regularly. In other words, focusing competes with background control 
(Chap.   8    ); we do not see or hear normally easy to detect information that might be 
important to us. In hindsight, people sometimes describe this experience as having 
had a “perceptual tunneling.” 

 In addition to a narrowed perception, focusing also implies a  narrowing of the 
process of thinking . Because only the problem at hand matters, short-term goals 
guide behavior. Future complications, potential problems, and unexpected develop-
ments may not be considered when planning the next steps (Schaub  1997 ; Semmer 
 1997 ; Dörner and Schaub  1994 ; Dörner and Pfeiffer  1993 ). Stress makes it increas-
ingly diffi cult for people to choose between alternative courses of action. As infor-
mation processing becomes coarse and superfi cial under stress, we prefer simple 
explanations for problems as well as quick and easy solutions. To make matters 
even worse, our resulting behaviors will not only be shortsighted but also strongly 
guided by emotions. We dispense with a deeper refl ection on and analysis of a situ-
ation and make decisions without fully considering options and consequences. 
When stressed, we plan less and revert to automatisms and rules. As a result, only 
preexisting, well-practiced behavioral programs are activated because they provide 
for fast action with limited cognitive load. This is true even in novel situations which 
actually demand more than usual processing. Under stress, people tend to do what 
they  know  best and have practiced the most rather than what might  be  best. 

 Stress-related alterations in thinking and emotions increase the likelihood for 
errors in many ways. Indeed, once an error has occurred, stress levels may increase 
further and promote more errors. A chain of poor judgments may be triggered 
(Chap.   10    ).  

9.1.2.3     Transfer of Stress into Other Situations 
 Once a person realizes that the threat has passed, the parasympathetic nervous sys-
tem helps restore equilibrium. This physiological return to normal usually takes 
only several minutes and has little residual effect. The elimination of stress hor-
mones, however, takes longer than the actual situation, leading to a hangover of 
activation. Often, the mental preoccupation with an emergency outlasts the actual 
critical situation and consequently leads to a prolonged elevated stress level. Stress 
can thus be carried from one situation to the next and also from the workplace into 
private life and vice versa. In this way, stress can accumulate (Semmer  1997 ).   

9.1.3     Chronic Stress 

 If the stimulus for a stress response remains active, the acute stress reaction (“alarm 
reaction”) will gradually turn into a general adaptation syndrome (Selye  1956 ). This 
“resistive reaction” enables the organism to adapt to prolonged stressful conditions. 
A state of apparent resistance against the stressors is achieved by increasing cortisol 
levels, which can result in essential hypertension, an elevated heart rate, high blood 
sugar levels, and a weakened immune system. Regenerative processes are inhibited. 
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If this arousal remains for weeks or months, resistance is no longer possible, exhaus-
tion follows, and physical and mental health are in danger. 

9.1.3.1     Results of Long-Term Stress 
 The manifestations of chronic stress, too, can be categorized by the acronym 
“BEST” (Table  9.3 ). It is important to realize that humans can manifest a wide range 
of symptoms with a multitude of combinations. Thus, there is no such thing as  the  
classical stress disease; in fact, every organism yields at its most vulnerable point. 
In addition to direct effects, stress also tempts people into unhealthy behavior such 
as smoking, alcohol, or drug abuse and an unbalanced diet.

   The effects of chronic stress add to acute stress and thus can have a negative 
impact on patient safety (Fig.  9.2 ). Although all healthcare providers should be 
familiar with the effects of stress on their personal performance, an attitude of per-
sonal invulnerability seems to be a valued professional attribute, especially among 
physicians. When compared with other professional groups, a higher percentage of 
physicians held unrealistic attitudes about their performance capabilities when 
faced with various kinds of stressors. Half of doctors endorsed the unrealistic atti-
tude that his or her decision-making was the same in routine situations as well as in 
emergencies (Fig.   8.4    ) (Sexton et al.  2000 ; Flin et al.  2003 ).  

9.1.3.2     From Long-Term Stress to Burnout 
 When chronic work stress in a healthcare setting is maintained for a long period of 
time (e.g., long working hours, many on-call duties, insuffi cient sleep, bureaucracy, 
unsympathetic superiors), maladaptive response patterns can develop. This response 
has a far-reaching impact on a healthcare provider’s emotional health and attitude 

   Table 9.3    Behavioral, emotional, somatic, and cognitive indicators of chronic stress   

 Indicators of chronic stress 

  B ehavioral  Absenteeism  Distraction 

 Apathy  Hostile behavior 

 Carelessness  Nervous tics, grinding teeth, chewing 
fi ngernails 

 Addictive behavior (e.g., alcohol and 
smoking) 

  E motional  Anxiety  Depression 

 Worry  Confusion 

 Cynicism  Emotional instability 

 Bad temper  Crankiness 

  S omatic  Chronic fatigue  Neglect of physical appearance 

 Health complaints (e.g., chronic 
infections) 

  T hinking  Lack of concentration  Forgetfulness 

 Poor attention  Poor time management 

  Based on Flin et al. ( 2008 )  
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toward life: the burnout syndrome. New York psychologist Herbert J. Freudenberger 
coined the term “burnout” to explain the process of physical and mental deterioration 
in professionals working in areas such as healthcare, social work, or emergency legal 
services (Freudenberger  1974 ). Subsequently, burnout syndrome was defi ned as a sus-
tained response to chronic work stress comprising three dimensions (Maslach  2003 ):

•     Emotional exhaustion : An intense feeling of emotional exhaustion. As emotional 
resources are depleted, workers feel they are no longer able to provide care for 
others. Emotional exhaustion is the hallmark of burnout.  

•    Depersonalization : Negative feelings and cynical attitudes toward the recipients 
of care. A callous or even dehumanizing perception of others can lead healthcare 
providers to believe that their patients somehow deserve their condition.  

•    Lack of personal accomplishment : Tendency to evaluate oneself negatively, par-
ticularly with regard to one’s work with patients. The prevailing feelings are 
those of low accomplishment and professional failure.    

 In addition to the dimensions, Maslach proposed a classical sequence for the 
development of burnout syndrome as a response to occupational stress. The stages 
are (Maslach  1982 ):

•     Overcommitment : There is no healthy distance to work; people tend to “give 
everything.”  

•    Beginning exhaustion : The onset is slow. Early symptoms include a feeling of 
emotional and physical exhaustion. A sense of alienation, cynicism, impatience, 
negativism, and feelings of detachment develop to the point that the person 
begins to resent the work he or she is involved in as well as the people who are a 
part of that work. There is a constant feeling of tension, and errors are committed 
with higher frequency.  

•    Increased exhaustion : Healthcare providers start to develop hostile feelings and a 
negative attitude toward both their own profession and their patients. The personal 
engagement at work is reduced, “burnout-related absenteeism” increases, and 
emotional reactions such as feelings of guilt, self-pity, and helplessness emerge.  

•    Feeling burned out:  If the stress level remains high, a feeling of depleted energy 
and an inner distance from work will emerge. The ruling feelings are shutdown, 
numbness, mood swings, helplessness, and desperation. Individuals who once 
cared deeply about fellow human beings will insulate themselves to the point that 
they no longer care at all. Psychosomatic disorders increase in frequency and can 
lead, as a worst-case scenario, to a nervous breakdown and to reactive depression.    

 From early on, researchers observed that burnout mainly occurred in profession-
als working in areas such as social work, education, and healthcare, all of which 
share the commonalities of a high emotional strain and little chance to signifi cantly 
infl uence working conditions (Elfering et al.  2005 ). According to a popular model 
( effort-reward imbalance , Siegrist et al.  2004 ; Siegrist  2012 ), burnout can especially 
develop if people experience a strong mismatch between the “effort/costs” of their 
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work (e.g., time pressure, responsibility, workload, etc.) and the resulting “reward” 
(e.g., appraisal, status, salary, etc.). 

 Healthcare professionals generally have psychological morbidity rates higher 
than the general population (Tennant  2001 ). From among the different medical spe-
cialties, however, intensivists seem to be especially vulnerable to burnout as they 
often take care of patients for long periods of time as compared to paramedics or 
emergency medicine technicians who hand over their patients to the next provider. 
Approximately one of every two intensivists is in danger of high-level burnout 
(Embriaco et al.  2007 ). In the same study, organizational factors such as workload 
(the number of night shifts per month, a long period of time between nonworking 
weeks, night shift the day before the survey) and impaired relationships (such as 
confl ict with a physician or nurse colleague) were associated with a higher inci-
dence of burnout. However, factors related to the severity of illness of patients were 
not associated with psychological morbidity.   

9.1.4     Moderate Stress Can Boost Performance 

 Stress does not only have negative aspects. On the contrary, in order to be able to 
perform at all, people need a certain level of stress. The cortico-cerebral activation 
that is part of the stress response sets us in motion and enables us to focus. Moderate 
stress results in improved performance provided the person has ample resources to 
manage the situation or task. If the level of stress exceeds available resources, per-
formance declines. 

 An underchallenge – a complete lack of stress – leads to poor performance. 
Additionally, underchallenge and boredom can be stressors themselves. We feel 
tense and even angry, which can also lead to errors. 

 Precisely how much stress people need for ideal performance depends highly on 
the individual and the task involved. Every task has an optimal level of arousal; too- 
high and too-low levels of stress will result in suboptimal performance (Fig.  9.3 ).

   Improved performance is one positive aspect of stress. A second important func-
tion of stress is the promotion of learning. Every stressful situation carries an 
implicit message for the individual: You will either have to change the situation 
(e.g., by fi nding a solution) or modify your thinking and behavior. It is this kind of 
pressure that leads to learning. Without the necessity for change, people hardly ever 
reconsider their cognitive models. We naturally prefer to revert to the known and 
familiar rather than scrutinizing the obvious and fi nding new solutions.   

9.2     Stress Outside the Normal Range 

 In the previous passages, we provided a brief overview of the physiological and 
mental effects of everyday stressors, both acute and chronic. In acute and emer-
gency care settings, however, the level of stress can strain healthcare providers 
beyond their limits, which results in a characteristic narrowing of thinking and 
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behavior. The term  cognitive emergency reaction  refers to the psychological altera-
tions that result from the physiological reactions in stressful situations (Dörner 
 1996 ; “ intellectual emergency reaction ” in Reason  1990 ). 

9.2.1     Overwhelmed: The Cognitive Emergency Reaction 

 Whenever things go very wrong and problems become uncontrollable and impos-
sible to solve, people’s feeling of competence (Chap.   4    ) is seriously threatened. 
Because humans need a minimum feeling of competence in order to maintain their 
ability to act, they defend it at any cost. For this purpose, the cognitive system is 
“shut off.” Maintaining the feeling that the situation is under control – or at least 
some relevant aspect of it – becomes even more important than the solution, as vital 
as it may be. As a result, people try to avoid any additional strain on their feeling of 
competence (e.g., doubts about the mental model or the adequacy of a plan). They 
end up seeing only what they want to see (distortion of information; Sect.   6.3    ) and 
use the resource of “conscious thinking” (e.g., refl ection, planning) as economically 
as possible (principle of economy; Chap.   6    ). The cognitive emergency reaction 
shows the symptoms outlined below. 

9.2.1.1     Externalization of Behavior 
•     People focus less on internal cognitive processes (e.g., thinking, planning) than 

on overt behavior (Chap.   4    ).  
•   The greater the reduction in thinking and planning processes, the more behavior 

will be guided by external triggers and less by goals. This results in erratic actions.     

  Fig. 9.3    Relationship between activation and performance. An optimal performance in any given 
task depends on the degree of activation and the nature of the task.  A ,  B , and  C  represent tasks or 
individuals in relation to a task with increasing diffi culty (After Yerkes and Dodson  1908 )       
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9.2.1.2     Quick Fixes 
•     People regress to familiar schemata of thinking and acting (methodism).  
•   Quick and simple solutions are preferred.     

9.2.1.3     Inappropriate Reduction of Complexity 
•     Simple and reductionist mental models are formed.  
•   One’s own (reductionist) situational model is defended against any other point of 

view. This results in dogmatism, bossiness, rejection of criticism or doubt, and 
the avoidance of the word  but…   

•   New information will no longer be taken into account and analyzed; contradict-
ing information will be viewed selectively. In the end, we may even defend our 
mental model against reality.  

•   Ignorance or the bad motives of other people are made responsible for problems 
rather than the complexity of the situation or environment (personalization).     

9.2.1.4     Abandoning Self-Reflection 
•     Self-refl ection is markedly reduced. Subjects no longer pause to evaluate the 

progress of previous actions. Instead, task performance is reduced to a series of 
disconnected actions.    

 Healthcare professionals are generally unaware of the way their decision-making 
and emergency management are affected by the cognitive emergency reaction.   

9.2.2     Devastated: Post-traumatic Stress Disorder (PTSD) 

 Due to his lack of experience with pediatric emergencies, the emergency medicine 
resident’s pediatric encounter was overshadowed by fear of failure. Patient manage-
ment became protracted. The intraosseous approach should have been considered 
and executed earlier. Had that been done, successful intubation might have been 
executed before the airway became more complicated due to accumulating blood 
and fl uids. After signifi cant delay, the patient is transported to the CT scanner for 
further diagnostic evaluation. By and large not the most profi cient emergency man-
agement, but at least the resident was able to keep the child alive. But what if an 
esophageal intubation had gone unrecognized and led to cardiac arrest? Then feel-
ings of helplessness, shame, and the awareness that he was responsible for a dead 
toddler likely would have increased stress to an almost unbearable level. 

 Severe trauma – including death – in the pediatric age group is among the most 
stressful and upsetting events healthcare professionals can experience. Research 
indicates that work with seriously ill or injured children breaks down natural 
defenses and emotional distancing and regularly leads to strong identifi cation with 
the victims (Alexander and Klein  2001 ; Clohessy and Ehlers  1999 ; Dyregov and 
Mitchell  1992 ; Laposa and Alden  2003 ; Mahony  2001 ; Sterud et al.  2008 ). 

 Witnessing or being actively involved in an event that produces intense feelings 
of fear, helplessness, shame, and horror can traumatize individuals and can lead to 
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post-traumatic stress disorder (PTSD). PTSD is an anxiety disorder that can develop 
after exposure to a terrifying event or situation outside the normal range of human 
experience (APA: American Psychiatric Association  1994 ). In acute care medicine, 
experiences such as major disasters, severe polytrauma with dismemberment, sui-
cide bombing, severely burned patients, death after prolonged resuscitation, and 
providing care to a patient who is a relative or close friend who is dying are likely 
PTSD trigger events (Gallagher and McGilloway  2007 ; Laposa and Alden  2003 ; 
McCammon et al.  1988 ; Van der Ploeg and Kleber  2003 ). Around 25–30 % of peo-
ple experiencing a traumatic event may go on to develop PTSD. In recent years, 
research on the development of PTSD has been extended from individuals who 
were victims of traumatic events (e.g., survivor of terrible accident, rape victims) to 
individuals who routinely deal with horrifying events as part of their jobs. These 
include disaster workers, paramedics, and emergency room personnel. Although 
disaster workers seem especially prone to develop PTSD due to the magnitude of 
the traumatizing scenarios they experience, research indicates that frequently occur-
ring “minor” critical accidents can accumulate to trigger PTSD. Whereas the esti-
mated prevalence of PTSD among the general adult population in Western countries 
lies around 3–4%, 20–30 % of adult critical care nurses (Mealer et al.  2009 ) and of 
pediatric acute care nurses (Czaja et al.  2012 ) fulfi ll criteria of PTSD as defi ned by 
the American Psychiatric Association (APA). For emergency medical personnel, the 
incidence of workers with symptoms that fulfi ll the criteria for PTSD has been 
reported as high as 10–22 % across a variety of countries and healthcare systems 
(Anderson et al.  1991 ; Clohessy and Ehlers  1999 ; Grevin  1996 ; overview in Donelly 
and Siebert  2009 ). Twelve percent of emergency room professionals exhibit symp-
toms consistent with a diagnosis of PTSD, suggesting that they, too, are at increased 
risk for developing PTSD (Laposa and Alden  2003 ). 

 The most characteristic symptoms of PTSD defi ned by the Diagnostic and 
Statistical Manual of Mental Disorders version 4 (DSM-IV) of the American 
Psychiatric Association (APA  1994 ) are of an intrusive nature. A person re- 
experiences the traumatic event, showing symptoms that include:

•     Dissociative reactions  (e.g., fl ashbacks) in which the person acts or feels as if the 
event were recurring  

•    Intrusive memories  that bring up questions and wishful thinking on which people 
tend to dwell (rumination) but which do not help them come to terms with the 
event (e.g., Why did this happen to me? What could I have done differently? I 
wish things could be undone!)  

•    Frightening thoughts  that similar events could happen to oneself or one’s 
family  

•    Nightmares  in which the content and affect of the dream are related to the 
event  

•    Marked physiological reactions  to reminders of the traumatic event (e.g., 
increased heart rate, sweating, tremor)  

•   Persistent  avoidance of reminders  of the trauma is another core symptom of 
PTSD. This includes  suppressing thoughts , feelings, or physical sensations that 
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arouse recollections of the traumatic event and  avoiding  activities, events, 
objects, or places resembling or associated with the event.    

 PTSD is characterized by negative alterations in cognitions and mood as well as 
symptoms of hyperarousal. This makes PTSD also relevant for patient safety. If 
healthcare professionals feel detached from their job, patients, and colleagues, this 
most certainly affects patient care and teamwork. 

 Assessment of PTSD presents signifi cant challenges in many domains of health-
care. Many healthcare professionals avoid talking about their problems even when 
associated complaints exist. Time pressures and a job culture that emphasizes dis-
tancing oneself from emotional reactions make it unlikely that they will fi nd ade-
quate support at work if diffi culties arise. Whether or not a person actually gets 
PTSD depends on a number of personal, social, support, and environmental factors. 

 In light of the fact that traumatic events and terminal illness are part of the fabric 
of acute healthcare, it is no surprise that 10–20 % of providers respond with mal-
adaptive strategies that eventually lead to PTSD. Several practical steps have been 
advocated to identify and support healthcare professionals at increased risk for 
PTSD (Mitchell  1983 ; NICE  2005 ), including distancing, confronting, and talking 
about the event following the emergency.   

9.3     Teams Under Pressure 

 Teams basically respond to stress much like an individual. They guard their (collec-
tive) feeling of competence and avoid being overwhelmed by destructive emotions. 
In addition to the abovementioned reactions, team members show behavioral pat-
terns that can further compromise patient safety (Sect.   11.2    ) as follows (Badke- 
Schaub  2000 ):

•    Early abandonment of data collection  
•   No refl ection on the problem  
•   No discussion about goals  
•   No search for alternative strategies  
•   Group pressure to suppress disagreement  
•   Risk shift  
•   Diffusion of responsibility  
•   Lack of team member coordination  
•   Call for a strong leader    

 When team leaders are stressed, team dynamics and team effectiveness are 
impaired in two broad ways. Firstly, leaders will feel compelled “to do something” 
in order to maintain a sense of control and a feeling of competence. As a result, they 
delegate less and perform many tasks by themselves. Secondly, their thinking and 
behavior focuses on their own personal actions instead of the team as a whole. There 
is less communication about goals and plans; the “leader goes solo” (Chap.   13    ).  

9.3 Teams Under Pressure
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9.4     Coping Mechanisms 

 The idea of “coping mechanisms” was fi rst conceptualized by Lazarus and Folkman 
( 1984 ; Lazarus  1991 ), who defi ned coping as “those changing cognitive and behav-
ioral efforts developed for managing the specifi c external and/or internal demands 
judged as exceeding or surpassing the individual’s own resources.” Coping strate-
gies have customarily been classifi ed according to the specifi c method by which a 
problem is addressed (active/assertive vs. passive/avoiding), refl ecting the “fi ght-or- 
fl ight response” on a cognitive level.

•     Active cognitive : The assessment and reevaluation of one’s understanding of a 
stressful situation. Potentially stressful events as well as painful emotions can be 
reinterpreted and thereby lose their destructive impact.  

•    Active behavioral : Observable behaviors, which are aimed at controlling and 
managing a stressful situation.  

•    Avoiding : The refusal to face a problematic or stressful situation.    

 Other classifi cations emphasize the distinction between problem-focused coping 
and emotion-focused coping (Lazarus and Folkman  1984 ; Edwards  1988 ). Problem- 
focused coping is directed at defi ning the problem, generating solutions, choosing 
among them, and acting; emotion-focused coping moderates the emotional response 
to stressful events. 

 Various studies have related coping strategies with burnout and other conse-
quences of occupational stress in healthcare settings. As a general rule, active and 
problem-oriented strategies are healthier for the individual in the long run and pro-
vide greater capacity for coping with diffi cult situations. Coping strategies focused 
on avoidance have been shown to be linked to all three components of burnout. 
Which strategy people choose in the end depends highly on the situation itself and 
on the preferred coping mechanism, which is largely determined by a person’s per-
sonality and his or her previous learning experiences (Weber  2004 ). Further, the 
coping strategy can also refl ect the self-conception of a person’s cultural surround-
ing. For example, the overt expression of strong emotions (e.g., joy, anger, and 
infuriation) is natural in southern European countries. In such cultural settings, 
strong emotions are self-evident parts of interpersonal communication and do not 
indicate exceptional personal involvement of the person speaking. In most parts of 
Asia, however, an untamed expression of feelings would create quite a different 
response. In this cultural context, an expression of strong emotions outside the fam-
ily might be considered inappropriate and impolite. 

9.4.1     Emotion-Focused Coping Mechanism: Yelling at People? 

 Acute stress is a trigger for strong emotions. In order to reduce the impact of these 
strong emotions on decision-making and action, it can become necessary to deal 
with one’s own emotions fi rst (e.g., by consciously calming down and refl ecting) 
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before addressing the actual problem. The unrefl ective approach to letting off steam 
by yelling at team members may provide short-term relief from emotional pressure 
but will be counterproductive for any further effective teamwork. If emotions are 
not dealt with appropriately, their unfi ltered expression can damage acceptance by 
others and destroy functional social relationships (Billings and Moos  1984 ). People 
do not willingly support and cooperate with a person who publicly devalues them. 

 An emotionally charged situation can be perpetuated by the opposite approach as 
well: An active cognitive coping strategy that pays too close attention to the present 
emotional state may actually amplify negative emotions. A person who intensely 
experiences their own activation (e.g., “I’m really mad at this person”) will certainly 
integrate this perception into future situational assessments (Baumeister et al.  1994 ). 
Situational assessment, emotion, and arousal, followed by additional situational 
assessment, can lead to a vicious circle. An appropriate way of dealing with any 
strong feeling would be to “fi lter” these emotions in advance and then to bring them 
into the situation in a cooperative and nondestructive way (e.g., by telling team 
members that you are angry and why, but without attacking them personally). This 
approach might be characterized as “having your emotions instead of your emotions 
having you.” However, there is a major requirement for this kind of processing of 
emotions: It only works if people have a minimum of self-control and if this self- 
control is not impaired by too much stress. This, unfortunately, will bring us right 
back to some points made earlier.  

9.4.2     Cognitive Coping Mechanism: Try to See Things 
Differently! 

 If task demands exceed available resources and stress levels rise, it seems logical to 
consider the possibility of reducing the diffi culty of a task. A situation may be made 
more manageable for the healthcare provider by reinterpreting the facts. Then he or 
she might have a realistic chance of success since the available resources might just 
be enough to manage the crisis. Many healthcare professionals in acute medical 
care apply these cognitive strategies unconsciously (Larsson and Sanner  2010 ). 
While rethinking the problem at hand in a different way may work well, there are 
some characteristics of acute medical care that place limits to this approach: If a 
goal is utterly unrealistic in the fi rst place, it might be more than appropriate to 
strive for increased realism. This approach has particular applicability when dealing 
with chronic stressors and certain personality traits (e.g., perfectionism). For health-
care providers who are faced with a critical situation, however, this strategy is of 
limited value. If a patient could reasonably be expected to survive a medical emer-
gency, then certain goals cannot be abandoned lightly. Despite being tempted by a 
strong “fl ight response,” it was no option for the emergency resident in the vignette 
to stop in the middle of the trauma resuscitation and to say to himself: “Well, I 
always knew this case was too much for me; I’d better stop treating the infant now.” 

 In an effort to reinterpret a situation, the cognitive coping strategy can actually 
do more harm than good since people start losing confi dence in their capabilities 
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and in any realistic chances for success. As a result, pessimism takes over and peo-
ple no longer expect improvement. Instead of trying to control a situation, they 
resign themselves to failure and withdraw from constructive action. If healthcare 
professionals repeatedly experience such situations, they may start to develop the 
hazardous attitude of resignation (Chap.   4    ). 

 Coping strategies have not only short-term advantages or disadvantages; there is 
a price that likely has to be paid in the long run depending on the coping mecha-
nism. This is especially true for inappropriate strategies that temporarily ameliorate 
the stress response. Some examples of costly coping mechanisms:

•    Yelling at coworkers reduces emotional pressure but is devastating to functional 
and healthy relationships.  

•   Becoming less ambitious and reducing personal goals to a minimum greatly 
relieves a person of chronic stress but may actually hinder his or her medical 
training and subsequent professional development.  

•   Trying harder under unsatisfying work conditions can lead to burnout.  
•   Smoking may help people to calm down but will eventually lead to serious health 

problems (Semmer  2003 ).     

9.4.3     Resilience: A Fourfold Strategy 

 The fact that some individuals can quite obviously tolerate more stress than others 
can be explained by resilience. Resilience in cognitive psychology (as opposed to 
the concept in high-reliability theory; see Chap.   14    ) refers to the positive capacity 
and the dynamic process of people to cope with signifi cant stressors without devel-
oping manifest psychological dysfunction, such as mental illness or persistent nega-
tive mood. In addition, the term can be used to indicate that people have an adaptive 
system that uses an experience with stress to develop resistance to future negative 
events. Relevant psychological literature on resilience is not consistent in its use of 
the term  resilience  or  psychological resilience . Synonyms or closely related terms 
are  hardiness, resourcefulness, adaptive coping, thriving, sense of coherence,  and 
 mental toughness . 

 Several features characterize resilient people:

•    Cope well with high levels of ongoing disruptive change.  
•   Are highly committed to their goals and fully engaged in their activities as they 

see the situation as meaningful rather than random or pointless.  
•   See problems as opportunities and as a positive challenge.  
•   Believe that they can infl uence the situation (internal locus of control) and that 

success is not dictated by external factors (external locus of control).  
•   Have the capacity for seeing small windows of opportunity and making the most 

of them.  
•   Have a “where there’s a will, there’s a way” attitude.  
•   Are able to “hang tough” when things are diffi cult.  
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•   Are able to “bounce back” easily from setbacks and “recover from almost 
anything.”  

•   Accept failure and errors as a normal part of life and do not see them as a confi r-
mation of their own inability.  

•   Are fl exible enough to adapt to a new way of working when an old way is no 
longer possible or effective.  

•   Generally express a positive attitude toward life without being naïve.  
•   Have a healthy social support network.    

 The core features of resilience are also known as the “3 Cs of resilience”: control, 
challenge, and commitment. 

 Less resilient individuals fi nd themselves worn down and negatively impacted by 
life stressors and often envy people who seem to have much more inner strength to 
cope with adversity. However, resilience is not a fl uke; it generally emerges in people 
who have developed the abovementioned attitudes and cognitive and emotional skills 
over time. Strategies to enhance resilience in at-risk populations such as healthcare 
professionals can be seen as positive, proactive, preventative, and potentially cost-
saving approaches to minimize psychological dysfunction (e.g., PTSD). Basically, 
all coping strategies can be grouped into three broad categories (Kaluza  2004 ,  2012 ):

•     Problem oriented  (e.g., problem-solving strategies, resource allocation)  
•    Cognitive  (e.g., change in attitude, “inner alertness,” self-instruction)  
•    Regenerative  (e.g., relaxation, sports, and other physical activities)    

 Research literature suggests that no single method of coping guarantees success. 
Rather, individuals are best served by using a fl exible repertoire of methods. Starting 
points to enhance resilience can be derived from the four factors in Fig.  9.4 .

9.4.3.1       Reduction of Chronic Stress 
 Stress management in acute healthcare is easier if chronic stress is managed. Helpful 
strategies include:

•    Developing a relaxed and easygoing attitude toward life, thus minimizing stress 
outside of work.  

  Fig. 9.4    Factors that lead 
to excessive stress in a 
critical situation and 
practical aspects of how 
the resistance to stress 
might be increased       
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•   Identifying those factors that are personal stressors. Become familiar with the 
way you react to these stressors.  

•   Achieving work-life balance: Alternate times of stress with times of recreation.  
•   Living healthy: Good food, enough sleep, and moderate sport help to build 

resources needed in stressful times.  
•   Seeking help: Coaching, counseling, or therapy might be useful to reduce chronic 

stress.     

9.4.3.2     Reduction of Acute Stress 
 Some helpful tips may help you to reduce stress in an acute emergency:

•    Make it a habit to plan with foresight. Always try to stay ahead of the game. Use 
periods of low workload to prepare for potential upcoming events or procedures 
(e.g., by preparing for possible intubation, etc.).  

•   Try to stay in active control of your behavior. As soon as stress increases, this 
will be one of the fi rst things you will abandon.  

•   Try to apply good strategies of action (Chap.   10    ) whenever possible.  
•   Try to minimize the narrowing impact of the stress reaction on your thinking: 

Step back and take a different perspective; scan your environment and ask your-
self, “What else could be important?”  

•   Make sure that you pursue realistic goals. A realistic goal is one that you and 
your team can achieve given the specifi c context of a critical situation.  

•   Try not to be emotionally overwhelmed by a problem. Of course, it is easier said 
than done: “Don’t panic!”  

•   If you have committed an active failure, try to see it as an isolated event and not 
as a confi rmation that you are incompetent or lack the necessary capabilities.  

•   Sometimes, it is helpful to apply a body-oriented strategy: Step back, pay atten-
tion that you feel “fi rmly grounded” at the place you stand, and start to breathe 
consciously and in a controlled way.     

9.4.3.3     Increase Your Resources 
•     You can best practice the management of critical situations and team behavior in 

a realistic yet safe environment. Simulation-based training programs are avail-
able for a variety of acute medical care specialties (Chap.   15    ).  

•   Knowledge and skills help to reduce stress. You should practice critical skills 
regularly and refresh or review key knowledge and train problem-solving strate-
gies. Keeping your medical knowledge up to date can further improve your capa-
bility for crisis management.  

•   Know your environment well. Do not depend on others to tell you where to fi nd 
critical resources (e.g., diffi cult airway equipment, defi brillator).  

•   Once you are in a critical situation, you should call for help early and get suffi -
cient resources.  

•   Be generous in asking for help from teammates or other experts.  
•   Verbally share your thinking so teammates know what you are thinking and how 

you want the event to unfold.      

9 Stress

http://dx.doi.org/10.1007/978-3-319-41427-0_10
http://dx.doi.org/10.1007/978-3-319-41427-0_15


203

9.4.4     Leading Teams Out of Stress 

 Your team is the most important resource in a critical situation. Whether it is the 
acquisition of knowledge, the development of situational models, the formation of 
goals, and the execution of tasks, team members can support each other to complete 
key tasks. Good communication is a necessary prerequisite and promotes a good 
team climate. Effective leaders distribute the resource “team” adequately among the 
different tasks and maintain an overview of the situation. Furthermore, leaders help 
their team arrive at a shared mental model by naming the problem and by sharing 
the course of action. Team members under stress need clear orders as well as 
respectful communication (Chaps.   12     and   13    ).   

9.5     The Role of Organizations in Reducing Stress 

 From a work psychology perspective, the role of an organization in the development 
and management of stress is just as important as the behavior of individuals and their 
coping strategies. Modifi cation of stressful working conditions can have a long-term 
impact on employees and is much more effective than trying to change individual 
behavior. In the acute and emergency healthcare setting, many acute stressors are 
part of the job and cannot be changed: the sight of critically ill or injured patients, the 
experience of suffering and death, personal tragedies, and an occasional feeling of 
helplessness. Some chronic stressors, such as night shifts and on-call duties will 
remain an inevitable part of any healthcare system. Other stressors, however, can and 
should be changed. Organizations can reduce job stress and foster effective stress 
management by implementing the following (Sauter et al.  1990 ):

•    Adapt workload and workplace to the capabilities and resources of the 
workforce.  

•   Align work schedules and outside-the-job demands (e.g., fl exible working hours, 
job-sharing).  

•   Create a climate of support: All areas of a healthcare organization should provide 
the emotional support and assistance that personnel require in order to accom-
plish assigned tasks. People should be able to voice concerns and call for help at 
any time without any fear of negative reactions from others; better is to encour-
age speaking up and asking for help.  

•   Clear mechanisms should be in place to fi nd needed help.  
•   Promote the recovery of employees by providing regular breaks and access to 

food and beverages, maintaining work schedules, and providing appropriate on- 
call rooms or staff rooms. Following periods of high workload, allowances 
should be made for recovery.  

•   Provide a constructive atmosphere for dealing with critical situations, such as 
debriefi ngs.  

•   Foster learning through continuous healthcare professional education, regular 
seminars, and supportive morbidity and mortality conferences.     

9.5 The Role of Organizations in Reducing Stress
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9.6     “Stress” in a Nutshell 

•     Stress causes a deep-seated response in the human organism intended to secure 
physical integrity and survival. It prepares the organism for a rapid and goal- 
directed action.  

•   Stress is not an external event that befalls people out of nowhere. Instead, the 
stress response results from a person’s active perception of a situation and the 
ensuing subconscious and holistic assessment.  

•   Whether or not a situation will trigger the stress response depends largely upon 
the (subconscious) situational appraisal (“Does this situation threaten my goals?” 
“Is it neutral or favorable?”) and upon appraisal of available resources (“Will I be 
able to manage this critical situation?”).  

•   The stress response prepares people physically and mentally to either fi ght a 
threat by means of a quick and goal-directed action (if the danger is perceived as 
weaker than one’s one strength) or to escape from the danger (if an attack from a 
stronger force seems inevitable). If a choice between the two options seems 
impossible, people might “freeze” by simply doing nothing (“fi ght, fl ight, or 
freeze response”). This is true even in acute and emergency healthcare settings, 
where neither fi ght nor fl ight is a viable option.  

•   The indicators of the stress response can be grouped into four categories, which 
can be readily remembered by the acronym “BEST”: behavioral, emotional, 
somatic, and thinking.  

•   Stress not only alters an individual’s physiological parameters but also psycho-
logical response patterns (e.g., thinking and feeling). Thus, it is one of the most 
important factors infl uencing human cognitive functions and analysis-driven 
decision-making.  

•   When stressed, attention is focused on the actual problem (“cognitive tunnel 
vision”), and information processing becomes less robust.  

•   Stress hampers the perception of sound choices from among alternatives and 
leads to simple explanations and quick solutions to complex problems.  

•   The physical reactions of stress (e.g., tremor) can contribute additional stress to 
a critical situation by impairing fi ne motor skills.  

•   A moderate level of stress results in an improved performance; too much stress 
has the opposite effect.  

•   Chronic work stress in a healthcare setting may ultimately lead to a maladaptive 
response pattern with a strong impact on a person’s emotional health and attitude 
toward life, known as the “burnout syndrome.”  

•   The three dimensions of burnout are emotional exhaustion, depersonalization, 
and a feeling of professional failure.  

•   If healthcare providers are overwhelmed by a critical situation, a characteristic 
narrowing of thinking and behavior follows. This cognitive change is called the 
“cognitive emergency reaction.”  

•   Post-traumatic stress syndrome (PTSD) is an anxiety disorder that can develop 
after exposure to a terrifying event or situation outside the normal range of 
human experience.  
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•   Research indicates that 10–20 % of paramedics and emergency room personnel 
respond to traumatic experiences with maladaptive strategies that eventually lead 
to PTSD.  

•   The “3 Cs” of resilience are control, challenge, and commitment. People with a 
“hardy” personality view critical situations as being under their control and as a 
challenge rather than as a threat. They are committed to fi nding a solution 
because they see the situation as meaningful rather than random or pointless.  

•   Maintaining a feeling of competence may override the real objectives of patient 
management.  

•   Teams respond to stress much like an individual and expend effort in maintaining 
a feeling of competence. In addition, team members display other behavioral 
patterns, which can further compromise patient safety.  

•   The role of organizations in the development and prevention of stress is just as 
important as individual behavior and related coping strategies.        
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  10      Strategies for Action: Ways to Achieve 
Good Decisions                     

 Case Study 
 On the pediatric cardiology ward, the on-call pediatric resident is called to 
evaluate a 6-year-old patient complaining of nausea and dizziness. The child 
is 5 days status post cardiac surgery. His symptoms had started about 2 h ear-
lier and worsened gradually. By the time the resident arrives at the bedside, 
the patient’s clinical condition has deteriorated further, and he has signs of 
impaired consciousness. The pediatrician obtains vital signs and applies mon-
itors. The blood pressure is 60/40 mmHg and the ECG shows sinus tachycar-
dia with a heart rate of 130 bpm. The saturation fl uctuates between 88 and 
92 %. Knowing that the chest drain had been removed the day before, the 
physician next listens to the lungs, which reveals diminished breath sounds 
over the left lung and distant heart sounds. In addition, she notes marked dis-
tension of the child’s neck veins. At this point, she considers the most likely 
diagnoses to be either tension pneumothorax status post removal of the chest 
drain or pericardial tamponade. Supplemental oxygen via facial mask and a 
fl uid bolus of 250-ml crystalloid solution are administered, but the child 
remains unstable. The resident considers intubation, but is concerned about 
the detrimental effects of positive pressure ventilation on hemodynamic 
parameters. She decides to optimize the patient’s status fi rst. An epinephrine 
infusion is started and the blood pressure improves. The patient is now stable 
enough for transfer to the pediatric intensive care unit. There, transthoracic 
echocardiography shows a large circumferential pericardial fl uid collection 
and right ventricular diastolic collapse. With the diagnosis of pericardial tam-
ponade, the patient is immediately taken to the operating room for an explor-
atory thoracotomy. 
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10.1               Five Steps of a Good Strategy 

 For the pediatrician, a decompensating post-op cardiac patient represents a novel 
situation to which she simply cannot apply familiar rules. She is faced with several 
puzzling questions: “What actually  is  the problem?” and “What am I  supposed  to do 
about it?” Instead of simply activating behavioral programs, she deliberately applies 
problem-solving strategies. However, conscious thought – the very “tool” humans 
need to deal with unknown realities – has a limited capacity and is quite slow due to 
inherent sequential information processing. In time-critical situations, ad hoc 
decision- making becomes tempting in order to alleviate the burden of thinking too 
hard. 

 Novices may prematurely apply rules that seem to fi t for a given situation. 
Experts may do the same. But for experts, holistic situation assessment and poten-
tial courses of action come to mind more easily based on previous successful 
encounters under similar circumstances. However, as experts may not examine 
these circumstances critically, they may overlook crucial situational clues that sug-
gest important deviations from the expected pattern. If this is the case, experts will 
succumb to “methodism of the experienced.” Because both groups need to make 
sound decisions, novices as well as experts can benefi t from a clear understanding 
of how decision-making works. 

 Deconstructing this decision process into systematic steps can help novices and 
experts improve their actions in complex and dynamic contexts. The literature offers 
several decision-making aids for critical situations (e.g., Runciman  1988 ; Gaba 

 A pediatrician is confronted with an emergency in which the leading symptoms can 
be due to variety of causes. From clinical examination alone, she gets no further 
clues about the etiology of the clinical deterioration. What makes this situation par-
ticularly challenging is the fact that some therapeutic actions (e.g., intubation, inser-
tion of a chest tube) might actually worsen the patient’s condition. If her initial 
diagnosis proves wrong, the wrong intervention may do considerable harm to the 
young patient. Although her fi rst impulse is to intubate the child immediately, she 
does not give in to her gut reaction but reconsiders the intuitive decision. She con-
cludes that neither vital signs nor the dynamics of the situation demand immediate 
action and thus postpones the intubation. Instead, she manages to stabilize the 
patient, which in turn buys her time to perform the necessary diagnostic procedures. 
As soon as the cause for the clinical deterioration becomes evident, therapy can be 
tailored to the specifi c pathophysiology of acute cardiac tamponade. 

 Given the urgency and ambiguity of the situation, the resident showed remark-
able foresight and thus prevented further harm to her patient. Her behavior illus-
trates the fact that human factors should never be equated with “risk factor” as they 
provide both the potential to trigger critical situations and the skills (e.g., situation 
awareness, problem solving, planning, decision- making, task management) to mas-
ter them. 
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 1992 ; Risser et al.  1999 ; Small et al.  1999 ; Murray and Foster  2000 ). All of them 
contain, in one way or another, the following fi ve steps of a good strategy:

    1.    Preparedness   
   2.    Self- and situation assessment

•    Self-monitoring  
•   Defi ning the problem  
•   Gathering information  
•   Building mental models      

   3.    Planning actions
•    Formulating goals  
•   Assessing risk  
•   Planning  
•   Making decisions      

   4.    Executing action according to the plan   
   5.    Review of effects

•    Reviewing actions  
•   Revising strategy  
•   Self-refl ection       

10.2       “Head” or “Gut”: Which Shall We Follow? 

 Given the acute clinical deterioration and ambiguity of the vital signs in the vignette 
above, it would have been entirely possible that the resident would follow her fi rst 
impulse. Instead, she showed foresight and prevented further harm to the child. 
Under different circumstances, her decision-making could have led to different out-
comes. Possible scenarios include:

•     Spontaneous, “gut-feel” decision combined with clinical inexperience:  The little 
experience the pediatrician gained with airway management in respiratory com-
promised children may have led to the formation of a behavioral rule: “If the satu-
ration drops and does not improve when applying a face mask with oxygen (e.g., 
S p O 2  levels stay below 90 %) and if the patient continues to be in a state of reduced 
alertness, I have to intubate my patient immediately!” Because she did not have 
previous opportunities to form clinical exceptions to this rule (e.g., in the context 
of acute cardiac tamponade), the child’s reduced alertness in combination with the 
low sats could have been a clear indication for an endotracheal intubation. The 
combination of a perceived plausibility for intubation with stress and time pressure 
most certainly could favor the execution of her “gut-feel” reaction with the likely 
consequence of ongoing clinical deterioration (a “strong but wrong” decision).  

•    Spontaneous, “gut-feel” decision due to clinical experience : A global assess-
ment of the situation as being cardiac tamponade would have led her to avoid 
invasive ventilation as long as possible. By doing so the experienced pediatrician 
would likely prevent further exacerbation of the clinical situation.    

10.2 “Head” or “Gut”: Which Shall We Follow?
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 Thus, contrary to popular belief, “spontaneous” or “intuitive” decision-making is 
not universally “bad” or “misleading.” In both instances, the novice and experienced 
physicians follow their intuition. The difference lies in the spontaneous initial 
assessment, the accuracy of which is usually based on experience (Dreyfus and 
Dreyfus  2000 ). For experienced clinicians dealing with familiar situations, “sponta-
neous decisions” often provide satisfactory, workable options.

•     Inexperience and analytic decisions:  At the other end of the spectrum, the pedia-
trician may be a beginner and thus lack any knowledge or experience to interpret 
the situational clues. Being aware of her defi cits, she may avoid any spontaneous 
reaction. Instead, her decision-making would involve many conscious steps of 
analytical problem solving (System 2 process). She would initially analyze the 
situation and try to fi nd and apply rules. Given the unclear situation, the physi-
cian may become overly cautious and reluctant to act. If she acts, that action will 
likely be anchored on only a few salient clues (e.g., drop in saturation). In the 
extreme, the combination of inexperience and thorough analysis could result in 
“paralysis by analysis” and impede any decision-making.  

•    Combined strategy of pattern recognition plus deliberate consideration:  
Somewhere along the spectrum between gut-feel decisions and painstaking 
analysis lies an approach that combines the strength of both processes. The 
pediatrician could use heuristics to generate options, and then, before acting 
upon her fi rst impulse, use analytic cognition to exert an executive function and 
submit her hitherto unexamined intuitive judgments to verifi cation. This “over-
ride function” of conscious deliberation, which can prevent humans from taking 
immediate action on fi rst impressions, appears to be a critical feature in good 
decision-making.     

10.3     Heuristics and Cognitive Bias: Beware of What 
Guides You 

 But how do you arrive at applying such strategy? Can conscious deliberation be 
trained and learned? The need appears to be obvious: Although diagnostic reason-
ing and clinical decision-making are essential aspects of clinical performance, 
these skills are seldom part of professional education or postgraduate training. As 
a consequence, nurses, ambulance staff, and clinicians have to make decisions with 
far- reaching consequences on a daily basis without being aware of how their rea-
soning can be made vulnerable by systematic deviations from rational decisions 
and by the infl uence of emotions (“cognitive bias”).  Systematic  in this context 
implies that “bias,” like the aforementioned heuristics, results from basic principles 
of human behavioral regulation and thus comprises mental phenomena that shape 
and characterize everyday thinking. For example, people tend to over- rather than 
underestimate their actual knowledge of a situation, take credit for success but 
blame failure on external circumstances, judge attractive people more competent 
than the average person, and are motivated more by the danger of losing something 
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rather than by the prospect of gain (Dobelli  2013 ). To obviate the notion that “bias” 
refers to pathological entities, the terms  cognitive disposition to respond  (CDR) 
and  affective dispositions to respond  (ADR) have been proposed (Croskerry et al. 
 2013 ). 

 Systematic deviations from rational decisions obey the principle of economy, 
which allows the decision-maker to swiftly arrive at “good enough” solutions. 
Table  10.1  gives an overview of the most frequent heuristics and cognitive biases 
and relates them to basic cognitive principles as presented in this book (Table  10.1 ).

10.4        Improving the Decision-Making Process 

10.4.1     Self-Monitoring 

 The cognitive intervention of self-monitoring is a strategy that helps improve clini-
cal reasoning and decision-making by allowing the decision-maker to analyze his or 
her decision-making process. Self-monitoring of the decision-making process can 
help the decision-maker to identify cognitive and affective dispositions to respond 
and to manage their impact through deliberate refl ection (Graber et al.  2012 ; 
Trowbridge  2003 ). In order to do so one must:

•    Have  knowledge  about the major classes of heuristics and cognitive biases used 
in decision-making.  

•   Be able to refl ect upon the way in which heuristics, affective biases, and cogni-
tive biases might exert an infl uence on his or her  thought processes and behavior  
(metacognition).  

•   Have set  triggers  that signal one to stop pursuing a pattern-recognition path and 
instead deliberately analyze the problem at hand.  

•    Approach the decision-making in a systematic way  and use decisional aids where 
appropriate.    

 This deliberate, conscious consideration of alternatives requires time and cogni-
tive resources. Even if the “perceived urgency of the situation” suggests otherwise, 
the time to stop and think is almost always available:

•    Initial treatment focuses on vital symptoms and not on clinical diagnoses. 
Following algorithms helps to stabilize the patient.  

•   When faced with diagnostic uncertainty, the primary goal is to strive for a clini-
cal condition that offers many different possibilities for actions that have a high 
probability of success (“maximum effi ciency and divergence,” see below). 
Corollary: the time for deliberate problem solving is well invested considering 
how quickly premature commitment to a single treatment path may destroy 
future options.  

•   Establishing forced consideration of alternatives does not necessarily take long – 
one critical question like “Could this be anything else?” may suffi ce.    

10.4 Improving the Decision-Making Process
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    Table 10.1    Overview of the most frequent heuristics and cognitive biases and their underlying 
cognitive principles   

 Heuristics and 
cognitive biases  Relevance  Cognitive principle 

 Availability  People estimate the frequency or probability of an 
event on the basis of the ease with which it comes 
to mind (e.g., how easily it can be remembered) 

 Principle of 
economy 

 Representativeness  People estimate the frequency or probability of an 
event on the basis of prototypical characteristics of 
the situation 

 Principle of 
economy 

 Anchoring  People perceptually lock on a salient feature of the 
initial presentation and then fail to adjust their 
initial prognosis in the light of later and 
contradicting information 

 Search for order 

 Confi rmation bias  People tend to see (and seek) pieces of information 
that reinforce present knowledge or hypotheses 
rather than refuting them 

 Search for order 
 Avoidance of 
ambiguity 
 Distortion of 
information 

 Fundamental 
attribution error 
(correspondence 
bias) 

 Dispositional factors (internal attribution) rather 
than situational factors (external attribution) are 
held responsible for behavior of others or illness of 
patients 

 Locus of control, 
internal vs. external 

 Framing effect  The way a problem is framed (e.g., as gain or loss 
for the patient) has a strong infl uence on decision-
making and risk assessment 

 Risk aversion 

 Affect heuristic 
(visceral bias) 

 People make decisions based on an intuitive 
emotional (“affect”) assessment. If they have 
pleasant feelings about something (e.g., a patient, a 
decision), they see the benefi ts as high and the risks 
as low and approve. If a decision “feels wrong,” 
they disapprove 

 Aversion to 
unpleasant feelings 

 Sunk-cost fallacy  The more effort and commitment people have 
already invested in a particular matter (e.g., in a 
treatment path), the harder it becomes to revise or 
abandon that plan, even if there is ample evidence 
that they are wrong. It becomes almost impossible 
to admit: “I was mistaken!” or “This therapy is not 
helping the patient!” 

 Feeling of 
competence 

 Premature closure/
search satisfi cing 

 People tend to close their decision-making process 
as soon as the fi rst plausible explanation for a 
problem has been found. This bias is refl ected in 
the maxim: “The most commonly missed fracture 
in the ED is the second one!” 

 Principle of 
economy 

 Overconfi dence 
bias 

 People overestimate systematically their knowledge 
and prognostic abilities. Too much confi dence is 
placed in opinion instead of gathered evidence. As 
a result, people act on incomplete information and 
intuition 

 Feeling of 
competence 
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 In addition, situational analysis should always go hand in hand with self- 
monitoring. Decision-makers should be aware of their tendency to allow feelings 
about a patient or an interaction with colleagues to affect care decisions. To detect 
circumstances that might bias one’s thinking, one could ask questions such as, 
“How does this patient make me feel? Is this a patient I like or don’t like for any 
reason? Does this situation make me angry? Do I feel tempted to prove that I can do 
something?”  

10.4.2     Strategies to Improve Decision-Making 

 A systematic way to introduce specifi c debiasing techniques into the decision- 
making process is the application of cognitive self-monitoring strategies. These 
strategies attempt to minimize infl uences of nonrational decision preferences by 
creating rules to induce self-monitoring of decision-making processes, thereby 
“forcing” the clinician to consider alternatives (hence  cognitive forcing strategies ). 
Such strategies require a  trigger  that signals clinicians to toggle from an intuitive 
thinking disposition to an analytic strategy as well as appropriate knowledge of 
solutions and strategic rules as part of the  reasoning process  (Croskerry et al.  2013 ; 
Stiegler and Tung  2014 ). 

 In the context of healthcare, several cognitive forcing strategies have been pro-
posed (Croskerry  2002 ; Graber et al.  2012 ; Stiegler and Tung  2014 ; Stiegler and 
Ruskin  2012 ):

Table 10.1 (continued)

 Heuristics and 
cognitive biases  Relevance  Cognitive principle 

 Hindsight bias  If people know the outcome of an event, their 
perception is profoundly infl uenced, and a realistic 
appraisal of what exactly happened is no longer 
possible. This is true for the appraisal of one’s own 
behavior as well as the behavior of others 

 Expectation-based 
perception 
 Basic properties of 
human memory 

 Halo effect  Positive feelings in one area cause ambiguous or 
neutral traits to be viewed positively: If people like 
one aspect of another person (e.g., attractiveness, 
social status), they will have a positive disposition 
toward unknown characteristics of that person, 
such as intelligence or competence 

 Expectation-based 
perception 
 Search for order 
 Avoidance of 
ambiguity 

 Commission bias  Under stress and time pressure people tend toward 
action rather than inaction. More important than the 
solution of a problem is the upkeep of a feeling of 
control over a situation. This is true even if actions 
are not indicated or are an act of desperation 

 Feeling of 
competence 
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•     Systemic deconstruction:  Radiologists use systemic deconstruction as a strategy 
to combat confi rmation bias when they interpret every X-ray in the exact same 
systematic way. Thus, they force themselves to focus their attention on all struc-
tures and possible fi ndings and not only on the clinical question asked. A similar 
approach in emergency medicine is the primary assessment of trauma patients 
with the “ABCDE” algorithm taught in Prehospital Trauma Life Support and 
Advanced Trauma Life Support courses.  

•   The “ 3D Rule ” for diagnoses and therapeutic interventions (“Rule of Three,” 
Stiegler and Ruskin  2012 ): Whenever a clinical change occurs, clinicians base 
their initial treatment on representativeness and availability heuristics. However, 
if this treatment is repeated without effect, a differential of at least three other 
diagnostic possibilities must be entertained before a third attempt at the same 
intervention (e.g., a third dose of a drug) is undertaken. Three diagnoses before 
a  3rd  dose can be memorized as “3D.” Even if the probability of other causes is 
not that high, a forced consideration of alternative explanations for a given prob-
lem can help to prevent, among other things, fi xation errors, premature closure, 
and confi rmation bias.  

•    Rule out worst-case scenarios:  Whenever a clinician is confronted with a 
vital problem (e.g., patient with shortness of breath), he intuitively will 
 consider the most common causes for this presentation first. The “rule out 
the worst-case scenario” approach, however, will redirect the clinician’s 
 attention to diagnoses with significant consequences, even if they are statis-
tically rare.  

•    Make use of the “universal antidote”:  Another helpful strategy for minimizing 
the infl uence of intuitive decision preferences is to develop the habit of asking 
the simple question, “Could it be anything else?” every single time one arrives at 
a preliminary assessment. By forcing the decision-maker to explicitly search for 
arguments that could falsify her current working diagnosis, this strategy consti-
tutes a powerful antidote to combat the principle of economy with its tendency 
for confi rmation bias and fi xation errors.  

•    Reevaluate during patient handover:  A patient handover is a specifi c clinical 
situation that might increase vulnerability to specifi c biases. Healthcare provid-
ers who get a patient handed over by another team or person are in danger of 
accepting an unchecked diagnosis together with the patient (diagnosis momen-
tum). Clinicians will be even more likely to succumb to biased reasoning and 
stereotyping if the patient appears repulsive (e.g., signs of self-neglect, acute 
alcohol intoxication, massive obesity, psychiatric disorder). In situations with a 
higher risk for biased reasoning, it can be helpful to support decision-making by 
a set of probing questions:
 –    Am I working on a pathophysiologic state (e.g., shortness of breath) or did I 

already commit myself to a diagnosis (e.g., asthma attack)?  
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 –   If I have committed myself to a diagnosis, was the diagnosis suggested to me 
by another person (e.g., the patient, a paramedic, a nurse, a physician) and did 
I just accept it, or did I match it with the patient’s clinical presentation?  

 –   Is this a patient I don’t like or like too much, for some reason? Am I in danger 
of stereotyping and therefore unwilling to take further diagnostic or therapeu-
tic steps?  

 –   Did I consider other organ systems besides the obvious ones?  
 –   What could be the most serious diagnosis and the worst-case scenario I cer-

tainly should not miss?     
•    Use cognitive aids  whenever possible. Checklists and guidelines designed for 

medical emergencies can compensate for shortcomings in human memory (e.g., 
retrieval of inert knowledge, working memory for calculations, and prospective 
memory for future tasks) and thus may help to improve patient outcome 
(Goldhaber- Fiebert and Howard  2013 ).      

10.5     Maximum “Efficiency and Divergence” 

 The moment our pediatric resident makes first contact with her patient, she can 
only assess the patient’s current clinical status. Foreseeing dynamic develop-
ments or the influence of therapeutic actions is not possible. Although the 
patient’s condition is serious, it does not warrant immediate invasive proce-
dures (e.g., intubation, chest tube). Instead of performing potentially harmful 
interventions, the physician supports the patient’s hemodynamic state, thus 
keeping several options open as long as possible. She decides against intuba-
tion given the possible detrimental effect of positive pressure ventilation on 
cardiac preload in patients with impaired ventricular filling. Instead, she starts 
a continuous infusion of catecholamines to increase blood pressure. Blood 
pressure and oxygen saturation stabilize, which buys time to determine the 
pathophysiological cause for the critical situation. Once the reason for the clin-
ical deterioration becomes evident, the resident can take specific therapeutic 
steps. An integral part of patient care in a high-stakes environment should be 
avoiding premature commitment to a single treatment path – especially when it 
is potentially harmful or irreversible. Healthcare providers should nevertheless 
deliberately strive for clinical conditions of “maximum efficiency and diver-
gence” (Fig.  10.1 ; Oesterreich  1981 ). A situation characterized by high effi-
ciency and divergence offers many different possibilities (hence, “divergence”) 
for actions that have a high probability of success (“efficiency”); thus, interme-
diate goals set according to this criterion target clinical conditions with many 
degrees of freedom. In these situations, clinicians can move efficiently in many 
different directions

10.5 Maximum “Effi ciency and Divergence”
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10.6        “Good Decisions” in the High-Stakes Environment 
of Acute Medical Care 

 The pediatric resident in our case wants to make “good decisions” about the 
decompensating cardiac surgery patient. However, she faces the challenge of 
making “good decisions” in a context where complexity, ambiguity, and 
dynamic changes make sound decision-making more difficult. Given these 
limitations, what characterizes “good decisions” in a high-stakes 
environment? 

 A “good decision” in an emergency situation achieves is characterized by the 
following:

•    Promotes safe, effi cient, and effective task management.  
•   Considers the current situation with all relevant contextual features, including 

time limitations and availability of fi nite resources.  
•   Respects human factors, such as limited information-processing capacity and the 

infl uence of motivation and emotion on behavior, and doesn’t overstrain a per-
son, recognizing the limits to mental and physical workload and variable resis-
tance to stress.  

•   Leads to a timely and feasible course of action.  
•   Anticipates complications of treatment or diagnostic interventions.  
•   Integrates both “gut feeling” and analytical approaches. Evidence suggests that 

novices, too, should heed a “bad feeling” about a decision or management 
strategy.    

  Fig. 10.1    “Maximum effi ciency and divergence” as a strategy for good action (Oesterreich  1981 ). 
Patient treatment is thought of as the sequence of different clinical situations ( circle ). In critical 
situations ( CS ), there are usually several options for action from which to choose. Some goals ( B ), 
however, have only 1° of freedom, and therefore the development will go in one direction only. If 
a condition of maximum effi ciency divergence is targeted ( A ), many different possibilities for 
actions are kept open       
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 It is important, however, to note that good decisions are not equivalent to the 
following:

•     Good results  :  Decision-making is concerned primarily with how people arrive at 
certain conclusions. “Shortcuts” and guideline violations may result in good out-
comes and thereby reinforce the same hazardous attitudes that lead to the decision in 
the fi rst place. On the other hand, an element of risk for patient safety and potentially 
poor outcomes always remains despite good decisions. For example, when debrief-
ing an unsuccessful cardiopulmonary resuscitation, team members may nonetheless 
conclude that all decisions and actions were correct. Finally, after a critical event, 
clinicians may say in hindsight: “It was pure luck that things turned out all right!”  

•    Good intentions:  Good intentions do not guarantee good outcomes. Inherent risks 
and the probability of success should be assessed for all planned actions. An emer-
gent intubation of the post-op cardiac patient would have been performed with the 
best intentions, but might have caused more harm than good. Additionally, inten-
tions should match reality. If we consider a specifi c course of action, it is only worth 
considering it if we have the necessary skills and resources to make it happen.  

•    Best possible decisions:  Once the stress of a critical situation wears off and team 
members share their thoughts on critical issues, some previously unconsidered 
options may arise. Unfortunately, in time-critical situations, these key pieces of 
information, ideas, and opinions were not available at the time, and therefore 
“the best possible decision” was not possible at all. Bearing in mind this critical 
restriction and the power of the hindsight bias may help prevent nagging thoughts 
of “I could have/should have/would have done otherwise or better.”    

 Situational demands may exceed assets in critical situations. Specifi c skills may 
be required, correct rules may have to be applied appropriately, or a completely new 
solution has to be found (Chap.   2    ). Whether or not a decision in the high-stakes 
environment of acute medical care is “good” depends on whether or not it meets the 
requirements of the emergency situation.  

10.7     Decisional Aids 

 Experience from other complex work environments demonstrates that decisional 
aids can actually help people structure and organize their decision-making and 
thereby reduce the tendency for hasty decisions (Benner  1975 ; Orasanu and Connolly 
 1992 ; Jensen  1995 ). Structured decision-making processes have been shown to 
improve safety in high-risk environments. Decisional aids are mnemonics often for-
mulated as acronyms (i.e., pronounceable words formed from the initial letter of each 
of the constituent words) to facilitate learning and recall. When uncertain or ambigu-
ous circumstances require judgments or decisions, decisional aids help organize 
one’s thoughts and prevent impulsive actions, use of shortcuts, and neglect of impor-
tant facts. Before acting, a brief deliberate pause is recommended to reconcile the 
fi nal decision with the implicit knowledge from prior experience: Does the plan feel 
right as well? 

10.7 Decisional Aids
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10.7.1     Decisional Aids for Time-Critical Problems 

 Two six-element decision-making models from high-risk nonmedical industries 
have been adapted to acute medical care and shown to be helpful:

•    DECIDE from the domain of fi refi ghting (Table  10.2 ; Benner  1975 ) safety in a 
critical situation is the focus of this model.

•      FOR-DEC from the domain of civil aviation (Table  10.3 ; Hoermann 
 1995 ) emphasizes risk-balanced decision-making while avoiding ad hoc 
decisions.

      Both decisional aids describe a “closed-loop” process: As soon as an action has 
been executed, thinking goes back to the beginning and the situation is reviewed. In 
both cases, if the situation has changed and if an action did not bring the intended 
result, decision-makers start again. Because these acronyms describe decisional 
aids, they presume clear goals, which is why neither model includes  goal setting . In 
medical emergencies, priorities and short-term goals such as securing the airway or 
providing CPR are clearly important. In other situations, however, attention may 
have to focus on other goals and priorities. By implementing the question, “What 
are our goals and priorities?” into the “Facts” part of FOR-DEC, this critical aspect 
of decision-making receives appropriate attention. Importantly, these decisional 
aids empower all team members to share the same approach to decision-making and 
action. Once the decision-making process of FOR-DEC or DECIDE becomes the 
implicit structure of problem solving of all team members, collecting data, 

   Table 10.2    Decisional model “DECIDE”   

 Question/statement  Meaning 

 Detect  “Something has 
changed!” 

 The decision-maker detects that a change has 
occurred that requires attention 

 Estimate  “Does this change have 
any signifi cance for me?” 

 The perceived change is assessed for its signifi cance 
for the patient and for the future course of events 

 Choose  “I will choose a safe 
action!” 

 The decision-maker explicitly decides to choose the 
safest possible option 

 Identify  “Which reasonable 
treatment options do I 
have?” 

 The option with the fewest risks and the highest 
probability for success is chosen 

 In addition, a “plan B” is mapped out in case the 
fi rst choice should fail 

 Do  “I will act on the best 
options!” “What effect 
did the action have?” 

 The action is planned and executed 

 Evaluate  The effect of the action is evaluated 

 The intended and actual course of action is 
compared 

 Ask yourself: Has the situation changed? Is this 
plan still appropriate? 

 If necessary, return to “Detect” or “Identify” 

  After Benner ( 1975 )  
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generating management options, and assessing risk will be tasks that lie with the 
team as a whole rather than with solitary individuals. This is teamwork at its best.  

10.7.2     Decisional Aids for Complex Problems with Moderate 
Time Pressure 

 Healthcare providers are at times confronted with only moderate time pressure to 
solve highly complex problems. Intensive care patients whose clinical condition 
deteriorates over several hours may fall into this category. In such cases, formulating 
clear goals is of great importance. The model shown in Fig.  10.2  has been  successfully 
implemented into the organizational behavior within other high-risk domains (Dörner 
 1996 ; Dörner and Schaub  1994 ). The arrows indicate that the steps do not have to be 

   Table 10.3    Decisional model “FOR-DEC”   

 Question/statement  Meaning 

 Facts  “What is the 
problem?!” 
 “What are our goals 
and priorities?” 

 The need for a decision is detected 

 The situation is analyzed and facts are collected 

 The urgency is assessed: How much time do we 
have until a decision must be made? 
 From among many possible goals and priorities, a 
limited set is chosen 

 Options  “What different 
options do we have?” 

 All team members contribute their point of view 
on available options 

 Risks/benefi ts  “What are the pros 
and cons for every 
option?” 

 The benefi ts and the probability for success as well 
as the risk of each option mentioned are evaluated 

 The degree of uncertainty is estimated 

 – Dash  Phase transition  The dash has two functions: 
 “Mental pause” – when pros and cons have been 
weighed: Does the decision process feel right? 
 Transition from the team phase to the team 
leaders’ decision 

 Decision  “This is what we will 
do!” 

 A decision is made by choosing the best option. 
The best option has the fewest risks and the 
highest probability of success 

 At the same time, a “plan B” is formulated in case 
the fi rst plan fails 

 Before the plan is executed, the situation is 
rechecked: Is the initial analysis still appropriate? 

 Execution  “Who will do what 
and when?” 

 The decision is executed 

 Check  “Is the decision still 
correct?” 

 The action is checked. A critical comparison of 
the factual and intended effect is made 

 If necessary, the decisional process returns to 
“facts” 

  After Hoermann ( 1995 )  

10.7 Decisional Aids
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processed in sequential order. Depending on the problem, it may be necessary to 
spend considerable effort gathering information before intermediate goals can be 
defi ned; or it might become necessary to revise goals during planning due to chang-
ing conditions. The model of action organization works more like a checklist and 
reminds people to spend an adequate amount of time organizing complex actions.

    Goals ,  plans ,  models , and the handling of information are the topics of Chaps.   6     
and   7    . 

  Review of effects  is assessing the results of action, a central feature of any deci-
sional aid. Several factors impede effective review of effects. Time delay and the 
concurrent effects of many actions can make it diffi cult to attribute clinical effects 
to the result of single actions. Also, the review of effects is a form of information 
management, and therefore restrictions to information management described in 
Chap.   6     apply. Finally, performing only a superfi cial review of effects or avoiding it 
all together may stem from a motive to protect the feeling of competence, especially 
if failure is likely. 

  Self-refl ection  describes the conscious analysis of one’s own behavior (alone or 
as part of a team) that elicits reasons for success or failure and identifi es 

  Fig. 10.2    Action organization: a decisional model for situations with moderate time pressure and 
high complexity (Modifi ed after Dörner  1996 )       
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modifi cations for future actions. However, self-refl ection is uncomfortable, and 
fi nding an appropriate time for it during an emergent crisis may be problematic. 
After a critical situation, other issues may arise, and often people only reluctantly 
return to analyze past events. Nevertheless, self-refl ection is essential for those 
working in complex domains because it enables us to learn consciously and to 
change our behavior.   

10.8     Strategies for Coping with Error 

10.8.1     Detect Errors Early 

 Errors and mistakes do not arise from faulty cognitive mechanisms but instead from 
useful psychological processes and limited cognitive capacity. This explains why it 
is normal for humans to make mistakes; however, mitigating the effects of inevita-
ble mistakes that affect our patients requires early detection and correction. These 
are diffi cult tasks for the person who committed the error. We tend to overlook the 
elements that lead to the error, and, if we do refl ect on our actions, we often come 
up with the same answer. We have a hard time looking at things differently. We 
readily accept our way of thinking even if the available data only loosely matches 
our mental model. This tendency to see things with this bias leads us to easily over-
look our own errors. Fortunately, specifi c strategies applied to critical situations 
improve error detection rates. 

 The following suggestions are for individuals; organizational error management 
will be a topic of Chap.   14    . 

10.8.1.1     Anticipate Error: “It Can Happen to Me!” 
 Because we are prone to commit errors of one sort or another, it is necessary to 
anticipate them in our own behavior. A self-critical attitude and an awareness of the 
ever-present possibility of errors can help us suspect error as the cause for any dis-
crepancy between actual and intended courses of action.  

10.8.1.2     Improve Your Perception: Look for Contradictions in Your 
Model 

 Any action that provides immediate physical feedback can help identify an error 
(e.g., accidental puncture of the carotid artery when trying to insert a central IV 
line). Much more diffi cult, however, is error detection in situations in which feed-
back about success or failure is lacking. It reduces insecurity and, despite evidence 
to the contrary, encourages the feeling that the critical situation is under control. 
Decision-makers should actively search for information that could refute the current 
situational model or that could indicate plans are not going as intended. In order to 
question one’s assumptions in an emergent situation (in which clear knowledge 
about what to do is comforting), it should become routine in less critical situations 
to search for pieces of information that contradict or even disprove current assump-
tions about the situation.  
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10.8.1.3     Be Aware of the “Sunk Cost Fallacy” 
 Decisions in acute medical care are often made under time pressure and high 
uncertainty. However, as the situation evolves, clinical signs can indicate that the 
initial decision was wrong or less than optimal and the resulting therapy therefore 
inadequate. Unfortunately, the more people have already invested in a matter 
(e.g., by searching for confi rmative evidence for the diagnosis or having initiated 
an unusual or an expensive therapy), the more clinicians are inclined to stick to a 
chosen strategy – even if there is ample evidence against it. As a result we have a 
tendency to intensify efforts to make the chosen strategy successful because stop-
ping seems unreasonable after all we have already invested. Under these circum-
stances, it is nearly impossible to admit “I was off track!” or to conclude “Our 
current strategy is not helping the patient!” The reason for this lies in the need for 
control and our motive to protect a feeling of competence (Chap.   4    ): the psycho-
logical need to feel able to infl uence our environment according to own goals, to 
know with certainty what is happening around us, and to have clarity of facts and 
certainty about future developments. Even when we have the feeling that the cur-
rent clinical state strongly suggests that our efforts are based on faulty assump-
tions and wrong, the motive of control can become active and outplay rational 
arguments. Therefore, whenever one realizes that one has an uneasy feeling or 
come to a dead end with a therapy but still feels the urge to continue, one should 
ask the simple question: “Do I want to continue because I have the facts on my 
side or am I continuing because I have a hard time admitting that I was 
mistaken?”  

10.8.1.4     Ask Team Members for Feedback 
 Other team members are the most valuable resource for detecting inadequate plans 
or erroneous actions. In fact, such cross-monitoring and speaking up are among the 
most powerful and effective means to enhance patient safety (Risser et al.  1999 ). 
However, healthcare providers seem reluctant to accept the fact that two pairs of 
eyes see more than one and that the responsibility for making diagnoses and plans 
lies with one individual. The interplay between complexity, cognitive economy, and 
ambiguity aversion makes it so hard for clinicians to detect and assess changes in 
their environment. Fig.  10.3  depicts this fact: As soon as routine action (RA) is 
interrupted by a critical situation (CS), people start to ask themselves “What exactly 
is the problem?” and to search for information. In addition, they assess the urgency 
of the situation: “Is there still time left for data collection, or do I have to act now?” 
Once a person has made a diagnosis and begins to act (A), the mental model will be 
based on the current data available. Cognitive economy impedes any effort to 
change this model. A team member entering the situation later in the course of 
events (B) is far less likely to be bound by preconceived ideas or assumptions. B’s 
unbiased assessment may promote a fresh understanding of the situation.  Those 
who enter the situation afresh at some later point are not so theory bound, at least 
initially. The nakedness of the emperor is readily seen by those who have not come 
to believe him clothed  (Reason  1990 ).
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10.8.2         Mitigate the Effects of Errors 

10.8.2.1     Break the “Poor Judgment Chain” 
 One single error does not usually result in a fatal outcome in a critical situation. It 
is only the sequence of poor decisions and the inability to recognize and correct 
them early that leads to accidents and patient harm. 

 Poor decisions can (a) reduce the safety margin for effective management, (b) 
undermine personal feelings of competence, and (c) create feelings of shame and 
guilt, and thereby increase stress levels. 

 For these reasons, a single error increases the probability for additional errors, 
thereby resulting in a poor judgment chain (Jensen  1995 ). Once errors add up and 
the situation threatens to become unmanageable, people start acting “mindlessly.” 
But we are not helpless victims to this mechanism; we can learn to assess critically 
the impact that errors have on our judgment and decisional processes. If we are 
aware of our own behavior and of how we make decisions, we may face critical situ-
ations with less fear of becoming helpless in the face of committed errors. Adopting 
an ongoing critical self-perception (e.g., “I am aware of a feeling of frustration 
because of the error I committed and I feel an urge to just do something to get rid of 

  Fig. 10.3    Time pressure, data collection, and the advantage of having a second person entering a 
critical situation. The resulting mental model will likely comprise more of the situation and may 
result in a different diagnosis and plan. Time pressure ( red wedge ) and data collection ( blue wedge ) 
are inversely correlated. Corollary: There is no such thing as complete data collection under time 
pressure       
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that feeling!”) can help us avoid proceeding based on spontaneous impressions and 
instead make more deliberate decisions. In addition, effective teamwork can stop 
the poor judgment chain at any point.   

10.8.3     Making Use of Team Resources 

 When wrong decisions affect patients who had been healthy up to this moment (e.g., 
following induction of anesthesia for elective surgery), the clinician may experience 
especially strong feelings of guilt, shame, and self-accusations. These tormenting 
thoughts can become overwhelming at a time when precious cognitive resources are 
needed to treat the problem. Horrifi c thoughts of possible outcomes of this critical 
situation may strain healthcare providers beyond their mental and physical limits; 
essentially we can become temporarily mentally paralyzed. If this is the case, it is 
diffi cult or even impossible for a clinician to individually solve the problem. Thus, 
whenever an error is committed, other team members should become involved and 
provide support. When it appears that the erring clinician is stuck focusing on the 
error that triggered the event, it can even be necessary to excuse the person com-
pletely from the critical situation. Among the greatest assets of teamwork is that 
team members who enter a critical situation later are not as emotionally involved 
and have a better chance of recovering from an error by reconsidering the diagnosis, 
plan, and execution.  

10.8.4     Coping with Errors 

 In summary, to detect errors early, it is important to do the following:

•    Anticipate error: “It can happen to me!”  
•   Improve perception and awareness – be doubtful, look for contradictions, and be 

aware of a feeling that “this might not be working.”  
•   Ask team members for feedback.    

 To mitigate the effects of errors, the two points are especially relevant:

•    Be aware of the dangers of the “poor judgment chain.”  
•   Use the team as a resource.      

10.9     Tips for Clinical Practice 

•     Apply decisional aids (e.g., DECIDE, FOR-DEC) when working in a team 
environment.  

•   Be aware of your gut feeling in critical situations; a “bad” feeling should never 
go unheeded.  
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227

•   Practice using decisional aids in advance if you want to be able to apply them in 
critical situations; under stress we resort to familiar patterns of thinking and 
behavior so things that aren’t practiced will not be available during a crisis.  

•   “Doing nothing” is a decision; giving more time, even a small amount extra, to 
think and decide is sometimes the best thing you can do.  

•   Correct mistakes immediately – rectifi cation outranks justifi cation!  
•   Call for help early. Ask available colleagues to join you in the critical situation; 

the welfare of our patients is preeminent.  
•   Create open channels of communication! Solicit input from colleagues irrespec-

tive of rank or title. Make it your habit to thank team members for  any  feedback 
about your performance or suspected errors. Thank them for their contribution. 
The long-term benefi t will be that others will view you as a trustworthy profes-
sional and someone to whom they can offer unsolicited ideas and support. Their 
comments will become extremely helpful in detecting, avoiding, and recovering 
from errors and mistakes.  

•   As a team member, an effective technique is to share an observation and pair it 
with their point of view about it without judging the person to whom you are 
giving feedback.     

10.10     “Strategies for Action” in a Nutshell 

•     A good decision in high-stakes acute care settings meets the needs of the emer-
gency situation.  

•   Heuristics are neither inherently good or bad nor are they necessarily rational or 
irrational. Whether or not they are helpful depends on the context of the applica-
tion and the structure of the environment.  

•   Deviations from rational decisions and the infl uence of emotions (“cognitive 
bias”) simplify clinical decision-making. Both come from basic human behavior 
and are comprised of mental phenomena that shape and characterize our every-
day thinking.  

•   The cognitive intervention of self-monitoring is a strategy that helps to improve 
clinical reasoning and decision-making by allowing the decision-maker to ana-
lyze one’s decision-making process.  

•   Part of a good strategy is to avoid committing to a single treatment path too early. 
Instead, strive for clinical conditions with as many degrees of freedom as possi-
ble. From there, it is possible to move effi ciently in different directions.  

•   A condition that offers several possibilities each with a high probability of suc-
cess is called “maximum effi ciency and divergence.”  

•   A good strategy has fi ve steps: preparedness, analysis of the situation, goal set-
ting and planning of actions, execution of action, and review of effects.  

•   The systematic application of decisional aids (e.g., DECIDE, FOR-DEC) can 
help decision-makers organize their thoughts and prevent impulsive actions.  

•   Experience-based knowledge reaches consciousness as a feeling or intuition. It 
should be taken into account as well as analytical approaches.  

10.10 “Strategies for Action” in a Nutshell
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•   Decisional aids enable all team members to share the same approach to decision- 
making and action. Applying an agreed-upon approach to decision-making or 
using cognitive aids in a critical situation is a team responsibility that does not lie 
with a single individual.  

•   It is impossible for healthcare providers to be error-free in caring for patients; 
however, once an error occurs, it is important to avoid a “poor judgment chain.”        
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   Part III 

   The Team 

             Part II dealt with the “psycho-logic” of cognition, emotion, and intention and the 
different factors that infl uence a healthcare provider’s behavior in a critical situa-
tion. Patient care, however, is seldom an individual’s enterprise: There are always 
people from different professional groups and specialties involved. Teams are more 
than just the sum of individuals. Teams have their own strengths and weaknesses 
and can develop a specifi c dynamic. Part III deals with teamwork in a high-stakes 
environment from a human factors point of view. 

 The main questions are:

•    What requirements do teams in an acute care setting have to meet?  
•   What are the typical team-related errors?  
•   What are the characteristics of good communication in critical situations? What 

are typical communication problems?  
•   What role does leadership play in the successful management of emergency situ-

ations? What characterizes a good leader and what problems may arise with 
leadership?    

 Teamwork does not only depend on the people involved in direct patient care but 
also on the organization in which the team works. The organization sets the organi-
zational frame for teamwork and allocates resources to care. Organizations that 
encourage good teamwork vis-à-vis the culture and organization, such as enabling 
regular team meetings and providing team training and practice using simulation, 
are likely to see safer and more effective patient care. The implementation of teams 
into the greater concept of “an organization” is the subject matter of Part IV.      
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  11      The Key to Success: Teamwork                     

 Case Study 
 A worker in a printshop attempts to remove a foreign object from moving print 
cylinders. During a brief moment of inattention, the cylinders catch the sleeves 
of his shirt and both of his arms are drawn into the machine. Despite a nearly 
instantaneous shut down of the equipment by one of his colleagues, both arms 
are trapped up to the elbows. Because of the unusual circumstance, EMS dis-
patch decides to send a physician to the scene along with the ambulance. When 
the emergency physician, a senior resident in emergency medicine, arrives at 
the scene with two paramedics, he fi nds a patient with a reduced level of con-
sciousness standing in front of the print cylinders. The worker’s colleagues are 
supporting him in a standing position. With the help of the paramedics, the 
physician places a large-bore peripheral IV line in a vein of the dorsal foot and 
starts volume resuscitation. With repetitive small boluses of ketamine and mid-
azolam, the patient receives adequate analgesia and sedation, while the two 
paramedics with help from two workers construct a small temporary platform 
adjacent to the print cylinders. Assessment of the situation by the machine tech-
nician reveals a diffi cult and protracted disassembly. Since the printshop is not 
far from the local hospital, the emergency physician contacts the operating 
room and requests a surgeon and anesthesiologist to come to the scene. Because 
the patient is young and an amputation would impose severe risks, the emer-
gency physician and surgeon decide not to amputate the patient’s extremities. 
Meanwhile, the fi re department arrives and, after the anesthetist has deepened 
the analgesia and sedation, help the machine technician with the diffi cult task of 
disassembling the press. Two hours later, both arms are freed from the printing 
machine. Sudden pulsating bleeding is stopped by the infl ation of upper extrem-
ity tourniquets that the paramedics had placed on both arms before they were 
released from the machine. The patient is intubated on site and transferred to the 
operating room. Due to the rapid and coordinated rescue and surgical interven-
tion, both extremities are saved with a good degree of functionality. 
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           Both the trauma mechanism as well as the pattern of injury of this occupational 
accident pose complex demands on the medical treatment of the entrapped patient. 
The temporary team of physicians from different specialties, paramedics, fi re rescue 
workers, and employees of the printing plant successfully coped with the challenge 
because all the necessary tasks were managed by sharing and contributing the skills 
and experience of all team members. Together, they achieved teamwork at its 
fi nest. 

11.1     The Team 

11.1.1     Why Teamwork Has Come into Focus Only Lately 

 Teamwork is the cooperative effort by members of a group or team to achieve a 
common goal. Wherever ill or injured people are cared for, healthcare providers will 
take care of their patients in groups of two or more people. Therefore, teamwork is 
an inherent feature of healthcare; there is virtually no modern healthcare without 
teamwork. Despite this fundamental feature, the medical community traditionally 
neglected this issue until a few years ago. The reasons for that are manifold. 

 First, the widespread tendency of the healthcare community not to think in team 
concepts may refl ect a  deep-seated cultural issue : Many team members in Western 
societies are children of a culture that has come to cherish the individual human 
being in an unprecedented way. The pursuit of individual happiness and the fulfi ll-
ment of personal agendas are unchallenged goals of our culture and have strongly 
affected the way we perceive human relationships. 

 Secondly, compared to other high-risk industries such as nuclear power and avia-
tion, healthcare has been slow to regulate itself. The traditional culture, now slowly 
changing, has been that physicians are largely independent practitioners who make 
decisions with little oversight or accountability. 

 In addition, the foundations for a preference of individual profi ciencies over 
social competence are laid early on. From birth through college, we nurture and 
praise the individual accomplishments of our children, as well as admire their cog-
nitive faculties and the new skills they acquire. Collectively, we communicate the 
message that the most important is what an individual can successfully accomplish 
single-handedly. The basic presumption that individual technical expertise will 
guarantee a desirable outcome has further found expression in the medical and nurs-
ing educational cultures. Healthcare providers have been taught isolated technical 
tasks or clinical algorithms but have not been taught to perform in a team environ-
ment nor familiarized with basic concepts of communication and team performance 
(Leonard et al.  2004 ). In short, contemporary Western culture has produced a medi-
cal community wherein medical quality and safety have historically been viewed as 
dependent on the performance of expert individual practitioners. 

 While there has been extensive scientifi c work on requirements for successful 
teamwork within other industries and professions, the medical community has 
only recently started to address and implement relevant teamwork concepts. 

11 The Key to Success: Teamwork



235

Perhaps one of the reasons for this translational gap is that healthcare providers 
traditionally favor “hard facts” over any kind of “soft science” originating from 
human factors research or from psychology and organizational studies (Rice  2009 ). 
Thus, it has been silently assumed that effective communication and teamwork are 
adequate for daily clinical practice. Simply put, teamwork has not been a valued 
skill in the medical community. It is only in the last decade or so that parts of the 
healthcare community have come to accept the fact that healthcare provides no 
exception to the rule that a team of experts does not make an expert team. The 
necessary teamwork skills, like any other skills, have to be learned and practiced 
(Chap.   16    ). 

 Another important reason has been identifi ed as a contributor to insuffi cient team 
performance and miscommunication: the  power relationships  that exist in health-
care. In nearly all healthcare organizations, there exist different groups or workers 
and clinicians with traditionally different statuses. Healthcare organizations tend to 
be dominated by a strongly hierarchical structure with a concept  of   leadership that 
resembles more of an authoritarian, military-like model rather than the mature inter-
action of adult healthcare providers (Firth-Cozens  2004 ). Ideally, critical informa-
tion should fl ow freely among all team members, with all – regardless of professional 
status – empowered to ask questions and to voice concerns if they believe that a 
planned action may result in less than optimal care or harm the patient. However, 
unbalanced power relationships result in a steep “authority gradient” (Chap.   12    ). 
Open dialogue within the team is impaired or even rendered impossible. The author-
ity gradient creates a team climate that globally discourages employees to come 
forward with questions and concerns and often denies them the ability to fully exer-
cise their skills in service to the patient. 

 Considering the prevalence of this mindset, it is not surprising that for decades 
the concept of teamwork has largely been reduced to a gathering of people who give 
and take orders. But even when  a   teamwork concept is embraced, physicians and 
nurses nevertheless have different attitudes about the teamwork they experience 
with each other, including issues such as suboptimal skills with regard to confl ict 
resolution and interpersonal communication (Makary et al.  2006 ; Thomas et al. 
 2003 ; Undre et al.  2006 ). Furthermore, there seems to be a difference between nov-
ice and senior physicians of the same discipline (Flin et al.  2006 ) and between 
physicians of different disciplines (Ummenhofer et al.  2001 ). 

 Teamwork failures have increasingly been noted as causes of mishaps in health-
care. This is partly due to the fact that there is more awareness of human factors 
these days than before. The other reason for increased attention to teamwork is that 
medical mishaps and error analyses have shown that as much as 50–70 % of medical 
errors are due to failures in communication and teamwork. When looking at health-
care mishaps, it’s clear that clinical skills, drug administration, and device-related 
errors are less and less of a factor; and human factors and communication are 
increasingly found to be a primary or contributing factor. This phenomenon is 
exactly what happened in aviation: as the fi eld experienced signifi cant technical 
advances, the proportion of mishaps owing to teamwork and communication fail-
ures grew to as much as 70–80 %.  
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11.1.2     Why Teamwork Is Necessary 

 Fortunately, the past decade has witnessed an increasing concern among specialties 
involved in acute medical care about the fundamentals of successful teamwork. 
Stimulated by a large body of evidence from other high-stakes environments (e.g., 
civil and military aviation, military command operations, nuclear power plants, off-
shore oil platforms), healthcare providers started to analyze the antiquated approach 
to teamwork within their own fi elds of expertise and have tried to adopt and inte-
grate team training measures. 

 From a task perspective, this approach to teamwork is long overdue. Many tasks 
impose mental and physical demands that are too strenuous even for the most expe-
rienced individual to perform in isolation. Furthermore, the required tasks in highly 
technical and specialized environments demand that different groups of profession-
als cooperate if a problem is to be dealt with successfully. The case study at the 
beginning of this chapter represents such an interprofessional team approach. 

 The strongest support, however, for a cultural change and for a focus on team-
work in healthcare comes from the extensive body of research that has been directed 
at identifying the factors that contribute to an undesired patient care event. Working 
groups from different healthcare environments have identifi ed unequivocally a close 
relationship between teamwork and performance in a high-stakes environment (e.g., 
Weaver et al.  2014 ; Reader et al.  2006 ; Jain et al.  2006 ; Risser et al.  1999 ,  2000 ; 
Wheelan et al.  2003 ). Poor teamwork and weak communication between members 
of healthcare teams have emerged as key factors in poor care and medical errors 
(Barrett et al.  2001 ; Morey et al.  2002 ). An observational study in the OR showed 
that 30 % of communication incidents were faulty and led to consequences for the 
patient (Lingard et al.  2004 ). Another survey carried out in hospital emergency 
showed that insuffi cient teamwork was responsible for 43 % of all medical errors 
(whereby 8.8 errors were made in average per patient). In addition, team members 
often failed to question actions of teammates, even when serious concerns about the 
adequacy of a diagnosis or a treatment existed (Fig.  11.1 ; Risser et al.  2000 ).

   One of the consistently found reasons for poor team formation and teamwork is 
the lack of a shared understanding about the necessity and function of teamwork. As 
a result, emerging confl icts among team members and a breakdown in communica-
tion impair collaboration and result in an underutilization or misallocation of avail-
able resources. 

 Despite the delayed introduction of teamwork concepts in healthcare, there is a 
growing awareness of the signifi cance of communication and team coordination for 
effi cient task management in critical situations and the need to strive for the cultural 
change that is needed to support a new approach to providing care in a teamwork 
environment. Interviews with all specialties of acute medical care have yielded 
comparable results: Healthcare providers in the operating room (e.g., Flin et al. 
 2003a ; Helmreich and Schaefer  1994 ; Schaefer et al.  1995 ; Sexton et al.  2006 ), 
emergency departments (e.g., Barrett et al.  2001 ; Cole and Crichton  2006 ; Morey 
et al.  2002 ; Risser et al.  1999 ), adult intensive care units (e.g., Brown et al.  2003 ; 
Kaissi et al.  2003 ; Ohlinger et al.  2003 ; Reader et al.  2006 ; Sherwood et al.  2002 ; 
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Thomas et al.  2004 ), pediatric intensive care units (Brown et al.  2003 ), labor and 
delivery units (Guise and Segel  2008 ), and preclinical emergency medicine (Matera 
 2003 ) acknowledge the importance of human factors issues and conclude that train-
ing measures are necessary to improve their teamwork skills and enhance patient 
safety. 

 The fact that the incidence of unwanted events correlates with the quality of the 
teamwork can also be proved reversely: In several studies, quality of acute medical 
care was improved, and error and incident rates were reduced through effective 
communication and good teamwork. Therefore, it has become clear that there is a 
correlation between the quality of team processes on the one side and treatment 
processes and patient outcomes on the other (overviews in Weaver et al.  2014 ; 
Schmutz u. Manser  2013 ; Salas et al.  2008 ). For this reason, the promotion of team 
skills and widespread systematic team training is fundamental for patient safety 
within acute medical care.  

11.1.3     What Is a Team? 

 Although the term  team  has been used repeatedly in the preceding text, it is worth-
while to clearly defi ne the type of team found in acute care. The defi nition of the term 
 team  has been the subject of lengthy and controversial discussions within the scien-
tifi c community. Research in team psychology has provided differing conceptual 
frameworks and theories concerning the nature of teams and team performance. Types 
of teams can be conceived to fall on a continuum, with highly structured, interdepen-
dent teams at one extreme and teams whose members interact minimally and perform 

  Fig. 11.1    The most frequent teamwork errors. Depicted is the data of 54 cases from 11 cooperat-
ing hospitals of retrospective emergency department closed-claims review where poor teamwork 
was judged to have contributed to clinical error (From Risser et al.  2000 )       
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most of their tasks individually in a group context at the other extreme. And there are 
shared defi nitions of “team” that distinguish teams from working groups or organiza-
tions (Kriz  2000 ; Katzenbach and Smith  1993 ; Risser et al.  2000 ; Salas et al.  1998 ). 

  A   team in acute healthcare can be defi ned along three dimensions:

    1.    Mission and Goals
•    Teams are oriented to accomplishing a well-defi ned, time-bound objective.  
•   There is a defi nable standard of performance.      

   2.    Performance
•    Teams have a time orientation to their work. There is an identifi able start and 

stop time for a team’s tasks and mission.  
•   There is real-time communication.  
•   Members operate in parallel and their actions must be coordinated.  
•   Certain team tasks are routine and can be choreographed or scripted. Other 

aspects of working together are ad hoc and can be guided by teamwork rules 
and principles.  

•   Decision-making takes place (planned or on the fl y) that affects the team’s 
actions and performance.  

•   Teams manage their resources through awareness of team members’ workloads.  
•   It is possible to plan and critique performance.  
•   A team can improve its performance through practice.      

   3.    Membership
•    Individuals can identify themselves as a member of the team.  
•   Team membership is structured. Team members understand the roles of leader 

and follower. There are opportunities for emergent leadership and follower-
ship roles depending on the demands of the situation and team member skills.  

•   Team membership is initially defi ned by the skills of each member. There is 
partial overlap of skills among at least some of the team members so that 
workload can be distributed.  

•   Based on structure and skill criteria for team membership, it is possible to 
partition responsibilities.  

•   During the temporal life of the team, the team’s mission is superordinate to 
the goals of the individual.       

11.1.4       The Strength of Teamwork 

 Whenever people work together as a team in complex situations and under time 
pressure, it is expected that team performance will exceed the sum of individual 
actions. Several reasons account for the strength of teamwork:

•    Different talents and abilities can be used strategically as strengths and not as a 
factor of competition.  

•   Larger amounts of cognitive and attentional capacity are available because of the 
many eyes, ears, and minds involved. More information can be gathered and 
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processed. With this, more substantiated decisions are possible when communi-
cation works well.  

•   More views and alternatives can be brought to light. It is possible that a more 
comprehensive picture of the current situation will emerge. This in turn helps the 
team leader plan and make decisions.  

•   Mutual monitoring can help notice individual and team errors.  
•   Shared workload can help prevent work overload of an individual and make sure 

that all planned and required tasks can be executed in a timely manner.  
•   Mutual support can encourage and enable team members to master even the most 

diffi cult situations.      

11.2     Team Performance: Input Factors 

 Team performance research has been able to defi ne major factors that affect the 
way a team will cope with a given task. Integrating these data into a conceptual 
framework, several theoretical models have been proposed (for an overview, see 
Salas et al. ( 1998 )). Despite the diversity of the models, they share an understand-
ing that defi nes team performance as the result of how (process, throughput) a team 
utilizes its human and technical resources given a specifi c situational and task con-
text (input factors). Results of team performance (output) in healthcare are fi rst of 
all safe patient care, but also error incidence, working climate, and team member 
satisfaction (Salas et al.  1998 ; Mickan and Rodger  2000 ; Paris et al.  2000 ). 
Knowledge of these factors is necessary for the advancement of teamwork training 
programs in healthcare. Additionally teamwork knowledge can help sensitize 
healthcare professionals and healthcare educators to team processes that can serve 
as guidelines for strategies in team training (Chap.   16    ). It is recognized that team-
work skills and knowledge are not a substitute for clinical skills, rules, and knowl-
edge; they are the tool with which clinical skills are used. Fig.  11.2  is a conceptual 
depiction of an integrated model of team performance in a healthcare high-stakes 
environment.

   The input factors for team performance can be subdivided into:

•    Individual characteristics  
•   Team characteristics  
•   Characteristics of the task (“emergency”)  
•   Characteristics of the performance environment    

11.2.1     Individual Characteristics 

 Every team member brings a set of individual characteristics (attitudes, motivation, 
personality) and individual skills (experience and skills in clinical care, communi-
cation, and human factors) to the team. In addition to individual skills, team mem-
bers need team skills. Team skills are a set of skills that individuals must develop to 
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function effectively in a team: effective communication, adaptation to varying situ-
ational demands, compensatory behavior, mutual performance monitoring, and giv-
ing and receiving feedback (Burke et al.  2004 ). These team skills ensure that team 
members’ abilities will be complementary and combined to manage resources and 
to form professional relationships that enhance team performance. Thus, sometime 
soon (and in acute healthcare settings, this should be very soon), clinicians will 
experience a merging of clinical skills with teamwork skills to perform 
successfully. 

 In actuality, the individual’s personal performance on the team can be understood 
as the product of three factors: individual characteristics, individual skills, and 
teamwork skills. 

 Another way to defi ne this is: Personal performance on the team = individual 
characteristics × individual skills × teamwork skills. Describing team performance 
as a product shows that each factor is necessary. Personality confl icts and varying 
levels of individual profi ciencies can degrade team performance. 

 Certain skills have been identifi ed that characterize a successful team player. A 
successful team player can:

•    Listen and participate actively  
•   Ask the right questions  

  Fig. 11.2    Integrated model of team performance in a medical high-stakes environment. Successful 
teamwork is the result of an interaction of work and task characteristics, team characteristics (indi-
vidual, team), and the team process over time. The organizational and situational characteristics 
infl uence input and process. The model is based on the theoretical framework of Salas et al. ( 1998 )       
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•   Hold an opinion and then change points of view  
•   Assess and value the qualities of other team members  
•   Assess what he or she can do best and appreciate where others have more experi-

ence and skills  
•   Keep to an agreement and identify with a task  
•   Be self-critical  
•   Solve confl icts in a constructive way    

 Teams whose members perform in a team-oriented and cooperative way are 
demonstrably more successful than teams with team members who equate success 
with competition (Driskell u. Salas  1992 ).  

11.2.2     Team Characteristics 

 General team characteristics defi ne the team as an entity: team size, group cohesive-
ness, intra- and inter-team cooperation, power distribution within the team, com-
munication patterns among team members, and the homogeneity and heterogeneity 
of the team members. For these factors, desirable attributes have been described for 
teams in a high-stakes environment such as industrial or military teamwork. The 
research is based mainly on established teams that have a life span of weeks or 
months in the formation of an identity. 

 Acute healthcare specialists, however, are more like teams in aviation because 
healthcare teams usually work with “temporary” teams that are gathered in a ran-
dom fashion (“ad hoc teams”). For instance, the odds are low that the same group of 
emergency medical technicians, physicians, and fi refi ghters will ever again be dis-
patched for another medical emergency. 

 As a result, successful teams in high-stakes healthcare environments show, in 
addition to the general characteristics of teams, a range of additional features and 
problems:

•     Teams in an acute medical care setting often have to organize themselves “on the 
fl y:”  The acute healthcare setting requires the organization of caregivers – who 
may be strangers from diverse disciplines who do not know one another’s roles 
or special skills and may even be uncertain about one another’s goals – into “ad 
hoc” teams (Murray and Foster  2000 ). Task demands (“treating the patient”) and 
social demands (“getting acquainted with each other”) have to be implemented 
in parallel and without any delay. In the example case, the team met for the fi rst 
time in the printshop while the severely injured patient needed immediate 
attention.  

•    The team is defi ned functionally:  The task distribution during the parallel medi-
cal treatment and technical rescue operation is specifi ed by profession and status 
and does not have to be negotiated. Nevertheless, some changes in function can 
be made during the treatment. For instance, the emergency physician assigned 
the induction and maintenance of anesthesia to the anesthesiologist and left the 
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treatment of the extremity to the surgeon. The fact that role expectancies do not 
have to be negotiated anew in every single case is important for the strength of 
ad hoc teams ( action teams ; Manser  2009 ), in which team members have little or 
no experience working together, e.g., operating room, intensive care unit, EMS, 
and emergency departments.  

•    Teams in an acute healthcare setting are hierarchical : Hierarchy is necessary 
because in most emergent or acute emergencies there has to be one responsible 
decision-maker. Hierarchy supports the management of critical situations by 
clear paths of information fl ow and decision-making. Hierarchy can hinder prob-
lem solving, on the other hand. For instance, instead of actively participating in 
the acquisition of data and contributing to fi nding the best treatment options, 
team members might be inclined to leave everything to the team leader.  

•    The team often consists of various specialties or disciplines with specifi c rules 
and different ways to handle a situation:  Multidisciplinary teamwork is a charac-
teristic feature of acute healthcare. The major prerequisite for successful team-
work with an interdisciplinary or interprofessional team is communication to 
develop a shared understanding of the situation and what must be done.  

•    External circumstances can render teamwork diffi cult:  Teamwork in acute 
healthcare has to function under emotional strain, often coordinating with strang-
ers and in less than ideal physical circumstances. EMS, fi refi ghter/rescue person-
nel, and various clinical specialists in this chapter’s scenario could not provide 
acute medical care in the tidy and ordered interior of an ambulance or hospital 
but were literally bound to a small temporary platform adjacent to the print 
cylinders.  

•    Decision-making is embedded in performance:  Team tasks differ in the centrality 
of decision-making in their activities (Orasanu and Salas  1993 ). While decision- 
making can be the central task for some teams (e.g., tactical command and con-
trol), teams in an acute healthcare setting have to decide and take action at the 
same time. If attention focuses strongly on a physical task, this will impair the 
decision-making process and increase the chances for ineffective or error-prone 
care. Thus, it is best to explicitly allocate decision-making and task performance 
among the team.     

11.2.3     Task Characteristics 

 Tasks arise due to an outside set of stimuli to which a team must respond in a coor-
dinated and timely fashion. The team’s response depends highly on the characteris-
tics of the task assigned: Tasks differ in their complexity (Xiao et al.  1996 ),  in   task 
organization (i.e., the degree of interdependencies that exist between various sub-
tasks), and in task structure (i.e., the manner in which subtasks are assigned to and 
shared by various team members and different professional groups). These task 
characteristics have a strong impact on the communication structure of a team. If 
few interdependencies exist among subtasks (i.e., low demand for task organiza-
tion), team members will focus almost exclusively on performance of their assigned 
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subtask. An example would be a domestic fi re with the fi refi ghters making their way 
through smoke-fi lled passages to rescue people who are trapped in the burning 
structure while the Emergency Medical Team is treating patients with smoke inhala-
tion in the safety of the ambulance. However, if subtasks of teams are highly inter-
related (as in the case of the printshop injury), the communication structure has to 
be elaborate and comprehensive to synchronize the different subteams. In the case 
of the printshop mishap, team members must communicate frequently and clearly 
to coordinate the fl ow of individual work. 

 Another aspect of the task is what resources are at hand. External and internal 
resources can limit or expand the possibilities for successful team performance. 
Equipment, staffi ng, and availability of special treatment options have an impact on 
whether or not a decision can be executed.  

11.2.4     Characteristics of the Performance Environment 

 Task characteristics become especially important in the environment of high-stakes 
healthcare. The foregoing case study calls attention to several characteristics of the 
environment healthcare providers fi nd themselves in:

•    The task environment is characterized by  dynamic   complexity,    uncertainty, and 
 tight   coupling, i.e., wherein decisions carry substantial risk in a time compressed 
environment.    There are several unique features that characterize decision- making 
and action in a healthcare high-stakes environment. They are explained in detail 
in Chap.   2    .  

•   External circumstances affect teamwork. Time and space matter in healthcare. 
Decisions have to be made under time pressure – the patient trapped in the press 
has little time to wait for the team to organize. “Space” in acute healthcare inci-
dents often means “little or no space” – the treatment of the patient on site or in 
an ambulance demands the ability to work in close physical proximity to team-
mates and to coordinate actions with precision. In preclinical trauma patient 
care, prehospital providers may have diffi culty accessing the victim. In the pres-
ent case study, the treatment of the patient cannot be performed in the familiarity 
of an ambulance. Instead the victim’s entrapped arms demand care that has to be 
provided in an unusual and unfamiliar setting. The problem of inaccessibility 
also applies in a moderate way to patients on ICUs whose access may be impeded 
behind respirators, monitoring lines, and instruments, and a multitude of tubes 
and IV lines.  

•   The task type can vary considerably. Thus, acute care teams must have or be able 
to access a broad spectrum of clinical skills, rules, and knowledge. In every 
healthcare specialty, providers can be confronted with a great variety of medical 
or trauma emergencies. In addition, several specialties (e.g., anesthesia, emer-
gency medicine) have to deal with a broad spectrum of patient characteristics 
(e.g., from neonatal to geriatric multimorbid patients) demanding very different 
sets of clinical abilities.      
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11.3     Team Process 

 Team processes are intertwined with the way team members communicate and 
coordinate their activities. Team processes have been an important focus for team 
research because they determine whether teams will be effective or ineffective. The 
individual characteristics that make a team member a good team player have already 
been listed. However, a successful outcome of teamwork requires adequate interac-
tion of all team members involved. Several models (Fleishmann and Zaccaro  1992 ) 
have identifi ed team process factors that enable, support, and enhance team perfor-
mance (Table  11.1 ). Team processes are a management tool to expedite high-quality 
care to patients. They give caregivers increased control over a constantly changing 
environment and form a safety net that helps protect patients and healthcare provid-
ers from the consequences of inevitably occurring errors (Sexton  2004 ). Teamwork 
will only function in critical situations if team processes are exercised and perfected 

   Table 11.1    Characteristics of a good team process in a medical high-stakes environment   

 Team process factor  Action 

 Team formation and positive team 
climate 

 Develop a “we” feeling 

 Demonstrate mutual respect in all communications 

 Establish team leadership  Encourage leadership behavior in non-routine situations 

 Establish a team leader 

 Assign roles and responsibilities 

 Solve confl icts constructively  Try to see the positive aspects of a confl ict 

 Avoid struggle for power with team members 

 Focus on “what is right” not “who is right” 

 Apply problem-solving strategies  Whenever appropriate, use problem-solving strategies 
(e.g., FOR-DEC, DECIDE) 

 Communicate and share mental 
models 

 Create a “psychologically safe” environment for team 
members to speak up 

 Offer and request information 

 Develop and verbally maintain a shared mental model 

 Coordinate task execution  Profi t from implicit coordination and strive for explicit 
coordination 

 Coordinate planned actions 

 Cross-monitor teammates  Monitor teammates’ performance 

 Address critical issues 

 Anticipate possible results 

 Share workload and be true to 
your performance limits 

 Monitor the workload of team members 

 Offer backup behavior 

 Communicate clearly, when you have reached your 
performance limit 

 Improve team skills  Engage in informal and formal team training measures 
(personal feedback, team debriefi ng, simulation) 

  After the MedTeams Project; Risser et al. ( 2000 )  
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through frequent practice – that is, we have to practice teamwork so that in an emer-
gency we can rely on it.

11.3.1       Team Formation and Positive Working Climate 

 Good teamwork provides the foundation to accomplish daily operational task objec-
tives, but it does not simply “happen.” Rather, it must be taught, consciously imple-
mented, reinforced, and maintained. Teamwork grows in a trustful, cooperative 
climate that has to be nurtured, for example, by respectful communication. Only 
within a psychologically safe work environment will employees mention seemingly 
“unimportant” information or concerns about the safety of planned actions. Team 
formation is a leadership task  and  the task of every single member. The cohesion 
within the team and respectful interpersonal relationships play a vital role in the 
successful management of a critical situation.  

11.3.2     Establish Team Leadership 

 The  clinical   leadership role in an in-hospital emergency is usually assigned to a 
physician, whereas in the case of on-scene management, the leadership role can 
vary between different people (e.g., emergency physician, EMS team leader, chief 
fi refi ghter), depending on which task is being executed at the moment (e.g., medical 
treatment, technical rescue). In some emergencies (i.e., cardiac arrest in the general 
ward), the performance environment may be noisy and chaotic, with many people 
involved. When emergent events occur in unusual places or under unusual circum-
stances, it is common to have confusion about who is the clinical leader. In this case, 
the person best capable of managing the crisis should actively take the role of clini-
cal team leader. This is especially important for situations with an unrehearsed 
group that is called together in an emergency from different disciplines and profes-
sional groups (Murray and Foster  2000 ). This kind of emergent leadership behavior 
should be encouraged in unstructured situations. But in routine tasks where roles 
and functions are clear, it should be crystal clear if who is the clinical leader. 

 Many hospitals are adopting an organizational approach to high-stakes situations 
and have two leaders with different functions. One is the clinical leader, usually a 
physician, who leads the multidisciplinary team in the clinical care of the patient. 
The other is an event manager, often a nurse, who takes charge of resourcing the 
event, e.g., calling for pharmacy and respiratory therapy, allowing people into the 
room and asking others to leave, calling for equipment, etc. 

 Good leaders change their focus frequently between ensuring that clinical tasks 
are executed and that team coordination is maintained. A good clinical leader seeks 
to prevent overload of individual team members by distributing responsibility and 
workload in a well-balanced way and insists on good two-way communication. A 
good event manager ensures that the right people, equipment, and medications are 
available.  
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11.3.3     Solve Conflicts in a Constructive Way 

 Confl icts are an inherent part of team performance. Whenever different people 
assess a situation, different points of view will emerge because everybody has 
unique motivations, knowledge, and information about the situation. In this respect, 
confl icts are necessary, helpful, and constructive. The contribution of diverse opin-
ions can support a team to get a more comprehensive picture of a situation. However, 
if confl icts turn into power struggles, they become destructive: “Who’s right” 
instead of “what’s right” is the kind of confl ict that will invariably and severely 
impair team performance. As a general rule,  relational confl icts  should not be 
addressed in an emergency situation but rather in a follow-up discussion, when 
stress has eased and emotions have calmed down. In contrast,  task-related confl icts  
(e.g., the choice of the right treatment) should always be resolved even if it seems 
cumbersome. In addition, each team member should feel empowered to speak up 
and voice concerns so that all arguments and all information fl ow into decision- 
making. While the contribution of the team members is crucial for decision-making, 
professional confl icts are not solved democratically. The leader makes the decisions 
and is responsible for them.  

11.3.4     Apply Problem-Solving Strategies 

 The medical care of the patient with two entrapped arms is not an everyday prob-
lem. As a result, the practical approach to this problem cannot be deduced from a 
rule but instead needs team-based problem solving. Critical situations with moder-
ate time pressure are best solved when a problem-solving strategy is applied. One 
way to strengthen this process is to apply problem-solving strategies that contain all 
essential steps. Two example strategies, DECIDE and FOR-DEC, were discussed in 
Chap.   10    .  

11.3.5     Communicate and Share Mental Models 

 Only the information that team members verbally communicate to their teammates 
will contribute to the overall situation awareness and to decision-making (Leonard 
et al.  2004 ). Only when team members feel psychologically safe within the team 
environment will they speak up when they have information or concerns. By psy-
chologically safe, we mean that individuals feel safe to state their observations and 
concerns without fear of being ridiculed or embarrassed and that they will be 
respected and valued team members. Good communication in critical situations is 
aimed at creating a shared mental model of patient-related and operational issues, 
thereby “getting everyone on the same page.” 

 The term “shared mental model” (Chap.   10    ) refers to the team members’ knowl-
edge and beliefs concerning the task, the relevant environment, the role and func-
tions of each team member, and the available resources (Cannon-Bowers et al. 
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 1993 ). When team members reach a shared understanding of these factors, they can 
coordinate their actions and, through ongoing communication and updates, adapt to 
the demands of the task and the team. 

 Developing shared mental models for a problem creates a context within which 
decisions can be made and the cognitive resources of the entire team can be exploited 
(Stout et al.  1999 ). Such shared knowledge enables each person to carry out his or 
her role in a timely and coordinated fashion, helping the team to function as a single 
unit with minimal negotiation of what to do and when to do it. The greater the 
degree of accuracy and overlap among team member mental models, the greater the 
likelihood that the team members will predict, adapt, and coordinate with one 
another successfully, even under stressful or novel conditions. Essential for the 
accuracy and commonality of the situational picture are regular updates of the mem-
bers’ mental models. 

 If teams want to achieve a shared mental model, they need time to communicate 
verbally, ideally before the start of the common task, e.g., during a team time-out 
before a surgical operation. Questions that help to build shared mental models:

•    What is the patient’s problem? What exactly are we going to do to help the 
patient?  

•   Who is on the team, what are our names, and what are our roles?  
•   What are the expectations for sender and receiver when speaking up and sharing 

information?  
•   What resources do we have? What resources might we need and how will we get 

them if needed?  
•   What problems might we expect during the procedure and, if they happen, what 

is the plan for managing and ameliorating them?  
•   Who in our team is responsible for which subtasks?    

 To maintain a common understanding,  team   situation awareness (Chap.   8    ) is 
needed. Team members should regularly scan the environment for relevant cues and 
patterns and then communicate information to the team. It is incumbent on all team 
members to help each other integrate new information into the team’s existing 
knowledge structures and plans. A noteworthy axiom is that there is no chance that 
team members will see things similarly unless things are verbalized. Put another 
way, “Assumptions are the bedrock of mishaps in high-performance, high-stakes 
teams.”  

11.3.6     Coordinate Task Execution 

 Coordination of actions is necessary because of time pressure, differing techni-
cal knowledge and roles, and the need for parallel operations by team mem-
bers. Shared mental models allow teams to anticipate, without too much talking, 
each other’s resource needs and actions (implicit coordination), especially when 
workload becomes high and the amount of communication naturally decreases. 
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However, if teams rely too heavily on  implicit   coordination, they are prone to 
suddenly fi nd themselves overwhelmed by a problem exactly because an indi-
vidual’s or the team’s unspoken expectancies are not met. A good team process 
will be characterized by team members defi ning the problem much more explic-
itly, volunteering relevant information, articulating plans and strategies, dis-
cussing contingencies, explaining the rationale for a decision to all teammates, 
and by allocating and coordinating responsibilities within the team ( explicit 
  coordination).  

11.3.7     Cross-Monitor Teammates 

 Complexity, coupling, and opacity increase the likelihood of errors. In order to 
mitigate the effects of inevitably occurring patient safety errors, healthcare pro-
viders should be encouraged to monitor their team members. They should ask 
critical questions and voice concerns if one believes that an action may harm the 
patient (“   four-eyes principle,”    cross-monitoring) or if a plan or task may be less 
than optimal. If the clinical work environment actively embraces the idea of 
mutual monitoring for errors regardless of rank, discipline, or specialty, cross-
monitoring will reduce clinical errors considerably. One caregiver’s error can 
often be prevented or corrected by another caregiver. Cross-monitoring and speak-
ing up implies a working climate of open communication and a willingness to 
accept help from others, irrespective of their professional status, i.e., a climate of 
“what’s right” needs to predominate instead of “who’s right.” In an environment 
where this is not the case, slips, lapses, poorly executed actions, and faulty plans 
will go unnoticed or remain unchallenged. In a high-stakes performance environ-
ment where human fallibility is known and accepted to be always present, cross-
monitoring has the power to provide a safety net that can protect both the patient 
and the caregiver.  

11.3.8     Share Workload and Be Mindful of Performance Limits 

 Mutual monitoring is not confi ned to the detection of errors but also includes the 
workload status and the performance limits of each team member.  High   workload 
has been widely shown to degrade performance in individuals and to have a negative 
effect on team performance. In addition, high workload conditions increase the need 
for explicit coordination among team members (Urban et al.  1995 ). Critical situa-
tions can bring healthcare providers to a point where they may be overwhelmed by 
the task load and personal stress. Therefore, team members should make it a habit 
to monitor the workload of other members and to offer help early and readily. On 
the other hand, when team members feel that their personal limit is reached, they 
should communicate this to the team, e.g., “Things are going too fast for me, please 
slow down” or “I’m not ready yet, please do not continue. I’ll tell you when”). Do 
not hesitate to ask for help!  
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11.3.9     Improve Teamwork Skills 

 Teamwork is not an automatic consequence of placing healthcare professionals 
together in the same shift or room. Teamwork depends highly on the set of social 
and interpersonal skills discussed in this book that should be taught in training pro-
grams in a systematic and effi cient way. In order to achieve this objective, any train-
ing effort should be underpinned by a properly developed skills framework. Ideally, 
this skills framework should

•    Have empirical data to substantiate learning activities and objectives  
•   Developed into structured skill and team taxonomies to facilitate instruction and  
•   Include feedback to the team vis-à-vis post-case debriefi ngs that explores and 

rectifi es gaps in team performance    

 Based on the framework of the European aviation marker system NOTECHS 
(NOn-TECHnical Skills; Flin et al.  2003b ), several very similar sets of behavioral 
markers have been developed for healthcare. These adaptations of NOTECHS 
include ANTS for anesthetists (Fletcher et al.  2003 ), NOTSS for surgeons (Yule 
et al.  2006 ), OTAS for surgical teams (Healey et al.  2004 ), and UTNR for neonatal 
resuscitation teams (Thomas et al.  2004 ). Other frameworks include TeamSTEPPS 
(AHRQ  2008 ), MedTeams (Morey et al.  2002 ), and others. 

 Numerous healthcare team training programs have been developed and imple-
mented in response to the patient safety crisis. Some of these programs are specialty- 
specifi c (e.g., anesthesia, obstetrics, pediatrics, emergency medicine), whereas 
others are multidisciplinary. Two complementary categories of team training have 
become widely used: programs that rely heavily on state-of-the-art simulators and 
others that primarily use didactic classroom team training (Overview in: Hunt et al. 
 2007 ; Sundar et al.  2007 ). With the recent advent of virtual worlds, a third team 
training opportunity is emerging that enables participants to engage in a multiplayer 
mode with standard in-hospital scenarios (Youngblood et al.  2008 ; Theodoropoulos 
et al.  2007 ) as well as with trauma and mass casualty scenarios in city buildings and 
on streets (Dev et al.  2007 ). 

 Whereas most of the simulation-based team trainings have adapted courses from 
Crew Resource Management (CRM) conducted in commercial and military avia-
tion (e.g.; ACRM; Howard et al.  1992 ), classroom-based programs offer interactive 
training that incorporates facilitated discussion, role playing, case studies, behavior 
modeling, and knowledge testing. Many of the principles that are advocated and 
behaviors that are taught are similar across programs. The strongest team training 
programs will offer a combination of classroom and simulator training.

   Although research unequivocally supports the notion that teamwork skills can 
be learned and systems can be designed to enhance team performance (e.g., Morey 
et al.  2002 ), the acquisition and maintenance of team behaviors requires a  support-
ive   organizational culture, suffi cient time, and regular refresher and reinforcement 
training opportunities. Unfortunately, culture trumps training. A number of central 
aspects of team training (e.g., open communication, cross-monitoring, and speaking 
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up across the authority gradient when necessary) run counter to the prevailing pro-
fessional culture in most institutions. Thus, a critically important challenge facing 
the success of team training efforts will be to have leadership that clearly values 
clinical teamwork and to provide sustained on-the-job support and reinforcement.   

11.4     Why Teamwork Can Go Wrong 

 Given that teams represent increased cognitive resources compared with individu-
als, we might take it for granted that teams perform better than individuals: After all, 
they represent multiple ears, eyes, and brains that can contribute a substantial 
amount of information, situational awareness, and proposed courses of action. In 
addition, workload can be shouldered by all team members. Yet the presence of oth-
ers can actually degrade the performance of an individual team member. If basic 
principles of a successful team process are neglected or if teams operate under stress 
without support from other team members, internal team dynamics will develop that 
lead to lower performance of the whole team than what might have been expected 
from the sum of its parts (Badke-Schaub  2000 ; Schulz and Frey  1998 ; Orasanu and 
Salas  1993 ). What do we know about the underlying mechanisms? 

11.4.1     Deficits of the Individual 

 Some teams fail to perform well because individual team members lack clinical or 
team skills. When individual skills are defi cient, other team members must compen-
sate accordingly. There are two problems that arise in this type of situation. First, 
team members must become aware that there is a skill defi ciency. This is not always 
easy to know because clinically weak members often do not think of themselves as 
weak or may be unwilling or too uncomfortable to state their defi ciency or lack of 
confi dence. The second problem is that other team members, once they become 
aware of the defi ciency, must spend some of their valuable attentional, cognitive, 
and physical resources to fi ll in where the team is weak. 

 While having suffi cient clinical skills is one important aspect of having a strong 
team, there are other factors to consider as well. First, a team needs to be adequately 
structured for an individual to know what he or she is supposed to do, i.e., there 
must be role clarity. Second, team members must be willing to try to be good team 
players. There are people who simply don’t want to or can’t perform well in a team 
environment for reasons such as:

•    Individual characteristics such as personality or behavioral characteristics (e.g., 
self-centeredness, excessive perfectionism)  

•   Absence of skills that support the team process (e.g., communication skills, 
physical limitations such myopia or late-onset hearing impairment). For exam-
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ple, if a team leader lacks the necessary communication and leadership skills and 
ability, teamwork will become virtually impossible.    

 Besides being unable to be a good team player, there is also the possibility that a 
team member is unwilling to work with other members of a team. This may be the 
case if team members:

•    Are forced to work as part of a team, although they actually prefer to work alone  
•   Have to cooperate with people they dislike  
•   Try to solve an interpersonal confl ict with other team members (often from other 

specialties of professional groups) by means of a patient case  
•   Seek to use a team for their own interests  
•   Use their role within a team to resolve power issues  
•   Do not work with full motivation but let others do the work and benefi t from 

teammates’ efforts (“social loafi ng”)     

11.4.2     Deficits of the Team 

11.4.2.1     Communication Deficit 
 Dynamic exchange of information and resources and coordination of actions are 
vital if a critical situation is to be managed successfully. Without communication, 
it is impossible to develop a shared understanding of the situation and to act in 
concert. If critical information is not shared, decisions will be made on the basis 
of less complete data. Misunderstandings can arise when mental models are not 
shared. Lack of communication leads to a failure to announce intended tasks and 
to a reluctance to challenge assumptions about the appropriateness of actions 
taken by other team members (Stout et al.  1999 ). Due to the vital importance of 
communication regarding team activity, Chap.   12     deals with the subject 
extensively.  

11.4.2.2     Unclear Specification of Responsibility 
 If leadership is not clearly established in an unstructured situation, and if teams fail 
to agree on responsibilities in critical situations, we will see a diffusion of responsi-
bility (Darley and Latane  1968 ): Some tasks (e.g., the easiest or least risky) tend to 
be addressed by several team members, although one person might have been 
enough and other tasks may remain undone because everybody expects somebody 
else to take care of it. When roles are not clear, time limits for critical tasks may pass 
without action because team members are unaware of their responsibilities nor the 
need for timely execution of assigned tasks. If several healthcare providers are in 
charge of an emergency without having agreed on a team leader, then the tendency 
for risky decisions may increase because nobody will have to fully account for the 
clinical care (risk shift; Kogan and Wallach  1969 ).  
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11.4.2.3     Shared Misconceptions 
 Teams and team members may develop different and unspoken conceptions of how 
the team should function. Some examples include:

•    Teams can develop a tendency to follow a “majority rules” approach in their 
decision-making instead of rational arguments.  

•   Our psychological cognitive and affective dispositions to respond (Chaps.   6     and 
  10    ) can affect the entire team.  

•   Team members may assume that other members of the team know what to do 
without verbally coordinating decisions and actions.  

•   Individuals naturally tend to perceive that others on the team see things exactly 
the same way even though this is practically never correct.  

•   Successful teams, ones who’ve worked together before, may succumb to an  illu-
sion of unanimity  and invulnerability. The internal reasoning goes along this line: 
“If every single team member agrees with a solution, it cannot be wrong.” The 
pitfall is that because all team members are in agreement, they see no further 
need to discuss other possible options. Thus, the search for solutions is aban-
doned too early. Expert opinion from outside the team is not requested and the 
team unknowingly suspends its rational judgment.     

11.4.2.4     Development of Peer Pressure 
 If group cohesion is highly valued by the team, dissent and discussions are easily seen 
as a threat. Proposals from a leader unite the team in a course of action so they are not 
challenged. Once the majority of the team members have formed an opinion, they will 
stick to it even when faced with contradicting information that proves an opinion wrong 
and unrealistic. Criticism by dissenting members is suppressed; disagreement is seen 
as disruption. Team members are ignored or bullied instead of rationally convinced. 
The danger of peer pressure lies in the failure to rationally explore potential decisions 
and actions because only those pieces of information that confi rm a decision or course 
of action are used in the decision-making process. In the context of peer pressure, the 
problem is that once a treatment path has been chosen, the team can become surpris-
ingly infl exible to change because nobody expresses doubt or asks critical questions.  

11.4.2.5     “In-Group” and “Out-Group” 
 The feeling of togetherness and mutual support can stimulate teams into exceptional 
and outstanding performance; however, if this feeling of togetherness becomes 
excessive, teams tend to set boundaries between themselves and other teams. This 
can also happen between subteams: “We” are right, “they” are wrong; “we” know 
best, “they” do not. Teamwork under these circumstances no longer encompasses 
all parties involved – group interests may unconsciously outweigh the interest for 
the patient’s health.  

11.4.2.6     Groupthink 
 Groupthink is a term applied to situations wherein a highly cohesive group sub-
jected to considerable pressure tries to minimize confl ict and reach consensus 
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without critically testing, analyzing, and evaluating all options (Janis  1972 ; 
Table  11.2 ). Although group cohesion has been shown to be the most important 
antecedent to groupthink, it will lead to groupthink only if one of the following two 
antecedent conditions is present:

•    Structural faults in the organization: insulation of the group, lack of tradition of 
impartial leadership, lack of standard operating procedures, homogeneity of 
members’ social background and ideology  

•   Provocative situational context: high stress from an emergency situation, recent 
failures, excessive diffi culties with the decision-making, ethical dilemmas    

 In the context of acute medical care, provocative situational factors can prevail. 
The effect of acute stress and the feeling of incompetence can severely degrade a 
person’s individual and teamwork abilities and propagate groupthink. Chapter   9     
addresses the pathology of teamwork in emotionally strained situations.  

11.4.2.7     The Organizational Context 
 The organizational context or environment surrounding a team plays an important 
role in groupthink. For example, although the emergency physician, the emergency 
medical technicians, and the fi refi ghters were dispatched from different sites and 
from different organizational cultures, they are nevertheless embedded in larger 
organizations (e.g., hospital, EMS organization, fi re department). An organization 
can impact teams working in their sphere of infl uence via:

   Table 11.2    Eight symptoms indicative of groupthink   

 Illusion of 
invulnerability 

 Creates excessive optimism and encourages extreme risk taking 

 Illusion of unanimity  Resulting from self-censorship of deviations, and augmented by the 
false assumption that silence means consent, team members believe 
that all team members hold a common view 

 Collective 
rationalization 

 Discounts warnings, which might lead to reconsidering assumptions 
before recommitting to past decisions 

 Unquestioned 
morality 

 Inclines members to ignore the ethical or moral consequences of 
decisions because of unquestioned belief in the group’s inherent 
morality 

 Stereotyped view  Characterizes the opposition as too evil for genuine negotiation or too 
weak and stupid to effectively oppose the group’s purposes 

 Direct pressure  Discourages dissent by any member who expresses strong arguments 
against any of the group’s stereotypes, illusions, or commitments 

 Self-censorship  Reduces deviations from the apparent group consensus, refl ecting each 
member’s inclination to minimize to himself the importance of his 
doubts and counter arguments 

 Self-appointed 
mindguards 

 Attempt to protect the team from adverse information that might 
shatter their shared complacency about the effectiveness and morality 
of their decisions 

  Adapted from Janis ( 1972 )  
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•    Structure of leadership  
•   Working climate, corporate identity  
•   “Us vs. Them” thinking, sometimes called “tribalism” in healthcare  
•   Safety culture  
•   Resource allocation    

 If the institutional culture tolerates disrespectful interactions among the differ-
ent disciplines and specialties, this will negatively affect cooperation. Healthcare 
providers may not support one another more than absolutely necessary and a real 
team spirit will not develop. On the other hand, if senior healthcare providers (e.g., 
physicians, nurses) ask their coworkers to monitor their decisions and actions and 
give feedback on any concerns, then a top-down model encouraging safe behavior 
will develop. 

 Organizational defi ciencies do not always lead immediately to bad teamwork. 
Highly motivated teams can compensate for these problems for a long time. For 
instance, during unusual, temporally bound situations like a staff shortage for a shift 
in an intensive care unit, personal commitment to patient care can increase. In the 
long run, however, this strategy will prove to be weak. Healthcare workers will 
become overstrained, motivation will diminish, and job satisfaction will decrease. 
And staff burnout will likely increase (Chap.   9    ). 

 On the other hand, the organizational context can support and reinforce compe-
tent teamwork by creating a supportive safety culture and by providing suffi cient 
resources in terms of training, staff, equipment, and working conditions. This will 
positively affect the stress level of team members and the quality of team perfor-
mance. A comprehensive information system, a functional educational system, and 
a reward system for safety-conscious performance can further propagate effective 
teamwork in a high-stakes environment. Chapter   15     covers this topic in greater 
detail.    

11.5     Tips for Daily Practice 

•     If you want to benefi t from a good team process in a critical situation, you need 
to rehearse team skills on a frequent basis. In an emergency situation, only well- 
developed habits and skills will be available (i.e., behavior that has been prac-
ticed time and again).  

•   Make respectful interactions a routine practice.  
•   When differences of opinion arise, focus on “what’s right” not “who’s right.”  
•   Clarify roles and functions in an emergency. You cannot manage without role 

clarity.  
•   People cannot read your mind. State your perceptions and opinions clearly!  
•   You will not succeed if you do not talk! Talking is the way team members develop 

and maintain a shared mental model.  
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•   Employ a simple concept to effectively manage workload: Watch out whether your 
teammates need help or information and ask for help or information for yourself.  

•   Teamwork and leadership are tightly connected. Many team problems are really 
problems of insuffi cient leadership.  

•   Everybody who is involved in the immediate care of the patient belongs to the team.     

11.6     “Teamwork” in a Nutshell 

•     Teamwork is the cooperative effort by members of a team to achieve a common 
goal.  

•   Teamwork is an inherent feature of healthcare.  
•   High-quality, safe patient care depends on outstanding teamwork.  
•   Poor teamwork and communication breakdowns between members of healthcare 

teams are involved in most of the mishaps in healthcare.  
•   Research conducted in a wide variety of work environments, such as aviation, 

special forces, athletic teams, etc., have identifi ed a close relationship between 
teamwork and performance in a high-stakes environment.  

•   Member interdependency and the need for coordination are key characteristics of 
a team.  

•   Superb individual clinical skills do not guarantee effective team performance. 
Corollary: a team of experts does not make an expert team.  

•   Communication is at the core of team performance. With it, teams will form 
readily and perform well; without it, they may not function as a team at all.  

•   Team performance (output) is the result of how a team utilizes (process) its avail-
able human and material resources given a specifi c situational context (input 
factors). The results of good team performance are safe patient care, low error 
incidence, good working climate, and team member satisfaction.  

•   There are identifi able team process factors that enable, support, and enhance 
team performance. These processes can be identifi ed, taught, and mastered.  

•   If people manage to work together as a good team, then the team’s performance 
in complex situations and under time pressure is much more effective than the 
actions of an individual.  

•   Teams in acute medical care have their own characteristic features and specifi c 
problems; in other words, learning about teamwork in other industries such as 
nuclear power, commercial aviation, etc., will not solve a problem of weak teams 
in healthcare.  

•   Teamwork can fail because team members lack clinical skills.  
•   Individual clinical skills and knowledge are not suffi cient for successful team 

performance; the collective resources of the team must be appropriately orga-
nized and utilized through interaction processes.  

•   Communication is used to build shared situational mental models that are espe-
cially important when conditions demand nonhabitual responses. Once shared 
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models have been created, they provide a context for interpreting information, 
making decisions, taking actions, and adjusting a plan.  

•   A high level of situation awareness also provides a basis for predicting the needs 
of other team members.  

•   The old adage, “There is no I in TEAMWORK,” it turns out, is well supported 
by research.  

•   The presence of others who are perceived by teammates as a threat or as being 
rude and disrespectful can degrade the performance of an individual team mem-
ber. Dysfunctional personal relationships will negatively impact team 
performance.  

•   Teamwork behaviors and skills are teachable.  
•   Expert teams have been trained in both task work and teamwork skills.  
•   Organizations can reinforce good teamwork by creating a culture of mutual 

respect among caregivers, valuing patient safety, and by providing suffi cient 
resources in terms of staff, training, and equipment.        
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  12      Speech Is Golden: Communication                     

 Case Study 
 Late one afternoon, a hospital’s code team responds to a “code blue” on a 
general surgical ward. Upon their arrival, the patient is unconscious; two 
nurses are performing cardiopulmonary resuscitation (CPR), while several 
bystanders observe the events in disbelief. The responding ICU physician has 
the impression that the resuscitation is chaotic and uncoordinated. He 
announces in a loud voice that he will be running the code and ensures that the 
nurses are performing effective, well-coordinated CPR. He then delegates 
specifi c tasks to other team members. Several minutes later, a surgeon arrives 
and the intensivist gives her a brief update on the situation. The two physi-
cians initially entertain the diagnosis of massive pulmonary embolism as the 
cause for the pulseless electrical activity, but soon learn that the patient had 
just had an uneventful splenectomy. Suspecting hemorrhagic shock, the inten-
sivist orders aggressive fl uid resuscitation. During active CPR, a large-bore 
central venous access is established and after 2000 ml of crystalloid fl uids and 
repeated epinephrine doses, there is return of spontaneous circulation with an 
adequate blood pressure. The surgeon calls the operating room (OR) to sched-
ule an emergent exploratory laparotomy, requests the emergency release of 
blood products from the blood bank, and ensures that a cell saver is prepared 
for the OR. The patient stabilizes and is transported to the OR, where the 
intensive care physician gives a concise report to the receiving team and 
answers their questions. The hemoglobin concentration upon arrival is 3.8 g/
dl. During the operation, the surgical team identifi es a disengaged splenic 
ligature and controls the bleeding. Intraoperatively, the patient receives 9 
units of packed red blood cells, 12 units of fresh frozen plasma, and 2 units of 
platelets. The postoperative course is complicated by acute renal failure that 
resolves over several weeks. The patient recovers completely and goes home 
without any neurological defi cits. 
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12.1               Organizing the Chaos: Functions of Communication 

 The most fundamental function of communication is to deliver a message from one 
individual to another. The case study, however, highlights a key feature of good 
communication in critical situations. Much more than just talking, communication 
has to fulfi ll several important functions during a crisis. The communication pat-
terns necessary in this context differ from those used in everyday conversations. 
Communication in a high-stakes medical environment fulfi lls several essential func-
tions that we discuss in this chapter. 

12.1.1     Building and Maintaining Team Structure 

 In the case study, the intensivist structures the team, a role authorized a priori by 
virtue of his profession. He assigns functions and roles to team members and dele-
gates more complex tasks such as CPR and easier tasks such as running an errand. 
As our case shows, every healthcare team needs structure to manage complex medi-
cal tasks successfully. Lifesaving critical care is usually performed by multiple 
caregivers from divergent professions and specialties (“ ad hoc teams ”; Chap.   11    ). 
The team members may not know each other, their roles, and special skills nor 
understand each individual’s goals, task demands (“performing ACLS”), and social 
demands (“getting acquainted with each other”), which must all run in parallel 
(Murray and Foster  2000 ). As a process, team formation clarifi es who takes on 
which role and who follows whose instructions. The team structure is determined 
partly by professional roles and partly by explicit verbal allocation and coordination 
of responsibilities within the team. The explicit nature of this communication is 
important especially if “equal-rank” team members are present (e.g., experienced 
nurses and physicians). A successful team explicitly negotiates the leadership role 
and allocates responsibility without making assumptions about lead and follower 

 A code team responds to a cardiac arrest, and a group of variably experienced 
physicians, nurses, and staff from the general ward manages the medical emer-
gency. In his role as team leader, the critical care physician must cope with several 
parallel tasks: He assigns tasks to the team members, coordinates the resuscitation 
efforts, gathers all available information to determine the cause of the cardiac arrest, 
and assesses responses to his interventions. In addition, he initiates preparations for 
an emergency operation while, at the same time, supervising the resuscitation 
efforts. He hands over the patient to the OR team and shares all relevant informa-
tion. The fact that the patient survives the cardiac arrest without any neurological 
impairment can largely be ascribed to the successful teamwork and the good com-
munication during the emergency situation. 
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roles. If a core team has already formed (as in the case of a code team joining staff 
on ward), communication helps outside staff members fi nd their role while promot-
ing and maintaining the team structure.  

12.1.2     Coordinating Team Process and Task Execution 

 From an operational perspective, communication enables achievement of task objec-
tives and coordination of team efforts. The team leader in the case study coordinates 
work fl ow by assigning tasks in accordance with the team members’ abilities. By con-
centrating all available resources on crisis management and avoiding unessential 
actions, the team leader builds a sense of confi dence in his team. This confi dence is 
particularly important for inexperienced teams as they execute their critical task. A 
leader unfamiliar with an emergency situation and with the current team needs to invest 
some time and thought to ensure coordination among team activities. However, coordi-
nation is not confi ned to a top-down process; coordination also implies that each team 
member is aware of other teammates’ actions and task completion. Moreover, team 
members can self-identify their roles with permission of the team leader.  

12.1.3     Enabling Information Exchange 

 Information exchange is the third function of communication that contributes to 
successful team performance during high-stakes events. Effective information 
exchange is a critical element for adequate situational assessment and development 
of good action strategies.  

12.1.4     Facilitating Relationships 

 A general characteristic of human communication is that it takes place in a social 
context. Communication, therefore, fulfi lls a fourth, ever-present function during 
the entire event because it facilitates and creates relationships among the team 
members. 

 Three main factors infl uence how these relationships are formed:

•    The professional roles and necessary qualifi cations the participants embody  
•   Which behaviors they display  
•   Their expectations of each other and of their communication    

 The fi rst three functions of communication (team structuring, coordination, 
information exchange) are unthinkable without this “being in a relationship.” It is 
impossible to exchange information with a mere matter-of-fact attitude without 
simultaneously establishing a relationship between team members in this 

12.1 Organizing the Chaos: Functions of Communication



264

information exchange. This aspect has direct consequences for safe delivery of 
patient care: If a leader confi dently and expertly steps into the leader role and dis-
plays a calm and decisive attitude in an emergency, he or she creates a team climate 
characterized by confi dence, reliability, trust, and a willingness to take responsibil-
ity. By always behaving this way, the leader cultivates a reputation of a safe and 
competent clinician with whom other people enjoy to work. Team members develop 
positive expectations of their leader, which, in turn, characterize (and indeed facili-
tate) subsequent interactions. On the other hand, if a leader is viewed as being arro-
gant and bossy, team members expect this attitude in the future. If such an “arrogant” 
leader gives brusque commands and treats others rudely and with disrespect during 
a critical situation, team members will see their expectations confi rmed – a vicious 
circle of expectations, perception, interpretation, and reaction arises. If the “compe-
tent, confi dent, calm and decisive” leader displays the same brusque behavior, the 
team likely will interpret this differently. Since they appreciate this leader’s nor-
mally affi rmative personality, they simply excuse curt utterances as unintended. 
Thus, issues of relationship and communication are inextricably bound together. 

 Basic functions of communication in an acute medical care setting are:

•    Building and maintaining team structure  
•   Coordinating team process and executing tasks  
•   Exchanging information  
•   Facilitating relationships      

12.2     Understanding Communication 

 A number of disciplines have studied communication resulting in various theories 
and myriad fi ndings. All theories share the notion that communication deals with 
information and interaction. In the following section, we outline some basic psy-
chological concepts that are relevant to communication and then explain two of the 
fi eld’s useful theories. 

12.2.1     Basic Assumptions About Communication 

 There are many theoretical frameworks about and defi nitions of what actually con-
stitutes communication (Griffi n  1999 ; Miller  2005 ) and even more practical tips and 
suggestions on how to communicate well in everyday life (Knapp and Daly  2002 ; 
Hargie  2006 ). Throughout this book, the following assumptions form the basis of 
our understanding of the term  communication :

•    Communication is mostly  intentional . A person deliberately interacts with 
another person. This interaction can occur verbally or nonverbally (e.g., head 
nods, smiling, frowns).  
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•   Communication involves  at least two people  and implies that one person’s think-
ing and behavior is brought into the relationship with the other person.  

•   Communication as a central form of human behavior  depends on the situational 
context . Each time a person talks and behaves, this behavior is perceived and 
interpreted by another person. In addition to perceiving, the observer can relate 
this behavior to him or herself irrespectively of the sender’s intention. For exam-
ple, some of the nurses in our case study who stand by awaiting instructions but 
whom the critical care physician does not explicitly address could interpret his 
behavior as an indication that “the physician is ignoring us.” This example illus-
trates one of the basic assumptions underlying communication theory, namely, 
that communication has to be seen in a much broader context than mere verbal 
exchange: “We cannot not communicate” (Watzlawick et al.  1996 ).  

•   As we have no direct access to the mind of others, communication can  never be 
a mere transfer of information  from one person to another (Maturana and Varela 
 1992 ). Although the sender has many options to state his or her intention in a 
given situation as clearly as possible, he or she cannot know for certain how oth-
ers understand or will respond to it. During the resuscitation in the case study, the 
critical care physician asks one of the student nurses from general ward to fetch 
a central line from the crash cart. Because the nurse does not know what he 
means, his request – “Could you please go and get me a central line from the 
crash cart?” – has insuffi cient informational value for the student nurse to direct 
her behavior in accordance with the physician’s intention. Thus, the physician 
cannot achieve his goal with the student nurse because his statement did not 
contain the necessary information.  

•   We cannot determine how our counterparts will interpret words and behavior 
since “ meaning ”  is not an agreed-upon variable  that is transmitted along with 
the words spoken. Because every message is subject to personal interpretation of 
the receiver, the result of this process may differ considerably from the sender’s 
initial intention.  

•   Cooperation within a team very often produces stable and relatively reproduc-
ible  patterns of team communication  (Watzlawick et al.  1996 ). Communication 
patterns can be more or less appropriate for the demands of the actual situation. 
But if a team is accustomed to discussing all pros and cons before implementing 
a therapeutic intervention, this helps provide optimal care for a critically ill 
patient.  

•   A  dysfunctional communication pattern  is one in which people have good inten-
tions, but the interaction creates an unproductive and destructive system. A com-
mon example is the widespread tendency to blame other people for communication 
problems while refusing to share part of the responsibility. In this way, the 
behavioral patterns of both communication senders and receivers form results in 
poor understandings and confl ict within the team. If two people cooperate (and 
communicate) ineffectively, the reason lies not in problematic personalities (e.g., 
choleric surgeon, hysterical nurse) but in communication patterns that likely can 
be improved.     

12.2 Understanding Communication
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12.2.2     Sources and Squares: Theories of Communication 

 Several theoretical models conceptualize communication as the transmittal of signs 
and contents. In the context of team performance in a high-stakes environment, two 
models are especially suited to explain both regular and problematic aspects of 
human communication. 

12.2.2.1     The Shannon-Weaver Transmission Model 
of Communication 

 In 1949, Claude Shannon and Warren Weaver, two engineers – not psychologists – 
working for Bell Telephone Labs in the United States, formulated a technical model 
of communication to help develop a mathematical theory of communication. They 
proposed that all communication must include fi ve components if a message is to be 
transmitted successfully (Fig.  12.1 ):

•     Information source: It produces a message.  
•   Transmitter: It encodes the message into signals.  
•   Channel: Signals are adapted for transmission via a channel.  
•   Receiver: It “decodes” (reconstructs) the message from the signal.  
•   Destination: Where the message arrives.    

 The model is relatively straightforward and easily understood. It is useful to use 
the Shannon model to juxtapose it to the complexity of human communication in 
high-stakes, high-stress situations. A crucial prerequisite in this model is that both 
transmitter and receiver share a common set of rules, symbols, and sounds about 
how to encode and decode the message. The quality of reception is affected by the 
kind of channel (which does not have to be speech), by the channel capacity, and by 
perturbations (e.g., noise). Apart from its obvious technological bias, this model 
nevertheless emphasizes certain interpersonal communication problems arising 
from channel interference due to factors such as noise. Interference with the mes-
sage traveling along the channel may lead to a change in the signal during transmis-
sion; at times the signal may not even be received at all. For example, if an emergency 
setting is loud and chaotic, a leader’s instructions or a team member’s feedback can 
easily be misunderstood or missed altogether. A second interference factor is chan-
nel overload. Channel overload is not due to noise but instead when signal exceeds 
channel capacity. In the context of high-stakes medical care, this can happen easily 

  Fig. 12.1    Sender – channel – receiver. The Shannon-Weaver transmission model of communica-
tion (From Shannon and Weaver  1949 )       
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if all team members talk at the same time. Messages (and not noise) overload the 
“verbal communication” input channel, and the receiving person must fi lter “rele-
vant information” from the incoming data (Chap.   8    ). In the process, crucial infor-
mation can be misunderstood or lost. Another important aspect pertains to the 
message itself. Shannon’s original paper was about information theory and dis-
cussed the transmission of information. However, human communication is much 
more than merely transferring information: Human beings do not process informa-
tion but instead process  meanings ; thus, if the model is applied to human communi-
cation, problems arise with the assumption that meanings of a message can be 
encoded, transferred, and decoded. In addition, Shannon’s model suffers from its 
obvious linearity: It views communication as a unidirectional process, although 
human communication relates to the combination of verbal and nonverbal interac-
tion between at least two subjects. 

 One last distinction, the physical context, is helpful when juxtaposing this model 
to the high-stakes medical environment (Kanki and Smith  1999 ). While the location 
of a communication event may not affect the information content of the message, it 
often affects the quality of transmission, impact, effi ciency, and nature of the com-
munication process. If sender and receiver are together in the same room, face- to- 
face communication can take advantage of the shared experience and nonverbal 
cues like facial expression and gestures. In the absence of shared visual information, 
as on a phone call, supplementary sources of information are eliminated. Remote 
communication can only utilize verbal and paraverbal (e.g., intonation, phrasing) 
cues. If communicators are remotely located and speak via intercom, as can happen 
with physicians from different departments, or via radio when EMTs contact the 
dispatch center or medical control, closing the communication gap (readback/hear-
back) is absolutely essential to ensure information transmission.  

12.2.2.2     The Four Aspects of a Message 
 In contrast to technical models, psychological models of communication describe 
the interactions between subjects who communicate with each other. Psychological 
models include and distinguish between:

•    The content of a message (content component)  
•   The relationship subjects have with each other (relational component)  
•   The way a message can be interpreted (interpretational component)    

 Communication is not merely a matter of sending and receiving but also of what 
is said, how it is said, and how the actors understand what has been said (Bühler 
 1934 ; Searle  1969 ). Psychological models emphasize that we do not communicate 
merely on the grounds of factual information; instead, “communication = con-
tent + relationship” (Griffi n  1999 ). Moreover, apart from expressing the relationship 
between sender and receiver, every message also contains a (hidden) statement 
about the sender (“self-revelation”; Watzlawick et al.  1996 ). 

 The “square model” of communication based on work by Schulz von Thun 
( 1981 ,  2000 ; English in Campbell and Bagshaw  2002 ) can help to explain 
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misunderstandings and perhaps give us some insight into common diffi culties. In 
this model, every message has four aspects, such as the four sides of a square: con-
tent, self-revelation, the relationship between the actors, and appeal (Fig.  12.2 ; 
Table  12.1 ).

    These four aspects of a message are equally relevant for the person talking and 
the person listening. One could say that we talk with four mouths and listen with 
four ears, and we open them more or less widely, depending on our – not always 
conscious – intentions (Fig.  12.3 ). Which aspect of the four the sender emphasizes 

  Fig. 12.2    The four aspects of a message. Schulz von Thun’s psychological “square model” of 
interpersonal communication (From Schulz von Thun  1981 )       

   Table 12.1    The four aspects of a message: The “square model” of communication (From Schulz 
von Thun  1981 )   

 Content  Information about facts, objects, and events 

 Self-revelation  Information about the sender as person: This can either take the form of a 
voluntary self-presentation or an involuntary self-revelation 

 Relationship  Information about the relationship between sender and receiver: The sender 
reveals how he or she sees the receiver and their relationship by the words 
chosen, intonation, and nonverbal signals 

 Appeal  Information about an appeal to act: Every message tells the receiver what he 
or she is supposed to do or not do 

  From Schulz von Thun ( 1981 )  

  Fig. 12.3    The “four beaks” and “four ears” model (From Schulz von Thun et al.  2000 ). Both 
sender and receiver of a message can emphasize one of the four aspects of a message. The sender 
has no dependable means to predict the receiver’s understanding of the message       
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(i.e., which mouth speaks the loudest) depends on his or her thoughts, intentions, 
and communication abilities. The receiver in turn reacts to each aspect of the mes-
sage. Which of these aspects the receiver emphasizes (which ear listens more or less 
intently) will be rooted in his or her present mental state of mind, expectations, 
anxieties, and previous interactions with the sender. The sender, however, has little 
infl uence on the listener’s mind and therefore has diffi culty in predicting the receiv-
er’s response to the message.

   A clinical example might help to clarify this matter (Fig.  12.4 ). After a patient 
has been weaned from cardiopulmonary bypass at the end of a coronary artery 
bypass operation, the cardiac surgeon turns to the anesthesiologist and says: “The 
blood pressure is dropping! How high is your epinephrine running?” From the sur-
geon’s point of view (sender of the message), the message content refers to an 
observable change in hemodynamics and the resulting question about an appropri-
ate catecholamine therapy. At the same time, his question also includes an appeal to 
the anesthesiologist. His request might or might not be the same if he said, “Have a 
look at your infusion pump and tell me the infusion rate.” His question refl ects his 
momentary mental state (self-revelation). One possibility could be that the question 
expresses his concern about the patient’s current pathophysiological state and pos-
sible consequences if the hemodynamic situation does not improve quickly; how-
ever, on the relational side, the surgeon may want to clarify the responsibility for all 
tasks. He could reveal to the anesthesiologist by the choice of his wording, intona-
tion, and nonverbal cues what he thinks about his anesthesiologist counterpart: 
“This is my patient, and as the responsible person, I have no confi dence in your 
ability to manage this situation. I have to be the one to tell you to increase the infu-
sion rate; I think this case is too diffi cult for you.”

   The anesthesiologist (receiver of the message), however, will listen with his 
“four ears” to the different aspects of the message and open some ears more widely 
than others. If the content aspect is perceived as the most important one to him, he 

  Fig. 12.4    Interpersonal 
communication during a 
critical situation while 
weaning from 
cardiopulmonary bypass. 
The anesthesiologist’s 
reply to the cardiac 
surgeon’s question will 
depend on the four aspects 
of the message (content, 
self-revelation, 
relationship, appeal) and 
how the anesthesiologist 
emphasizes the aspects in 
the moment       
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will respond to the question by stating the facts and telling the surgeon the infusion 
rate; however, if in the question the receiver hears the self-revelation of concern 
about the patient’s well-being, then he might answer the question by mitigating the 
surgeon’s concerns: “I’m taking care of the problem and have just increased the 
infusion rate of epinephrine. I’m confi dent that the blood pressure will normalize so 
you can actually continue to operate.” Maybe the anesthesiologist has a very sensi-
tive ear for the relational aspect of the message. In this case, he will consider the 
question as meddling with his area of responsibility and will hear disrespect for his 
capabilities. The answer then might be: “Mind your own business.” 

 The reader might try to read aloud the sentences in the example. Observe the tone 
of your voice and the emotions that go with it depending on your intentions, and 
imagine the reaction of a counterpart.   

12.2.3     It’s Not Only What You Say, It’s the Way You Say It: Verbal, 
Paraverbal, and Nonverbal Communication 

 Human communication uses different channels in parallel to transfer information. 
Besides the words we choose (verbal communication), we also transmit a message 
through the tone, pitch, and pacing of our voices (paraverbal communication) and 
communicate through gesture, posture, facial expression, and eye contact (nonver-
bal communication). Communication can use many behavioral patterns; even 
silence can be “telling.” People on the receiving end of a message will infer from all 
three channels the information they believe is relevant in the current situation. 
Information conveyed via nonverbal channels can “speak” to people much more 
directly than words and thus have the greatest impact. Nonverbal and paraverbal 
information can help the receiver understand the meaning of a message in its larger 
situational context. Nonverbal information is like a commentary or an instruction 
manual for the spoken sentences. The surgeon’s question, “How high is your epi-
nephrine running?” together with a frown on his face could be interpreted by the 
anesthesiologist as an expression of doubts about his competence. The same words 
spoken in a calm and friendly manner would signal “I’m confi dent, you’ll manage 
it!” This interpretation takes place subconsciously; the nonverbal and paraverbal 
channels are much more colored by attitudes and emotions and are mostly below the 
threshold of conscious control than the information processing of the verbal chan-
nel. If we feel that the verbal and nonverbal channels are at odds with each other 
because the words convey one meaning and the nonverbal information indicates 
another meaning ( incongruence ), we tend to subconsciously place greater 
importance on the nonverbal and paraverbal cues. When in doubt, we lean toward 
believing the tone, facial expression, gestures, and body language rather than the 
spoken word. 

 Another type of incongruence is that messages can often be subject to several 
ways of interpreting a message. In that case, we usually choose the one we expected 
or the one most probable in that situation. Incongruence, in short, leaves space for 
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the receiver’s interpretation. The result refl ects the receiver’s self-perception, anxi-
eties, and expectations and not necessarily the sender’s original intent. Thus, it is 
important to remember that spoken messages align with the paraverbal and nonver-
bal channels to maximize the chances for congruence by the receiver.   

12.3     General Disturbance of Communication 

 The clinical vignette from the top of the chapter describes an acute medical emer-
gency during which communication structures, guides, and coordinates the team 
activities. The outcome of this team process is rewarding; the patient survives his 
cardiac arrest and can be discharged from the ICU without any neurological defi cits. 
It is not uncommon, however, that communication fails and then compromises 
effective and safe patient care. The disturbances can be rooted in any of the 
following:

•    The characteristics of the message  
•   The process of receiving and interpreting the information  
•   The relationship of dialogue partners    

12.3.1     Misunderstanding 

 In the acute care setting, people communicate to call attention to their observations, 
thinking, intentions, and goals of action. If the sender transmits information or 
instructions and a team member reacts in a way that is different from what the 
sender intended, a misunderstanding occurs. Under familiar and routine conditions, 
misunderstandings are less frequent because both sender and receiver have similar 
mental models about what behavior would be best under the circumstances. Even if 
the message is transmitted incompletely (e.g., because of a noisy environment) and 
the receiver catches only half of the words, the situational context and expectations 
enable the receiver to fi ll in the missing words to guess the sender’s meaning cor-
rectly. However, it is different in novel and ambiguous situations because neither 
sender nor receiver can rely on familiar mental models. The situation has to be 
identifi ed, assessed, and explained, and future development has to be predicted 
(Chap.   6    ). Because this process depends highly on emotions, motives, available 
knowledge, and experience, the sender’s and receiver’s result may overlap to vary-
ing and unreliable degrees. The gap in a shared mental model increases the likeli-
hood for misunderstanding. 

 In casual conversation, small misinterpretations are tolerated – sometimes even 
taking on the form of intentional ones (e.g., jokes, ironic remarks). In a high-stakes 
environment, however, where complex tasks, ambiguity, and time pressure neces-
sitate effective teamwork, small misunderstandings and communication ineffi cien-
cies may have unwanted consequences. 
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12.3.1.1     Linguistic Ambiguity 
 Verbal messages can be misunderstood because phonation, grammar, dialect, and 
unaccustomed accents add ambiguity to sentences. The intended meaning must be 
derived from the situational context. If interference like noise, time pressure, and 
distraction complicates the process of understanding, then the interpretation of 
ambiguous sentences is prone to error.  

12.3.1.2     No “Square Clearness” 
 Successful communication is a “four-dimensional” affair, as every message con-
tains four different aspects for both the sender and the receiver. Humans verbalize 
with “four mouths” and listen with “four ears” and thus will unconsciously select 
one of the four aspects (Fig.  12.3 ). Misunderstandings arise if the listener empha-
sizes a different aspect of the message than the one intended by the sender. This 
subconscious selection takes place even if the message was transmitted completely 
and without channel interference. If we want to avoid these kinds of misunderstand-
ings, we have to communicate in a congruent way. If, for example, somebody is 
overly busy and is asked if help is needed, a mixed message is conveyed by saying, 
“I’m fi ne,” but with a desperate tone indicating being overwhelmed. In this exam-
ple, the needed help may or may not be forthcoming.  

12.3.1.3     Different Mental Models 
 Misunderstanding on a more complex level occurs if a team member’s mental model 
and related plans for action differ from those of his or her teammates. This can eas-
ily happen if there is no explicit sharing of mental models. As a result, the team will 
be governed by the faulty assumption that all members are on the same page. They 
will think they are taking care of the same patient, but may be treating “a different 
problem.” When mental models have limited overlap, the likelihood that team mem-
bers predict, adapt, and coordinate with one another successfully is greatly reduced. 
If observations, assessments, and expectations concerning future developments are 
not shared, then team members will have no certainty about the team’s situational 
picture nor teammate’s expectations. Moreover, when the sender and receiver have 
different situation awareness and mental models, inappropriate actions may be the 
response to a sender’s information, and treatment plans can develop in different 
directions.   

12.3.2     Relational Problems 

 Most behavior in communication is strongly dependent on social and individual 
relationship patterns. We speak of symmetric relationships if the persons involved 
are equal in position, and communication is based on “equal power.” The hallmark 
of complementary relationships is that one person is higher in the hierarchy and one 
is lower. Communication is affected because of “differences in power” (Griffi n 
 1999 ). Relationships in the healthcare setting will have both types of power 
(Watzlawick et al.  1974 ). 
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 Because communication is the way of relating to other human beings, a person’s 
lifelong interpersonal interactions lead to personal assumptions and differentiated 
categories of how he or she thinks people behave and which personality traits they 
carry. Hence, when two people meet for the fi rst time, they subconsciously compare 
the perceived behavior of their counterpart with predetermined categories. If this 
process happens too quickly or rigidly, people end up being pigeonholed after only 
a few moments of interaction. The next time these two people meet, they will have 
certain expectations about the behavior of their counterpart – expectations that are 
only reluctantly challenged. This is the reason why the “fi rst impression” (be it 
negative or positive) can have such a great impact on successful communication. A 
person’s assumptions about his or her counterpart create a strong bias for subse-
quent encounters. If a positive fi rst impression is mutual, it will help to foster a posi-
tive and constructive team climate. If the fi rst impression is negative, a series of 
misunderstandings can arise from differing perceptions, assessments, categoriza-
tions, and expectations. Expectations rule perception which in turn determines 
receiver reaction. Unfortunately, we are seldom aware of our bias toward other 
people and typically do not question the appropriateness of our expectations. 
Instead, we tend to ascribe the diffi culties we have with certain people to their faulty 
characteristics. We do not believe that it is the problematic interaction (of which we 
are one part) but instead we ascribe problems to the personality of the other person. 
Based on an expectation-driven interaction, it becomes clear why we fi nd so many 
fl awed communication patterns in the workplace. The most frequently encountered 
dysfunctional interactions are:

•    Symmetric escalation  
•   Complementary communication  
•   Reactance    

12.3.2.1     “Tit for Tat”: Symmetrical Escalation 
 Symmetric communication describes a normal pattern of interaction based on the 
equivalence of both partners. Two people communicate symmetrically if the behav-
ior of one person is mirrored by the behavior of the other; both partners strive for a 
reduction of differences (Griffi n  1999 ). However, if the relationship between com-
munication partners is tense or if one has a competitive personality, the relational 
pattern will become prone to misunderstandings. In this context, individuals com-
pete for control. The result is symmetric escalation with the motto, “What you can 
do I can do as well!” A cardiac surgeon who had started training in anesthesia 
before changing specialties may try to compete with his anesthesia counterpart in a 
symmetrical communication pattern. His statement, “When I started my training we 
constantly had our fi nger on the pulse and could detect a low blood pressure without 
all these technical gadgets,” could be answered by “It’s exactly the technology that 
I now employ that makes it possible for you to perform operations on increasingly 
sicker patients.” If both people continue this symmetrical pattern, they may place a 
priority on the ongoing tit-for-tat argument instead of maintaining awareness of the 
patient’s hemodynamic problems.  
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12.3.2.2     “What Goes Around Comes Around”: Complementary 
Communication 

 Power differences of the communication partners may complement each other. One 
person’s actions create the condition for the other person’s actions, e.g., “order – exe-
cute,” “ask – answer.” Beyond hierarchical structures or power gradients, the percep-
tion of an individual’s behavior can provoke a corresponding behavior in the other 
person. A dependent nurse may “force” her team leader to supervise her task execu-
tion closely and encourage the physician to give very detailed instructions even if the 
senior nurse actually dislikes this kind of what she perceives as controlling behavior. 
The more controlling the leader behaves, the more dependently the nurse confi nes 
herself to task execution without engaging critical thinking. Thus, the unconscious 
subordination of one person leads to the dominance of the other. This dysfunctional 
communication pattern can become habitual within the complementary relationship. 
Once the pattern is established, expectations become stronger and more ingrained and 
therefore increasingly more diffi cult to change. Quite possibly, both partners actually 
are unhappy with this forced behavior; it may contradict their personal values, prefer-
ences, and the ideals of their professional roles. Other complementary interactions in 
healthcare include the physician-patient relationship and the teacher-student relation-
ship. To be sure, these relationships and communication patterns can be complemen-
tary in a satisfactory way, but power differences may become problematic.  

12.3.2.3     “Don’t You Tell Me What I’m Supposed to Do!”: Reactance 
 Humans show great variability in their acceptance of rules or regulations. We also 
have an attachment to our individual practice patterns. If we view those practice 
patterns as being threatened or eliminated, we tend to react poorly. Whether the 
relationship is complementary or symmetrical, it is possible that the receiver may 
feel pressured (complementary) or manipulated (symmetrical). 

 As a general rule, people will do what they view to be in in accordance with their 
values and self-interests. In a complementary relationship, subordinates will have 
an unpredictable level of tolerance, but tend to be mindful of the power of superiors. 
In a symmetrical relationship, peers feel more empowered to obey rules and make 
decisions independent of peers. Good leaders and peers will try to avoid crossing 
the boundary of tolerance in subordinates and peers. Examples of techniques of 
crossing the boundary in a complementary relationship might occur when a person 
is heavily pressured to accept a certain view or attitude or in a symmetrical relation-
ship when the sender does not intend to manipulate but the receiver has a keen sense 
of the empty appeal of a message. In both cases, people will likely demonstrate 
behavior in contradiction to a demand, rule, or regulation, which intends to com-
municate, “Don’t you tell me what I’m supposed to do!” In more general terms, a 
negative reaction is a learned protective function. It results in mental and physical 
activation aimed at resisting other people’s manipulative efforts and reconstituting a 
person’s perceived behavioral freedom and freedom of choice (Brehm and Brehm 
 1981 ). Behavioral reactions that are negative include:

•    Defi ance  
•   Refusal  
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•   Intentional failure  
•   Aggression  
•   Passive-aggressive  
•   Arrogance    

 Communication patterns governed by negative reactions can play a major role 
when a healthcare provider receives instructions from a teammate of another profes-
sional group (e.g., nurses from physicians) or when questions or instructions come 
from colleagues of other specialties. For example, a cardiac surgeon’s asking an 
anesthesiologist “How high is your epinephrine running?” might trigger a negative 
reaction in someone who hears, “I’ll tell you how to do it.” In this example, the 
anesthesiologist may have an emotional response to the perceived manipulative and 
insulting question and reply “I know how to treat my patient!”    

12.4     Poor Communication in Critical Situations 

 Many problems in team performance can be traced to the abovementioned interper-
sonal communication diffi culties that are found in both routine and critical situa-
tions. As critical situations in high-stakes medical contexts pose specifi c demands, 
they also present specifi c opportunities for failure. Several communication patterns 
have been identifi ed that can contribute to faulty team performance in critical situa-
tions (Cushing  1994 ; Ungerer  2004 ). 

12.4.1     Unspecified Receiver 

 In critical situations, every message should be directed to a specifi c person. If ques-
tions or instructions are put forward to no one in particular, then there’s a good chance 
that no one will feel concerned or responsible. The necessary process of ensuring that 
messages are correctly received and understood by the right person is often neglected, 
especially when task load is high. Most team members actively avoid additional 
responsibility for more tasks as they reach or exceed their personal limit. If none of the 
team members actively receive an instruction, then diffusion of responsibility occurs 
(Chap.   11    ). Poor communication with an unspecifi ed receiver can be recognized in 
phrases such as “could somebody…,” “does anybody…,” and “We should do….”  

12.4.2     Problems with Speech: Articulation and Terms 

 Ineffective communication results from poor articulation or mispronunciation. 
Talking in a low voice, speaking very quickly, mumbling, and talking in unfi nished 
sentences, with a strong accent, or with faulty grammar, contribute to 
misunderstanding. 

 Replacing medical terms by colloquial terms and unoffi cial jargon creates an 
“insider language” which may not be a problem among team members who know 
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each other. However, when unfamiliar healthcare workers or those from other disci-
plines or specialties become involved, using colloquial language and nontechnical 
terminology can lead to misunderstanding. To avoid misunderstanding, the health-
care provider needs to use standard terminology as much as possible or, at the least, 
clarify the meaning of idiosyncratic terms and expressions.  

12.4.3     Information Overload 

 A constant danger in critical situations is overloading a message with information. 
If this happens, the receiver has to decide which part of the message is important. 
The criteria for this decision are guided by the receiver’s personal experience and 
expectations. It often does not refl ect the sender’s intentions, again resulting in mis-
understanding. The following signs may indicate an information overload (Ungerer 
 2004 ):

•    Rapid sequence of instructions for unrelated actions  
•   Minimal pause between sentences (<2 s)  
•   More than one verb and object per sentence  
•   Long lists with numbers or dosage instructions  
•   Aggressive and pressured speech  
•   Long and detailed instructions  
•   Several questions embedded in one question     

12.4.4     Becoming Tight-Lipped 

 In critical situations, precise and unambiguous language is essential. However, if 
team members barely communicate, this threatens team processes and may even 
result in a complete communication breakdown. Worse still, if team leaders become 
tight-lipped, the entire team risks losing its shared mental model (“doc goes solo”). 
Typical indicators of an overly muted critical event include:

•    Abandonment of explanations  
•   No response to team member’s questions  
•   No active communication about background information  
•   Closed questions  
•   Monosyllabic answers  
•   Long periods of silence     

12.4.5     “Resolving” Conflicts by Passivity or Aggressiveness 

 Team member communication styles aimed at resolving confl ict and solving group 
questions can be placed along a continuum according to the degree to which they 
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refl ect a concern for one’s own well-being at the possible expense of others, or vice 
versa (Jentsch and Smith-Jentsch  2001 ). The following behaviors on both ends of 
the continuum result:

•     Passive : Worded in the form of questions, passive verbalizations often convey a 
watered-down expression of the sender’s true intentions. Critiques are “sugar-
coated,” and statements are indirect, i.e., “beating around the bush” instead of 
addressing the critical issue directly. As a result, valid and critical points are not 
understood, do not carry the weight they should, and do not catch the attention of 
team members and the leader.  

•    Aggressive : Aggressive statements are direct and unambiguous and therefore 
leave no doubt about the sender’s intentions. Unfortunately, they generally take 
the form of accusatory, disrespectful, or even rude remarks. They are perceived 
as a form of hostility and defensiveness. In this context, team members fi nd it 
diffi cult to consider or accept input or critique in this form, even if it is true. The 
result of the perceived aggressive behavior is that team members often do not 
reveal information deemed potentially useful for fear of unleashing additional 
aggressive behavior from the teammate.  

•    Assertive : The divine “middle of the road” between these extremes of confl ict 
resolution is discussed in greater detail below.     

12.4.6     Poor Listening 

 Communication is not a one-way street. Careful active listening, inquiring through 
questions to gain clarity, and responding appropriately are skills just as important 
for effective communication as those needed to transmit information and instruc-
tions. Effective listening can be jeopardized in many ways. Indicators of poor listen-
ing are listed in the following summary (Jensen  1995 ; Transport Canada  1997 ):

•     Interrupting : People who constantly interrupt a conversation are probably paying 
more attention to their own opinion and intentions than to what the other person 
is saying. They have preplanned their response and use short pauses to advance 
their own point of view.  

•    Diverting : People change the direction of the conversation by picking up irrel-
evant issues. Because they have not perceived the core problem, they pay undue 
attention to surface details rather than focusing on the substance of what is 
being said. Any key word may suffi ce to trigger the detour to other areas of 
interest.  

•    Debating : There is a fi ne line between challenging what someone says in 
order to obtain clarifi cation, insight, or more information and arguing for the 
sake of arguing. People tend to debate if they are more interested in winning 
an argument than in hearing the other person’s position. In addition, some 
people want to play devil’s advocate and take the other side no matter what 
team members say.  
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•    Quarreling : If a confl ict moves from the content level to the relational level, then 
personal differences manifest in verbal fi ghting with the other person. A 
conversation can rapidly turn into a dispute, and both partners may be more inter-
ested in battling with each other than in solving the problem.  

•    Becoming defensive : In order to defend one’s feeling of behavioral freedom, an 
opinion is dismissed. Moreover, because people often feel pressured to accept 
another’s view, they reject both the person and the corresponding opinion.  

•    Tuning out : When people think that their communication partner is not worth 
listening to and that they already know their counterpart’s opinion, or when they 
are preoccupied with their own position, they will tune other people out instead 
of listening.     

12.4.7     Mingling Relational and Content Components 

 Team members often allow relational and content components of a message to min-
gle. This happens when relational messages are consciously or unconsciously hid-
den in a harmless phrase yet carry emotional content as perceived by the receiver, or 
if someone refuses a proposal simply because it comes from a person he or she does 
not like or respect. This mingling of messages results in a breakdown in communi-
cation because receivers are likely to attend to the relational message and react pri-
marily to the emotional content. Reasons for this mingling include:

•    Antipathy among team members  
•   A working climate of disrespect  
•   Compelling others to adhere to personal preferences and habits  
•   Intolerance for human error  
•   Power struggle for social status    

 Although a discourse may apparently be concerned with facts and goals, subtle 
relationship messages can emerge like “pinpricks from below” (Fig.  12.5 ). Any 
team member can deliver messages in the form of “pinpricks,” even those who 
allegedly have a lower social status.

  Fig. 12.5    A discussion about facts can be disturbed by subtle devaluing messages on the relation-
ship level (“pinpricks from below”) (From Schulz von Thun  1981 )       
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   Typical examples of how the relational and the content component can be inter-
woven in a critical situation are:

•     Making decisions alone:  If someone acts without consulting team members in 
the decision-making process, the message sent might be construed as “I don’t 
value your contribution. I can decide without you!”  

•    Enforcing decisions through loudness:  If leaders have the attitude that “the loud-
est argument wins,” they could be transmitting the message, “I disrespect you; 
the only thing that counts is me and my opinion.”  

•   Request something innocent and reasonable with a  subtle disparaging remark 
mixed in:  Antipathy can take the form of subtle relational messages, such as 
“John, could you please do something useful and go get the bronchoscope?”  

•    Open insult:  If stress and the experience of failure lead to a loss of self-control, 
rude or even hostile remarks can follow. Remarks of this kind indicate a lack of 
respect and esteem for others. The cost to repair a relationship shattered in this 
way is hard to estimate but can be immense.     

12.4.8     Clarifying Relationships at the Wrong Time 

 Negative relationship messages have no place in critical situations; however, when 
they do occur, the relationship component should be settled after the critical situa-
tion. This approach is not defensive or confl ict avoiding; instead, concern for patient 
care during a critical situation predominates the clarifi cation of relationship issues. 
Even if communication style in a critical situation becomes unpleasant from time to 
time (e.g., loud and harsh commands) and team relations become strained, the fol-
lowing rule applies: fi rst cope with the emergency situation and then discuss per-
sonal and relational issues so that communication can be more effective next time.   

12.5     Safe Communication in Critical Situations 

12.5.1     Give Luck a Bit of a Boost 

 Considering the multiple possible pitfalls in human communication and the fact that 
we all talk with “four mouths” and hear with “four ears” (Fig.  12.3 ), it might seem 
diffi cult to believe that we are ever successful delivering a message from one person 
to another. Constructive communication might seem to be a fortunate exception 
rather than the rule. However, there are some basic techniques that improve personal 
communication skills and communication in critical situations.  

12.5.2     Communicate Congruently 

 Verbal, paraverbal, and nonverbal messages should all correspond with each other. 
If a disconnect exists between those messages, the receiver of a message can no 
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longer be sure which message he or she should trust. All speakers can consciously 
try to provide a congruent message by matching body language, nonverbal signals, 
and the words spoken.  

12.5.3     Select the Same Aspects of a Message 

 Communication partners can try to select the same aspect of a message and make 
that their shared objective. If the content component is in the foreground, then both 
partners should use their “content mouth” and “content ears.” If the self-revelation 
is especially important, then it helps if both partners meet on a basis of personal 
“I-statements” by saying things that reveal their state of mind, e.g., “I think,” “I 
plan,” “I see,” “I hear,” “I will do chest compressions,” etc.  

12.5.4     Listen Actively 

 The general understanding of “listening” is that it is a passive undertaking. An 
effective countermeasure is active and purposeful listening. Active listening is 
hard work and is more than just incessant attention. Active listening means that 
every team member takes responsibility for working to understand the point of 
view of his or her teammates. This is the case when, for instance, a team mem-
ber uses the word “concern” in a remark. Recognizing the verbal triggers, the 
receiver can positively respond by asking: “Why exactly are you concerned? 
What makes you feel uncomfortable? Why might you be thinking this is a safety 
issue?” By listening actively, team members do not make assumptions about a 
teammate’s intention or expect others to be good at conveying what they really 
mean; instead, they are proactive and take up the point until unclear issues are 
resolved. Our personal fi lters, assumptions, judgments, and beliefs distort what 
we hear. Our understanding of a team member’s message can differ dramatically 
from what he or she intended to say; therefore, as an active listener, we can use 
feedback as a means to ensure mutual understanding by restating what we think 
we heard and by asking “Did I understand you correctly?” Active listening is a 
communication skill that requires acceptance and active attention for the person 
speaking too. Only if these prerequisites are met can people more accurately 
follow another’s speech, enquire with greater focus, and infl uence the conversa-
tion by nonverbal signals. Active listening facilitates the exchange of informa-
tion and increases the likelihood that the listener will understand what the other 
person means. The following habits and behaviors indicate an active listener 
(Transport Canada  1997 ):

•     Be patient : Wait with your response until the other person has fi nished speaking. 
Do not interrupt. While the other person is talking, try to hear what his or her 
position is.  
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•    Ask questions : Once the other person has fi nished speaking, ask for clarifi ca-
tions, details, and explanations.  

•    Observe and hold eye contact : Observe body language and listen closely to non-
verbal and paraverbal signals. In this way, we can learn a lot about what the other 
person is really trying to communicate.  

•    Paraphrase and mirror : Repeat important details (doses, names, and times) ver-
batim; otherwise, repeat in your own words what you understood. This can help 
to clarify your own thoughts as well as let the sender know how well he or she 
has been understood. One useful rule is to verbally repeat all medical orders, e.g., 
“Yes, I will get the chest tube,” and verbally acknowledge all operational orders, 
e.g., when asked to get a blanket, “I’ll get it.”  

•    Be supportive : Encourage, show respect, and say “thank you” when information 
or assistance is provided. This will help to create a supportive team climate.     

12.5.5     Raise the Issue of Communication Failure 

 Raising the issue of communication failures is often uncomfortable for team mem-
bers, but addressing our failures is the best way to avoid them in the future. One of 
the most common ways that team members avoid the very real emotional and rela-
tional components of communication is to discuss only the facts and goals of verbal-
izations and fool ourselves that the relationship is only about the clinical content. 

 If after the critical event, communication partners discuss the way they interact 
and how they interpret each other’s words, they can best avoid precarious situations 
and promote productive cooperation and mutual respect. Talking about the situation 
in which communication occurs is called  meta - communication . 

 Besides the importance of teams productively reviewing their communication 
and including emotional and relational aspects, there are some rules for good com-
munication style in critical situations:

•    Communicate congruently.  
•   Select the same aspects of a message.  
•   Address communication issues at an appropriate time.  
•   Speak unambiguously.  
•   Close the loop when receiving a communication.  
•   If ordering or asking and the communication loop is not closed, ask the person to 

acknowledge.  
•   Brief team members.  
•   Search actively for information.  
•   Share information.  
•   Advocate for the best patient care.  
•   Voice concerns respectfully and honestly.  
•   Listening actively.  
•   Debrief after an event and include the topics of teamwork and communication.     
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12.5.6     Speak a Clear Language 

12.5.6.1     Speak Unambiguously, Avoid Ambiguity 
 Language is never completely devoid of ambiguity. For this reason, clarity at the 
content level is a sign of good communication; a shared phraseology is helpful. 
Each speaker should explicitly identify the intended receiver of information by 
making eye contact and addressing the person by name. Information should be pro-
vided concisely and using simple sentences with few items. Complex sentences 
with several verbs and objects can be confusing, especially during a critical event. 
All diffi culties, negative trends in vital signs, and unexpected problems should be 
stated clearly, e.g., “I cannot fi nd a vein for an IV.”  

12.5.6.2     Close the Communication Loop 
 Communication can fail for various reasons: What the listener hears can be different 
from what the speaker said, and the listener’s understanding can differ from the 
speaker’s intention. A good way to avoid misunderstanding and to achieve verifi ed 
mutual understanding is for the receiver to cross-check his understanding with the 
senders’ intention by closing the communication loop. Fig.  12.6  illustrates how to 
close the communication loop: During induction of anesthesia, the physician orders 
a nurse, “Please give 0.2 mg Fentanyl IV.” The nurse then repeats what he has heard 
(“readback”): “0.2 mg of Fentanyl IV.”

   Thus, the physician knows that his instructions were correctly understood. To 
acknowledge the correctness of the nurse’s understanding, the physician confi rms 
(“hearback”): “Yes, 0.2 mg Fentanyl IV.” Now the nurse, too, knows that he under-
stood the instruction correctly and only then should inject the drug. Readback/hear-
back, or “closing the loop,” is an effi cient way of helping teams achieve a verifi ed 
mutual understanding of the situation and of helping healthcare providers avoid errors 
arising from informational gaps and misunderstandings. This is all the more important 
in a high-stakes environment where complexity, uncertainty, and time pressure 
increase the likelihood of errors occurring. It is better to identify misunderstandings 
by closing the loop than by detecting them during or after task execution. Although 
the process may seem awkward and cumbersome at fi rst, it can become a fl uid part of 
messaging and decision-making in critical situations if it is an accepted and valued by 
the team and has been practiced repeatedly. As stated many times before, only when 
procedures have become habit through practice and daily interactions will team mem-
bers be able to apply them in the heat of an emergency situation.   

12.5.7     Brief Team Members 

 Briefi ngs, although a standard practice in many high-stakes environments (e.g., civil 
aviation, military command), are uncommon in clinical medicine. Spending a few 
minutes on briefi ng and planning at the beginning of a shift can get everyone on the 
same page, help to avoid surprises, and positively affect how the team works together 
(Leonard et al.  2004 ). Shared mental models are the basis for joint action (Chap.   11    ). 
For this reason, briefi ng the team in advance along general lines on the planned 
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course of action is highly recommended. Briefi ng is especially useful for critical 
actions that may have several alternate pathways (e.g., diffi cult airway management, 
exchanging endotracheal tubes, coordination of medical management). The shared 
mental model achieved via a team briefi ng allows every team member to assess the 
effectiveness of planned actions, think ahead, initiate planned actions and assess 
results. If a critical situation has a low-workload phase, performing a situational 
update and forecasting the possible developments of the situation are an excellent use 
of time. Briefi ng proactively focuses individual plans and intentions, helps to align 
mental models, and creates opportunities for inquiry, concerns, and suggestions.  

12.5.8     Search Actively for Information 

 Good information forms the basis for good decisions, so seeking and gathering infor-
mation are vital activities for safe patient care. At the outset of critical situations, 
healthcare providers must often base their initial diagnosis or decisions on 

  Fig. 12.6    Closing the communication loop consists of the elements “order,” “readback,” and 
“hearback.” Both communication partners can be certain that their mutual understanding of the 
situation is verifi ed by the communication partner and is not based on assumptions or 
expectations       
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incomplete information. Available information is fi ltered by the search bias for those 
pieces of information that fi t into and confi rm the current mental model of the situa-
tion (Chap.   6    ). In order to avoid fi xating on the initial diagnosis and the tendency to 
limit the search to confi rming information (“confi rmation bias”), one should form the 
habit of actively searching for pieces of information that contradict the initial diag-
nosis. This can be done by asking oneself “Are there any facts that are inconsistent 
with my current diagnosis?” or by sharing one’s own thoughts with team members 
and then asking them for critical feedback: “Is there anything we might have over-
looked? Does any evidence speak against our working diagnosis?” Because people 
want to demonstrate competence, they are at times reluctant to ask questions. 
Questions can be viewed as a sign of weakness and a display of one’s inadequacy. 
Novices are especially susceptible to the fear of creating the impression that they are 
bothersome, incompetent, or overcautious if they ask too many inquiries. As a result, 
people often settle for limited information, keep quiet for the sake of ongoing har-
mony, and perform as best they can on their own. This form of poor communication 
jeopardizes patient safety due to withholding of necessary information and the devel-
opment of an emotionally charged atmosphere. In these situations people tend to 
avoid confl icts and are satisfi ed with incomplete information in the interest of peace. 
The price for not asking for relevant pieces of information or for not challenging a 
presumably faulty assumption or erroneous action may be high for healthcare pro-
viders and patients alike. Healthcare providers should press for the information they 
need if patient care and well-being are at risk, no matter how awkward they feel.   

12.6     Communication in Hierarchical Teams: The “Authority 
Gradient” and the Need to Speak Up 

12.6.1     The Authority Gradient 

 Effi cient teamwork is essential for the delivery of high-quality, safe patient care not 
least because it is the main safety net for the early detection and mitigation of 
errors committed by individual team members. These team members can be nurses, 
students, technicians, and residents, as well as attending physicians. If safety-rele-
vant errors are to be detected and mitigated in a timely fashion, then critical infor-
mation must be allowed to fl ow freely among all team members. Irrespective of 
their professional status, team members must feel empowered and encouraged to 
cross- monitor, to ask questions, and to voice concerns if they believe that a deci-
sion or a planned action is not clear or suboptimal or may harm the patient. 
However, it is exactly the difference in professional status and the associated 
authority gradient that can have a major negative impact on optimal information 
exchange and team coordination (Belyansky et al.  2011 ; Cosby  2010 ). The term 
 authority gradient  was coined by Hawkins ( 1987 ) (as  Trans - Cockpit Authority 
Gradient ) in the context of aviation crew resource management (CRM) training, 
and the Institute of Medicine report “To Err Is Human” introduced the concept to 
medicine. Authority gradients are most likely to infl uence decisions and actions in 
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systems that are hierarchical. Healthcare has been characterized for most of its his-
tory by a strongly hierarchical structure. As a consequence, teamwork in health-
care had more in common with an authoritarian, military-like concept  of   leadership 
than with the mature interaction of adult healthcare providers. For decades the 
concept of teamwork had largely been reduced to a gathering of people who give 
and take orders and basically split the team into those who did the brainwork and 
those who simply did as they were told. There are some who call this concept of 
unequal power, and its negative impact on safe patient care the “Berlin Wall” of 
patient safety (Walton  2006 ). Despite recent progress, medical hierarchies in most 
of today’s healthcare institutions are still best characterized as the dual combina-
tion of a power gradient between a superior and a subordinate and a knowledge 
gradient between teacher and learner. 

 However, although the term  authority gradient  usually conveys a negative infl u-
ence from authoritative fi gures, it seems inappropriate to equate authority with com-
munication barrier per se. It should rather be kept in mind that team members 
experience a “relational hierarchy” along with the “professional hierarchy.” Thus, it 
is usual that attending physicians can be perceived as competent, approachable, and 
even loved within their institution rather than autocratic, inaccessible, and despotic. 
Authority and “authority gradient” do not inevitably lead to a breakdown in com-
munication but rather represent a potent risk factor. It may be expected that auto-
cratic and feared attending physicians receive minimal support from their teams. 

 Blind trust can hinder residents and nurses from challenging superiors just as 
much as blind obedience can (St.Pierre et al.  2012 ). In a concrete situation, a team 
member’s decision to voice patient-related concerns rather than to remain silent 
most probably will depend on his or her perception of the superior and on associated 
fears about the leader’s reaction (Table  12.2 ).

   Leaders in turn may discourage subordinates from providing information and 
assisting with tasks and avoid speaking up for fear of being criticized and of 
being considered incompetent. This fear should be baseless, because 

   Table 12.2    An example list of possible reasons why team members fear to speak up when con-
cern arises about patient care. And an example list of why leaders have diffi culty being questioned 
by subordinates   

 Team members possibly fear that…  Leaders possibly fear that… 

 …their questions will be interpreted as 
incompetence, as the answer is “obvious” 
 …they will experience negative social 
consequences due to their questions 
 …they exceed their scope of practice and 
competence 
 …they will appear to be a know-it-all and 
egotistical 
 …they may not know how to fi nd the right words 
to express a respectful way of questioning and 
challenging their superior 

 …their authority is being undermined 
and incompetence is implied 
 …challenge will encourage subordinates 
to continuously meddle in their 
decision-making 
 …in an emergency there will be too 
much debating and not enough action 
 …hierarchies will be loosened when they 
are needed most 
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patient-relevant concerns of team members generally do not relate to competence 
or expertise but more likely address the infl uence of human factors (e.g., misun-
derstanding, inattention, distraction, fi xation, information defi cit, fatigue) on 
decision-making.  

12.6.2     Advocacy, Assertiveness, and Inquiry 

 Several studies were able to demonstrate a correlation between insuffi cient com-
munication and poor patient outcome (e.g., Taylor-Adams and Vincent  2000 ; Wilson 
et al.  1995 ). As a result, healthcare drew on positive experience from other high-risk 
industries and developed training concepts that sensitize employees to their respon-
sibility for assuring patient safety and in voicing concerns and doubts when neces-
sary (e.g., AHRQ  2007 ; Barrett et al.  2001 ; Risser et al.  1999 ). Despite conceptual 
differences, most programs share basic assumptions regarding the individuals’ 
responsibility for patient safety.

•     Advocacy : Independent of his or her position within the hierarchy, every health-
care professional is responsible for the patient’s care and well-being and cannot 
dispense with this responsibility. In this perspective the employee is the patient’s 
advocate and speaks up when he or she has concerns.  

•    Assertiveness : For effective teamwork, it is crucial that ambiguity can be 
addressed, and intentions and actions of each team member can be questioned at 
any time. This requirement explicitly includes senior staff members (Chap.   13    ). 
Team members have to voice their concerns actively and assertively until they 
can be sure that their content was heard, understood, and adequately considered 
by the leader (Lorr and More  1980 ; Jentsch and Smith-Jentsch  2001 ). The objec-
tive is that all patient care and safety-relevant facts can contribute to the leader’s 
opinion formation before a decision is made. Because team members will have 
to carry out a decision, they want to be convinced by facts and not forced by 
authority. Assertiveness is not the same as aggressiveness, however. Assertiveness 
means to clearly communicate feelings, ideas, requests, and concerns without 
humiliating or hurting the communication partner (Table  12.3 ). Honesty and fair-
ness are crucial parts of assertiveness.

 –         Inquiry : Team members must never rely on assumptions regarding the mental 
model of the other, e.g., “I guess the attending knows what she is doing,” and 
instead should cross-check one’s personal assumptions with other’s perspective. 
This is true for team members who want to know the reason for a potentially 
wrong or dangerous action. And it applies to the leader who wants to address 
verbal prompts or concerns voiced by team members.    

 Therefore advocacy, assertiveness, and inquiry do not imply that a team mem-
ber seizes leadership and makes decisions in a leader’s stead. Rather, it means that 
patient care and safety-relevant information and concerns can be clearly voiced at 
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any time and regardless of hierarchical structures. Team members do not question 
authority per se; instead the concern is voiced about the decision or planned action.  

12.6.3     Overcome Speechlessness 

 Teams need a common language to address confl icts and communicate their degree of 
concern. With a shared formal method to settle disputes, residents and nurses may be 
more likely to speak up when they believe patient care may be compromised, and supe-
riors may more readily recognize verbal prompts from team members that alert them to 
suboptimal or contraindicated care. Ideally, a conversational technique of stating clearly 
what one heard or saw and their concern (e.g., advocacy) in combination with genuine 
interest in the superior’s point of view (e.g., inquiry) should be used to overcome com-
munication barriers between peers, specialities, disciplines, and the hierarchy. 

 Even without time pressure, many subordinates fi nd it diffi cult to question senior 
decisions (McCue and Beach  1994 ; Sutcliffe et al.  2004 ) or to resolve a confl ict 
raised during a surgery (Coats and Burd  2002 ; Belyansky et al.  2011 ). This problem 
is aggravated in the case of immediately impending and irreversible actions or dur-
ing dynamically evolving critical situations. In these situations team members have 
limited time to address the decision-maker with their patient concerns and to pre-
vent potential patient harm. Confl icts with acute, time-bound relevance to safety are 
one of the most challenging situations in patient care. 

 Several strategies and tools to enhance performance and patient safety in confl ict 
situations have been proposed. One example is TeamSTEPPS developed by the 
Agency of Healthcare Research and Quality (AHRQ  2007 ). A constructive approach 
for addressing and resolving confl ict includes assertive statements using “CUS words” 
(i.e., “concerned, uncomfortable, safety issue”). Actually, CUS implies an escalation 
of statements starting with a vague “gut feeling” (uncomfortable: “something feels 

   Table 12.3    Differences between assertive and aggressive behavior   

 Assertive behavior  Aggressive behavior 

 Focused on problem solving  Focused on confrontation 

 Interested in other’s opinion  Ignores other’s opinion 

 Self- and team enhancing  Self-enhancing at other’s expense 

 Expresses feelings about self  Expresses depreciation of others 

 Infl uences others  Chooses for others 

 Tries to hurt no one (including self)  Wants to hurt others 

 May achieve desired goal; if not, will negotiate  Achieves desired goal at any expense 

 Uses a conversational tone  Speaks loudly 

 Makes good eye contact  Stares and glares at others or ignores input 
altogether 

 Adopts an open posture and expression  Stands rigidly, crosses arms, invades others’ 
personal space 

 Tries to participate in groups  Tries to control groups 
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wrong but I don’t know exactly what it is”), followed by a reasonable concern (con-
cerned: “because of XYZ I don’t think that this action is right!”), and ramps up to 
verbal intervention (safety issue: “Stop! If you continue we may harm or kill the 
patient”). CRM training (Chap.   16    ) sensitizes team members (including leaders) to 
actively listen and to take up the point every time they hear one of the CUS key words. 

 The essence of appropriate assertiveness is being able to state your case without 
making the other person defensive. The following communication strategy has been 
proposed and widely used (Jensen  1995 ; Transport Canada  1997 ; AHRQ  2007 ):

•     Make an opening : Use the other person’s name.  
•    State the problem  ( real or perceived ): Defi ne the problem.  
•    State your concern : Make the issue yours, and describe it with an “I” statement. 

“The way I see it…” is more productive than “Sir, you are wrong!” Be as clear 
and concise as possible. Do not assume that your communication partner has the 
same perceptions and associations you have. Make clear that  you  consider the 
issue at hand to be patient care and well-being. Your counterpart should realize 
that you perceive  something  is wrong and not that  he  or  she  is wrong.  

•    Offer a solution : If possible, suggest at least one solution to the problem. State 
what you would do rather than what your communication partner should or 
shouldn’t do. If you don’t have any good ideas of what’s best, ask for a short 
“time out” to think and fi gure out what to do next. Do not assume that your com-
munication partner has considered the aspects that you fi nd obvious.  

•    Reach agreement on next steps : After you have simply put forward your point of 
view, ask for feedback: “What do you think?” It is important your communica-
tion partner acknowledges that he or she heard and understood your concern.  

•    Reach an agreement  through collaboration if possible.    

 First attempts to implement these communication strategies into training con-
cepts for perioperative medicine show promising results (e.g., Hunziker et al.  2011 ; 
McLaughlin et al.  2006 ).  

12.6.4     “Two-Challenge Rule” in Healthcare? 

 To assist subordinate crew members in resolving the basic question of whether or 
not to voice concern or to intervene, the “PACE” operational methodology has been 
proposed in aviation (Besco  1999 ). PACE skills enable subordinate fl ight crew 
members to use proven, operationally based procedures to effectively intervene 
when a captain is not performing up to reasonable professional standards. 

 The acronym stands for:

•     Probing  for a better understanding  
•    Alerting  captain of the anomalies  
•    Challenging  suitability of the present strategy  
•    Emergency  warning of critical and immediate dangers    
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 The fi rst two steps represent the fi rst challenge. The last two steps represent the 
second challenge of the “ two-challenge rule.  ” The two-challenge rule allows one 
crew member to automatically assume the duties of another crew member who fails 
to respond to two consecutive challenges, i.e., does not respond or does not respond 
with an answer that makes sense. This right is derived from the assumption that a 
pilot who does not respond appropriately after two callouts jeopardizes fl ight safety 
and that the responsibility for the safety and effectiveness of a fl ight is in the hands 
of the whole crew, not only the pilot. 

 In face of its effectiveness in aviation, there has been some debate in healthcare 
over whether it is appropriate or acceptable for a trainee or nurse to assume control 
from a supervising attending. The main difference between both domains lies in the 
fact that in aviation, the two-challenge rule regulates the interaction between two sim-
ilarly qualifi ed people (e.g., pilot fl ying and pilot not fl ying). For obvious reasons this 
rule cannot be applied in exactly the same way in healthcare. However, a translation 
of the  two-challenge rule   from aviation to healthcare can empower team members to 
“stop the line” if they sense or discover a possible safety breach. When an initial asser-
tive statement is ignored, team members should feel the responsibility to voice con-
cerns once more to ensure that they have been heard. The team member being 
challenged must acknowledge that the concern has been heard. If the safety issue still 
hasn’t been addressed, a stronger course of action has to be taken. If taking over con-
trol is not an option, then calling for a second opinion of another senior physician or 
senior nurse or utilizing the institutional chain of command has been recommended as 
equivalent in healthcare (e.g., AHRQ  2007 ; Cosby and Croskerry  2004 ). 

 Because the two-challenge rule can be problematic in certain aspects and carries 
the potential to disrupt clinical routine, it is advisable to clarify framing conditions 
before introducing such a procedure. Otherwise team processes and patient safety 
are jeopardized (Prineas  2011 ):

•     Seek support by faculty and senior leadership : Inform faculty and leadership that 
trainees are being taught this concept as well as this type of language. Leaders 
have to be informed that this language is not meant to undermine their authority 
but rather is used as a patient care and safety strategy independent of the person 
addressed.  

•    Propagate and use standardized language . By doing so faculty can more readily 
recognize and respond to words and assertive statements in real clinical 
settings.  

•   All employees must  use  the language exclusively  in the interest of the patient . 
Each person involved has to be aware of this preeminent responsibility and 
should not pursue a personal agenda.  

•   Implement the two-challenge rule  as part of a broader patient safety approach . 
Ideally, communication training (e.g., as part of clinical simulation) precedes the 
introduction into clinical practice.    

 The notion that the two-challenge rule could and should be implemented in 
healthcare was supported by the Institute of Medicine’s report, “To Err Is Human” 
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(Kohn et al.  1999 ). Since the report, there have been several successful initiatives to 
implement a two-challenge approach by twice pairing an advocacy-inquiry and then 
taking some action (e.g., Morey et al.  2002 ; Pian-Smith et al.  2009 ).   

12.7     Communication After Critical Incidents 

12.7.1     Don’t Forget to Debrief and to Give Feedback 

 Critical, time-pressured situations demand rapid decision-making. Under these cir-
cumstances, it is common that time to address a confl ict is hard to fi nd. To prevent 
a breakdown in relationships, unresolved confl icts should be addressed systemati-
cally in a debriefi ng. Because giving feedback requires a calm atmosphere and suf-
fi cient time, it should be given after a critical situation in an environment that 
focuses on what’s right and not who’s right. 

 Feedback on statements and behavior of the team and its leader are appropriate. 
Feedback is an ideal tool for clarifying a misunderstanding and offers boundless 
learning opportunities. To make feedback an essential part of team communication, 
team members need to feel safe and be sure that feedback is valued and will be used 
constructively. Communication among equal (symmetrical) healthcare providers 
and the resulting feedback is generally rich in positive and negative aspects. 
Feedback from subordinates to people higher up in the hierarchy tends to focus on 
appreciation and positive behavior but mostly avoids addressing problems. To avoid 
this pitfall, it is a good strategy for a leader to ask explicitly for feedback concerning 
his or her behavior and for constructive advice, e.g., “What did I not do well and any 
advice about how I could improve for next time?” The following guidelines may be 
helpful for constructive feedback:

•    Show a respectful attitude – everybody can learn from feedback.  
•   Choose an appropriate time and place.  
•   Give feedback when the receiver is ready for it.  
•   Give both positive and negative feedback. They are both valuable.  
•   Never embarrass anybody.  
•   Keep in mind that everyone is trying their best.  
•   Choose the environment; some things should be private; other things should be for 

the group; debrief away from patient care areas; try to fi nd a less noisy/busy area.  
•   Make your feedback precise and objective, and give the other person time to 

reply and explain their thinking, i.e., don’t “hit and run.”  
•   Address observable behavior – not characteristics or unobservable motivations 

of a person.  
•   Use “I” statements whenever you communicate observations, e.g., I saw, I heard, 

and I think.  
•   If possible, suggest an alternative behavior and see what the receiver thinks.  
•   Set a good example: Take feedback willingly and show gratitude for it.     
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12.7.2     Address Conflict in a Constructive Way 

 Confl icts arise in different ways. First, people experience the same situation differ-
ently and have divergent mental models, opinions, plans, and intentions. Secondly 
are personal issues such as a prior negative experience, feeling less than competent, 
personal diffi culties with another member of the team, etc. Confl icts become even 
more complex when it is a blend of both. 

 If a confl ict is related to medical issues, it generally can be resolved by reviewing 
and discussing data, opinions, or evidence. In this context, the best point of view can 
be identifi ed and pursued, or, perhaps, confl icting intentions can be prioritized, and 
both can be addressed. It is also quite possible that both points of view are dismissed 
in favor of a third superior possibility. When a confl ict is resolved in a constructive 
way, a more comprehensive picture of reality and better solutions nearly always 
emerge.  

12.7.3     Address Relational Conflicts 

 If personal confl icts surface during critical situations, motives such as protecting the 
feeling of competence can quickly govern behavior. Who is right will become more 
important than what is right. Emergency situations often contain disagreements 
because to some lesser or greater degree, everyone perceives things in their own 
way. Failing to see a teammate’s point of view as reasonable or as worthy as our 
point of view, we might stubbornly take an immovable position – and so might our 
teammate! Team members and leaders should try to work at the relationship level 
once the critical situation has passed. There are no easy rules of thumb about how 
to resolve differences, but the knowledge of some basic guidelines may improve the 
ability to resolve confl ict. 

 The following attitudes and behaviors are characteristic of constructive confl ict 
resolution:

•     Listen well : Try to see a confl ict as an unsolicited opportunity to hear and learn 
additional points of view.  

•   “ The problem is the problem !” Instead of attacking your counterpart, you should 
tackle the problem.  

•    The patient should be the winner  and not one of the healthcare providers involved 
in the confl ict. Confl icts should not be a struggle with an adversary; instead it 
should be an opportunity to fi nd the best solution. It can be a win-win situation 
and a learning opportunity for all persons involved.  

•    Bring out the differences : It is helpful to clarify the areas of both agreement and 
disagreement. Often, there will be less disagreement than initially expected, and 
discussions will usually include the fact that everyone was trying their best to 
take care of the patient.  

12.7 Communication After Critical Incidents



292

•    Acknowledge feelings : People often take strong positions because of feelings 
rather than logic. When feelings are brought up, consider them to be worth exam-
ination and as discussion.  

•    Respect every team member : Leaders should always express respect and appre-
ciation for their team members raising issues or concerns.  

•    Seriously consider suggestions and options : If the leader disagrees with other 
team members and decides on a different course of action, the leader should 
ensure that others know that opinions and suggestions have been considered.      

12.8     Tips for Daily Practice 

•     Practice good communication and good listening; let it become a habit in your 
daily life. You will profi t from this habit in critical situations.  

•   Be aware of your appearance and bearing. The fi rst impression you make on 
other people (be it negative or positive) has an impact on successful 
communication.  

•   You cannot expect people to read your mind, so state what you are thinking, 
share your opinions clearly, and voice your concerns.  

•   Remember: Nothing is so simple that it cannot be misunderstood.  
•   Things said are often not things heard and things heard often are not things 

understood.  
•   Whenever you feel uncomfortable or concerned that patient safety is at stake, 

state your concern, and challenge authority in a respectful, nonthreatening, and 
supportive way. Make sure that critical information is addressed.  

•   If you are in doubt: Ask!  
•   Good decisions are based on good information. You have to actively seek, orga-

nize, and share information if you want to ensure safe patient care.  
•   Use advocacy, assertiveness, and inquiry when confronted with safety-relevant 

issues. Avoid questioning the authority of the decision-maker; instead focus on 
the rationale underlying his or her current decision.  

•   In an emergency, active listening is a critical skill.  
•   In critical situations, the odds are high that the initial mental model is incomplete 

or faulty. It’s a good practice to search actively for information that contradicts 
your current assumptions.     

12.9     “Communication” in a Nutshell 

•     In the context of a high-stakes medical environment, communication has a four-
fold function: It enables and maintains team structure; it coordinates the team 
process and task execution; it enables information exchange; and it facilitates 
relationships.  

•   Human communication takes place in a social context. For this reason, it is 
impossible to exchange information in a mere matter-of-fact manner without 
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simultaneously establishing a relationship between the persons participating in 
the information exchange.  

•   “Communication = content + relationship + perceptual fi lters.”  
•   Communication is not simply about transmitting but also receiving, including 

ensuring that the transmission was understood as intended.  
•   Communication is much more than mere verbal exchange. Every action can be 

interpreted by others and thus can transport a message intentionally or uninten-
tionally: “One cannot not communicate.”  

•   Human communication uses different channels in a parallel way, including ver-
bal, paraverbal, and nonverbal cues.  

•   If the verbal and nonverbal channels are incongruent because words convey one 
meaning and the nonverbal or paraverbal information indicates something differ-
ent, the receiver will place greater importance on the nonverbal cues.  

•   Good communication uses verbal and nonverbal cues congruently. Every speaker 
can provide a congruent communication by matching body language, nonverbal 
signals, and the words spoken.  

•   The meaning of a message cannot be transmitted; instead, it is “reconstructed” by 
the receiver. If a message is transmitted incompletely, then listeners will try to 
“complete” the message by making their own interpretation of the unclear aspects.  

•   Symmetrical relationships are those in which the persons involved are equal in 
position. Complementary relationships are based on differences in power, with 
one person being higher in hierarchy than the other.  

•   General disturbances of communication can be rooted in the  characteristics  of 
the message, the  process  of sending, receiving, and interpreting, and in the  rela-
tionship  of the dialogue partners.  

•   Communication becomes dysfunctional when the people involved have good 
intentions but the interaction creates an unproductive and destructive system.  

•   The most common dysfunctional communication patterns are symmetrical esca-
lation, complementary communication, and defensive behavior.  

•   A misunderstanding occurs if the receiver of a message reacts differently to 
information or instructions than the sender intended.  

•   Effective listening is a key communication skill and can be jeopardized in mani-
fold ways.  

•   Active listening means taking responsibility for understanding the point of view 
of another person.  

•   A safety process that ensures messages are clearly received and understood 
requires “readback” (i.e., the receiver says what she or he has heard) and “hear-
back” (i.e., the sender acknowledges whether or not the readback was correct).  

•   Assertiveness means advocating your position emphatically until concerns about 
the adequacy of decisions or actions of other team members can be addressed. 
The goal of assertiveness is to prompt other team members to diligently recon-
sider before a decision is made or an action taken.  

•   Only if a communication pattern has been practiced repeatedly in everyday and 
stressful (e.g., simulation) situations can it become a fl uid part of the fabric of 
messaging and decision-making in critical situations.        
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  13      Leadership                     

 Case Study 
 A 12-year-old boy sustains a bicycle accident resulting in an open fracture of 
the mandible. Because the patient has a full stomach and mouth opening is 
reduced due to pain, the anesthesia resident decides to perform a rapid- 
sequence induction with thiopental and succinylcholine. The intubation is 
successful and uneventful, and anesthesia is maintained as a total intravenous 
anesthesia (TIVA) with propofol and remifentanil. 

 After 30 min of uneventful anesthesia, the saturation begins to drop slowly 
and sinus tachycardia develops. Under the assumption of insuffi cient anes-
thetic depth, the resident increases the concentration of propofol and remifen-
tanil. The intervention, however, does not affect the tachycardia. The 
anesthesia resident checks the IV line to rule out soft tissue infi ltration and 
auscultates both lungs. Breath sounds are equal bilaterally. Meanwhile the 
patient requires 70 % oxygen to maintain saturations above 95 %. Because the 
resident is unable to fi nd any apparent cause for the clinical deterioration and 
because of the danger of the situation, he calls for help from his attending 
physician. 

 When the attending physician enters the operating room a few minutes 
later, the patient is receiving a minute volume of 9.5 l/min to maintain the 
end- expiratory CO 2  at 45 mmHg. Infrequent monomorphic premature ven-
tricular contractions are noted on the ECG. The attending tells the resident to 
insert an arterial pressure line into the radial artery and to obtain an arterial 
blood gas. The lab results show a combined respiratory and metabolic acido-
sis with a mild alveolo-arterial difference in the partial pressure of oxygen and 
a potassium concentration of 5.6 mmol/l. Based on the induction of anesthesia 
with succinylcholine in conjunction with the current clinical picture and the 
lab fi ndings, the attending physician decides to interpret the clinical deteriora-
tion as symptoms of malignant hyperthermia and to treat it accordingly. 
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13.1               The Case for Leadership 

 Successful team performance in healthcare and good leadership are two sides of the 
same coin. Teamwork in teams that are organized hierarchically cannot function 
properly without a sound concept of leadership, and vice versa. 

 When talking about leadership in a high-stakes healthcare environment, the status of 
a critical situation needs to be differentiated from that of everyday life. Nevertheless, 
both leadership approaches cannot be considered completely independent from each 
other. It is likely that many of the same senior healthcare providers will be responsible 
as leaders for their staff members in routine situations as well as in emergency situa-
tions. Whether or not leadership in a medical emergency succeeds will depend to a 
great extent on the daily interactions of the leader with the team. What then are the core 
functional competencies of a leader and which behaviors are required to lead success-
fully? Which personal characteristics and abilities are required to bring out the best in 
teams? How can leaders attain above-average results while maintaining an environ-
ment of trust, motivation, and high job satisfaction? Of the extensive body of research 
on this topic (overview, e.g., Bass and Stogdill  2007 ; Manser  2008 ), the results most 
important for acute healthcare are summarized in what follows. 

The patient’s body temperature is 37.2 °C (99 °F). He informs the maxillofa-
cial surgeons about the seriousness of the condition and asks them to interrupt 
the operation. Dantrolene is dissolved in solution and administered to the 
patient. The arterial blood gas is monitored closely, and the appropriate treat-
ments for pH abnormalities and hyperkalemia and renal protection are initi-
ated. Cardiovascular stability is maintained by catecholamine support. Due to 
an increase in the patient’s temperature to 39.7 °C (103.4 °F) over 20 min, the 
attending anesthesiologist initiates external cooling procedures which are 
accomplished by the surgeons and OR technicians. 

 Twenty minutes after the administration of dantrolene, the heart rate begins 
to drop slowly, and the acid-base status begins to improve. Minute ventilation 
and FiO 2  are gradually reduced. Once the treatment begins to indicate a reas-
suring response by the patient, the attending physician contacts the pediatric 
intensive care unit (PICU) and requests a bed for the patient. He informs the 
pediatric intensivist about the clinical course, the measures taken, and the cur-
rent clinical status. An hour later, the patient is further stabilized and is trans-
ferred to the PICU. Over the course of the next day, the patient develops a 
compartment syndrome of the left lower leg requiring reoperation. The anes-
thetic is trigger-free for malignant hyperthermia and proceeds uneventfully. 
The patient is extubated postoperatively and is transferred from the PICU to 
the general ward on the following day. He is discharged from the hospital 
without any residual symptoms. The patient and his family are tested for their 
susceptibility to malignant hyperthermia, and both the patient and his younger 
brother have positive results. 
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13.1.1     Leadership in Everyday Life 

 Leadership in everyday life has a threefold purpose. First, leadership is directed at 
the  activities  of staff members. This is done by:

•    Assigning tasks  
•   Defi ning goals  
•   Helping to provide the necessary resources  
•   Monitoring the execution and the results  
•   Resolving team confl icts    

 Second, leadership in healthcare has a lot to do with a leader’s ability to  assess  
clinical skills and the training status of staff members. Leadership comprises creat-
ing learning opportunities for each staff member and supporting their career. 
Therefore, leaders in healthcare should always be concerned about human resource 
development efforts. By assuming a leadership position, healthcare providers vol-
unteer to motivate staff members, to value their individual personality, and to 
empower teammates to increasingly take responsibility for their working environ-
ment. Leaders inspire staff members by who they  are , what they  know , and what 
they  do . 

 A third aspect to leadership, specifi c for high-stakes environments, has been pro-
posed by the Institute of Medicine report (Kohn et al.  1999 ) and many other publica-
tions: Leaders in healthcare should also be  role models  for a patient safety-oriented 
approach to patient care. In order to mitigate the effect of inevitably occurring errors 
in patient safety, leaders should create a working environment where healthcare 
providers feel encouraged to be alert to threats to patient safety, to voice concerns if 
they believe that an action may harm the patient (“advocacy and assertiveness,” 
Chap.   12    ), and to monitor task performance and workload of their team members 
(   cross-monitoring, Chap.    11    ). 

    Hierarchy of authority frequently inhibits people from expressing themselves. 
Effective leaders fl atten the hierarchy, create familiarity, and manage to create an 
environment that feels “safe” for team members to speak up when they have infor-
mation or safety concerns. By inviting team members to contribute their thoughts 
and ideas, a leader can facilitate a shared mental model of patient-related and opera-
tional issues (Chap.   11    ). This is done by communicating (verbally and nonverbally) 
a message of support and empowerment, and conveying an understanding of the 
paradox of errors is normal in the medical high-stakes environment (Table  13.1 ), 
while we do whatever we can to mitigate or eliminate those errors.

   Some of  the   basic principles of leadership in everyday life are:

•    Set an example: Be a good role model for your staff, set a high standard for per-
sonal conduct, and adhere to this standard in all situations. Sincerity, integrity, 
and ethical demeanor are trust-inspiring characteristics, and communicate to the 
team that you are a safe person with whom to work. Team members not only 
want to hear what they are expected to be or to do; they also want to see it lived 
out in  your  life as well.  

13.1 The Case for Leadership
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•   Promote speaking up with observations, concerns, and questions. Actively 
encourage proactive coordination behaviors in your team members 
(Edmondson  2003 ). What you sow in “times of peace,” you will reap “when 
the heat is on.”  

•   Be technically profi cient: As a leader, you must know your job and have a solid 
familiarity with all task demands.  

•   Know your staff members by name and look out for their well-being.  
•   Be supportive, advocating, and empowering: Believe in people and communi-

cate that belief.  
•   Think and behave in team concepts: Communicate to your staff that it is  we , not 

 me , who do the job.  
•   Keep your staff informed: Practice good communication skills (Chap.   12    ).  
•   Foster a sense of responsibility within your staff.  
•   Help resolve confl icts within a team: Recognize areas of tension between indi-

viduals, and help them apply confl ict resolution techniques (Chap.   12    ).     

13.1.2     Leadership in a Critical Situation 

 The case study of a malignant hyperthermia (MH) is an example of a time-
critical medical emergency that necessitated leadership in an emergent situa-
tion for successful management. In contrast to leading people in everyday life, 
effective leadership behavior in a critical situation is more centralized. The 
requirements for leadership in an emergency situation are described in greater 
detail below.   

13.2           Leadership Theories 

13.2.1     Approaches to Leadership 

 There are diverse defi nitions of leadership that focus either on the position of the 
leader (singular or collective) or the purpose, process, and hallmarks of leadership. 
Most defi nitions come from an industrial or management setting and cannot readily 
be applied to healthcare. Leadership in the context of acute medical care can be 
defi ned as the process where a person assumes responsibility to infl uence and direct 

  Table 13.1    The most 
important words a leader can 
speak (author unknown)  

 The six most important words: “I admit I made a mistake” 

 The fi ve most important words: “You did a good job” 

 The four most important words: “What is your opinion?” 

 The three most important words: “If you please” 

 The two most important words: “Thank you” 

 The one most important word: “We” 

 The least important word: “I” 
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the performance of other team members by utilization of all available resources 
toward the achievement of a defi ned goal. A leader in a critical situation can be 
identifi ed and defi ned as a team member whose infl uence, at least temporarily, on 
group attitudes, performance, and decision-making exceeds that of other members 
of the group. Research on the nature of leadership has proposed several theories, 
which all emphasize certain aspects of leadership. The earliest theories emerged 
during the fi rst part of the twentieth century and focused on the qualities that distin-
guished leaders from followers. Subsequent theories looked at other variables such 
as situational factors and skill level. For the context of healthcare in a high-stakes 
medical environment, the following theories are relevant ones (e.g., Bass and 
Stogdill  2007 ).  

13.2.2     “Great Man” Theories 

 This theoretical approach may still be rarely encountered among senior physi-
cians as the deluded self-perception of a person with respect to his leadership 
abilities. This theory originally assumed that the capacity for leadership is inher-
ent and that great leaders are born, not made. The historical roots to this theory are 
based on the results of early research on leadership where the leaders studied 
often came from the aristocracy, which contributed to the notion that leadership 
had something to do with “breeding” and the right genes. The leadership style of 
people who have this “great man” self-assessment adheres to the idea of this 
notion of personal distinctiveness. While the weak reasoning that postulates this 
idea of leadership might seem nearly ludicrous, there are a surprising number of 
situations where it seems to be the primary rule used to select who will be respon-
sible for leading a critical event. As a result, teamwork with such a leader often 
proves to be far less than optimal.  

13.2.3     Trait Theories 

 If we had to choose in an emergency whom we would like to follow as a leader, 
it’s quite likely that certain individuals come easier to mind than others. Personal 
experience has taught us that these people, besides having a fi rm clinical founda-
tion, seem to be made of “the right stuff” even under the most adverse circum-
stances. Under the guiding assumption that the “right stuff” must be identifi able 
in terms of certain qualities and traits, research focused in the 1940s and 1950s on 
the discovery of these alleged inherent characteristics (Stogdill  1948 ). However, 
the results were inconsistent and only showed that different leadership traits pre-
dominated in different situations. Because trait theory was unable to identify 
future leaders and only confi rmed those persons who already were recognized by 
their peers as being leaders, researchers lost interest. Since the 1980s the trait 
theory of leadership regained some popularity by introducing concepts of cha-
risma and charismatic leadership. Among the major problems with trait theories is 

13.2 Leadership Theories
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the fact that traits useful for leadership usually have a downside (such as suppress-
ing others, overconfi dence), and no theory has yet stated “how much” of these 
traits really makes a good leader. Furthermore, trait theories promote the idea that 
adults are as they are, which makes educational efforts, such as developing leader-
ship skills, seem worthless from the start. Also, the focus on traits implies that all 
persons need to lead in the same way regardless of the tasks or the environment in 
which they perform.  

13.2.4     Behavioral Theories 

 In contrast to the static character of the trait perspective that conceptualizes leader-
ship as a set of properties possessed by certain individuals and residing  in  them, 
behavioral theories take a process stance, claiming that leadership is a phenomenon 
that  resides in the interactions  between leaders and followers and makes leadership 
available to everyone (Northouse  2012 ). As a process, leadership can be observed in 
leader behaviors and can be learned. According to behavioral theories, among  the 
  skills a leader must have are interpersonal skills, conceptual skills, and technical 
skills. This approach opens broad possibilities for leadership development, assess-
ment measures, and training interventions because, as the theories go, good leaders 
will develop through a never-ending process of self-study, education, training, and 
experience. In addition, poor leadership behaviors can be identifi ed that contribute 
to teamwork failure, thus adding a second layer of understanding. This approach 
seems to confi rm personal experience; most healthcare professionals can compare 
their present performance to the time when they fi rst started the job and will fi nd 
that their leadership ability indeed has improved. But behavioral theories tend to 
completely ignore the possibility that trait theories and the infl uence of personality 
add something to our understanding of leadership. After all, not every person will 
be able to learn and demonstrate appropriate leadership behavior.  

13.2.5     Styles of Leadership 

 Leadership style is the manner and approach of providing direction, implementing 
plans, and motivating people. As seen by the employees, it includes the total pattern 
of explicit and implicit actions performed by their leader (Newstrom and Davis 
 1993 ). The fi rst major study of leadership styles was performed by a research group 
led by Kurt Lewin, who was able to establish three different styles of leadership 
(Lewin et al.  1939 ). These styles differ in the degree of employee orientation (rela-
tionship and person orientation) and task orientation (performance orientation) 
(Blanchard et al.  1985 ). 

  The    laissez - faire style  (from the French: “just let things happen”) is character-
ized by a low task focus and a low person focus. The  laissez - faire  leader steps back 
from the leadership role. The leader’s involvement in decision-making is mini-
mized, thus allowing people to make their own decisions and to do as they think 
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best. This leadership style is sometimes called a “delegation” or “free rein” style, 
although the “delegation” comes more often from the leaders’ unwillingness to lead 
than a deliberate act of delegating responsibilities to staff members. 

 If a leader has  a    democratic  ( participative )  leadership style , then his or her pri-
mary focus is the well-being and the needs of the team members. The execution of 
task requirements is subordinate to the preeminent goal of team harmony and coher-
ence. The democratic style is characterized by discussions in which the tasks are 
democratically discussed and divided. The leader tries to listen to as many voices as 
possible and to compromise when necessary so that everyone feels okay about deci-
sions and plans. Team members may be involved in the decision-making even in 
situations where quick and unambiguous commands of the leader are necessary. 

 In clear contrast to the democratic approach is  the    autocratic leadership style , 
which is defi ned by unilateral control with a strong focus on the execution of the 
leader’s view of task demands and effi cacy, but with little concern for people. In the 
autocratic style, the leader may use pressure, threats, and any method that seems to 
work to achieve conformance. Leaders are viewed as having the solutions to prob-
lems; decisions are made without consultation; tasks are distributed with a detailed 
description of the procedure; and task execution is monitored closely. Communication 
is almost entirely top-down with a clear and hierarchical decision structure. The 
authoritarian leadership style is often perceived by team members as being arbitrary 
and paternalistic. An autocratic style can work in a performance environment where 
there is no need for input on the decision, where the decision would not change as a 
result of additional input, and where the motivation of people to carry out subse-
quent actions would not be affected whether they were or were not involved in the 
decision-making. This is clearly not the case in acute medical care. A modifi ed 
autocratic style with its clear command structure can be effectively applied during 
cardiopulmonary resuscitation or during the management of natural or human-made 
disasters such as mass casualties (e.g., Koenig and Schultz  2016 ). The modifi cation 
allows for feedback and the volunteering of information. In the context of high- 
stakes, time-critical healthcare, however, the autocratic leadership style causes the 
highest level of discontent among team members and generates an information-poor 
environment instead of the needed information-rich environment. 

  An    integrative leadership style  combines a high focus on task execution with an 
equally high attention to the relations with and among team members. The concern 
of the leader is directed at the execution of tasks  and  the integration of team mem-
bers. Leaders engage in discussing, convincing, and explaining to achieve a high 
degree of mutual agreement and  shared   mental models (Chap.    11    ). Depending on 
the dynamics of a situation, the integrative style in a high-stakes medical environ-
ment can either be directive (authoritative) or cooperative (Fig.  13.1 ).

    A fi nal task-vs.-person orientation is of practical importance: the difference 
between a transactional and a transformational leadership style. In brief, transac-
tional leadership is based to a varying extent on the underlying assumption that 
people are motivated – and made compliant – by reward and punishment. As a 
result, employees receive a salary and other benefi ts, and the employer in turn gets 
authority over the subordinate.  

13.2 Leadership Theories
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13.2.6     Transformational Leadership 

 While transactional leadership has more of a “telling style,” transformational lead-
ership pursues a “selling style.” Leadership expert James MacGregor Burns intro-
duced the concept of transformational leadership as a process where “leaders and 
their followers raise one another to higher levels of morality and motivation” (Burns 
 1978 ). Unlike in the transactional approach, this process is not based on a “give- 
and- take” relationship, but on the leader’s personality and on his or her articulation 
of an energizing vision and challenging goal. Bernard M. Bass later further devel-
oped the concept of transformational leadership (Bass  1985 ): Evaluating managers 
tagged as high performers by their superiors as well as by their followers, they were 
able to defi ne essential characteristics of successful transformational leadership. 
According to this research, a leader …:

•    …  has charisma : Infl uence is a result of integrity and fairness, provides a vision 
and a sense of mission, sets clear goals, instills pride, and gains respect and trust 
by “walking the talk.”  

•   …  inspires : Communicates high expectations and inspires people to reach for the 
improbable, uses symbols to focus efforts, expresses important purposes in 
 simple ways, encourages others, stirs the emotions of people, and gets people to 
look beyond selfi sh interests.  

•   …  stimulates intellectually : Promotes intelligence, rationality, and careful prob-
lem solving.  

  Fig. 13.1    Model of integrative leadership in a high-stakes medical environment. A leaders’ per-
sonality, leadership style and behavior, the interaction with followers, and characteristics of the 
leadership situation have a major infl uence on leadership success       
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•   …  gives individual consideration : Gives personal attention, treats each employee 
individually, coaches, and advises.    

 As a result, transformational leadership occurs every time leaders broaden and 
elevate the interests of their employees, generate awareness and acceptance of the 
purpose and mission of the team, and stir their employees to look beyond their own 
self-interest for the good of the group. Studies were able to show an association 
between transformational leadership styles and positive outcomes in comparison to 
other leadership styles. Transformational leadership is positively associated with 
employee outcomes including commitment, role clarity, and well-being (e.g., Judge 
and Piccolo  2004 ; Michaelis  2009 ). 

 Many authors argue that by defi ning transformational behavior and by implement-
ing it into leadership training, leaders-to-be can learn the techniques and obtain the 
qualities they need to become transformational leaders (Avolio and Bass  2004 ). But 
although transformational leadership has been in focus for some years (e.g., Gardner 
et al.  2010 ), it is still unclear under which conditions this leadership style works best.  

13.2.7     Shared Leadership Theory 

 All of the above theories share one general assumption: Leadership must be exer-
cised by one individual in order to be effective. However, a growing body com-
prised of positive research evidence from manufacturing fi rms, management, 
school administration, and more recently in aviation and the military has chal-
lenged this conventional assumption. Models have successfully been imple-
mented where the leadership task is distributed among team members rather than 
focused on a single designated leader. This shared leadership, defi ned as “a 
dynamic, interactive infl uence process among individuals in groups for which the 
objective is to lead one another to the achievement of group or organizational 
goals”(Pearce and Conger  2003 ), has been advocated as an alternative way of 
reducing task overload and improving team performance of complex tasks. 
Although not a novel invention (Gibb  1954 ), the theory of shared responsibility 
has only recently been applied in the context of acute healthcare (Flin et al.  2003 ; 
Klein et al.  2006 ; Künzle et al.  2010 ; Tschan et al.  2006 ; Xiao et al.  2004 ). The 
results have been promising: In certain cases, shared leadership appears to facili-
tate performance in complex tasks given that no individual team member pos-
sesses all the resources necessary to address all task demands. Thus, shared 
leadership is likely to be an effective strategy to overcome the one-and-only-one 
leader approach – especially if task complexity is high. The distribution of lead-
ership in situations with high task load induced by nonroutine events according 
to the skill sets rather than formal leadership ranking is very similar to the con-
cept of “deference to expertise” from high-reliability theory (14.2.3), where 
decision-making is allocated to the person with the most expertise and is sepa-
rated from formal hierarchy. Although the importance of sharing leadership 
behavior among team members in low workload situations is corroborated by 
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research evidence, its role in high-stress situations remains unclear. Shared lead-
ership runs contrary to a widespread and established notion that explicit leader-
ship by the most experienced clinician is paramount to deal with severely injured 
patients. Further research is warranted to help clarify the role of shared respon-
sibility in acute care medicine.  

13.2.8     Followership: No Leadership Without Exemplary Followers 

 For decades, followership has been an understudied topic in organizational sci-
ence. Whereas organizational literature is full of studies on leadership styles and 
characteristics, the preoccupation with leadership seems to have kept research-
ers from considering the nature and the importance of the follower in successful 
organizations. The underlying assumption was that good or bad leadership 
almost exclusively accounts for organizational outcomes. One important reason 
why “followership” hasn’t been researched could be the negative connotation 
people give to the term  follower . Whereas  followership  may be defi ned as the 
ability to effectively follow the directives and support the efforts of a leader to 
maximize a structured organization, the term is often stigmatized as denoting 
passive, weak, and conforming behavior (Alcorn  1992 ). While followership has 
taken a backseat to leadership for a long time, the last decades have witnessed a 
growing interest in followership (e.g., Kelley  1988 ). Research groups have 
started proposing concepts that do not reduce followers to passive people carry-
ing out commands. In contrast, recent leadership theories emphasize the agreed-
upon cooperation of leaders and followers in achieving common organizational 
goals (e.g., Yukl  2010 ). These goals can only be achieved if there is buy-in on 
the part of the follower. In a sense it is at the discretion of the follower to decide 
whether or not he or she will accept a certain person as leader. If he or she does 
not accept the leader, then followership be less than optimally executed and may 
fail altogether – not much gets done and what does get done may not be what the 
leader wants. Thus, the “only-leadership-count” stance within the tradition of 
literature on organizations ignores the fact that effectiveness of a leader is 
largely dependent on the willingness and consent of the followers to accomplish 
their leader’s goals. Without followers, there can be no leaders. 

 Besides enabling an organization to meet its objectives, followership is impor-
tant for patient safety efforts in that “being led” is not a passive process and follow-
ing does not imply dispensing with independent, critical thinking. On the contrary, 
“exemplary followers” are neither passive nor conformist team members but pro-
vide a level of independent thinking that can prevent groupthink (Chap.   12    ) or spon-
taneous group decisions. In addition, courageous and honest exemplary followers 
will voice concerns and doubts and respectfully challenge their leaders, if they 
believe that patient safety is jeopardized. Without this safety net of competent and 
thoughtful followership, no healthcare organization can fulfi ll its commitment to 
safe patient care processes. 

 Finally, following and leading are not mutually exclusive characteristics. In some 
aspects, every leader is still a follower within his or her organization and vice versa: 
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Registered nurses train student nurses and are accountable to their head nurse; resi-
dents teach medical students and have attendings as their leaders. Attendings lead a 
team of nurses and residents in an emergency, but in turn are accountable for their 
actions to the head of the department.  

13.2.9     Situational Leadership 

 In the last four decades, situational and contingency theories of leadership have 
been developed. Based on the work of Fiedler (Fiedler  1967 ), these models look 
at the impact of various factors to determine how leaders optimally function in 
different situations. The underlying assumption is that there is no one best way 
to infl uence people and that different types of situations call for different leader-
ship behaviors. No single optimal psychological profi le of a leader can be vali-
dated. Good leadership is adaptive with respect to a multitude of external 
conditions. The effectiveness of a given pattern of leadership behavior is contin-
gent upon the demands imposed by the situation and by the followers’ overall 
maturity. Depending upon how a leader assesses a follower’s task maturity (i.e., 
the  ability  to perform a task) and his or her psychological maturity (i.e., the  will-
ingness  to perform a task), differing levels of  directive  and  supportive  behavior 
can be effectively applied (Fig.  13.2 ). The extent to which leaders direct and sup-
port followers lends itself to categorizing four different leadership behaviors 
(Hersey and Blanchard  1977 ):

  Fig. 13.2    Situational leadership in acute medical care. Leaders choose their style contingent upon 
the demands imposed by the urgency of the situation and by the follower’s experience, maturity, 
and willingness       
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    1.     Telling  is where the leader demonstrates high directive behavior and low sup-
portive behavior.   

   2.     Selling  is where the leader demonstrates high directive behavior and high sup-
portive behavior.   

   3.     Participating  is where the leader demonstrates low directive behavior and high 
supportive behavior.   

   4.     Delegating  is where the leader demonstrates low directive behavior and low sup-
portive behavior.    

  As a result, leadership in everyday life differs from leadership in a critical situation. 
For example, having experienced ICU nurses as team members will evoke a different 
leadership behavior as compared to managing a crisis with an inexperienced trainee. 
The challenge for a leader, however, is to know when to apply which behavior and, 
conversely, to abandon a certain style when it is no longer warranted. Special caution is 
warranted when a highly directive “telling” style is used with experienced team mem-
bers or for trivial tasks because it infl uences safety-relevant behavior (Zohar  2002 ). A 
follower may feel patronized and show recalcitrant behavior (Chap.   12    ) or may with-
draw mentally from a situation. Versatility and adaptability are primary requirements 
needed for successful situational leadership. Fortunately, they can be trained and learned.   

13.3     A Conceptual Framework for Leadership 

 Most likely, successful leadership in a high-stakes medical environment depends on a 
synthesis of these theories (e.g., the situational leadership model). In the frame model 
introduced here (following Gebert and von Rosenstiel  2002 ), three factors infl uence the 
success of this leadership process: the personality characteristics of the person who 
leads (leadership personality), the way the leading is done (leadership behavior), and the 
milieu in which leadership has to be assumed (characteristics of the situation) (Fig.  13.2 ). 

13.3.1     Leadership Personality 

 Grounded in trait theory, there have been many different studies of leadership traits 
and skills. Results of research on leadership have not yielded consistency with 
respect to the combination of characteristics of a successful leadership personality. 
But there is some convergence. Skills that leaders need are technical skills in the 
job, conceptual skills (analytic and decisional), and human relation skills. Among 
the traits repeatedly identifi ed as found in most leaders are self-confi dence, deci-
siveness, high energy level, initiative, dominance, willingness to assume responsi-
bility, intelligence, creativity, and being organized (Stogdill  1974 ).  

13.3.2     Leadership Behavior 

 One factor has consistently been identifi ed as an ingredient of successful leadership 
behavior:  communication.   To lead, one must communicate – with team members 

13 Leadership

http://dx.doi.org/10.1007/978-3-319-41427-0_12


309

and external resources (e.g., laboratory services, intensive care units from other 
departments, blood bank). Communication, however, is not an end in itself. Its pur-
pose is to build a team out of individuals and to enable successful task performance. 
Current theories describing successful leadership behavior have been presented in 
the preceding paragraphs.  

13.3.3     Leadership Situation 

 Healthcare providers in an acute medical care setting fi nd themselves in a variety of 
situations that require an adaptive and fl exible leadership repertoire. For instance, a 
surgeon may teach a young resident during an operation in the morning, be part of 
a trauma team at noon, and lead a quality improvement meeting in the late after-
noon. Among the most profound difference in situations is between leadership in 
everyday life and leadership in an emergency. Because leadership situations differ 
from each other, different styles of leadership need to be applied. Healthcare provid-
ers should be aware of the diversity of styles, learn and practice in various situa-
tions, and become experts at adapting their leadership behavior according to the 
demands of the event (McCormick and Wardrobe  2003 ).  

13.3.4     The Followers 

 For a leader and the team to effectively accomplish goals, followers must have the 
ability and willingness to fully participate in the team and to engage with the leader. 
Followers who provide a level of independent thinking and who know about their 
responsibility to speak up when they believe that patient care is compromised or 
jeopardized are an indispensable asset for achieving optimal patient care. Because 
followers are often learners as well, good leaders are aware of how to dynamically 
transfer leadership responsibility. The transfer may take place because the leader 
needs to attend to a task or to give an inexperienced colleague some supervised 
practice or because another clinician is equally or more qualifi ed to lead in a par-
ticular situation. Two important aspects of leadership change are necessary: Be 
explicit about the change so the whole team is aware, and ensure that the team’s 
situational awareness remains high. Observations of teamwork behaviors have 
shown one other important aspect in a team success: Leaders and followers have a 
“contract” of sorts that is an explicit and agreed-upon understanding of their roles. 
Followers then enable, support, and enhance team performance (e.g., Klein et al 
 2006 ).  

13.3.5     Leadership Success 

 Leadership behavior has consequences. Whether or not leadership in an emergency 
is successful has traditionally been viewed as mostly dependent on the clinical 
course of events; that is, leadership was assessed primarily in terms of survival and 
recovery of the patient. The teamwork was viewed as far less important. By which 
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route the goal of survival and recovery was reached was irrelevant. However, the 
past decade has witnessed an increasing interest in the  process  of leadership. 
Successful leadership is no longer only a question of patient outcome, but also that 
of a leader’s interaction with the team members. Current research and thinking is 
that effective leadership promotes better patient outcomes. Furthermore, effective 
leadership promotes a working and cultural environment that treats healthcare pro-
viders with respect and as mature, competent, and caring adults. When treated in 
this way, teams perform better.   

13.4     Leadership Problems in Critical Situations 

 Leadership problems in acute and emergent healthcare can most often be traced to 
one or both of these core problems: (1) A leader does not explicitly assume respon-
sibility for the leadership position, does not attain the team’s explicit agreement, 
and/or (2) does not act according to sound leadership principles. The failure to take 
and agree on responsibility and to lead can lead to suboptimal or unsafe results as 
described below. 

13.4.1     Without a Leader: When Nobody Shows the Way 

 If the leader does not fulfi ll the formal leadership function with the corresponding 
leadership behaviors, patient treatment in an emergency is jeopardized. Because 
decision-making in the high-stakes medical environment is based on  an   instructive 
leadership style, an indecisive leader will cause loss of coordination, failure to exe-
cute necessary tasks, and time delay. Recent research demonstrated that despite 
having suffi cient knowledge and training, teams managing a cardiac arrest were 
unable to follow guidelines successfully with the major obstacles being those of 
poor leadership and a lack of explicit task distribution (Marsch et al.  2004 ). This 
lack of leadership can partially be compensated for if team members are familiar 
with the tasks at hand and with each other because they have been working together 
for a while. In this case shared mental models, although not as good as they could 
be, allow each team member to anticipate each other’s resource needs and actions 
( implicit   coordination, Chap.   11    ).  

13.4.2     Misled into Action 

 The main tasks of leadership in an emergency situation are to generate a shared com-
prehensive mental model of the situation, to defi ne priorities and partial goals, and to 
coordinate the actions of all team members. This means that leaders have to refrain 
from operative actions. Unfortunately, leaders are not immune from a stress- related 
urge to act (“do something now”). Once leaders have been drawn into executing tasks 
(e.g., inserting a central IV line, giving drugs, adjusting the ventilator settings), the 
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leader’s attention has been drawn away from the demands of effective leadership, 
and therefore it is most likely that the leader will lose sight of “the big picture.” 
Studies exploring the relationship between team leadership skills and quality of car-
diopulmonary resuscitation in an adult cardiac arrest simulation were able to demon-
strate a positive association between team leadership skills and quality indicators of 
effective CPR (e.g., better technical performance, shorter pre-shock pause, and lower 
total hands-off ratio; Yeung et al.  2012 ). If it should become necessary for the leader 
to perform a task (e.g., inserting the central IV line because the resident failed), this 
should only be a short temporal exception, and the leader should explicitly have 
someone else take over leadership while distracted with a task. When the task is 
fi nished, the leader can explicitly resume leadership responsibilities.  

13.4.3     Tasks Executed? Failure to Monitor 

 The leadership process is a goal-oriented, recurrent, closed-loop cycle of thinking, 
deciding, and acting. Due to this iterative structure, preceding actions infl uence 
ongoing leadership decisions and team actions. A crucial part of the process of lead-
ing lies in monitoring whether an instruction has been understood and executed and, 
if so, what the results are. If leaders fail to maintain and close the loop, subsequent 
decisions will be based on assumptions and expectations, but not on real data.  

13.4.4     Strain: Leadership and Emotional Pressure 

 The anesthesiologist in the case study is confronted with a series of parallel task 
demands. He has to grapple with the unclear diagnosis of the medical problem, has 
to gain knowledge of the available resources, must satisfy the team’s need for ade-
quate communication, and has to be aware of and regulate his own emotional reac-
tions. Although the demands present an enormous challenge, trained and experienced 
leaders can cope with them. If a leader is unable to cope with the demands, the trap 
of the “cognitive emergency reaction” (Chap.    9    ) becomes a potential problem. 
Cognition and behavior will then no longer be directed at leading the team but 
instead at regaining the feeling of competence. Another frequently observed and 
unwanted behavior is that the “leader goes solo.”  Under   stress, decision-makers 
tend to focus on their own thinking and acting. In this condition, team members are 
excluded from participating in the leader’s mental model of the situation; thus, they 
have no idea what the leader thinks, plans, or expects for support (Driskell and Salas 
 1991 ).  

13.4.5     Change in Leadership: Change in Function 

 Healthcare providers in an acute medical care setting are sometimes forced to 
switch functions. For example, in the case study, the resident assumed the role of 
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leader in the case of malignant hyperthermia until the attending physician arrived, 
a “code blue” might be led by the physician on the ward until the resuscitation 
team can take over the case, etc. In both cases team members have to conform to 
the altered conditions and have to adapt their behavior. The key to successfully 
changing leaders or roles during an event is to be verbally explicit about the 
change. To adjust to changing conditions, the team must be aware of leader and 
role changes. Explicitly announcing and verifying roles as they change is just as 
important as being explicit and verifying situation updates, decisions, and task 
execution.  

13.4.6     “I’m in the Driver’s Seat!” : Leadership and Power 

 Teams in an acute medical care setting tend to view themselves as hierarchical. A 
hierarchical  team   implies a power gradient. Teams that attempt to reduce the author-
ity gradient and view the leader as having one job among a number of other impor-
tant jobs tend to share information better. Problems often arise if a leader assumes a 
strong autocratic leadership style. If a leader wields power insistently and consis-
tently, team members get the impression that the leader understands all there is to 
know about the situation and knows exactly what decisions and actions need to take 
place. If the function of a team member is continuously relegated to receiving 
orders, this can lead to hidden resistance, passivity, and suboptimal teamwork. 
Team members might refuse to “be led” or to fully cooperate with the leader. Lack 
of information sharing and trust can lead to a breakdown of teamwork with atten-
dant costs in the patient’s safety and well-being. On the positive side of the coin is 
that a power gradient, if wielded judiciously and respectfully, can be in the interest 
of the team because during a critical situation where team members may be con-
fused about the big picture, leadership can be very effective. However, no matter 
what style of leadership is used, active participation and volunteering of information 
should be encouraged by the leader.  

13.4.7     “There Is Only Room for One of Us!”:  Conflict 
for Leadership 

 When several leaders with a comparable position in hierarchy meet in an emer-
gency (e.g., resuscitation on general ward, acute bleeding in the OR, trauma in the 
emergency department), the leadership position can become ambiguous. If there 
is no standing rule about the allocation of responsibility, it is helpful when the 
respective leaders agree explicitly on the most appropriate leader. It is less impor-
tant what decision rule is used for deciding who is the leader, whether it be the 
most experienced person or the trainee needing to practice; what is important is 
that the leadership role and allocation of responsibilities be explicitly negotiated 
and agreed.  
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13.4.8     Handing Over Responsibility: The “Revolving Door” Effect 

 During the management of the malignant hyperthermia in the case study, the resi-
dent handed over leadership the responsibility to the attending physician. This 
handing over of responsibility generally corresponds with the necessary knowledge, 
expertise, and clinical skills of the leader and is done by turning over all relevant 
information. On the other hand, sometimes leaders take over responsibility too 
abruptly or implicitly. The resident could be sent away, ignored, or verbally “pushed 
away.” Because in this way the information the resident could share is lost, negative 
consequences for patient care are likely. Relevant information about the clinical 
developments, important clues, procedures performed, and laboratory data requested 
will not be available for future treatment. When a new leader is designated, team 
members must convey crucial information instead of leaving without providing 
information (revolving door effect). Having a new team leader has advantages 
because the new leader might have a fresh and less biased perspective. On the other 
hand, the advantage of having a new leader can be undone if team members stop 
participating in problem solving and information sharing.  

13.4.9     Invulnerable: Immunization Against Criticism 

 Leaders can make incorrect diagnoses, order questionable procedures, make mis-
takes, etc. Because a leader’s decisions in everyday life often go unchallenged, an 
 immunization   against criticism of team members can take place. Consequently, 
decisions a leader makes in critical situations might also be immune to criticism. 
Ideally, the interaction of team members with their leader should be characterized 
by a sound balance of respect  and   assertive behavior. The price for not understand-
ing or not challenging a leaders’ faulty decision can be high. Leaders can and should 
actively encourage team members to share their thoughts and to voice concerns. 
Leaders need to actively solicit feedback and concerns from team members. A pow-
erful leadership technique is for the leader to announce that speaking up when an 
action or decision is wrong or doesn’t make sense is an expectation of all team 
members. For this technique to work, the leader has to follow up with demonstrable 
appreciation when team members speak up, whether they be right or wrong in their 
concern.

  Leadership Problems 
•   Leadership role is not assumed.  
•   Relying on assumptions about who is in charge or that people know what needs 

to be done.  
•   Losing sight of the big picture.  
•   Failure to monitor.  
•   Overstrained with a situation (cognitive emergency reaction).  
•   Getting involved in clinical tasks while holding a leadership role.  
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•   Exerting power with an autocratic style.  
•   Failing to resolve confl icts with peers.  
•   Assuming responsibility abruptly and thereby displacing team members who 

have valuable situational knowledge (“revolving door” effect).  
•   Immunity from criticism.      

13.5     Leadership Tasks in a Critical Situation 

 The life-threatening situation from the case study forced the attending physician to 
provide leadership in a critical situation.  His   leadership behavior exemplifi ed the 
relevant tasks of a leader in a critical situation. Seven interrelated tasks seem espe-
cially vital for success in such a setting:

•    Organize the team; encourage, promote, and facilitate good  teamwork   .  
•    Apply   problem-solving strategies, verbally.  
•   Articulate clear goals.  
•   Make decisions using input from team members.  
•   Delegate and coordinate task execution.  
•      Monitor workload balance within and across the team.  
•   Reevaluate the situation regularly and verbally.    

 The items overlap to some degree with the characteristics of a good team process 
that we encountered earlier (Chap.   11.3    ). In this respect, it is noteworthy that suc-
cessful teamwork is the responsibility of  every  single team member. 

13.5.1     Organize the Team, Encourage, Promote, and Facilitate 
Good Teamwork 

 Good teamwork does not happen simply by assigning healthcare professionals 
together in the same shift. Similarly, formal positions with inherent authority do not 
necessarily result in effective leadership. Instead, good teamwork and leadership 
depend on a set of social and interpersonal skills of both leader and followers (Chap. 
  11    ) and fl ourish only in a trustful, cooperative climate. In contrast to leadership of 
single-discipline teams engaged in routine production tasks, leadership in interdis-
ciplinary action teams is characterized by a set of distinctive features:

•    Leadership in emergent acute care settings differs from leadership in other pro-
fessional areas because often there is little time for members to get accustomed 
to each other. Instead of being able to brief the entire team prior to the mission, 
it is common for leaders to organize their team “on the fl y.”  

•   Leaders face the challenge of having strangers from a variety of professional 
groups, and clinical disciplines cooperate in ad hoc teams. Thus, leaders are 
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faced with task demands (“patient treatment”) as well as social demands (famil-
iarization, developing some form of team etiquette, establishing and reinforcing 
communication patterns, etc.).  

•   Whenever possible, leaders should not participate “hands on” in patient treat-
ment but rather make it their top priority to build a structured team and free their 
resources for thinking, decision-making, and situational reassessment. While it 
is often senior team members who are assigned the task of leadership, their capa-
bilities might be needed in certain situations (e.g., diffi cult airway, central IV 
line, venous access in neonates and infants). As soon as possible, leaders should 
try to regain their “hands-off” position.  

•   Effective leaders in most situations help provide the needed resources for team 
members. In the case of emergent acute care settings, responsibility for resource 
management in terms of equipment, personnel, and communication with outside 
functions such as lab, radiology, etc., needs to be assumed by another team mem-
ber. This person is often called the event manager.  

•   Effective teamwork with its central behavior components of workload distri-
bution, mutual performance monitoring, feedback, closed-loop communica-
tion, and backup behavior is the mainstay of effi cient patient care. Effective 
leaders cultivate desired team behaviors and skills when they openly share 
information and explicitly empower members to speak up, give constructive 
and timely feedback, and challenge the leader’s thoughts and actions when 
appropriate.  

•   What team members expect from their leader is leadership behavior, not formal 
authority. Ideally, leaders renounced their individuality in the service of a reli-
able standard of excellent care, thereby embodying the transition from the mind-
set of craftsman to that of an equivalent actor (Amalberti et al.  2005 ).  

•   Leaders set the tone for their team, for better or worse. Integrity, friendliness, 
fairness, adherence to moral standards, and interpersonal skills may not directly 
impact task execution in every single case, but they certainly play a crucial role 
in generating team cohesion.     

13.5.2     Apply Problem-Solving Strategies Verbally 

 The purpose of leadership is to infl uence and direct the performance of team mem-
bers toward the achievement of a defi ned goal (Murray and Foster  2000 ). However, 
before a leader can formulate a goal, the immediate and underlying problems have 
to be understood. In acute healthcare settings, problem solving can be impaired by 
the complexity of the situation and by stress. Therefore it is highly recommended 
that leaders have a structured and well-practiced approach to problem solving (e.g., 
the fi ve steps of a good strategy, Chap.   10    ) rather than solving the problem on the 
basis of minimal informational input and by relying on heuristics. In addition, pro-
vocative situational factors (e.g., acute stress, feeling of incompetence) can severely 
degrade a leader’s judgment and create a vulnerability to peer pressure.  

13.5 Leadership Tasks in a Critical Situation

http://dx.doi.org/10.1007/978-3-319-41427-0_10


316

13.5.3     Articulate Clear Goals 

 Leaders carry the main responsibility for ensuring that their team achieves its clini-
cal goals. These goals serve as “beacons for our actions” that should satisfy as many 
concurrent needs as possible without creating new problems. When team members 
know what the leader wants them to accomplish, they can go about seeing a bigger 
picture of what they are supposed to do and can take more responsibility for obtain-
ing the teams goals. Clear goals lead to clear priorities. When goals and priorities 
are in place, material and personnel resources can be timed and allocated effi ciently 
and effectively by competent team members. On the other hand, when goals and 
priorities are not articulated clearly, critical situations can run out of control because 
multiple individuals, concentrating on only their part of the situation, will likely 
execute uncoordinated, unplanned, and often contradictory tasks.  

13.5.4     Make Decisions with Input of Team Members 

 Teams in acute care medicine must respond to unexpected events in a coordinated 
way. A  shared   mental model is the single most important prerequisite for success-
ful coordination of team efforts (Stout et al.  1999 ). Having a shared mental model 
of a situation means that team members have a common understanding about the 
task or problem at hand, the resources, the team members’ abilities and skills, and 
the situational context (Chap.   11    ).  Shared   knowledge enables each team member 
to carry out his or her role in a timely and coordinated fashion, helping the team to 
function as a single unit with little negotiation of what to do and when to do it. The 
greater the degree of accuracy and overlap among team member mental models, 
the greater the likelihood that they will coordinate with one another successfully, 
even under stressful or novel conditions. Leaders are responsible for generating 
and sharing mental models. In routine situations team members should be encour-
aged to share their thoughts and impressions with the leader. In time-critical situa-
tions with no room for prior discussions, input should be collected on the fl y: 
Leaders should verbally state their current mental model to the group (e.g., “I think 
our problem is… the main risks are… the strategy is…”) and at the same time 
encourage team members to challenge these assumptions if they don’t make sense 
or if they seem incorrect (e.g., “Does anyone see it differently … am I missing 
anything … ?”).  

13.5.5     Delegate and Coordinate Task Execution 

 To be an effective leader, it is imperative that responsibilities or assignments be 
delegated to members of the team. The process includes four steps:

•    Decide what to delegate.  
•   Decide to whom to delegate.  
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•   Communicate clear expectations.  
•   Request feedback, and close the loop.    

 The attending physician bore responsibility to ensure that all team members 
direct their efforts toward effective treatment of the malignant hyperthermia. For 
this purpose the leader provided partial goals deduced from medical knowledge and 
set priorities according to the situational demands (Chap.    7    ). The leader communi-
cated the plans to the team in an appropriate way and distributed individual respon-
sibilities to team members according to their skills and knowledge (to the extent that 
the leader knows them). Using specifi c rather than general delegation, the leader 
avoided the trap of requesting “someone” to do “something.” Besides being spe-
cifi c, delegation of responsibility should be descriptive rather than prescriptive: 
Recognizing that there is often more than one way of executing a task, leaders 
should have tolerance for team members in their individual method of fulfi lling 
their area of responsibility provided that the method is compatible with the desired 
outcome (Iserson  1986 ). To establish a closed feedback loop, leaders should request 
feedback on task execution, explicitly encouraging members to state problems or 
negative outcomes (e.g., “I’m having diffi culties with the central IV line. I acciden-
tally punctured the carotid artery already twice”). Ideally, team members provide 
this feedback without being asked.  

13.5.6        Monitor Workload Balance Within and Across Teams 

 Team members differ with respect to their capabilities and experience. Therefore 
the identical task may be conceived and executed differently by different team 
members. Leaders should be aware of the performance limitations of each member 
and carefully monitor workload balance. Emotions, too, can create a sudden dis-
equilibrium calling for a redistribution of workload. For example, during the man-
agement of the malignant hyperthermia in the example case at the beginning of this 
chapter, the resident was overwhelmed with the situation because he blamed him-
self for choosing succinylcholine as a muscle relaxant for the induction of anesthe-
sia. Because of his emotional turmoil, he repeatedly failed at inserting a central IV 
line into the jugular vein. To break this poor judgment chain, the attending physician 
assigned the resident to a different task and had him supported by an emotionally 
stable team member. Managing workload is part of a leader’s comprehensive task of 
team management. By drawing upon and allocating people, knowledge, informa-
tion, materials, and time, a leader can prevent work overload situations that compro-
mise situation awareness and increase the risk of errors.  

13.5.7     Reevaluate the Situation Regularly and Verbally 

 The last step in the process of leading a team during critical situations is regular 
reassessment of the situation. Reevaluation comprises the team process as well as 
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external circumstances: Reevaluating the team implies mutual cross-   monitoring 
whether information has been understood and tasks have been executed. Teams can 
support their leaders by providing ongoing  voluntary   feedback. It is critical for the 
leader and team members to keep in mind that we cannot ensure a shared mental 
model unless it is verbalized. Only through verbal updates and review will the team 
remain coordinated. Ideally reevaluation is not a one-way street with the leader 
constantly demanding updates from followers, but rather a mutual interaction 
between both parties. Because complex situations can unfold over different rates of 
time and in different directions, a healthcare provider may be busy searching for a 
solution to one thing when another problem emerges. Thus, faced with event-driven 
dynamics with rapid time constants, team leaders will have to keep track of develop-
ments within the patient and within the team. Both team monitoring and reevalua-
tion of external circumstances are prerequisite to maintaining an up-to-date “mental 
model” and to anticipating future developments.   

13.6     Tips for Daily Practice 

•     If you want to lead, you must respect people and show appreciation. Leadership 
only works if leaders have a genuine interest in fellow human beings and if they 
show their appreciation. Make sure everybody counts and everybody knows they 
count. Without this core value of “liking people,” nobody should strive for a 
leadership position.  

•   Leadership starts in everyday life. When confronted with a critical situation, 
leaders can only rely on well-established behaviors and a team climate that has 
been established in the normal course of life.  

•   Leadership does not fl ow automatically from a hierarchical position. True leader-
ship is manifested only if a person is qualifi ed in terms of leadership behavior.  

•   Good leadership is adaptive with respect to environmental conditions. The effec-
tiveness of a given pattern of leadership behavior is contingent upon the demands 
imposed by the situation and by the followers’ overall capabilities.  

•   Always remember: In critical situations, leadership is paramount. If there is more 
than one leader, there is no leader.  

•   Delegation has to be specifi c. Statements like “Could someone get a chest tube” 
risk that no one will get a chest tube.  

•   The leader sets the tone for the entire team. Loudness and yelled orders are the 
hallmark of disorientation and disorganization and may be perceived by team 
members as a sign of disrespect.  

•   The patient is the one with the emergency, not you and your team. Even with 
limited time, restricted resources, and high stress, leaders should convey the 
feeling that the patient’s welfare is of prime importance. Put another way: The 
decisions and actions the team takes are not about “who” is right, but “what” is 
right.  

•   Instead of succumbing to groupthink, the leader should make each individual in 
the group think.     
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13.7     “Leadership” in a Nutshell 

•     Leadership in the context of acute events in healthcare can be defi ned as the pro-
cess whereby a person infl uences and directs the performance of other team 
members by utilization of all available resources toward the achievement of a 
defi ned goal.  

•   A leader can be defi ned as a team member whose infl uence on group attitudes, 
performance, and decision-making exceeds that of the other members of the 
group.  

•   Leaders are taught and practice to lead, not born to lead.  
•   In the context of healthcare in a high-stakes environment, four leadership theo-

ries are relevant: the “great man” theory, trait theories, behavioral theories, and 
situational and contingency theories.  

•   The success of the leadership process is determined by the person who leads 
(leadership personality), the way this leading is done (leadership behavior), the 
attitudes and abilities of the followers, and the situation in which the leadership 
role is enacted.  

•   Leadership behavior can be described as existing on a grid with relationship 
orientation and task orientation as the two dimensions.  

•   Four leadership styles can be developed within this grid: the “laissez-faire” style, 
the democratic style, the authoritative style, and the integrative style.  

•   Leadership tasks in critical situations comprise coordination, delegating respon-
sibilities, formalizing information fl ow, determining the structure of the team, 
stabilizing emotions, and representing the team to others.  

•   Leaders involved in an intense healthcare situation will need an “event manager” 
to help ensure that resources are available and to coordinate with others within 
the organization.  

•   Successful leadership depends on the skills of the leader  and  the teamwork skills 
of each team member.  

•   A leader must have conceptual skills, technical skills, and interpersonal skills.  
•   Effective leaders delegate so that they can regulate. During high workload peri-

ods, the team leader should manage clinical progress, and team members should 
manage the technical tasks.  

•   No single leadership style is best for all situations. Different styles of leadership 
are more appropriate for certain types of decision-making.  

•   Situational leadership is a holistic leadership concept that perceives, respects, 
informs, coaches, and motivates staff members as unique human beings.        
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   Part IV 

   Error and Safety in Organizations 

             The fourth part of this book focuses on the infl uence of organizations on the perfor-
mance of healthcare professionals in a high-stakes medical environment. At fi rst 
sight many of these factors are beyond the responsibility of healthcare providers: 
The organizational culture, basic concepts of patient safety, or principles of staff 
development seem to be set variables that the individual must accept as they are; 
however, knowledge about the many ways an organization can impact patient safety 
can assist healthcare professionals in understanding basic mechanisms of accident 
evolution and may help to sharpen the focus for latent conditions in one’s own work 
environment. 

 When there are medical errors, usually one or more care providers are associated 
with the event. The overall conditions for “patient safety” often depend on the last 
line of defense, i.e., hospital or rescue staff. Therefore, it is helpful to understand the 
connections between the organization and the individual, such as the causation fac-
tors and mechanisms of a mishap and the relevance of latent factors. 

 Chapter   14     outlines a systemic view of organizations and discusses several infl u-
ential organizational theories on error: safety culture as the “DNA of safety”; the 
human factors approach, which emphasizes the inevitability of errors in organiza-
tions; the theory of “normal” accidents that are caused by the design of systems; and 
high-reliability theory, from which healthcare can benefi t. In addition, relevance 
and limitations of learning from aviation are discussed. As examples of factors that 
infl uence the actions of the doctors and nurses “at the sharp end” of the system, we 
present concepts of workfl ow management, medical device technology, and person-
nel management. 

 Chapter   15     deals with the reduction and management of complexity. 
Standardization as a tool for error prevention and checklists as a formalization of 
standards are discussed with regard to their benefi ts and limitations. Human factors- 
oriented system designs and knowledge management are examples for general strat-
egies to push organizations toward patient safety. 

 Chapter   16     deals with learning in and of organizations. Concepts from other 
high-risk domains such as the “reliable organization” and the “learning organiza-
tion” may be benefi cial for the medical sector as well, because they hold the 

http://dx.doi.org/10.1007/978-3-319-41427-0_14
http://dx.doi.org/10.1007/978-3-319-41427-0_15
http://dx.doi.org/10.1007/978-3-319-41427-0_16


possibility of changing the mindset of employees for their daily work. However, 
complex organizations such as hospitals cannot be changed with simple “recipes for 
success” or isolated measures. Instruments such as incident reporting systems and 
case studies and training in high-stress environments that replicate real-world con-
ditions such as can be done in simulation are important ingredients; and regular 
team training with debriefi ngs should be an integral part of organizational develop-
ment. Given the current economic situation, it is even more important that the issues 
of patient safety, error prevention, and reliable behavior are on the personal agenda 
of every healthcare provider.      
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  14      Organization, Errors, and Safety                     

 Case Study 
 In the early afternoon a 32-year-old worker falls from the top of a 4-m scaffold 
and impacts the ground with the right side of his body. Emergency medical 
services (EMS) evaluate the patient, who is found to be alert and hemodynami-
cally stable. He is transported to the emergency department of a nearby hospi-
tal for further evaluation. There, overseeing six emergent cases, the emergency 
physician is extremely busy, while additional patients are waiting. On arrival, 
the patient’s blood pressure and heart rate are within normal limits, and the 
lungs are clear to auscultation. The patient’s chief complaint is localized pain 
on the right side of his chest worsening with deep breathing and movement. 
The patient undergoes a chest X-ray (CXR) in the radiology department. The 
radiology technician who is in the habit of identifying patients based chiefl y on 
their last name erroneously distributes the wrong fi lms. The patient’s CXR, 
because they are from a different patient, shows a set of normal fi ndings. The 
patient returns to the emergency department accompanied by a student nurse 
who has been asked to monitor the patient, while the rest of the staff helps with 
other cases. In the course of the following half hour, the patient becomes 
increasingly short of breath and anxious. The emergency physician is called by 
the student nurse to assess the patient. He reviews the CXR fi lms and, after 
ruling out any chest and lung pathology, prescribes boluses of morphine as 
required for pain control. Shortly after morphine is administered, the patient 
becomes obtunded. The pulse oximeter, brought into the room by the nurse 
shortly before, shows an oxygen saturation of 79 %. Bag-mask ventilation is 
immediately initiated. After an uneventful intubation, the emergency physician 
notices decreased breath sounds on the right side of the chest and subcutaneous 
emphysema. While preparing for chest tube insertion, the patient’s oxygen 
saturation abruptly drops to the 40s. The ECG monitor displays ventricular 
fi brillation. A defi brillator is immediately obtained; however, the shock is 
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delayed due to the unfamiliarity of the operators with the new version of the 
device. Eventually resuscitation efforts prove successful and the patient regains 
spontaneous circulation. The CXR is examined again and the swap discovered. 
The correct fi lms are reviewed, and multiple rib fractures and a right-sided 
pneumothorax identifi ed. 

 A construction worker fell from the top of a scaffold and was transported by EMS 
to an emergency department. At the time of admission, the emergency department 
was understaffed and overcrowded. Due to the hectic workfl ow, the one available 
physician performed a very quick, basic clinical check before heading for the next 
patient. Because the initial clinical fi ndings suggested serial rib fractures, the physi-
cian ordered a CXR. At the radiology department, the CXRs were swapped, and the 
patient returned to the emergency department with the wrong images. Because the 
patient carried the CXRs and because the family name on the fi lm is identical to the 
patient’s name, no suspicion arose that the fi lms could be wrong. Neither fi rst name 
nor date of birth was verifi ed. Thus, the actual severity of his injuries was over-
looked. Moreover, an inexperienced student nurse was assigned to the patient, and 
pulse oximeter monitoring was not initiated. When the patient’s clinical status dete-
riorated, the resident physician was unable to correlate the symptoms with the nor-
mal radiological fi ndings. Because the CXRs showed no pathology, the resident 
neither crosschecked the radiological fi ndings by repeating the clinical examination 
(e.g., by chest auscultation) nor did he closely reexamine the CXR (e.g., by verify-
ing the patient’s name); instead, he ordered pain therapy with morphine, which 
worsened the clinical situation. It is only after a successful intubation that new clues 
emerged (e.g., decreased breath sounds, subcutaneous emphysema) which pointed 
to a pneumothorax. The situation was complicated by the fact that controlled venti-
lation precipitates a tension pneumothorax which rapidly develops into cardiac 
arrest. Moreover, the defi brillator in the emergency department has been on the fl oor 
for only 2 weeks, and everyone had not yet been trained in its use. 

 Although at fi rst sight the circumstances of this event indicate a series of unfor-
tunate events, their occurrence is not accidental: The organizational structure of this 
hospital allowed the successive occurrence of seemingly isolated factors to come 
together for this specifi c case. What at fi rst glance may appear to be the result of the 
faulty behavior of a few healthcare providers (e.g., radiology technician, student 
nurse, resident emergency physician), on closer inspection the picture that emerges 
is the contribution of fl awed processes and structures within this hospital. Also con-
tributing to the substandard care were other organizational factors – such as time 
budgeted for each patient or training provided on medical equipment. 

 To illustrate this statement, we explain what an organization is and how it can be 
described in a point of view that includes human factors and patient safety 
considerations. 

14 Organization, Errors, and Safety
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14.1               Organizations as Systems: Different Perspectives 

 Of all organizations in Western culture, healthcare delivery has certainly become 
one of the largest, most complex, and costliest of all. Although healthcare delivery 
is usually not thought of as a system, being  a socio-technical system  is one of its 
most distinctive characteristics. A socio-technical system is defi ned as the way 
human behavior, an organization’s complex infrastructures, and technology inter-
act. The socio-technical system “healthcare” has many component subsystems: pre-
hospital emergency medical services; hospitals (with their further subdivision into 
departments, wards, divisions, teams, programs); outpatient clinics; pharmacies; 
laboratories; manufacturers; government agencies; and patient organizations. Each 
of these represents a distinct culture with its own goals, values, beliefs, and norms 
of behavior on one hand and fi nancial, technical, and unique human resources on 
the other. Most of the problems within healthcare organizations do not exist in isola-
tion; they interrelate with each other. In order to solve any specifi c problem within 
a subsystem, it is necessary to take a broader perspective, where local issues are 
seen as part of a coherent whole.  Systems thinking , the “discipline for seeing wholes, 
recognizing patterns and interrelationships, and learning how to structure those 
interrelationships in more effective, effi cient ways” (Senge  1990 ), has been applied 
to industrial and management issues for a long time. However, systems thinking as 
applied to healthcare has only recently been applied to addressing our unique orga-
nizational issues. 

 “Thinking in system” implies analyzing the totality of the system instead of the 
individual system elements within the organization, so that the interaction of rela-
tions and structures comes into focus. 

 What then, exactly, is an organization? Within social sciences, many theoretical 
frameworks have been proposed for defi ning organizations: what organizations  are , 
how they should  function , and what actions can be taken if they do not function 
well. Several major schools of thought have evolved, each with its own perspective 
about characteristics of organizations, as described below:

•    Organizations are systems that are distinguishable from their environment. They 
are linked in a variety of relationships with their environment, and they form 
internal structures in which people and technology interact as socio-technical 
systems. The technical and social systems of an organization have their own his-
tory, are subject to change, and follow their own laws.  

•   From a  structural perspective , organizations are created and exist primarily to 
accomplish specifi c goals. The organizational structure as well as processes and 
rules are determined mainly by the organization’s goals, technology, and envi-
ronment. Behavior in organizations is intentionally rational and governed by 
“norms of rationality;” hence organizations are “rational systems” (Gouldner 
 1959 ). System theorists would say that “a hospital ‘has’ an organization.” If the 
management of an organization adopts a structural perspective, it will emphasize 
that goals, tasks, technologies, and structures are the primary determinants of 
organizational behavior; the needs, capacities, and self-interests of individuals or 
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groups are less signifi cant. The ongoing optimization and improvement of indi-
vidual expertise and performance, and of cooperative processes, is best accom-
plished through the exercise of authority and rules, not by fostering individual 
creativity or participation. Organizational problems usually refl ect inappropriate 
structure and can be resolved through redesign and reorganization.  

•   While the structural perspective places rationality as its central motive, the 
 human resource approach  focuses on the relationship between organizations and 
people (e.g., Argyris  1957 ; Argyris and Schön  1996 ). In this framework, people 
are the most critical resource; organizations exist to serve human needs instead 
of humans existing to serve organizational needs. Topics central to self-concept 
of an organization include motivation, attitudes, participation, and teamwork. As 
a result, an organization is a permanent arrangement of social elements with a 
formal structure. The organizational members not only pursue factual goals but 
also personal interests (e.g., career, power, individual development, and educa-
tion). If we say “the hospital ‘is’ an organization,” we emphasize the fact that 
people in organizations try to satisfy different needs and motives and are ready 
to align their behavior to shared values and norms. Such a hospital would place 
great value on the compliance with social rules. Organizational problems result 
from poor synchronization of human and organizational needs: Organizations 
become ineffective when people feel exploited, or both. When organizations 
become dysfunctional, effective remedial efforts strive for a state where organi-
zations can achieve their goals effectively, while humans derive rewards and 
meaning from their work.  

•   The  functional perspective  on organizations centers on the process of organizing 
as the main leadership task. This framework tries to identify and strengthen all 
processes wherein useful organizational structures, rules, and processes are cre-
ated. If an organization takes this perspective, the core belief will be that an 
organization will never have reached its fi nal structure; instead, constant reevalu-
ation, reorganization, continuous improvement, and rationalization remain cen-
tral tasks. One pitfall of this approach of constant reevaluation and improvement 
is that organizational problems and therefore their solutions may be rooted in an 
incomplete understanding of the way the organization functions under a variety 
of circumstances.    

 Each perspective points to important phenomena in organizations and provides a 
useful analytic framework of how structures, processes, people, and tasks interact. 
The outlined perspectives should be taken as complementary rather than indepen-
dently exclusive: Every organizational event can be interpreted in a number of ways, 
because organizations are “multiple realities” (Bolman and Deal  1984 ). Despite 
obvious differences, social scientists nevertheless agree that organizations generally 
develop as instruments for attaining specifi c goals. Organizations emerge out of 
situations in which people recognize a common or complementary advantage that 
can best be achieved through collective action; thus, by their very nature, organiza-
tions imply the integration and structuring of activities directed toward goal accom-
plishment. Organizations are consciously coordinated and deliberately structured 
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social entities – a group of people intentionally organized to construct or compile a 
common tangible or intangible product or service (Alvesson  2002 ; Bedeian  1984 ; 
Black  2003 ; Bolman and Deal  1984 ). The goals an organization tries to achieve can 
either be deliberate and recognized (explicit, as in a mission statement) or may oper-
ate unrecognized “behind the scenes” (implicit). Explicit goals of healthcare orga-
nizations can be safe patient care, medical excellence, or cost reduction, whereas 
implicit goals may comprise personal agendas of management, directors, or profes-
sional groups within the organization. 

 In order to balance contradicting goals and to accomplish specifi c goals, organi-
zations have to coordinate recurrent tasks by setting up task plans. These task plans 
can be more or less complex and comprise a multitude of separate decisions that 
make the punctual allocation of people, material, and other resources at the correct 
destination possible. At the early stages of organizational development, most of 
these task plans tend to emerge spontaneously, refl ecting a balance between effort 
and result. An evident vitality and spontaneity distinguishes these task plans, simi-
lar to blood fl owing through vessels, providing an organism with nutrients; how-
ever, when organizations exist for some time, experience with solutions to recurring 
problems will be refl ected in formalized structures, hierarchies, functions, and task 
descriptions. The constant blood fl ow of spontaneous and fresh ideas will gradually 
turn into a “thrombus of clotted decisions.” 

 Finally, as human organizations are social systems with an essential social char-
acter, they show identifi able boundaries between members and nonmembers. By 
defi ning who belongs to the organization and who does not, organizations create an 
“inside” where people cooperate, share common rules, and agree upon the way 
power and responsibility are distributed, and an “outside” to which it can respond as 
a collective body.  

14.2     Safety Culture: The DNA for Safety 

14.2.1     Organizational Culture and Safety Culture 

 Throughout human history, whenever groups of people gathered together, they had 
to face two basic challenges: Individuals had to be integrated into an effective 
whole, and the group had to adapt effectively to the external environment in order to 
survive. As groups found solutions to these problems over time, they engaged in a 
kind of collective learning that created a set of shared assumptions and beliefs we 
call “culture.” The same process of collective learning takes place when people 
work together on a day-to-day basis. In the case of an organization, this culture is 
referred to as “organizational culture.” It combines all features that make an organi-
zation or a company distinctive as a stable social system: deeply embedded values, 
norms, and expectations that accrued over time and which are now shared by the 
members of a particular organization. In addition, the values of the founders and the 
variations of values that managers and clinical directors also add shape the staff’s 
beliefs and attitudes. 

14.2 Safety Culture: The DNA for Safety
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 Organizational culture is:

•     Implicit:  The basic beliefs are generally refl ected by the members and are 
accepted as given.  

•    Collective:  These shared beliefs lead to consistent behavior.  
•    Conceptual:  The underlying values and beliefs provide the members of the orga-

nization with an orientation in the world.  
•    Interactive:  “How we do things around here” is sometimes implicitly, sometimes 

explicitly communicated to all new employees.  
•    Emotional:  If the members are part of a culture, they will be infl uenced 

holistically.  
•    Historically grown:  The current culture developed through learning over time.    

 We can summarize organizational culture as “the way we do what we do, how we 
think about it and how we feel about it.”  

14.2.2     The Three Levels of Culture by Edgar Schein 

 The organizational psychologist Edgar Schein developed the most famous approach 
to organizational culture (including safety culture) in the late 1980s (Schein  2004 ). 
In his model, organizational culture consists of three different levels. Not all of them 
are easily accessible to an observer who wants to get to know this organization (or 
wants to learn something about its safety culture) (See Table  14.1 .).

    Basic underlying assumptions  are the driving force behind every action and are 
usually not questioned or discussed. They become relevant for safety if an organiza-
tion wants to change. Due to the emotional value of the basic assumptions, people 
will resist any kind of change. 

 Based on the underlying assumptions are  espoused values –  the organization’s 
stated values and rules of behavior. These are expressed, for example, in mission 
statements. The common assumptions are not necessarily identical with every pub-
licly propagated value. It is possible that the two levels do not match, because values 
are propagated that do not fi t with the resulting behavior. Although the hospital in 
the case study publicly advertised, “Our focus is on you, the patient,” the crowded 
waiting room of the emergency department and the scarce staffi ng speak in a way 
that shows disdain for the patients’ needs and an indifference with regard to the 
patients’ safety. The last level consists of the  observable  behavior, structures and 
processes that are visible also to an outsider (“artifacts”). 

 So, if we look at basic assumptions regarding safety in an organization, at the 
values and opinions employees have regarding safety, and also how safety for both 
staff members and patients is taken into account in structures and procedures, then 
we are dealing with “safety culture.” 

 This concept of a specifi c aspect of organizational culture was fi rst used in the 
report of the International Atomic Energy Agency (IAEA) on the Chernobyl disas-
ter in 1986 (INSAG-1  1986 ). The IAEA defi nes safety culture as “that assembly of 
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characteristics and attitudes in organizations and individuals which establishes that, 
as an overriding priority, nuclear plant safety issues receive the attention warranted 
by their signifi cance” (INSAG-4  1991 ). Safety culture can be also defi ned as “the 
product of individual and group values, attitude, competencies, and patterns of 
behavior that determine the commitment to and the style and profi ciency of an orga-
nization’s safety… programs” (HSC  1993 ). In summary, it can be stated that safety 
culture has the following characteristics (after Guldenmund  2000 ):

•    It is relatively stable, multidimensional, and holistic in construct.  
•   It is based on shared cultural norms in the work environment.  
•   It affects the perceptions and behavior of the employees and constitutes 

practices.  
•   Thus, it infl uences the safety in organizations.    

    Table 14.1    Different levels of organizational culture and their relevance for patient safety   

 Levels  Meaning in general  Example for safety culture 

 Suitable measuring 
instruments for 
patient safety 

 Visible 
characteristics 
 (“artifacts”) 

 Observable behavior 
and appearance of 
the organization and 
its building 
 The interpretation is 
diffi cult because 
there is no clear 
interpretation rule 

 Technical status of medical 
devices 
 Hand disinfection 
 Standard operating procedures 
(SOPs) 
 Safety checklists 
 The presence of incident 
reporting system 
 The presence of morbidity and 
mortality conference 
 Number of near misses 

 On-site inspections 
 Safety audits 
 Document analysis 
 Observations 

 Publicly 
propagated 
values and 
opinions 
(“espoused 
values”) 

 Form the justifi cation 
for action 
 Can be and generally 
are communicated to 
employees 

 Offi cial mission statement 
 Propagated goals and strategies 
 Attitude and behavior of the 
senior management with regard 
to safety 
 Safety precautions 
 Existing risks and risk behavior 
 Workload 
 Communication strategies 
during safety incidents 

 Questionnaires on 
safety climate (e.g., 
SAQ, HSC) 
 Self-assessment 
(e.g., MaPSaF) 
 Interviews 

 Basic 
underlying 
assumptions 

 Form the core of the 
culture 
 Basic assumptions 
about human activity 
and relationships 
 Value of human life 
in terms of resource 
utilization and 
investments 

 Ideas about human nature (e.g., 
religious or humanistic) 
 Work ethic 
 Attitude toward change and 
learning 
 Profi t orientation 

 Not immediately 
apparent, must be 
derived from the 
expressed values 
and artifacts 
 Partial 
approximation is 
possible though 
interviews 

  Following Schein ( 2004 )  
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 To express that safety (and not the avoidance of errors) is the goal, it is better to 
use the term  safety culture  than  error culture  in the context of healthcare delivery. 
Safety culture implies that structures and procedures of the organization, work-
places and equipment, qualifi cations of employees, and communication and 
decision- making are designed in service to allow  safe behavior at all workplaces at 
all times . 

 Thus it is evident that patient safety cannot be delegated to individual offi cials 
such as safety managers or quality managers. Safety can only be achieved if all 
employees are aware of safety issues. Safety then becomes a “dynamic non-event” 
(Weick  1991 ).  Non-event  as it refers to the continuous absence of an accident and 
 dynamic  in so far as safety is not a permanent condition and is achieved over and 
over again. In this struggle, employees should be aware of their high responsibility 
for the patients and “don’t forget to be afraid” (Fig.  14.1 ; Reason  1997 ).

14.2.3        Safety Culture and Safety Climate 

 Safety culture or lack thereof tends to have lasting features that aren’t easily 
changed. However, a direct measurement of safety culture is hardly possible. It 
requires an in-depth analysis of the organization. This analysis can be structured by 
the three levels of culture in Schein’s model (Guldenmund  2000 ). However, the 

  Fig. 14.1    Elements of a safety culture. Safety is not a static feature of a system but rather the 
dynamic absence of critical events for which a person or team has to continuously strive       
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different levels vary regarding their accessibility for observers, and therefore differ-
ent measurements are needed (Table  14.1 ). When trying to access the unobservable 
characteristics of a safety culture (basic assumptions) by questionnaires, the result 
will be insight into the “safety climate.” 

 The concept of “safety climate” is often linked with the concept of “safety cul-
ture,” but has a different meaning (Denison  1996 ; Mearns and Flin  1999 ). The term 
safety climate best describes a snapshot of the current employees’ perceptions, atti-
tudes, and beliefs about risk and safety, typically measured by questionnaire sur-
veys. As it refers to a situation and its link to thoughts, feelings, and behaviors of 
organizational members, it is temporal, subjective, and often subject to direct 
manipulation by people with power and infl uence. 

 The most common and validated instruments in medicine are the Hospital Survey 
on Patient Safety Culture (HSPSC), the Manchester Patient Safety Assessment 
Framework (MaPSaF), and the Safety Attitudes Questionnaire (SAQ). However, the 
interpretation of these data regarding safety culture is diffi cult because organiza-
tions can form subcultures that depend on the specifi c context of different groups.   

14.3     The Development of Safety Culture 

 Based on mounting evidence that better safety culture is related to lower incidence 
of adverse events (Hofmann and Mark  2006 ; Naveh et al.  2005 ; Neal and Griffi n 
 2006 ; Singer et al.  2009 ; Vogus and Sutcliffe  2007 ) and higher reporting rates of 
incidents (Cohen et al.  2004 ; Gandhi et al.  2005 ), the moderation and development 
of safety culture in healthcare has attracted a great deal of research attention from a 
range of academic disciplines. As a defi ning feature of a culture is its relative stabil-
ity over time, an effective safety culture cannot be developed overnight. Rather, 
organizations adapt gradually to changes in environments and develop their (safety) 
culture in response to successes, failures, or regulatory requirements. The necessary 
paradigm shift toward valuing safety and integrating it into the culture often encoun-
ters considerable resistance within an organization. Since cultural change is driven 
by leadership, the safety-related attitudes of leaders play a crucial role in this cul-
tural change and development. Leaders can trigger cultural change, but it takes the 
entire organization to make the change. 

 A marker for organizational culture and thus a predictor for an organization’s 
maturity with respect to safety is information fl ow and, in particular, an organiza-
tion’s general way of coping with information that suggests an anomaly or contra-
dicts prevailing assumptions. In some organizations, information fl ows well, and 
elicits prompt and appropriate responses. In others, it is hoarded for political rea-
sons, not subjected to organizational scrutiny and understanding, or it languishes 
due to bureaucratic barriers. By examining key aspects of dealing with safety- related 
information, development phases can be described within an organization (Fig.  14.2 ; 
Parker et al.  2006 ). The model refl ects the dynamic and multidimensional nature of 
safety culture and how it develops (Table  14.2 ). Some aspects of the model, such as 
incident reports or workplace safety, are discussed in Chaps.   15     and   16    .

14.3 The Development of Safety Culture
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    It should be noted that the safety culture of an organization is not developed 
homogeneously – there are always more and less “mature” parts of an organization: 
“Safety culture is local” (Singer et al.  2009 ). In addition, the connection between 
organizational culture and behavior isn’t deterministic: Even in organizations with 
a pathological safety culture, there are individuals for whom safety is a top priority 
and who swim against the stream.  

14.4     Safety Culture Is an Informed Culture 

 Because medical work involves teams, shared information will provide the glue that 
keeps the team focused and coordinated to pursue patient safety. Thus, “safety cul-
ture” is an “informed culture” (Reason  1997 ). Those who manage and operate the 
system have current knowledge about the human, technical, organizational, and 
environmental factors that determine the safety of the system. Values and beliefs, 
relationships, learning, and other aspects of organizational safety culture are all 
about sharing and processing information. 

 The main elements of an informed culture are (Reason  1998 ; Parker et al.  2006 ; 
Weick and Sutcliffe  2015 ):

•     The existence of a safety information system  (e.g., incident reporting system): An 
informed culture collects, analyzes, and disseminates information from incidents 
and near misses as well as from regular proactive checks on latent conditions of 
the system.  

•    The existence of a reporting culture : Informed cultures want to get the most out 
of the “free lessons” that incidents provide. An informed culture is free of blame 
and open for communication, promoting willingness to report on errors and 

  Fig. 14.2    Framework for developmental aspects of safety culture (following Parker et al.  2006 )       
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violations. Leadership and management decide upon the reporting method (e.g., 
written or verbal information, information upon request or spontaneously deliv-
ered, anonymous, etc.).  

•    A present culture of trust : Providing safety-related information is rewarded.  
•    The willingness and competence to learn from what has happened : Learning 

includes drawing the right conclusions from the safety system and implementing 
reform when it is required.  

•    Prevailing justice : In the aftermath of every single incident or accident, the focus 
is not on individual blame; instead, great care is taken to analyze the event for 
latent errors. Nevertheless, a clear line is drawn between acceptable and unac-
ceptable behavior. There is no general amnesty for errors. Every member within 
an organization is aware of the fact that disrespect for standard operating proce-
dures, violations of safety rules, and substance abuse during work will not be 
tolerated. A culture in which all acts are immune from punishment would lack 
credibility in the eyes of the workforce. Defi ning which actions will be rewarded 
and which will be punished communicates what is of central importance to the 
organization.  

•    Flexibility : During emergency situations, decisions will be made by frontline 
experts at the “sharp end.” The advantage of this procedure is that decisions can 
be made without having to wait for confi rmation from higher levels of authority. 
Every member is aware of which decision-making competence is expected and 
he or she will act accordingly. Leaders within the organization encourage other 
members to display fl exibility during their decision-making in critical 
situations.     

14.5     Organizations, Human Error, Reliability, 
and Ultra-safety 

 Organizations try to achieve specifi c goals that can be achieved through collective 
action. Often, processes that lead to unsafe behavior, near-incidents, and accidents 
disturb the achievement of these objectives. This fact has led organizational psy-
chologists to address some basic questions: Why do errors occur in organizations? 
Why are socio-technical systems safe or unsafe? Are there abilities or competencies 
that enable people to work consistently in a reliable and safe manner? How do orga-
nizational frameworks and human behavior interact in the pathogenesis of inci-
dents? As a result of this discussion, a number of models were developed that deal 
with error and error mitigation in organizations. The most relevant for acute medi-
cine include:

•    The human factors engineering approach  
•   The theory of “normal” accidents  
•   The theory of high-reliability organizations  
•   The theory of ultra-safe systems    

14.5 Organizations, Human Error, Reliability, and Ultra-safety
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14.5.1     The Human Factors Engineering Approach 

 Before scientists started to systematically deal with the emergence of incidents and 
the contributing role of human error, the normal way of handling an incident was to 
identify the person whose improper action had led to the undesirable result and to 
exclusively hold this individual liable (person approach, Chap.   3    ). 

 Human factors research has relentlessly pointed to the fact that active failures 
(Chap.   3    ) rarely arise solely from negligence but are more likely the consequence of 
error-provoking circumstances (e.g., equipment design, software development, 
architecture of workplace Norman  1988 ; Vicente  2004 ). Errors are seen as “the 
downside of having a brain” (Chap.   4    ; Helmreich  1998 ) rather than pathological 
cognitive processes that could be overcome by improved effort or diligence. 

 From a human factors-oriented perspective (systemic perspective), one wrong 
action rarely leads to an adverse event. Instead, preconditions and actions at all 
levels of an organization make a system “vulnerable” so that one wrong or unsafe 
action can trigger an incident. In a vulnerable system, similar circumstances will 
lead to similar errors, regardless of the person involved in the action. This vulnera-
bility lies primarily in error-producing work conditions (e.g., the design of the 
workplace, architecture, device, and software design; Norman  1988 ; Vicente  2004 ). 
“Human error” therefore depends not on characteristics of individuals but on the 
socio-technical systems in which humans work (Chap.   1    ). 

 The contribution of the human factors approach to safe patient care and error 
reduction in a high-stakes medical environment can be seen in three key areas 
(Moray  1994 ; Vicente  2004 ):

•    Design of safe systems  
•   Ergonomics  
•   Importance of teamwork    

 Formal structures, hierarchies, functions, and task descriptions within an organi-
zation can be seen as an “accumulation of clotted decisions.” From this perspective, 
latent conditions for errors (Reason  1990a ,  b ,  1997 ) are the “accumulation of clot-
ted  unsafe  decisions,” often the decisions of those with no direct patient contact, 
such as systems engineers, managers, and others at the “blunt end” of an organiza-
tion, who do not set safety as the top priority or who, despite setting safety as the top 
priority, involuntarily create conditions that weaken a system’s protective barriers. 
Their decisions are embedded in organizations and can have considerable short- and 
long-range effects on patient safety. “Organizational accidents” result from the 
interaction of a chain of latent failures, breaches in the defenses, and often involve 
momentary errors by the healthcare professional. Because almost all organizational 
accidents result from faulty systems that set people up to fail (Kohn et al.  1999 ), one 
of the main research areas of human factors engineers has been the analysis of  sys-
tem design . 

 The second main fi eld of work within human factors research has been the appli-
cation of scientifi c information concerning human limitations to the design of 
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objects, systems, and environments for human use: the fi eld of  ergonomics  (Carayon 
 2006 ). The design of medical equipment and the architectural layout of rooms infl u-
ence the likelihood of mistakes. Due to inappropriate design of equipment and soft-
ware, healthcare professionals are “forced” to commit errors, or they are hindered 
from working safely and effi ciently by such things as cable clutter, wires, hoses, and 
lines running across the fl oor. 

 The information-processing capacity and decision-making capability of individ-
ual healthcare professionals have severe limitations within a high-stakes medical 
environment and are exacerbated under time pressure. In addition, poor  teamwork  
and breakdowns in communication between members of healthcare teams can be 
key factors in poor care and medical errors. As a result, human factors theory has 
emphasized the importance of group-level interactions and the use of multidisci-
plinary teams to detect, prevent, and manage error-associated incidents (e.g., Entin 
and Serfaty  1999 ). 

 Human factors engineering tries to optimize the relationship between humans 
and systems by designing systems and human-machine interfaces that are robust 
enough to reduce error rates and mitigate the effects of errors within the system.  

14.5.2     Normal Accident Theory 

 In the aftermath of the accident at the Three Mile Island nuclear power plant in 
1979, Yale University sociologist Charles Perrow introduced the idea that as soon as 
technological systems become suffi ciently complex, accidents will be inevitable or 
“normal.” This conceptual framework has come to be known as Normal Accident 
Theory (NAT; Perrow  1984 ,  1994 ,  1999 ). Perrow explained his theory by introduc-
ing two related dimensions – interactive complexity and loose/tight coupling – 
which he claimed together determine a system’s susceptibility to accidents. 

  Interactive complexity and coupling . The system dimension of interactive com-
plexity is characterized by a multitude of positive and negative feedbacks between 
its components, most of these not visible or not immediately comprehensible. 
Unfamiliar or unexpected sequences of events may evolve in manners unpredictable 
to the designers or the users of the system. As a result, apparently trivial events may 
accumulate consecutively, with potentially severe consequences: The “harmless” 
habit of a radiology technician to refer to patients using only their family name can 
then contribute to the events leading to a cardiac arrest in a young trauma patient. 

 The concept of coupling describes the proximity of connections or transitions 
between system components. Coupling can be either tight or loose. If a system is 
tightly coupled, high interdependency exists: Each part of the system is tightly linked 
to other parts, and subcomponents of a tightly coupled system have prompt and 
major impacts on each other. In the absence of buffers, a change in one part of the 
system can rapidly affect the status of other parts. As a result, the quick response of 
system components to disturbances in another system may have disastrous conse-
quences. The impairment of venous return by an increase in intrathoracic pressure, 
as in the case of a tension pneumothorax, would be a pathophysiological example of 
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tight coupling. In addition, tight coupling and interactive complexity raise the odds 
that a healthcare provider’s intervention will worsen a critical situation. For example, 
the extent of the lung damage became evident only after the physician had intubated 
the patient, thereby precipitating the tension pneumothorax. 

 In contrast, if loose coupling exists, the system components either work rela-
tively independently of each other or the system itself possesses suffi cient buffers to 
absorb the effect of failures or unplanned behavior without causing destabilization. 
According to NAT, systems with interactive complexity and tight coupling will 
experience unforeseen and unpreventable accidents. 

 As Charles Perrow formulated his theory as an explanation for disasters due to 
system accidents in socio-technical systems, he came to the conclusion that safety 
could be ensured only by renouncing risky technologies (e.g., nuclear energy).  

14.5.3     High-Reliability Theory 

 The pessimistic view of NAT is that accidents are inevitable and normal. In contrast, 
representatives of the theory of high-reliability organizations (HROs) show in their 
analysis of several case studies that even complex organizations with tight cou-
plings can work reliably and safely without accidents by following certain organi-
zational and communication rules. These case studies include large organizations in 
industries with complexity levels that are similar to hospitals such as aircraft carri-
ers and nuclear power plants (LaPorte and Consolini  1991 ; Roberts  1990 ; Weick 
and Sutcliffe  2015 ). 

 These high-reliability organizations achieve their high safety standards through 
mindful attention to ongoing operations. HROs resemble other organizations in 
their input processes, but differ through their adoption of a widespread precaution-
ary attitude toward usual and unusual operations. HROs are committed to  mindful-
ness  as a means to manage challenges. High-reliability theory offers an optimistic 
approach and emphasizes that organizations can contribute signifi cantly to the pre-
vention of accidents through good organizational design and management. The 
high-reliability theory identifi es the important role played by the cultural features in 
an organization that places high value on “error-free performance.” The processes 
by which HROs mindfully pursue their goal are characterized by an “informed 
safety culture” (Reason  1997 ) and several other characteristics (Roberts  1990 ; 
Weick and Sutcliffe  2015 ). Naturally, there are exceptions; however, research on 
HROs shows that it is possible for an organization to work safely even under adverse 
conditions if the following ideas guide action. 

14.5.3.1     Features of Reliable Organizations 
•     High-reliability organizations are marked by  anticipation : They respond early to 

weak signals with high attention.  
•    Preoccupation with failure : HRO employees are preoccupied with minor inci-

dents and rare events rather than with accidents or complete failures. Because 
even the slightest incident indicates possible weakness in the system, every 
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opportunity to learn is made real. This is evident in frequent incident reviews, the 
reporting of errors no matter how inconsequential they are, and employees’ 
obsession with the liability of success. Employees in HROs are skeptical, wary, 
and suspicious of long and quiet periods of success, always anticipating the dan-
ger of complacency and inattention. Sensitive to the fact that any decision or 
action may be subject to faulty assumptions, they are “chronically worried about 
the unexpected.” They hope for the best but anticipate the worst.  

•    Reluctance to simplify interpretations : HROs are just as preoccupied with com-
plicating their simplifi cations as they are with probing their failures. The relent-
less attack on simplifi cations can be seen by the preference for discovering and 
describing complex models about internal and external events. It is assumed that 
simple mental models and expectations produce simple sensing and rash deci-
sions. Instead, HROs employ varied and complex sensors to register and control 
complexities, i.e., “It takes variety to control variety.”  

•    Sensitivity to operations : Normal work routines are constantly scrutinized for 
potential weaknesses of the system. The necessary sensitivity required here is 
accomplished by building “a dense web of communication.” Every staff member 
is provided with detailed real-time information on what is happening and what 
ongoing operations require for error-free performance. Sensitivity to operations 
permits early identifi cation of problems so that action can be taken before prob-
lems become too substantial.    

 Despite all efforts to anticipate and take preventive measures, critical events will 
occur. The mindset necessary to cope with these critical situations differs from the 
one needed to anticipate their occurrence. Once they are faced with critical situa-
tions, HROs will apply at least two processes that enable them to contain and recover 
from problems. These processes include:

•     Deference to expertise : In a typical hierarchical structure, important decisions are 
made by high-ranking decision makers. Although hierarchical patterns of authority 
exist, authority within HROs always shifts toward the area of required expertise, 
not toward seniority or rank. The designation of who is “important” in a certain 
critical situation changes according to the decision maker’s specialization and 
“migrates” to the person or team with expertise relevant to the problem at hand.  

•    Commitment to resilience : To be resilient is to be mindful of errors as they occur 
and correct them before they worsen and cause more serious harm. Organizations 
that are committed to resilience always expect the unexpected. To reduce the 
likelihood of such an occurrence, focus is laid on developing general resources 
to cope and respond swiftly. A resilient mindset seeks cure rather than preven-
tion; mitigation rather than anticipation. Attention is concentrated on knowledge 
and resources that relieve, lighten, moderate, reduce, and decrease surprises. 
While  anticipation  encourages people to think and then act,  resilience  encour-
ages people to act while thinking to implement lessons learned from error 
(Hollnagel et al.  2006 ). Resilience in the context of HROs denotes a different 
meaning than resilience in the context of response to stressful events (Chap.   9    ).    
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 Reliability-enhancing organizations encourage people to discuss the current state 
of the system, deviations, personal intentions, minimal events, and the occurrence 
of error. A climate of openness and trustful relationships between employees and 
leadership are prerequisites. The constant refl ection upon decision-making, past and 
present, can prevent an effect of normalization when dealing with deviance. 
“Normalization of deviance” (Vaughan  1997 ) conceptualizes the gradual shift in 
what is regarded as normal after repeated exposures to “deviant behavior,” i.e., 
behavior straying from correct and safe operating procedures. Corners get cut, 
safety checks bypassed, and alarms ignored or turned off, and these behaviors 
become not just common but stripped of their signifi cance as warnings of impend-
ing danger. Normalization of deviance is likely to occur within an organization if 
deviating events, deviating behavior, or violations of rules do not receive immediate 
negative feedback. In the absence of a controlled punitive system, safety hazards 
will slowly turn into an acceptable risk. 

 In summary, the theories all address the issue of patient safety and human falli-
bility from a systemic perspective. All three theories provide helpful insight into the 
dynamics of error occurrence in a high-stakes medical environment and focus on a 
different set of organizational dynamics (Table  14.3 ).

   Table 14.3    Three theories addressing error and safety in terms of “system” issues   

 Theory 
 Key ideas around issue of 
errors 

 Key organizational factors 
implied by the theory to reduce 
error  References 

 Human 
factors 
theory 

 “Latent” conditions and 
active errors combine in a 
system to cause accidents 

 Decreased complexity; 
feedback loops; system 
redundancies; team cooperation; 
rapid response capability; 
operator communication; 
information systems; 
decentralized decision-making 

 Reason 
( 1990a ,  b ) 
 Rasmussen 
( 1982 ) 
 Gaba ( 1989 ) 
 Helmreich 
et al. ( 1999 ) 

 Normal 
accident 
theory 

 Errors in complex systems 
are unavoidable; no design 
is foolproof; risk is 
determined by the level of 
coupling between tasks and 
complexity of interactions 

 Control over personnel; close 
proximity of elites to operating 
systems; no centralization; use 
of buffers between steps in 
process; information and 
feedback around critical phases 
and errors 

 Perrow ( 1984 , 
 1994 ,  1999 ) 

 High- 
reliability 
theory 

 Complex organizational 
processes can be designed 
and operated for reliable 
performance 

 A “culture” of reliability and 
safety; system redundancies; 
training and education; 
decentralized decision-making; 
clear goals; measurement and 
feedback; the use of routines 

 LaPorte ( 1982 ) 
 Roberts ( 1990 ) 
 Schulman 
( 1993 ) 
 Rochlin ( 1993 ) 
 Weick and 
Sutcliffe 
( 2015 ) 

  From Hoff et al. ( 2004 )  
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14.5.4         Ultra-safe Systems 

 The likelihood of dying or being injured while working varies between different 
socio-technical systems. Systems that almost never produce accidents (such as the 
nuclear industry or civil aviation) can therefore be considered as “ultra-safe” 
(Amalberti et al.  2005 ). It should be possible to identify the strategies and tools 
responsible for this success and apply them to healthcare so that healthcare organi-
zations can be as safe as aerospace and other ultra-safe domains. However, the main 
difference between healthcare and these other domains lies not in the availability of 
tools, but rather in the willingness of the high-risk sectors to say goodbye to deep- 
rooted assumptions and beliefs regarding individual action and autonomy. Ultra- 
safe systems to a high degree owe their safety to standardization of processes and 
the acceptance of necessary changes in attitudes and traditions. Comparing health-
care with ultra-safe systems, there are fi ve barriers that must be eliminated to reach 
maximum safety in healthcare (Amalberti et al.  2005 ):

•     Acceptance of limitations on maximum performance . When the prevailing atti-
tude is “attain a specifi c high level of production, no matter what it takes,” the 
system in question is very unsafe. Healthcare has a strong emphasis on produc-
tivity to keep costs low. Low safety levels do not necessarily arise from incom-
petent actors; more often they are incurred by experts who challenge the 
boundaries of their own maximum performance.  

•    Abandonment of professional autonomy . The psycho-logic of human action 
demonstrates that it is natural for an individual to pursue personal goals. 
Competing personal interests in patient care arise when the autonomy of two 
individuals collide. Strict regulations and a growing movement toward educating 
healthcare professionals in teamwork have reduced the autonomy of healthcare 
professionals and thereby improved safety in healthcare, but there is still much to 
be done in this area.  

•    Transition from the mindset of craftsman attitude to that of an equivalent actor . 
A ubiquitous phenomenon in healthcare is the fact that patients choose their 
physician (e.g., surgeon, pulmonologist, cardiologist) in the belief that the result 
of a planned procedure will vary according to their choice. This view is typical 
of a craftsman market. Healthcare professionals must face the diffi cult transition 
of abandoning their status and self-image as craftspeople and instead adopt a 
position that values equivalence and standardization. Individuality in processes 
has to be renounced in the service of a reliable standard of excellent care. 
Anesthesiology seems to come close to this characteristic: No patient chooses a 
hospital or outpatient clinic just because he wants to have anesthesia delivered by 
a specifi c anesthesiologist. However, standardization and the equivalent actor 
principle require stable conditions for activity, which are less common in inten-
sive care units and emergency departments with the variation in patient acuity 
and staffi ng.  

•    Need for system-level arbitration to optimize safety strategies . Increased pres-
sure from medical malpractice liability and media scrutiny has created a need for 
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system-level arbitration. There is a clear tendency of professionals and their 
unions to overprotect themselves in the face of legal pressures and threats of liti-
gation. Healthcare professionals are no different – they fear for their own posi-
tion and act accordingly in pursuit of maximum (personal) safety. The perverse 
effect of this is that litigation-avoidance decisions primarily absolve them from 
responsibility but may not be in the best clinical or economic interests of the 
patient. To change this, the acceptance of residual risk has to be endorsed.  

•    Need to simplify professional rules and regulations . With increasing safety, the 
visibility of risk is increasingly hidden within system complexity. The potential 
of any new technique or regulation to strengthen safety diminishes. Thus, the 
probability is high that these decisions and regulations are made without clear 
proof of their benefi ts, and may even introduce frictions and contradictions 
among existing regulations and policies.    

 Unfortunately, none of the theories provide the needed solution for healthcare’s 
pressing safety problems. The challenge for healthcare will be to fi nd ways of adapt-
ing these theories to the structure, needs, and constraints of patient care. Simply 
copying safety “models of success” from other high-stakes environments will not 
work (Thomas and Helmreich  2002 ).   

14.6     Aviation as a Model? Parallels and Limits 

 A highly reliable, ultra-safe socio-technical system that is used again and again as a 
reference for patient safety is civil aviation. While in the 1970s fl ying was still a 
risky business, the number of air traffi c accidents in 2013 was, despite the continu-
ously increased number of fl ights, at a historic low: Were a passenger to fl y every 
day, they would have to spend about 6,500 years in the air before being involved in 
a fatal accident. This impressive development despite growing air traffi c is the result 
of a cultural and technical transformation of the system. 

14.6.1     Parallels to Healthcare 

 Although the consistent implementation of concepts for risk management in many 
other socio-technical systems has also led to a dramatic decline in the accident rate 
(e.g., nuclear power, petrochemical industry) and these could also offer many points 
of comparison, physicians seem to be drawn to almost exclusively search for viable 
concepts in aviation: “Pilots show doctors how errors can be avoided” or “Doctors 
learn from pilots” are stereotypical newspaper headlines expressing the opinion that 
doctors (especially anesthesiologists and emergency room personnel) have a lot in 
common with pilots. For years pilots have been welcome speakers at medical con-
ferences, and if a doctor shows detailed knowledge of instruments and procedures 
in the cockpit during a talk on patient safety he or she harvests admiration. The 
reasons for this continuing appeal of civil aviation to healthcare are manifold:
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•     Role model for improving safety : Healthcare can only dream of the level of safety 
of civil aviation. In 2010–2014, the 5-year average of fatalities due to safety 
problems in commercial aviation jet planes was 353 persons/year, compared to 
517 fatalities/year in 2009–2013 (IATA  2015 ,  2016 ). In 2015, the number of fatal 
accidents was 0 (IATA  2016 ), although there were two total hull losses due to 
terrorism and crime. Other statistics show slightly different rates, depending on 
the types of planes, regions, and incidents included. All show a superb level of 
safety (e.g., Boeing  2015 ). In contrast, 2–3 % of patients undergoing surgery 
died (Pearse et al.  2012 ).  

•    Comparable socio-technical environment:  In both domains, teams of highly spe-
cialized experts interact with advanced technology in high-risk situations. Errors 
may have a signifi cant impact on the safety of the persons entrusted to them and 
have fi nancial, legal, and political consequences (Kao and Thomas  2008 ).  

•    Comparable cognitive and social requirements : Those healthcare domains deal-
ing with patients with rapidly deteriorating health conditions that must be diag-
nosed with the use of technology and be treated in a team require decisions under 
uncertainty and complexity. Since pilots face similar challenges in emergency 
situations and dealing with it has been part of their training for decades (crew 
resource management (CRM) training), adaptations for acute medicine have 
been successfully implemented from early on (fi rst in anesthesia, but now becom-
ing more widespread in emergency care, critical care, operating room teams, 
obstetrics, and others).    

 In the interests of patient safety, a number of aviation concepts have been trans-
ferred to the healthcare domain (Helmreich  2000 ; Toff  2010 ; Levy et al.  2014 ; 
Lewis et al.  2011 ; Kao and Thomas  2008 ; Ornato and Peberdy  2014 ). These include:

•    Addressing human factors (Chap.   1    )  
•   Simulator training and adapting crew resource management principles (Chap.   16    )  
•   Development of behavioral markers for assessing behavioral and teamwork 

skills (Chap.   2    ) for different acute medical disciplines  
•   Standardization of processes: implementation of checklists (e.g., World Health 

Organization’s “Safe Surgery Saves Lives” initiative) and establishment of stan-
dard operating procedures (Chap.   15    )  

•   Joint briefi ngs (Chap.   11    )  
•   Establishment of incident reporting systems (Chap.   15    )  
•   Reduction of work hours to reduce the infl uence of fatigue (Chap.   8    )     

14.6.2     A Bumpy Comparison: Doctors and Nurses Face More 
Challenges than Pilots 

 In the initial euphoria, several medical publications presented healthcare and civil 
aviation as two socio-technical systems with many similarities. In the last few years, 
however, the focus has moved to the considerable differences between the two 
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(Rampersad and Rampersad  2007 ; Ricci et al.  2012 ; Rogers  2011 ; Shaw and Calder 
 2008 ; Webster  2002 ). Although healthcare should still learn from aviation and 
hasn’t fi nished testing and adapting its safety concepts (Gaba  2011 ), regulatory or 
organizational frameworks should be considered, and differences need to be clearly 
named to avoid unrealistic expectations and to integrate procedures into healthcare 
in a useful way. That such a critical, meaningful connection between aviation and 
healthcare remains fascinating and exciting is proven by the book  Why Hospitals 
Should Fly  (Nance  2008 ), which led the US bestseller lists for many weeks. 

 One oversight may be that the cognitive demands required for effective acute 
care medicine likely are more similar to those of military pilots. For reasons 
unknown, this fact is not refl ected in patient safety literature. 

 Since the comparison of acute healthcare and aviation is often limited to specifi c 
aspects, the main differences between civil and military aviation and acute medicine 
will be compared more fully below (Table  14.4 ). This makes it possible for readers 
to see where their own organization might learn from aviation and which know-how 
may be useful and transferable.

   In our opinion, task requirements are similar in many ways. The workplace and 
the environment of the system, however, are not. Work in acute healthcare and in 
aviation is vulnerable to defi cits in skills such as situation awareness, decision- 
making, communication, leadership, and teamwork. Decision-making under uncer-
tainty is especially highly demanding. 

 In addition to the admiration of the ethical dimension of demonstrating consis-
tently high standards of safety, it is a sobering thought that airlines invest in the 
safety of their passengers and crew members primarily due to economic reasons and 
regulatory aspects. These factors do not predominate in the healthcare domain.   

14.7     Organizational Sources of Error 

14.7.1     Key Systems Issues for Addressing Error and Safety 
in Acute Medical Care 

 Published more than a decade ago, the Institute of Medicine’s (IOM) report “To Err 
Is Human: Building a Safer Healthcare System” (Kohn et al.  1999 ) has triggered an 
unprecedented effort within the healthcare community to identify interventions that 
might decrease medical errors and enhance patient safety. A system-based approach 
to reducing error and the need for a strong patient-safety environment have begun to 
replace the focus on alleged incompetent or misguided individuals. Consequently, 
the medical community has directed empirical research to the linkages between 
organizational dynamics, medical error, and patient safety. A review of the clinical 
and health service literature was able to identify the most discussed or analyzed 
organizational variables (Hoff et al.  2004 ). At present, however, there seems to be 
little scientifi c evidence for asserting the importance of one single individual, group, 
or structural variable in error prevention. From among the analyzed variables, the 
following seem especially relevant for initiating latent errors in a medical 
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   Table 14.4    Comparison between the “workplace cockpit” in civil and military aviation and acute 
healthcare   

 Workplace acute 
healthcare mostly in 
hospital 

 Workplace cockpit in 
civil aviation 

 Workplace cockpit in 
military aviation 

 Characteristics 
and job 

 Risks are an integral 
part of care and are 
taken based on the 
potential benefi t and 
ideally after the 
patient’s informed 
consent. Accordingly, 
various outcomes are 
anticipated and 
acceptable 

 There will not be any 
risks. A safe fl ight is 
the only acceptable 
outcome 

 A distinction is made 
between peace operations 
and mission operations. 
In peace operations only 
limited risks are taken 
( train as you fi ght ). 
During mission 
operations, risks to pilots 
and aircraft are taken into 
account 

 The team is usually 
responsible for one 
patient at a time. An 
error concerning the 
patient has no physical 
consequences for the 
team 

 The crew is responsible 
for many passengers 
 They may die 
themselves as a result 
of an error 

 The crew is (depending 
on the type of aircraft) 
responsible for crew 
members, and mission 
success 
 Crews can die as a result 
of errors or enemy 
actions. Armed combat 
aircraft potentially kill 
innocent people 
(collateral damage) 

 Patient care is 
performed by various 
team members in 
different locations 
with partially 
overlapping actions. 
Knowledge about 
diagnosis and 
treatment must be 
passed on at the 
interfaces 

 A fl ight has a defi ned 
start and a defi ned end 
and is performed by a 
crew 
 From this fl ight nothing 
will be taken to the 
next shift 
 For long-haul fl ights, a 
replacement crew is on 
board. Handover then 
takes place in-fl ight 

 Short missions with a 
known target are 
performed by a team 
(which may also include 
formations of several 
planes). On missions with 
an unknown destination, 
extensive handovers at 
the target area with target 
instructions are 
necessary. Missions can 
overlap, so that handovers 
from aircraft to aircraft 
can be necessary 

 Emergency procedures 
must be performed 
immediately; patient 
condition can’t be 
optimized fi rst and 
treatment can’t be 
postponed 

 If the weather 
conditions are not safe 
or any function of the 
plane is out of order the 
fl ight is canceled 

 In peace operations, same 
as civil aviation 
 During combat, fl ight 
takes place in unfavorable 
circumstances based on 
risk assessment 

(continued)
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 Workplace acute 
healthcare mostly in 
hospital 

 Workplace cockpit in 
civil aviation 

 Workplace cockpit in 
military aviation 

 Regulatory 
structures and 
training 

 Nearly all regulatory 
authority comes from 
a number of 
nongovernment, 
volunteer 
organizations 

 Main regulatory body 
(e.g., Federal Aviation 
Agency) is responsible 
for manufacturers, 
airlines, and fl ight 
personnel 

 In the United States, each 
branch of the military has 
a central authority for 
training, licensing, and 
aircraft certifi cation and 
publishes operations 
manuals for pilots and 
maintenance 

 Since the late 1990s, 
sporadic attempts have 
been made to enhance 
human factors and 
organizational design 
and to utilize 
behavioral and 
teamwork training to 
enhance individual 
and team performance 

 Since the late 1970s, a 
structured and 
systematic approach 
has been made to 
enhance human factors 
and organizational 
design and to utilize 
behavioral and 
teamwork training to 
enhance individual and 
crew performance 

 Since the late 1980s, a 
structured and systematic 
approach has been made 
to enhance human factors 
and organizational design 
and to utilize behavioral 
and teamwork training to 
enhance individual and 
crew performance 

 No psychometric 
testing of candidates. 
Selection largely 
based on previous 
academic performance 

 Rigorous selection with 
psychometric testing of 
candidates 

 Rigorous selection with 
psychometric testing of 
candidates 

 Simulator training is 
optional 
 Not all hospitals have 
simulators or access to 
such 

 Simulator training is 
the main pillar of 
education in modern 
education programs 
 All airlines have access 
to simulators 

 Simulator training is an 
integral part of the 
training 
 The percentage of real 
fl ight hours during 
training is signifi cantly 
higher than in civil 
aviation 

 Available simulators 
(patient, virtual reality 
task trainer) have 
limited validity. The 
complexity of widely 
variable biological 
systems is large. 
Current simulator 
technology provides 
very poor fi delity 

 Available simulators 
have excellent validity, 
since the behavior of 
technical systems can 
be reproduced 
predictably 

 Available simulators have 
limited wartime validity, 
since the complexity of 
the mission and 
centrifugal forces are 
diffi cult to simulate 

Table 14.4 (continued)
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 Workplace acute 
healthcare mostly in 
hospital 

 Workplace cockpit in 
civil aviation 

 Workplace cockpit in 
military aviation 

 Learning on live 
patients; learning 
curve of the learner is 
associated with risk 
for the patient 

 Learning in the fl ight 
simulator; learning 
curve of the pilot for 
obtaining the “type 
rating” without danger 
to passengers 
 Operation with 
passengers, “line 
training,” is performed 
after qualifying in a 
simulator 

 Learning is 
approximately 15 % in a 
fl ight simulator; 85 % in a 
real aircraft 
 Risk to man and machine 
exist during the training 

 Patient care is often 
done without adequate 
supervision and even 
scheduled supervision 
is not available 
because of other 
responsibilities 

 Constant supervision 
by experienced pilots 
 Semiannual and annual 
check fl ights and 
medical exams and 
standardized 
assessment of pilots’ 
mental fi tness to fl y 

 Constant supervision 
during training 
 After taking the exam 
supervision is only 
indirectly ensured 
 Annual check fl ights and 
medical assessment for 
pilots 

 Simulator training is 
voluntary and 
accomplished in 
irregular intervals 

 Semiannual/annual 
mandatory simulator 
training 

 Semiannual and annual 
mandatory simulator 
training 

 Defi ned behavioral 
markers for some 
disciplines 
 No pass/fail standards 

 Defi ned behavioral 
markers 
 Required by the 
government and 
defi ned by the airline 
company. Relevant for 
pilots’ permission to fl y 

 Defi ned behavioral 
markers, each branch of 
the military sets its own 
regulations for pilot 
assessment 

 Team  Teams in acute 
healthcare are usually 
large (e.g., emergency 
room surgery) and 
relatively 
heterogeneous (many 
specializations) 
 Often changing daily, 
with personally 
unknown team 
members 

 The cockpit team 
usually consists of only 
two persons 
 Together with cabin 
crew relatively 
homogeneous team (2 
professional groups) 
 Often changing daily, 
with personally 
unknown team 
members 

 Combat aircraft cockpit 
team consists of two 
pilots or a single pilot; 
however, increasing 
number during formation 
fl ying (maximum 4 
aircrafts per formation) 
 Fixed or formed team 
policy determined by 
military branches 

Table 14.4 (continued)
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 Workplace acute 
healthcare mostly in 
hospital 

 Workplace cockpit in 
civil aviation 

 Workplace cockpit in 
military aviation 

 Competencies of the 
team members are not 
identical and depend 
on training and 
experience 
 Procedures are often 
only known by single 
team members; little 
redundancy 
 Knowledge base is 
mostly complementary 
and not substitutive 

 Skills of the pilots are 
largely identical, but 
depend on experience 
 Procedures can be 
carried out both by the 
captain and fi rst offi cer 
redundantly 
 Knowledge base within 
the cockpit is identical 

  Combat aircraft:  the 
competence of a two-man 
crew is up to 80 % 
different; only singular in 
single-seat jets, 
redundancy in the 
formation 
 Some procedures can be 
carried out by either the 
front-seat pilot or the 
rear-seat weapons system 
offi cer. The degree of 
redundancy varies by 
type of aircraft and 
mission 
 Knowledge base is 
complementary and only 
partly substitutive 
  Transport aircraft:  
 Like civil aviation 

 No regular mandatory 
team or 
communication 
training for medical 
teams 

 Crews receive regular 
mandatory team and 
communication 
training (CRM) 

 Crews receive regular 
mandatory team and 
communication training 
(CRM) 

 No or little 
standardized 
communication 

 Standardized 
communication in the 
cockpit and with air 
traffi c control (ATC) 

 Standardized 
communication in the 
cockpit and with air 
traffi c control (ATC) 

 In an emergency there 
is often unclear 
leadership because of 
heterogeneous 
formation of teams 

 Clear hierarchy and 
leadership during an 
emergency 

 Clear hierarchy and 
leadership during an 
emergency 

 Little language 
standards, no defi ned 
working language 
 Frequently 
multicultural teams; 
problems in 
cooperation because 
of different languages 
and culture 

 Worldwide language 
standards and common 
working language 
(English) 
 Frequently 
multicultural teams, 
also dealing with 
language problems 

 Worldwide language 
standards and common 
working language 
(English) 
 Rarely multicultural 
teams in the cockpit. 
Formations might be 
multicultural, especially 
during allied operations 

Table 14.4 (continued)
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 Workplace acute 
healthcare mostly in 
hospital 

 Workplace cockpit in 
civil aviation 

 Workplace cockpit in 
military aviation 

 Aircraft and 
human 

 People are not 
constructed. Their 
current 
pathophysiology must 
be concluded from 
ambiguous signals 

 Aircraft are 
constructed; their 
current system state 
can be optimally 
represented for the 
operator 

 Aircraft are constructed; 
their current system state 
can be optimally 
represented for the 
operator 

 The human body is 
not produced in series. 
People differ in their 
demographic 
conditions, 
comorbidities, and 
course of disease 

 Aircraft of one series is 
nearly identical and 
interchangeable in their 
fl ight behavior 

 Aircraft of one series is 
nearly identical and 
interchangeable in their 
fl ight behavior 

 Control of the 
processes and 
work 
environment 

 Heterogeneity of 
patient care. 
Guidelines are often 
only reluctantly and 
with great latency 
introduced in everyday 
life. There are no 
government guidelines 
except for payment 
regulations. 
Guidelines 
promulgated by 
volunteer professional 
organizations. 
Availability of 
“standard operating 
procedures” for 
incidents not 
standardized or 
required 

 High degree of 
regulation by airline 
company and 
government approved 
“standard operating 
procedures” for all 
routine situations and 
expectable incidents. 
Compliance is required. 
Procedures are 
executed as a checklist 

 High degree of regulation 
by “standard operating 
procedures” for all 
routine situations and 
expected incidents. 
Compliance is required. 
Procedures are executed 
as a checklist 

 Process variability is 
often necessary; 
idiosyncrasies due to 
caregiver differences, 
patient condition, 
team, and clinical 
environment 

 Process variability is 
undesirable and not 
part of the professional 
self-image of pilots 

 Process variability in 
routine fl ight operations 
is undesirable. Processes 
at the tactical units 
require great fl exibility to 
survive during operations. 
Strategic and tactical 
advantage through 
fl exibility is part of the 
professional self-image 
of fi ghter pilots 

Table 14.4 (continued)
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 Workplace acute 
healthcare mostly in 
hospital 

 Workplace cockpit in 
civil aviation 

 Workplace cockpit in 
military aviation 

 Doctors and nurses in 
acute healthcare must 
often overcome 
emergencies and 
develop expertise 
 Checklists/algorithms 
for some emergencies 
in some institutions 
available 

 Pilots regularly train 
for emergencies that 
they may never 
experience 
 Emergencies are 
processed using 
checklists 

 Pilots regularly train for 
emergencies that they 
may never experience. 
Probability of occurrence 
of emergencies is higher 
than in the civil aviation 
sector as the aircraft are 
operated closer to their 
limits 
 Emergencies are 
processed using 
checklists 

 The negative impact of 
fatigue on 
performance is 
systematically 
underestimated 
 So far, there is 
insuffi cient change in 
working conditions 
due to knowledge 
about fatigue effects 

 The negative impact of 
fatigue on performance 
is part of the training 
and regulatory 
requirements 
 The economic pressure 
to perform while 
fatigued is secondary to 
regulations 

 The negative impact of 
fatigue on performance is 
part of the training and 
regulatory improvements. 
Implementation of 
measures to take account 
of fatigue is still lacking 
during combat operations 

 Work environment is 
usually known 

 Problems may occur in 
unfamiliar territory/
environment; in this 
case, few resources and 
support options 

 Problems may occur in 
unfamiliar territory/
environment; in this case, 
few resources and 
support options 

 Learning from 
mistakes 

 Incident reporting 
systems of varying 
quality are currently in 
place or being 
established almost 
everywhere 
 Still, only a small 
number of incidents 
are reported, and thus 
learning opportunities 
are missed 

 Incident reporting 
systems are in place 
(e.g., Aviation Safety 
Reporting System from 
NASA) and are used as 
an information base for 
improvement of 
aviation safety 

 Incident reporting 
systems are in place for 
all branches of the 
military and are used as 
an information base for 
improvement of aviation 
safety 

  Although all three domains share similarities, the differences are signifi cant and should be consid-
ered when attempting to transfer practices in aviation to acute healthcare. As can be seen, many of 
the differences are fundamental  

Table 14.4 (continued)
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high- stakes environment (Fig.  14.3 ; Cooper et al.  1978 ; Flin and Maran  2004 ; 
Morell and Eichhorn  1997 ; O’Connor et al.  2002 ):

•     Structure and processes  
•   Equipment-related incidents  
•   Human resource management  
•   Teamwork and leadership  
•   Communication  
•   Organizational culture    

 Here, we describe structures and processes, equipment problems, and human 
resource management. Teamwork, communication, and leadership are topics dis-
cussed in Chaps.   11    –  13    . The signifi cance of organizational culture is pursued in 
Chap.   15    , in addition to formal teamwork training interventions and simulation- 
based team training.  

14.7.2     Structures and Processes 

 Medical and legal requirements are changing constantly. Consequently, organiza-
tions must adapt their structures and processes continuously. Historically grown 
structures underlie a certain inertia that causes a typical resistance to change within 

  Fig. 14.3    Organizational sources of latent errors in a medical high-stakes environment       
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the organizations. As long as some people see the current as advantageous, change 
will prove diffi cult. Structures and processes in medical high-stakes environments 
that promote errors are:

•    Organizational culture: particular combinations of safety, economic concerns, 
and service  

•   Hierarchies, leadership principles  
•   Error concepts: person approach vs. system approach  
•   Concepts of cooperation and teamwork  
•   Quality of information systems and fl ow of information  
•   Policies for shift work and hours of work    

  The Organizational Problem     The complete chain of patient care in a high-stakes 
medical environment involves different groups of staff across several organizations 
(e.g., ambulance crews, emergency department staff, diagnostic departments, labs, 
and intensive care staff) that interact and create relevant patient-related information 
that risks becoming mishandled due to the many interfaces between the parties 
involved. The complexity surrounding the fact that patient care is usually not orga-
nized as one complete process, but rather as the succession of many partial steps 
executed by healthcare providers from different departments and specialties, is 
summarized as an  organizational problem : The shared goal of safe patient care can 
only be reached if specialists are willing to work together and if coordinated actions 
are aided by the organizational structure and resources. A lack of organizational 
coordination is a normal feature of every organization.  

 The circumstances which lead to harm in the young trauma patient have their 
roots in such organizational problems. An organizational problem is best addressed 
by creating structures and implementing strategies that improve the interaction and 
collaboration among healthcare professionals and the services in which they work 
(Fig.  14.4 ). In order to achieve this goal, an organization needs concepts for:

•     Reliable communication at the numerous interfaces  
•   Interdisciplinary teamwork  
•   Leadership performance  
•   Effi cient knowledge management    

 Because optimizing knowledge transfer and cooperation of specialists are 
required, the organizational problem is a problem of standardization, coordination, 
and motivation. Thus, organizations must continue to address standardization, moti-
vation, and cooperation at the interfaces between different disciplines and services. 
Just like in the example of the emergency department, other subsystems of acute 
care (OR, emergency room, recovery room, intensive care, preclinical patient care) 
obviously have to deal with the same problems, i.e., various professions and ser-
vices are responsible for their share in the overall tasks of patient care. A signifi cant 
part of the work is therefore information exchange and coordination, e.g., patient 
handoffs, visitations, shift changes, briefi ng, case conferences. 
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 In addition to this inherent organizational problem, there may be confl icting 
goals. Despite the explicit goal of safe patient care, each department and specialty 
may pursue goals unique to the discipline or service that may not well-serve overall 
patient well-being. Goal confl icts are exacerbated especially when resources are 
restricted. The understaffi ng of the emergency department in the case study may 
have been due to a confl ict between best medical and economic considerations, 
which was resolved in favor of short-term economic savings.  

14.7.3     Medical Equipment-Related Incidents 

 Equipment-related incidents represent only a minority of incidents in a high-stakes 
medical environment (9–20 % of all incidents; for anesthesia: Chopra et al.  1992 ; 
Cooper et al.  1978 ,  1984 ; Currie  1989 ; Webb et al.  1993 ; for intensive care: Valentin 
et al.  2006 ). Nevertheless, they can have serious consequences if the equipment is 
highly invasive or life supporting, and if tight coupling exists between patient and 

  Fig. 14.4    The 
organizational problem. 
Every expert has his or her 
own knowledge, 
experience, and motives, 
which are needed for 
constructive cooperation 
with experts from other 
specialties. The interfaces 
between professional 
groups demand 
cooperation and motivation 
as well as an institutional 
concept for 
communication, teamwork, 
leadership, and knowledge 
management       
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device (e.g., infusion pump with vasoactive drug, ventilator, cardiopulmonary 
bypass pump). The problems and incidents reported can be divided into two groups: 
equipment malfunctions and user problems. 

14.7.3.1     Equipment Problems: Equipment Malfunction 
and User Error 

 An  operating problem  is an error that is caused by the design features of the device 
itself, like software errors or errors in the documentation (e.g., incomprehensible 
manual because of machine-made translation). A  user error  is due to the action (or 
omission of action) of the user. User errors may occur when:

•    The user is not aware of the current operating mode of the device.  
•   Information on the display is not recognized or is misinterpreted.  
•   A function is activated unintentionally.  
•   Expected actions (e.g., acknowledgement of a setting change to allow it to take 

effect) are not (or not in time) executed.    

 User errors are therefore errors in operating the system. Causes lie in a lack of 
experience and training of the users, misleading or inadequate design of user inter-
faces, and basic characteristics of human perception and information processing 
which can be additionally challenging under the infl uence of stress, distraction, or 
fatigue. Whether a problem is caused by the user or by the equipment can be diffi -
cult to distinguish: What seems at fi rst to be human error may turn out to be the 
result of poor design, poorly worded, incomplete or misleading user guidance, or 
poor training and organizational factors. This also applies to the delayed defi brilla-
tion in our example: The model used was recently purchased and installed without 
training sessions in the emergency department (organizational factor). It had a com-
pletely different way of operating than the previous models and was unfamiliar to 
everyone in the team. Instead of the operation of a panel, labeled with “1, 2, 3,” they 
had to use a fl ip-out monitor and search for the correct functions (poor design and 
user guidance).  

14.7.3.2     Development Problems: Learning to Understand the User 
 The safety of medical devices has steadily improved in the recent decades because 
of the advent of standards, accident prevention regulations, and improved technol-
ogy. Due to the application of safety standards, technical defects of medical devices 
have become rare. The increasing quality of medical devices, however, often comes 
together with more functions which usually leads to more complex requirements for 
operating and maintaining the device. This increased complexity is on the one hand 
due to competition, as manufacturers implement (sometimes unnecessary) special 
features to secure a market advantage. On the other hand, decision makers in hospi-
tals or rescue organizations are often inclined to favor devices with more features to 
get more features for the same money. Users are thus confronted with new devices 
in which one key may have different functions depending on what state the machine 
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is in. This requires additional knowledge and awareness to know the correct branch 
point within the state of the internal software hierarchy that is in effect at the time. 
Therefore, many users dislike and reject devices that host special functions since 
special functions can often prevent basic and everyday tasks from being performed 
intuitively. A consequence of this increasing complexity is that undesirable events 
due to technical defects in the equipment become less important, while user errors 
become a signifi cant risk. 

 Since safety features of the devices cannot protect from all risks of user error, 
usability becomes more important as a safety feature. Usability refers to the extent 
to which a product can be used by specifi ed users in a specifi ed context to achieve 
specifi ed goals with effectiveness, effi ciency, and satisfaction. Often manufactur-
ers assume that the user will learn to understand the internal logic of the device, 
rather than developing the device according to ergonomic principles so that the 
device can support a more natural logic held by the user. To assess whether a medi-
cal device has a reasonable performance, the following factors must be 
considered:

•    Intuitive and understandable operation.  
•   Low learning and training costs.  
•   Clear dialogue between human and machine.  
•   Understandable user manual.  
•   Clear information and assistance with dysfunctions and alarms.  
•   The application context of the unit is adequately considered.    

 The last point especially has become the focus of medical device manufacturers 
in recent years. Most human errors in the operation of medical devices can be 
attributed to the failure of the developer to consider early in the development pro-
cess the users’ expectations and needs and the requirements that the device will be 
exposed to in everyday life. In particular, it is often overlooked that users of a new 
device will:

•    Apply it in  unusual  and  unexpected ways . Manufacturers need to know the user 
to make sure that the product behaves appropriately even when used in unantici-
pated ways.  

•   Experience the control keys, labeling, and operating modes as  confusing or 
too complex.  Manufacturers should not rely on user training or manuals to 
make the complexity understandable, even if these are statutory: The best 
devices are those that do not demand extensive training and user memory to 
be used safely.  

•    Deprive  them of their  safety functions  by muting the alarms or permanently dis-
abling them. Often the reason alarms are disabled is that they have no therapeutic 
effect or no meaning beyond an initial warning or alarm when there is no impend-
ing danger, and the frequency of alarms (false and/or real) is experienced as a 
nuisance by nurses and physicians alike (Chap.   8    ).    
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 Apart from medical consequences of application errors, poor usability also 
leads to:

•    Increased process times and errors  
•   Poor utilization of functionality  
•   Frustration and dissatisfaction of users  
•   Need for repeated training and dependence on manuals for safe operation  
•   Follow-up costs (treatment and compensation) for incidents involving patients or 

users      

14.7.4     Human Resource Management 

 Accessible healthcare requires well-trained and motivated healthcare team mem-
bers comprised of the right skill mix and of an adequate size to be able to deliver 
safe, high-quality care. Over the past decades, however, healthcare services have 
been losing their competitiveness as employers. Moderate revenues concurrent with 
increasing workload and unsatisfactory career perspectives have contributed to an 
increasing reluctance to enter healthcare and lower morale among the workforce. 
As a result, healthcare organizations have increased their efforts to develop human 
resource concepts contingent on organizational needs as well as economic and 
political circumstances. The theoretical underpinnings as well as practical tech-
niques of managing a workforce are provided by (mostly non-clinician) human 
resource management (HRM) specialists. In today’s healthcare systems, HRM tries 
to cover the gap between the economic demands of today’s healthcare and the indi-
vidual employee’s needs and objectives. HRM takes a positive view of healthcare 
professionals, assuming that virtually all concerned wish to contribute to safe 
patient care. Given the importance of skilled and motivated healthcare professionals 
for an effi cient and safe delivery of patient care, and for the avoidance of errors, 
HRM has to serve six key functions:

•     Determination of staff requirement : Long-term organizational goals determine the 
quantity of trained healthcare professionals needed; however, whether or not the 
planning can be put into practice is highly dependent on the way the organization 
solves the short-term confl ict of available fi nancial resources and staff requirements. 
A suboptimal solution of the competing priorities leads to staff shortage, long work-
ing hours, and a decline in morale or a fi nancially ineffective organization.  

•    Staff recruitment and selection : A thorough job analysis is required to determine 
the level of technical skills, competencies, and necessary fl exibility of a potential 
employee. Despite the availability of adequate diagnostic tools for staff selec-
tion, current practice still seems to be that employees are hired according to 
personal diagnostic standards of clinical leaders and other responsible persons. 
As a result, certain personality traits may accumulate systematically and pre-
dominate within an organization. For example, if the head of a department has a 
confl ict-avoiding personality, he or she will prefer to hire confl ict-avoiding staff 
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members. This tendency in turn may create a certain team climate where mem-
bers are reluctant to advocate their position or voice concerns even when the 
interests of a patient are at stake.  

•    Clinical job assignment:  Staffi ng assignments are often responsible for misallo-
cation of human resources. For example, problematic aspects in staff assignment 
are constant changing schedules for operations with surgeons operating or anes-
thesiologists anesthetizing patients whose medical history they are unaware of. 
Even worse, healthcare providers are assigned tasks that exceed their knowledge 
and experience, such as emergency physicians with limited experience with 
pediatric patients being responsible for any patient delivered to the emergency 
department.  

•    Evaluation of clinical performance : HRM strategies include the design of com-
pliant, consistent, and effective competency-assessment programs. Healthcare 
professionals typically are not held accountable for providing evidence-based, 
best practice care.  

•    Promotions and remuneration : In the face of a tightening market for qualifi ed 
healthcare professionals, healthcare employers often fi nd themselves in a seller’s 
market wherein they have to compete for employees by offering attractive fi nan-
cial rewards, extensive individual choices about care and fulfi lling job 
opportunities.  

•    Human resource development : Producing better-trained healthcare professionals 
with relevant qualifi cations and higher clinical profi ciency is best done by apply-
ing principles of knowledge management (Chap.   15    ) and by integrating formal 
teamwork training interventions (Chap.   16    ) into quality improvement efforts. So 
far, few employers in the healthcare sector have implemented a systematic human 
resource development strategy, and even fewer have stuck with modern strategies 
once started. An active strategy can help to build the long-term attachment and 
morale of employees.    

 Human resource management affects patient safety directly, despite the fact 
that decision-makers typically have no direct patient contact. This is quite obvious 
in the case study: The concatenation of unfortunate circumstances might not have 
occurred if the emergency department had been adequately staffed with physi-
cians and qualifi ed nurses; however, the strategic decision to provide a unit with 
enough qualifi ed staff will only be made if patient safety is an organization’s top 
priority. 

 In addition to the human resource issues, this century has seen another vital chal-
lenge emerge for the provision of acute medical care: On a national scale, issues such 
as hospital emergency planning and disaster preparedness have come into focus. The 
constant threat of mass casualties caused by natural disasters, large technology fail-
ures (such as the Fukushima Nuclear Plant), terrorist bombings, and bioterrorism 
pose a completely new challenge for the provision of emergency medical care. 

 From what we said about the organizational topics “structures and processes,” 
“medical devices,” and “human resource management,” it is clear that organizations 
infl uence the actions of individuals and teams in many ways. Latent conditions on 
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the organizational level in tightly coupled acute healthcare become evident when 
local conditions coincide with unsafe acts. This can lead to a failure of the safety 
barriers and result in a mishap.   

14.8     Organization, Errors, and Safety in a Nutshell 

•     Although healthcare delivery is usually not thought of as a system, its most dis-
tinctive characteristic is its uniqueness as a socio-technical system, defi ned as the 
way human behavior and an organization’s complex infrastructures interact.  

•   Organizational theory has different perspectives on organizations: the structural 
perspective, the human resource approach, and the functional perspective.  

•   Organizations develop as instruments for attaining specifi c goals: They emerge 
in situations where people recognize a common or complementary advantage 
that can best be served through collective action.  

•   Culture describes how groups think and act. Organizational culture is made of 
basic assumptions, espoused values, and expectations and is observable in behav-
ior and artifacts.  

•   Safety culture is a part of organizational culture. A mature safety culture implies 
that all structures and procedures of an organization, the workplaces and the 
equipment, qualifi cation and training, and communication and interaction are 
designed in a way that allows working safely at all times.  

•   Safety and reliability in an organization need responsible persons (like safety 
managers), and for all staff members to consider themselves as being 
responsible.  

•   Patient safety is based on an “informed culture.” Information about errors is 
reported; there is a clear distinction between errors and violations of rules; errors 
are used for learning; safe patient care requires that management has knowledge 
about human factors and safety principles.  

•   The human factors approach studies human abilities and characteristics as they 
affect the design and operation of equipment, systems, and jobs. From a human 
factors perspective, “human error” is not mainly a property of humans – it is a 
property of systems that includes and interacts with humans.  

•   The Normal Accident Theory states the idea that when technological systems 
become highly complex, accidents become inevitable and therefore “normal.”  

•   High-reliability theory emphasizes that organizations can contribute signifi -
cantly to the prevention of accidents through good organizational design, effec-
tive management, and ongoing mindful attention to ongoing operations.  

•   Ultra-safe organizations accept limits to human and organizational performance 
and avoid overregulation; the individual feels as part of a team instead of being 
an independent agent.  

•   Key system issues for addressing error and safety in acute medical care include 
structure and processes, equipment-related incidents, HRM, teamwork, leader-
ship, communication, and organizational culture.        

14 Organization, Errors, and Safety



361

   References 

     Amalberti R, Auroy Y, Berwick D, Barach P (2005) Five system barriers to achieving ultrasafe 
health care. Ann Intern Med 142(9):756–764  

    Alvesson M (2002) Understanding organizational culture. Sage Publications, London  
    Argyris C (1957) Personality and organization. Harper & Row, New York  
    Argyris C, Schön DA (1996) Organizational learning II: theory, method and practice. Addison- 

Wesley, Reading  
    Bedeian AG (1984) Organizations. Theories and analysis. Saunders College Publishing, New York  
   Black RJ (2003) Organisational culture: creating the infl uence needed for strategic success. 

Dissertation.com, London  
   Boeing (2015) Statistical summary of commercial jet airplane accidents. Worldwide Operations, 

1959–2014. Online available:   www.boeing.com/news/techissues/pdf/statsum.pdf    . Accessed 29 
Apr 2016  

    Bolman LG, Deal TE (1984) Modern approaches to understanding and managing organizations. 
Jossey-Bass, San Francisco. Burke CS, Salas E, Wilson-Donnelly K, Priest H (2004) How to 
turn a team of experts into an expert medical team: guidance from the aviation and military 
communities. Qual Saf Health Care 13 (Suppl 1):i96−i194  

   Carayon P (Hrsg) (2006) Handbook of human factors and ergonomics in health care and patient 
safety (human factors and ergonomics series). Erlbaum, Mahwah  

    Chopra V, Bovill JG, Spierdijk J, Koornneef F (1992) Reported signifi cant observations during 
anaesthesia: a prospective analysis over an 18-month period. Br J Anaesth 68:13–18  

    Cohen M, Kimmel N, Benage M, Hoang C, Burroughs T, Roth C (2004) Implementing a hospital-
wide patient safety program for cultural change. Jt Comm J Qual Saf 30(8):424–431  

     Cooper JB, Newbower RS, Long CD, McPeek B (1978) Preventable anesthesia mishaps: a study 
of human factors. Anesthesiology 49:399–406  

    Cooper JB, Newbower RS, Kitz RJ (1984) An analysis of major errors and equipment failures in 
anesthesia management: considerations for prevention and detection. Anesthesiology 
60:34–42  

    Currie M (1989) A prospective survey of anaesthetic critical events in a teaching hospital. Anaesth 
Intensive Care 17:403–411  

    Denison D (1996) What is the difference between organisational culture and organisational cli-
mate? A native’s point of view on a decade of paradigm wars. Acad Manage Rev 
21(3):619–654  

    Entin EE, Serfaty D (1999) Adaptive team coordination. Hum Factors 41:312–325  
    Flin R, Maran N (2004) Identifying and training non-technical skills for teams in acute medicine. 

Qual Saf Health Care 13(Suppl):i80–i84  
    Gaba DM (1989) Human error in anesthetic mishaps. Int Anesth Clin 27:137–147  
    Gaba DM (2011) Have we gone too far in translating ideas from aviation to patient safety? –No-. 

BMJ 342:198–199  
    Gandhi TK, Graydon-Baker E, Huber C, Whittemore A, Gustafson M (2005) Closing the loop: 

follow-up and feedback in a patient safety program. Jt Comm J Qual Patient Saf 
31(11):614–621  

    Gouldner AW (1959) Organizational analysis. In: Merton RK, Broom L, Cottrell LS (eds) 
Sociology today. Basic Books, New York  

     Guldenmund FW (2000) The nature of safety culture: a review of theory and research. Safety 
Science 34:215–257  

   Helmreich RL (1998) The downside of having a brain: refl ections on human error and 
CRM. University of Texas Aerospace Crew Research Project Technical Report 98–04  

    Helmreich RL, Merritt AC, Wilhelm JA (1999) The evolution of crew resource management in 
commercial aviation. Int J Aviat Psychol 9:19–32  

    Helmreich RL (2000) On error management: lessons from aviation. BMJ 320:781–785  

References

http://www.boeing.com/news/techissues/pdf/statsum.pdf


362

     Hoff T, Jameson L, Hannan E, Flink E (2004) A review of the literature examining linkages 
between organizational factors, medical errors, and patient safety. Med Care Res Rev 6:3–37  

    Hofmann DA, Mark B (2006) An investigation of the relationship between safety climate and 
medication errors as well as other nurse and patient outcomes. Personnel Psychology 
59(4):847–869  

    Hollnagel E, Woods DD, Leveson N (eds) (2006) Resilience engineering. Concepts and precepts. 
Ashgate, Aldershot  

    HSC (Health and Safety Commission) (1993) Third report: organizing for safety. ACSNI Study 
Group on Human Factors. HMSO, London  

     IATA (2016) Safety report 2015. IATA, Montreal  
    IATA (2015) Safety report 2014. IATA, Montreal  
    NSAG-1 (International Nuclear Safety Advisory Group) (1986) Summary report on the post- 

accident review meeting on the chernobyl accident. International Atomic Energy Agency, 
Vienna  

    INSAG-4 (International Nuclear Safety Advisory Group) (1991) Safety culture. International 
Atomic Energy Agency, Vienna  

     Kao LS, Thomas EJ (2008) Navigating towards improved surgical safety using aviation-based 
strategies. J Surg Res 145:327–335  

     Kohn L, Corrigan J, Donaldson M (1999) To err is human: building a safer health system. 
Committee on Quality of Health Care in America, Institute of Medicine (IOM). National 
Academy Press, Washington, DC  

    LaPorte TR (1982) On the design and management of nearly error-free organizational control 
systems. In: Sills DL, Wolf CP, Shelanski VB (eds) Accident at Three-Mile Island: the human 
dimensions. Westview, Boulder/Colorado, pp 185–200  

    LaPorte TR, Consolini PM (1991) Working in practice but not in theory: theoretical challenges of 
high reliability organizations. J Publ Admin Res Theory 1:19–47  

    Levy PD, Dancy JN, Stowell SA, Hoekstra JW, Arthur CL, Wilson CH, Bednar JM, Dorman T, 
Hiestand B (2014) Lessons in fl ying: crew resource management as a quality improvement 
method for acute coronary syndromes care. Crit Pathw Cardiol J Evid Based Med 13(1):36–42  

    Lewis GH, Vaithianathan R, Hockey PM, Hirst G, Bagian JP (2011) Counterheroism, common 
knowledge, and ergonomics: concepts from aviation that could improve patient safety. Milbank 
Quart 89(1):4–38  

    Mearns KJ, Flin R (1999) Assessing the state of organizational safety – culture or climate? Cur 
Psychol 18(1):5–17  

    Moray N (1994) Error reduction as a systems problem. In: Bogner MS (ed) Human error in medi-
cine. Erlbaum, Hillsdale, pp 67–91  

    Morell RC, Eichhorn JH (eds) (1997) Patient safety in anesthetic practice. Churchill Livingstone, 
New York  

    Nance JJ (2008) Why hospitals should fl y: the ultimate fl ight plan to patient safety and quality 
care. Healthcare Press, Bozeman  

    Naveh ET, Katz-Navon N, Stem Z (2005) Treatment errors in healthcare: a safety climate approach. 
Manage Sci 51(6):948–960  

    Neal A, Griffi n M (2006) A study of the lagged relationships among safety climate, safety motiva-
tion, safety behavior, and accidents at the individual and group levels. J Appl Psychol 
91(4):946–953  

     Norman DA (1988) The psychology of everyday things. Basic Books, New York  
    O’Connor RE, Slovis CM, Hunt RC, Pirrallo RG, Sayre MR (2002) Eliminating errors in emer-

gency medical services: realities and recommendations. Prehosp Emerg Care 6:107–113  
    Ornato JP, Peberdy MA (2014) Applying lessons from commercial aviation safety and operations 

to resuscitation. Resuscitation 85(2):173–176  
       Parker D, Lawrie M, Hudson P (2006) A framework for understanding the development of organi-

zational safety culture. Saf Sci 44:551–562  
    Pearse RM, Moreno RP, Bauer P, Pelosi P, Metnitz P, Spies C, Vallet B, Vincent JL, Hoeft A, 

Rhodes A (2012) Mortality after surgery in Europe: a 7 day cohort study. Lancet 
380:1059–1065  

14 Organization, Errors, and Safety



363

     Perrow C (1984) Normal accidents: living with high-risk technologies. Basic Books, NewYork  
     Perrow C (1994) Accidents in high-risk systems. Technol Stud 1:1–38  
     Perrow C (1999) Normal accidents. Living with high-risk technologies. Princeton University 

Press, Princeton  
    Rampersad C, Rampersad SE (2007) Can medicine really learn anything from aviation? Or are 

patients and their disease process too complex? Sem Anesth 26:158–166  
    Rasmussen J (1982) Human errors: a taxonomy for describing human malfunction in industrial 

installations. J Occup Accid 4:311–335  
     Reason J (1990a) Human error. Cambridge University Press, Cambridge  
     Reason J (1990b) The contribution of latent human failures to the breakdown of complex systems. 

Phil Trans R Soc Lond 327:475–484  
       Reason J (1997) Managing the risks of organizational accident. Ashgate, Aldershot  
    Reason J (1998) Achieving a safe culture: theory and practice. Work & Stress 12(3):239–306  
    Ricci M, Panos AL, Lincoln J, Salerno TA, Warshauer L (2012) Is aviation a good model to study 

human errors in health care? Am J Surg 203:798–801  
      Roberts KH (1990) Managing high reliability organizations. Calif Manage Rev 32:101–113  
    Rochlin GI (1993) Defi ning “high reliability” organizations in practice: a taxonomic prologue. In: 

Roberts KH (ed) New challenges to understanding organizations. Macmillan, New York, 
pp 11–32  

    Rogers J (2011) Have we gone too far in translating ideas from aviation to patient safety? Yes. BMJ 
342:198–199  

    Shaw J, Calder K (2008) Aviation is not the only industry: healthcare could look wider for lessons 
on patient safety. Qual Saf Health Care 17:314  

     Schein E (2004) Organizational culture and leadership, 3rd edn. Jossey-Bass, San Francisco  
    Schulman PR (1993) The analysis of high reliability organizations: a comparative framework. In: 

Roberts KH (ed) New challenges to understanding organizations. Macmillan, New York, 
pp 33–54  

    Senge P (1990) The fi fth discipline: the art and practice of the learning organization. Doubleday, 
New York  

     Singer S, Gaba D, Falwell A, Lin S, Hayes J, Baker L (2009) Patient safety climate in 92 US 
Hospitals: differences by work area and discipline. Med Care 47(1):23–31  

    Thomas EJ, Helmreich RL (2002) Will airline safety models work in medicine? In: Rosenthal 
MM, Sutcliffe KM (eds) Medical error: what do we know? What do we do? Jossey-Bass, San 
Francisco, pp 217–234  

    Toff NJ (2010) Human factors in anaesthesia: lessons from aviation. BJA 105(1):21–25  
    Valentin A, Capuzzo M, Guidet B, Moreno RP, Dolanski L, Bauer P, Metnitz PG (2006) Patient 

safety in intensive care: results from the multinational Sentinel Events Evaluation (SEE) study. 
Intensive Care Med 32:1591–1598  

    Vaughan D (1997) The challenger launch decision: risky technology, culture, and deviance at 
NASA. University of Chicago Press, Chicago  

      Vicente KJ (2004) The human factor. Revolutionizing the way people live with technology. 
Routledge, New York  

    Vogus TJ, Sutcliffe KM (2007) The Safety Organizing Scale: development and validation of a 
behavioral measure of safety culture in hospital nursing units. Med Care 45(1):46–54  

    Webb RK, Russell WJ, Klepper I, Runciman WB (1993) The Australian Incident Monitoring 
Study. Equipment failure: an analysis of 2000 incident reports. Anaesth Intensive Care 
21:673–677  

    Webster CS (2002) Why anaesthetising a patient is more prone to failure than fl ying a plane. 
Anaesthesia 57(8):819–820  

    Weick KE (1991) Organizational culture as a source of high reliability. Calif Manage Rev 
29:112–127  

       Weick K, Sutcliffe R (2015) Managing the unexpected. Sustained performance in a complex 
world. Wiley, New York    

References



365© Springer International Publishing 2016
M. St.Pierre et al., Crisis Management in Acute Care Settings, 
DOI 10.1007/978-3-319-41427-0_15

  15      Strategies for Patient Safety                     

 Case Study 
 The labor and delivery unit was unusually busy, and the resident was espe-
cially concerned about two of the patients he was watching closely. Patient A 
with a vertex/vertex twin pregnancy at 37 weeks of gestation had been in labor 
for 26 h. Patient B was full term with a Category 2 fetal heart tracing and 
intermittent decelerations. The resident consulted his attending physician 
about Patient B’s fetal heart tracing, and it was decided that Patient B could be 
allowed to continue to labor with very close surveillance. 

 It was clear to the resident and attending physician that both of these 
patients might require a cesarean section (C-section). The decision was made 
to transfer Patient B to a specifi c labor room that can be quickly transformed 
into a second operating room for the unit. This transfer was standard proce-
dure in the unit and in accordance with hospital policies. In addition, it is 
required that the anesthesia care team be informed that the patient may require 
an emergency C-section so they can set up their anesthesia equipment in that 
room in advance. The anesthesia care team would then remain in standby. For 
unknown reasons, this call was never made. 

 In the meantime, the resident and attending physician reevaluate Patient A 
with the twin gestation. Despite regular adequate uterine contractions and the 
patient’s pushing efforts, the presenting twin has not descended further into 
the birth canal. The patient now has a prolonged second stage of labor. 
Although the fetal heart tracing remains a reassuring Category 2 with average 
variability and no decelerations, given the patient’s state of exhaustion they 
agree that she cannot push effectively any longer. The station of the present-
ing twin is too high for a safe operative vaginal delivery. The patient is relieved 
and gives her informed consent for the C-section. The resident informs the 
anesthesia care team and the scrub nurses and asks them to come to the oper-
ating room for an “urgent” but not “emergent” C-section on Patient A. 
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 Preparations for Patient A’s twin delivery by C-section are suddenly inter-
rupted by the charge nurse informing the obstetricians that Patient B’s fetal 
heart tracing is showing a severe bradycardia at 80 bpm. The midwives are not 
able to resolve the fetal bradycardia despite oxygen administered to the 
patient, fl uid bolus, and changes of position. The attending physician calls for 
an emergency C-section for Patient B in her convertible labor room. 
Preparations for Patient A’s C-section are put on hold and she is informed of 
this by the resident. 

 Chaos can be heard in the labor room as the midwives and other staff try to 
help set up Patient B’s labor room for the C-section. Instrument kits are being 
opened and set up. The fetal heart rate is still in the 80s. In an effort to improve 
the fetal bradycardia by decreasing the frequent uterine contractions, one of 
the midwives starts a subcutaneous infusion of a tocolytic β2-agonist. The 
patient is being positioned in her bed as a midwife preps the abdomen and 
inserts a Foley catheter. The resident orders the charge nurse to inform the 
anesthesiologist about the change in plans and that urgency has increased to 
“emergency C-section” as he begins to scrub. When the anesthesia and surgi-
cal team fi nally do arrive, it becomes obvious that they had not been notifi ed 
about the change of rooms and instead had been waiting in the regular operat-
ing room for the patient to arrive. 

 The resident feels badly that he was not clear about Patient B possibly 
needing a C-section to be done in this room in the fi rst place and can’t think 
how that important piece of information was missed. The anesthesia care 
team had no opportunity to set up their equipment, and they are working at 
maximum speed to get everything done safely under signifi cant time pressure. 
The attending obstetrician is very concerned about the fetal bradycardia and 
is calling loudly for staff from the neonatal intensive care unit to be paged stat. 
The resident is thinking that he should have suggested bringing Patient B into 
the operating room once he found out that nothing was set up in this room, but 
he’s afraid to speak up with everyone so upset and now the patient is already 
prepped and draped. 

 After completion of all preparations, anesthesia induction and intubation 
are done without diffi culty. A few minutes after incision, a term male infant is 
delivered and handed over to the neonatology team. Everyone is relieved 
when after less than a minute of positive pressure ventilation, the infant begins 
to cry. 

 During the course of surgery, uterine atony is noted by the obstetrical team 
and requires signifi cant uterotonics: oxytocin infusion and uterine massage, 
followed by methergine and then prostaglandin F2α. The patient has more 
bleeding than usual and the anesthesiologist decides to start a second i.v. line. 
It is only then that he notices the infusion pump with the tocolytic β2-agonist 
was never turned off. After disconnecting the tocolytic, uterine tone recovers 
and bleeding is minimal. The remainder of the surgery is uneventful. 

15 Strategies for Patient Safety
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15.1               The Organization’s Mission: Patient Safety 

 For organizations, the temptation may be great to assess the safety of their patient 
care only by the outcome: As long as patients aren’t harmed, there is no cause for 
concern. It is easily overlooked that in the unfolding of an incident such as the 
described emergency C-section, individual factors can add up in unpredictable 
ways (e.g., oblivion, stress, lack of communication), especially at the interfaces of 
professions and disciplines. Acute care medical organizations cannot rely on cir-
cumstances leading to a benefi cial patient outcome. For safe patient treatment, 
hospitals need a functioning safety culture. However, this does not evolve by 
itself: Safety must be an ongoing and cross-functional management and leader-
ship task for hospitals. Facing this task under the current conditions is a major 
challenge for hospitals. If a hospital is capable at any time of supporting patient-
safe work conditions at any workplace, then we can call the hospital a reliable 
organization. 

15.1.1     Working Safely: Reduce, Cope with, or Manage 
Complexity? 

 In order to increase patient safety, healthcare organizations are basically faced with 
two possibilities: For one, they can try to minimize the variability of processes and 
thus the complexity of tasks (Fig.  15.1 .). That would mean reducing or avoiding 
uncertainty that leads to errors. Reduction of complexity can be achieved when 
dealing with routine processes, where activities will take place in a stable environ-
ment (Grote  2015 ). This applies, for example, to many aspects of patient care in 

 Following the emergency C-section in the labor room, both teams proceed directly 
to the operating room to perform the C-section on Patient A under spinal anesthesia. 
Delivery of vigorous twin girls takes place without complications. 

 In a debriefi ng conducted shortly after the event, there is emphasis on the posi-
tive outcome. It turns out that neither the obstetric physicians nor the midwives 
had been aware of the existence of an interdisciplinary agreement, which regu-
lates the commissioning of anesthetic equipment in the case of a possible cesarean 
section. Ignorance of existing standards, inadequate surgical preparation of the 
patient without the anesthesia team having time to set up their equipment and go 
through their checklist, and the lack of situational awareness due to the need to 
focus on tasks, stress, communication, and teamwork errors, including failure to 
speak up and failure to inform the anesthesia team of all medications adminis-
tered, were discussed. The good outcome was not confused with good team per-
formance. Transparent discussion of the teamwork and communication failures 
helps the team realize that it was the clinical experience of all involved in the case 
and perhaps a bit of luck that may have saved Patient B from a more serious 
adverse event. 

15.1 The Organization’s Mission: Patient Safety
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general wards where elements of care, long-term medication, ordering and evalua-
tion of diagnostic tests, and perioperative treatment pathways for elective patients 
can be designed as routine processes. Ways to achieve this mainly are:

•     Standardization  
•   Workplace design and automation  
•   Staffi ng patterns and distribution of expertise  
•   Qualifi cation of employees  
•   Quality management and risk management    

 In many areas of acute care, however, stable and routine conditions are not 
necessarily present. Lack of transparency, uncertainty, complexity, and dynamic 
change limit the possibility of planning and standardization. In these areas, an 
organization can enhance safety only by strengthening the ability to deal with 
complexity and uncertainty. This is the second path to patient safety: The focus 
changes from “preventing and managing errors” to “preventing and managing 
complexity.” 

 In recent years, more and more healthcare organizations have developed into 
high-reliability organizations (AHRQ  2008 ; Bagnara et al.  2010 ; Resar  2006 ). 
Reliable organizations of course try to avoid errors as much as possible. Because 
they are aware of the inevitability of human errors, they do not expect fl awlessness. 
Instead, they try to make the system more robust (“resilient”) against the effects of 
errors: Mistakes shouldn’t lead to patient harm. 

 This is done by:

•    Employees’ qualifi cation  
•   Learning from incidents and errors  
•   Error-resistant system design  
•   Decentralized autonomy, as in high-reliability organizations (HROs)  
•   Mindfulness of processes among all workers    

  Fig. 15.1    Strategies for safety: reduction of complexity as well as the ability to cope with 
complexity and uncertainty are part of making an organization resilient and enhancing patient 
safety       
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 In theories of high reliability, accepting the fact that complexity will always be a 
central characteristic of the work environment is part of the strategy used to reduce 
complexity (Grote  2015 ). The idea of a central control of systems is abandoned and 
replaced by local control at the sharp end. By giving operational control to the 
employees, the entire system should become safer. Since these ideas are still fairly 
new to healthcare, it remains to be seen just how well the concept of local control 
will work in the actual implementation. 

 This chapter deals fi rst with risk management and quality management. Then 
we will discuss standardization as a means to reduce complexity and avoid errors. 
Contrasting this approach, organizational development, knowledge management, 
and human factors-oriented system designs are discussed as approaches that 
accept complexity. Learning in organizations is discussed in Chap.   16    , with a 
focus on education and training as well as learning from mistakes, incidents, and 
accidents.  

15.1.2     Clinical Risk Management and Quality Management 

 In recent decades, efforts to improve processes in healthcare have led to quality 
management systems. Since the turn of the millennium, clinical risk management 
increasingly supplements this. It can be debated whether quality or safety is the 
higher-level concept and to which one “patient safety” belongs. The answer prob-
ably depends on one’s professional background and current concerns. In the con-
text of patient safety in acute medicine, it is important to know that all these 
efforts share the common goal of working as safely and effectively as possible. 
Whether “safe” is a part of “good” or “good” a part of “safe” will therefore not be 
discussed here. 

15.1.2.1     Clinical Risk Management 
 Until recently, risk management in healthcare was only known as an economic func-
tion. Only in recent years has the concept of “clinical risk management” emerged. 
The economic point of view has the following defi nition: Clinical risk management 
is a prevention system that will reduce the risks of patient care and pursues the goal 
of continuous improvement of the quality of care and patient safety and serves as 
the defense against unjustifi ed patient claims against the hospital. This practice fol-
lows the same cycle as business risk management: identify risks – evaluate risks – 
control/manage risks – monitor risks (e.g., Vincent  1996 ; ASHRM and Carroll 
 2010 ). 

 Clinical risk management seeks to identify hazards for patients before they hap-
pen. Risks are analyzed and evaluated: Which risks can be avoided? Which risks are 
unavoidable in medicine? Which risks can be tolerated? Many surgical procedures, 
drug therapies, and diagnostic procedures carry an inherent risk and thus patients 
are always at some degree of risk. So, it seems intolerable to increase their risk by 
unsafe working systems and faulty processes. The reality of healthcare, however, 
looks at the problem differently: Money and human resources are limited, and the 
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allocation of scarce resources is all about priorities and therefore the distribution of 
risks. Therefore, clinical risk management techniques accept some risk within its 
approach. 

 Risk management asks, “What is the worst-case scenario in our patient care?” A 
powerful tool to anticipate incidents and avoid errors is readily available: The imag-
inative creation of “worst-case scenarios” in which healthcare professionals, their 
team, or the entire organization rehearses their readiness to cope with a situation. 
This approach, also known as the “scenario-based risk identifi cation” principle from 
risk management, is especially helpful with unusual problems and events. Similar to 
planning (Chap.   7    ), the scenario analysis of a hypothetical situation can help people 
think through the implications and consequences of their potential actions. Real 
events often serve as a basis for such scenario planning. For example, the commu-
nication failure described in the case study can be analyzed for specifi c risks that 
might arise in the context of interdisciplinary emergency care of cesarean section 
patients. Since the exact same case won’t occur in the same constellation again, it is 
important to apply imagination and ask: How could a similar trajectory of the event 
(Reason  1990 ; Chap.   3    ) pass through all safety barriers? What else could have hap-
pened? How can the occurrence of similar constellation and series of events be 
prevented? These questions can be asked independently of formalized risk manage-
ment, so every person’s imagination is an important safety resource. 

 It is also part of clinical risk management to implement preventive measures and 
raise employee awareness for the risks to encourage learning from mistakes (Chap. 
  16    ). Risk-minimizing measures may then manifest vis-a-vis the creation of stan-
dards, education and training, the design of workplaces and equipment, or personnel 
management. In this way, risk management seamlessly merges with overall safety 
management.  

15.1.2.2     Quality Management 
 “Quality management” means to design all processes in an organization in such a 
way that the results or products are all of good quality. In acute care, quality means 
fi rst and foremost the quality of the treatment, but also the safety of the treatment. 
Quality also includes well-being, sustainable use of resources, cost-effectiveness, 
compliance with laws and standards, etc. To manage quality implies knowing how 
the processes should be, which in turn means that there are criteria for good quality 
within the organization. 

 The term  quality management , like the term  risk management , was initially 
introduced by business and industry. Quality management is defi ned as concerted 
activities to direct and control an organization aimed at improving the quality of 
products produced or services offered. The four main components include quality 
planning, quality assurance, quality control, and quality improvement. Quality man-
agement is focused not only on product and service quality but also on the means to 
achieve it. 

 In the medical context, the “product” and “service quality” are the patient’s 
health and the quality of medical care. It should be noted that this is not about the 
optimum, i.e., best possible quality, but a predefi ned level of quality. Effort and 
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results have to be balanced, just as in risk management. Therefore, quality in the 
medical fi eld is also defi ned as “suffi cient and appropriate medical care,” which 
means it meets demands, is oriented to the quality of life, professionally qualifi ed, 
but also is economic, with the aim to raise the likelihood of desired health outcomes 
in individuals and in the population. 

 The focus of quality assurance is on the structure (e.g., resources, personnel, facil-
ities, equipment) and the processes involved (e.g., the actual activities of patient care, 
information management, teamwork, and leadership) as well as on the resulting out-
come (e.g., wellness, length of stay, morbidity, mortality; see Eichhorn  1995 ). 

  Continuous quality improvement  (CQI), a related but somewhat different term, 
activities aim at delivery of the highest-quality care. By focusing on latent errors 
and poor system design, CQI tries to eliminate preventable morbidity and mortality 
as far as possible. The main instruments for CQI are regular clinical audits and the 
establishment of quality circles.  

15.1.2.3     Methods for Risk and Quality Management 
 Clinical quality management (QM) and risk management (RM) make use of many 
different methods. We introduce two methods that can be implemented in everyday 
care in hospitals beyond the formal QM and RM audits and quality circles. 

 A clinical audit is a systematic and objective evaluation of an organization (e.g., 
department, hospital, relief organization) that aims to improve patient care. Aspects 
of patient care – including structure, processes, and outcomes – are selected and 
evaluated against explicit criteria and, where necessary, changes are implemented at 
an individual, team, or service level. Audit procedures include collecting, analyzing, 
interpreting, and documenting information. Auditors are either external auditors 
(independent staff assigned by an auditing fi rm) or internal auditors (healthcare 
providers from within the organization hired to assess and evaluate its system). 
Clinical audits are initiated and supported by the Board of Directors or top 
management. 

 Clinical audits in a medical high-stakes environment should focus on the struc-
tures and processes that are most likely infl uenced by latent errors: medical equip-
ment (including maintenance), the preparation of planned procedures, patient 
positioning, drug administration, and the application of protocols and standard 
operating procedures (SOPs; Eichhorn  1995 ; O’Connor et al.  2002 ). 

 A quality circle (QC) is a small volunteer group of healthcare professionals who 
meet at regular intervals to identify, analyze, and resolve workplace and patient 
care-related issues (e.g., Robson  1989 ). QCs are usually led by a supervisor or a 
senior healthcare professional who acts as a moderator. The QCs neither decide on 
changes nor put improvements into practice, but they present ideas and suggestions 
to the management on how to improve the quality of healthcare processes and 
patient safety. QCs are driven by two principles: that employees can often make 
better suggestions for improving work processes than management and that employ-
ees are motivated by their participation to make improvements. Employee accep-
tance of the QC process is highly dependent on the extent to which management 
acts favorably on suggestions from the QC.    

15.1 The Organization’s Mission: Patient Safety 
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15.2     Complexity Reduction, Error Avoidance: 
Standardization 

 A view still widespread in the healthcare system is that safe patient care is the responsibil-
ity of the individual. However, this view ignores the fact that healthcare takes place in a 
particular organizational context with specifi c processes that need to be taken into 
account. An important approach to reduce the variety of possible system confi gurations 
and treatment alternatives is standardization. Standardization in medicine encompasses 
medical devices and IT systems as well as diagnostic and therapeutic processes and com-
munication. On the other hand, outcome standardization – a common thing in industry – 
is not always possible when dealing with the anatomy and physiology of humans. 

  Medical devices  and  IT systems  are standardized by legal and professional frame-
works and manufacturer initiatives. The aims are:

•    To increase user and patient safety  
•   To increase the simplicity and compatibility of system components  
•   To achieve technical and organizational interoperability of medical devices and 

IT systems through data and transmission standards    

 The standardization of  processes  can take place within an organization (e.g., 
nursing and therapy standards in intensive care units, clinical treatment paths within 
a hospital) or outside the organization by national societies (e.g., in the form of 
guidelines) or by international initiatives (e.g., WHO “High 5 s Project”; Leotsakos 
et al.  2014 ). Standardization of processes aims at:

•    The reduction of process variability, so that the quality of care, safety, and 
resource consumption are independent of healthcare personnel, time, and place  

•   Ensuring that treatment follows the best method known at the time and mini-
mizes care that is idiosyncratic to the practitioner ( equivalent actor  vs.  craftsman  
attitude; Amalberti et al.  2005 ; Chap.   14    )  

•   Supporting the training of new employees, who all get acquainted with the same 
procedures from the beginning  

•   Strengthening teamwork through shared mental models for processes    

15.2.1     Standard Operating Procedures 

 A standard operating procedure, commonly abbreviated as SOP, is a detailed, writ-
ten instruction aimed at achieving uniformity of the performance of a specifi c func-
tion. Standard operating procedures exist for routine operations as well as for 
emergency situations. The SOPs for emergency situations should enable a struc-
tured approach to a critical situation and be fl exible enough to meet situational 
demands. They emphasize the medical and technical steps and are complemented 
by general steps of organized action (Cooper et al.  1993 ). The advantage is that 
SOPs describe successful guidelines for coping with an emergency situation. As a 
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result, the individual has less to fi gure out, which puts less stress on memory and, 
when designed well, provides especially welcome guidance in time-critical situa-
tions. Standardization is not only for specifi c medical management of certain diag-
noses but should also be for daily procedures and information transmission (e.g., 
patient hand-off between the OR and recovery area, shift change in the ICU) and at 
the interface of interdisciplinary work. In the domain of intensive care medicine, 
evidence is mounting that standardization has an enormous potential to improve 
patient care and outcome and to reduce ICU and hospital length of stay as well as 
healthcare expenditures (Hasibeder  2010 ). 

 A lasting effect may be more likely if standardization is part of a larger scheme 
of efforts aimed at improving the safety culture of an organization (see below).  

15.2.2     Standardization of Communication 

 Experience from other high-stakes environments (foremost civil and military avia-
tion) has provided ample evidence that a standardization of communication tech-
niques can help to reduce misunderstandings in noisy and stressful situations 
(Conell  1996 ). Standard terminology (comparable to that of civil aviation) and the 
resulting avoidance of misunderstanding can help to reduce errors. Standards for 
communication processes ensure that messages are clearly “received” and under-
stood. These standards are termed  callouts ,  readbacks , and  hearbacks . A callout is 
a concise statement in a defi ned terminology. Readback and hearback are a redun-
dant procedure aimed at verifying that both sender and receiver understand what the 
communication partner has said (Chap.   12    ). 

 Standard phraseology is not yet widespread in medicine. Announcements such 
as “Please step back, I will defi brillate!” most closely match a callout, but the 
phraseology doesn’t have any cross-organizational reliability. The wording used in 
the case study,  urgent cesarean section , is another example: Everyone in the partici-
pating teams may know that a cesarean section must be performed within 30 min. 
Communication conventions have emerged organically and locally in medical orga-
nizations but not necessarily consistent. Moreover, there is no industry-wide “seal 
of approval” as in aviation. Healthcare professionals, generally unfamiliar with the 
technique used in civil aviation, tend to dismiss communication standards as unnec-
essary. Nevertheless, if healthcare professionals in a high-stakes medical environ-
ment want to reduce misunderstanding, the establishment of communication 
standards would be a promising way to go. These standards would have to become 
a habit in daily practice; only then would healthcare professionals be able to use 
them effectively in critical situations.  

15.2.3     Standardization of Patient Handover 

 The handover that includes relevant information and transfer of responsibility of a 
patient from one unit to another or from one caregiver to another in the same unit is 
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a signifi cant and error-prone process. Patient handovers take place between emer-
gency services and emergency department, between emergency room and normal 
wards, between ICU and operating room, but also at every change of shift of nursing 
staff and physicians. Despite the importance of this process, there are few studies 
that examined inhibiting and promoting factors for the process of patient handover. 
Recent studies suggest that a structured handover (e.g., checklists, iSBAR) can help 
to reduce information loss (Dawson et al.  2013 ; Segall et al.  2012 ; Riesenberg et al. 
 2009 ). Checklists give handover of patients a structure, but they typically do not 
convey all important aspects of patient care. Therefore, they shouldn’t be the sole 
basis for the communication of information. Limitations of checklists will be dis-
cussed below.   

15.3     Tool with Untapped Potential: Checklists 

 Until recently, healthcare has relied heavily on clinicians’ ability to recall critical 
information during a medical emergency. During stressful situations, however, lev-
els of cognitive function are compromised, resulting in a variety of planning and 
execution failures (Sect.   3.2    ), decreased compliance with standard operating proce-
dures, and decreased profi ciency. 

 Many inherently risky industries, such as aviation, aeronautics, and nuclear 
power have tried to overcome this limitation by mandating the use of and adherence 
to cognitive aids such as checklists and protocols. Typically, a checklist is a list of 
action items or criteria arranged in a systematic manner, allowing the user to record 
the presence/absence of the individual items listed to ensure that all are considered 
or completed (Hales and Pronovost  2006 ). Main objectives of a checklist are mem-
ory recall, standardization and regulation of processes, and its use as a diagnostic 
tool. Well-designed checklists standardize what, how, and by whom interventions 
are done. Under circumstances where the use of checklists is highly regulated and 
considered mandatory for practice, a checklist becomes a protocol and its comple-
tion from memory considered a violation (e.g., in civil aviation; Helmreich  2000 ). 

15.3.1     Functions and Forms of Checklists 

 Checklists can support individuals and teams during:

•    Preparation and execution of routine tasks  
•   Structuring of teamwork  
•   Problem solving    

 Working with checklists requires at least a partial standardization of processes. 
The great advantages of appropriately used checklists are that they give certainty of 
action, direct the attention to the task at hand, and help the team to build shared 
mental models and support each other (Fig.  15.2 ).
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   Checklists for  routine tasks  in complex systems contribute to a correct and com-
plete execution of safety-relevant tasks. All steps involved are explicitly listed and 
have to be checked off in given order. Typical routine tasks that can be supported by 
checklists are machine checks and job preparation tasks. The obstetric department 
of the case study has a checklist for changing a labor room into an operating room. 
Also the WHO “Surgical Safety Checklist” (Haynes et al.  2009 ) is a routine tool. 
Evidence from many studies suggests that the implementation of that checklist in a 
locally adapted form improves the perceived quality of teamwork and helps reduce 
errors in teams (Lyons and Popejov  2014 ). But there have been other studies that do 
not fi nd a reduction in morbidity or mortality after introducing the checklist (Urbach 
et al.  2014 ). It is likely that using the checklist establishes an opportunity for com-
munication within the team where relevant information is transferred. In addition, 
safety awareness and safety culture can be improved. But when checklists are used 
incorrectly or when the team rejects them, the positive impact is lost and there can 
even be negative effects on teamwork (Russ et al.  2013 ). 

 Checklists for unexpected problems can support a structured approach to diag-
nose a problem or fi nd the cause of an event. 

 Different from routine tasks or simple problems, in emergencies, a checklist can-
not guide every step of action. For that reason, the term cognitive aid may be pre-
ferred. One aim of an emergency cognitive aid is to make sure that relevant 
information is available independently from memory (e.g., dosage, rarely used 
drugs, telephone numbers) and that critical steps in treatment are guided by best 
practices (Goldhaber-Fiebert and Howard  2013 ). Another function is to direct the 
problem solver’s attention to those phases of problem solving that could get lost in 
action (e.g., setting priorities, risk identifi cation, or control of action). And fi nally, 
cognitive aids help formation and functioning of teams in medical emergencies 
(Marshall  2015 ). 

  Fig. 15.2    Functions of a checklist that support the individual and the team       
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 There are several forms of checklists. Some forms require a strict sequence of 
action; others just remind the user of relevant items. Some are made for individual 
physicians or nurses; others require teamwork. In some checklists, the control of 
every step is required. Table  15.1  shows the most common forms of checklists 
(Table  15.1 , following Winters et al.  2009 ).

15.3.2        Barriers Against Checklists or Cognitive Aids 

 Whereas healthcare organizations have begun to follow aviation by promoting 
teamwork and implementing theories of crew resource management into the fabric 
of healthcare, they have been slow in adopting the policies of employing cognitive 
aids and checklists in both routine and emergency circumstances (Hayashi et al. 
 2007 ; Klopfenstein et al.  1998 ; Laboutique and Benhamou  1997 ; Langford et al. 
 2007 ; March and Crowley  1991 ). Thus, the reinforced standardization of processes 
by introducing mandatory checklist completion seems to be a more diffi cult task in 
medicine than in aviation. This is despite growing evidence from medicine that 
using checklists appropriately improves patient safety. Operational diffi culties as 
well as cultural barriers may contribute to this diffi culty. Below are some examples 
of thinking that are barriers to the use of checklists:

•     Humans can’t be standardized by checklists : Human physiology is far more var-
ied and underspecifi ed than structures and processes in the industrial setting. The 
resulting variations in the patient population make standardization of processes, 

    Table 15.1    Forms of checklists   

 Form of checklist  How it works  Example 

 Static parallel 
checklists 

 One person completes the checklist by 
checking a series of read and do items 

 Pre-use checkout of medical 
equipment, the anesthesia 
machine checklist 

 Static sequential 
checklists with 
verifi cation 

 One person (or a computer) reads a 
series of items (“challenge”), and the 
other person verifi es completion of the 
task or that items are within parameters 
(“response”) 

 Catheter insertion checklist 
(Pronovost et al.  2006 ) 
 Preparations for cesarean section 
(Hart and Owen  2005 ) 

 Static sequential 
checklists with 
verifi cation and 
confi rmation 

 Used most often in a team-based setting 
where team members are challenged by 
the person reading the checklist and 
respond according to their specifi c task 

 WHO checklist “Safer Surgery 
Safes Lives” (Haynes et al. 
 2009 ; Weiser et al.  2010 ) 
 Checklist for the treatment of 
malignant hyperthermia 
(Harrison et al.  2006 ) 

 Dynamic 
checklists 

 Guide complex decision-making in 
emergencies using the format of a 
fl owchart, and act as verifi cation after 
execution of a task without necessarily 
leading users to a specifi c conclusion 

 Algorithms for BLS and ACLS 
 Algorithms for the management 
of crisis under anesthesia 
(Runciman and Merry  2005 ) 
 Algorithms for the management 
of the diffi cult airway 
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which constitutes the basis in designing and implementing a standardized check-
list, diffi cult.  

•    Emergencies can’t be standardized by checklists : Medical emergencies often fol-
low an unpredictable and disorganized pattern, which makes it diffi cult for a 
checklist to cover all directions/ramifi cations in which a critical situation may 
evolve. For this reason, it is more appropriate to speak of cognitive aids.  

•    Only what you know by heart is yours : For many healthcare professionals, reli-
ance on cognitive aids is considered second best choice as compared to reliance 
on one’s own memory. Worse, some physicians feel that checklists insult their 
intelligence and consider the use of checklists an admission of weakness and 
convey a lack of skill and knowledge.  

•    Checklists limit decision-making : Healthcare professionals place high value on 
their professional autonomy. Attempts to standardize routine and emergency 
tasks are often viewed as limiting professional judgment and as threat to autono-
mous decision-making.  

•    Once I realize I need a checklist, it’s too late : Sometimes it is diffi cult to know 
when to start using a checklist in the course of action. Also, in a team, the respon-
sibility for starting or reading the checklist may not be clear.  

•    Checklists are unwieldy : Often, hospitals or departments lack effective technical 
strategies to make checklists readily available to everyone. Alternatives to 
unhandy paper-based checklists or handbooks could be software-based tools for 
cell phones and devices as well as electronic checklist systems implemented into 
the electronic monitoring or documentation system (Sawa and Ohno–Machado 
 2001 ).     

15.3.3     Limitations of Checklists 

15.3.3.1     Example: Patient Handover 
 Checklists can give structure to patient handover; however, as the sole basis for the 
communication of information, they entail the risk that important aspects of the 
complexity and mystery of patient care may not be communicated (Cohen et al. 
 2012 ). This is because people describe the situation depending on the circum-
stances, either on the basis of universal, context-independent principles (“paradig-
matic”) or through a story in which something special is expressed (“narrative”). 
Checklists as a paradigmatic representation are therefore suitable for simple or very 
complicated processes, but not for the description of complex facts that need to be 
told as a story (Hilligoss and Moffatt-Bruce  2014 ):  Simple  procedures (such as 
cooking a meal or starting a patient monitor) require little expertise and can be stan-
dardized and formulaic.  Complicated  processes (such as the preparation and imple-
mentation of an organ transplant or the entire treatment path of a patient from his 
hospital admission to discharge (DeVries et al.  2010 )) consist of many individual 
sequences, but all can be structured by using checklists.  Complex  processes (such as 
the treatment of a hemodynamically unstable child with a congenital heart defect) 
are characterized by the interaction of many system components. Only a holistic 
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perception, as given in a narrative account, enables an adequate description of the 
situation.  

15.3.3.2     Example: Safety Initiatives and Culture 
 Based on the stunning decline of catheter-related infections after the introduction of 
a checklist in 103 intensive care units (Michigan Keystone ICU Project, Pronovost 
et al.  2006 ) and the dramatic reduction of perioperative morbidity and mortality that 
could be observed after the introduction of the “Surgical Safety Checklist” in par-
ticipating hospitals (Haynes et al.  2009 ), the press and parts of the healthcare sector 
were excited about the “small and simple checklists” that appeared to be the long- 
sought solution for the problem of patient safety risk. However, those who were 
responsible for this achievement contradicted this point of view (e.g.Bosk et al. 
 2009 ). Checklists were only one component of a broader program with the goal to 
change the culture of an intensive care unit, emergency room, or operating room. A 
much greater challenge than the defi nition of the necessary content of the checklist 
was to understand the social, political, organizational, psychological, and emo-
tional barriers that needed to be overcome before scientifi c evidence could be 
applied in the form of a checklist. The real challenge for the introduction of a 
checklist is not simply in its creation but to overcome all the barriers to employing 
the checklist. The fallacy behind the concept of a “simple, small checklist” thus lies 
in the assumption that a  technical tool  (checklist) can solve a  sociocultural 
problem .   

15.3.4     Developing and Implementing Checklists 

 One of the great dangers of checklists is that they can easily be compiled and readily 
be applied to virtually every aspect of patient care. Under the well-intentioned 
assumption that checklists can prevent errors, mitigate harm, and reduce the costs 
associated with errors, an excessive mandated use might make the system overly 
complex and burdensome and impede the quality and speed of care delivery. In 
addition, it may generate an insidious clinical condition in the user: “checklist- 
fatigue syndrome.” 

 Other risks seem to be associated with the introduction of checklists as well: 
Every time a system is changed to improve safety, we may defend against some 
known risks but unwittingly introduce new ones. An additional problem with check-
lists is that it may not be evident which checklist is the appropriate one to use. For 
instance, when an airplane’s landing gear won’t deploy, pilots know to go to that 
checklist in the manual. In clinical care, when a patient’s blood pressure drops and 
the heart rate increases, it is not entirely clear which checklist should be employed. 
If checklists are not revised and updated on a regular basis, new scientifi c evidence 
will not be incorporated, hindering patients from getting state-of-the-art care. If 
clinicians adhere too strictly to checklists and become dependent upon these tools 
for their judgment, they may apply them even to clinical situations with incomplete 
evidence where the exercise of critical thinking would be more appropriate. 
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 Because little is known about which specifi c checklists are truly linked to safety 
levels, how many checklists are too many, and when we have overburdened the 
checklist users, a systematic approach seems warranted before introducing a new 
checklist. The recommended steps to develop checklists include the following 
(Winters et al.  2009 ; Marshall  2013 ):

•    Review existing literature.  
•   Understand the needs and workplace of the user.  
•   Include a multidisciplinary group in the design.  
•   Perform pilot testing in a simulated environment before full-scale 

implementation.  
•   Use an iterative approach for rigorous validation of the impact on service deliv-

ery: Benefi ts should be demonstrated rather than assumed.  
•   Reevaluate and update checklists periodically based on new scientifi c data and 

on feedback from caregivers.    

 In addition to following the recommended steps, it is sensible to apply principles 
from human factors engineering (Degani and Wiener  1993 ).

•    List the most critical items at the beginning of the checklist whenever possible.  
•   Avoid long checklists when possible. Subdivide long checklists into small mean-

ingful sections.  
•   Pay close attention to usability, including the time it takes to complete the check-

list, and potentially negative effects of changes in practice.      

15.4     Management of Complexity: Acute Medical Care 
of the Future 

15.4.1     Promote Change 

 If acute medical organizations want to make patient safety an integral part of their 
corporate culture, they need to promote change in their processes, their self- concept, 
and the interactions of their members. Change always happens, and organizations 
continuously adapt to new circumstances. But if change is to be deliberate and sys-
tematic, it needs a framework and a roadmap. Such a framework is offered by con-
cepts of  organizational development  that have been tried and tested in other 
industries (Senge  1990 ; Argyris and Schön  1995 ; Nonaka and Takeuchi  1995 ). 
Organizational development means to strategically plan and systematically change 
an organization with the goal of increasing effectiveness in problem solving. 
Organizational development must be planned long term and involve the employees. 
Starting points for programs of organizational development are new demands of the 
organization. Since organizations are not developed from the outside, but move 
toward their own targets, change can only come from inside. Core issues of the 
development of organizations are knowledge, learning, quality, leadership, and 
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fl exibility. For acute medical care, important goals are patient safety and patient 
satisfaction, a transparent treatment chain, employee participation, and dedication 
to quality. Organizational change aims at those processes by which the “core ser-
vice,” patient care, is provided. The most important resources in successful develop-
ment processes are always the employees, specifi cally their knowledge, skill, and 
motivation (see Chap.   16    ).  

15.4.2     Knowledge Management 

 In the process of changing into a “learning organization,” healthcare organizations 
will have to face the challenge of facilitating knowledge sharing and learning among 
the organization’s members. Industry has addressed these issues by drawing heavily 
on theories of process and knowledge management. There is no generally agreed- 
upon defi nition of  knowledge management  (KM). Most often, the term refers to a 
range of systematic practices that support and achieve “the creation, sharing, reten-
tion, refi nement, and use of knowledge; generally in an organizational context” 
(Edwards et al.  2005 ). One of the unifying elements across most KM theories is a 
shared understanding of knowledge as  the  intellectual capital and as a central factor 
in achieving improved performance and competitive advantage (Bali and Dwivedi 
 2006 ). Knowledge in this context includes both the experience and understanding of 
the people within the organization and its information artifacts, such as documents, 
guidelines, protocols, and reports, available within the organization (Stefanelli  2004 ). 

 Modern information technologies (IT) have provided organizations with the nec-
essary tools to create and distribute knowledge within their sphere of infl uence, thus 
promoting the learning process of their members. These IT solutions include expert 
systems, e-learning, knowledge bases, corporate intranets and extranets, and other 
health IT infrastructures (e.g., computerized physician order entry, decision support 
systems; Handler et al.  2004 ); however, it is not enough to simply collect data. Only 
after information has been selected and processed to meet defi ned criteria is it 
usable knowledge in terms of KM. From this perspective, KM can be regarded as 
the art and science of transforming data into useful knowledge. 

 In view of this, which knowledge exactly is of interest for KM systems? Despite 
the diversity of their theoretical frameworks, most KM practitioners share the dis-
tinction between tacit and explicit knowledge (Nonaka and Takeuchi  1995 ):

•     Tacit knowledge  is subconscious and internalized knowledge and involves physi-
cal as well as perceptual skills (e.g., complex surgical interventions, situation 
assessment, diagnosing an X-ray). It is “know-how” knowledge held only in 
minds of organizational members. When tacit knowledge is employed, individu-
als are unaware of what they know and how they obtain particular results.  

•    Explicit knowledge , in contrast, is conscious and can be codifi ed: A person is fully 
aware of what he or she knows and is able to communicate this information to 
others (e.g., calculating the IV dose of a drug, generating differential diagnoses). 
An example of external explicit knowledge is best practice recommendations.    
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 The task of KM is, on the one hand, to convert internalized tacit knowledge into 
explicit codifi ed knowledge in order to share it with other members of an organiza-
tion. In a second step, the knowledge offered by a KM system has to be retrieved, 
understood, and internalized by individuals. This way, explicit knowledge is 
absorbed and results in new personal tacit knowledge. On the other hand, KM theo-
ries try to solve the problem of how an organization needs to be designed to facili-
tate knowledge processes. In other words, how the “right” information can be 
brought to the “right” people at the “right” time to enable the “right” actions. 

 In this context, acute medical organizations have to ask themselves:

•    What cultural and structural barriers stand in the way of systematic knowledge 
management?  

•   How can knowledge be generated from the vast amount of medical information 
(e.g., publications)?  

•   How can knowledge be distributed and shared? Which method is best suited for 
which kind of knowledge?  

•   How can information technology be profi tably and effectively used in this 
process?    

 An essential feature of acute medicine is that people from different departments 
or specialty units within the larger organization interact (e.g., emergency services 
and emergency room up to the intensive care unit) and continuously generate new 
information. As important pieces of information may be lost at the various inter-
faces, structured knowledge management can help to improve the interaction and 
cooperation. A systemic approach in which acute care medicine is thought of as a 
process with many participating organizations will help clinicians to incorporate the 
knowledge and to correctly channel the information required by the treatment chain 
(Edwards et al.  2005 ). 

 Safety-oriented knowledge management thus contributes to an informed and 
reliable corporate and healthcare culture. This brings us full circle to the topics dis-
cussed in Chap.   14    .  

15.4.3     System Design: Human Factors and Patient Safety 

 If future organizations of acute medicine want to treat patients safely, they have to 
keep in mind the principles of human factors in the design of processes and techno-
logical systems. This abstract-sounding statement means that the work system and 
all its components must be designed in a way to make safe work possible at  any 
workplace  at  any time . In addition to safety, it is necessary for the health and well- 
being of employees to be taken into account. 

 Human factors-oriented system design includes considering human qualities and 
abilities as it organizes their interactions with technology, materials, jobs, and facili-
ties. The following propositions are intended to illustrate what it would mean to 
translate these guiding principles for hospitals and healthcare facilities. 
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15.4.3.1     Management for Safety: Human Factors Knowledge 
and the Integration of Expertise 

 Decisions regarding the working conditions under which patients are treated are 
taken at the management level. Thus, patient safety is also a key responsibility of 
leaders. To set a framework that is safe for both patients and staff, management 
needs medical-technical knowledge and an understanding of human factors. 
Currently, it is rare to see new hospital or healthcare equipment or technologies 
being systematically chosen with human factors as an essential consideration. To do 
so will require an integration of management, employee participation, learning, and 
training (Carayon et al.  2012 ). 

 Knowledge of human factors is now mainly used to explain accidents and inci-
dents (Chap.   16    ). For improving patient safety, it should come into play much ear-
lier: Signifi cant and expensive decisions can hardly be reversed if one learns  after  
an accident that they weren’t adapted to human characteristics and abilities. 
Structural parameters (e.g., location and arrangement of the trauma room) or large 
equipment purchases are examples for this. If human factors knowledge in hospitals 
is to be truly useful, human factors expertise must be involved from an early stage 
in the acquisition process as well as continuously in the processes of planning, 
design, training, and clinical use.  

15.4.3.2     Human Factors for Patient Safety in Purchasing 
 The relevance of the design of medical devices for patient safety has been shown in 
many studies, especially concerning infusion pumps (reviewed in Vincent et al. 
 2014 ). For user-centered design of equipment, there is ample knowledge from 
decades of ergonomic research. The design of devices and operating concepts is, of 
course, beyond the direct reach of hospitals. But through purchasing policy and by 
contact with equipment manufacturers, some infl uence can be exercised. The uni-
formity of operating concepts in a hospital can be controlled within the organization 
(probably with short-term fi nancial disadvantages) so that confusion by the vari-
ability of devices can be eliminated. But for that, buyers need to know about the 
potential sources of error and the role of system design for patient safety.  

15.4.3.3     Human Factors Aspects of Workplace Design 
 It’s not only about medical devices! The whole working environment should be 
designed in a way that is useful for workfl ows that allow for safe working condi-
tions. A relevant example for workplace design in hospitals from a human factors 
point of view is the placement of hand sanitizer dispensers. Birnbach et al. ( 2010 ) 
pointed out that the compliance of physicians signifi cantly increased when the dis-
pensers were placed in their sight fi eld. Such human factors interventions are pow-
erful because they are effective, independent of individuals, their motivation, or 
their knowledge (of course, factors such leaders as role models continue to be 
important). Workplace design is also often less expensive than training to change 
behaviors. It needs to be implemented once, while behavioral changes must be prac-
ticed again and again due to staff turnover and to reinforce best practice.  
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15.4.3.4     Human Factors Aspects of Hospital Work Processes 
 Equipment and workplaces are the “hardware” of work. In the case study, the 
syringe pump is mounted below eye level – an arrangement that invites it to be 
overlooked under stress. However, on the “software” side, human factors inter-
ventions are also necessary and useful for patients and staff. This means design-
ing work processes so that they correspond to human capabilities. An example 
of this is the avoidance of interruptions. To be interrupted while working on a 
task by another task can cause a person to forget operations or objectives of the 
fi rst (interrupted) task (prospective memory failure Sect.   4.5    ). Human factors 
considerations can form work processes in a way to make interruptions rare. 
The reorganization of such processes requires knowledge of attention and mem-
ory processes. Even if interruptions are not completely preventable, it is still 
possible to lessen their effects. One method is to pause a few seconds before 
continuing the interrupted task because it helps to fully refocus on it (Brumby 
et al.  2013 ). 

 Obviously not all processes can be optimized in a human factors way in a hospi-
tal, especially in acute medicine. In the case study, a cesarean section had to be 
performed in a labor room without the resources of a real OR. Even in optimally 
designed hospitals, surgeries will have to be performed at night, although the error 
rate is known to increase signifi cantly at night, especially from 2 to 5 o’clock. Such 
situations should be limited to emergencies. The current tendency to shift elective 
surgery to the late night hours may be economically feasible, but for patient safety 
and the health of employees, it is not. Whenever work must take place under unfa-
vorable conditions, special attention should be paid to strengthen as many barrier 
layers as possible (Chap.   3    ). For example, good teamwork and good workplace 
design can help so that the increased probability of error does not lead to 
accidents.  

15.4.3.5     Whole System Standards 
 Designing processes implies standardization. As shown in the example of intro-
ducing checklists, new processes cannot simply be thrown into a system. To make 
them work, the entire system must be considered. In the case of the checklist, that 
concerns issues such as communication, handovers, the effects of status and hier-
archy, workload and disruptions, costs, problems in media changes from paper to 
computer, and others. To think through all of these aspects takes time and 
resources – but without that, standards will not be effectively and usefully 
implemented. 

 Standard processes need to be practiced which means that training is a critical 
component of systems change and improvement (Russ et al.  2013 ). Of special 
importance are processes that were altered or that must be mentally available in case 
of an emergency (handovers, resuscitation). These processes have to be learned, 
simulated, and practiced in everyday life. And yet, training and human factors 
aspects are a rather weak intervention (see Chap.   16     for more details) compared to 
truly ergonomic work conditions and processes.   
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15.4.4     Resilience in Acute Medicine 

 Since the beginning of the millennium, the concept of  resilience , often in connec-
tion with the ideal of a high-reliability organization, has been much discussed in 
safety research (e.g., Hollnagel et al.  2006 ). The term, which means elasticity, 
adaptability, or fl exibility, has its roots both in materials science and in engineering 
as well as in psychology. Originally, it described the ability of a material to be 
deformed and afterward to bend back to the original shape. In psychology, resil-
ience is understood as the qualities or skills that enable a person to adapt to adverse 
conditions and to recover from trauma or bad events (e.g., Werner  1989 ). People 
who are resilient are not immune to bad events, but they are not broken by them. The 
study of resilient people shows that in addition to external support and emotional 
ties, some characteristics of the individuals themselves are crucial. These character-
istics can also be useful for dealing with accidents and incidents. Resilient people 
accept the crisis or trauma. They do not assume the role of a victim, but take respon-
sibility for themselves. They think in a solution-oriented and more optimistic way 
and are oriented to the future. They have networks on which they can rely and from 
which they get help. In medicine, resilience is mainly understood in that sense – as 
an attribute of an individual. Research about “resilience in the hospital” or “resil-
ience in medicine” has focused primarily on mental health of employees, stress 
management, and courses for serenity. 

 The idea that organizations can be resilient is a very young one within safety 
research (e.g. Sutcliffe and Vogus  2003 ). That organizations deal with bad events 
and might even be strengthened by those is a fascinating concept, but hardly imple-
mented in practice. Resilience in organizations could be understood as a further 
development of existing safety management systems and cultures. Resilience would 
then encompass the acceptance that accidents or crises occur but that it is possible 
to overcome the effects of them. This includes quickly returning to normal. We 
prefer the image of a tree that is buffeted and bent by a gust of wind, but straightens 
again. In order to do so, it must be fl exible; at the same time, it needs strong roots, 
so that the wind does not knock it down. Roots of organizational resilience are, for 
example, risk management and error prevention in everyday work, a willingness to 
learn that is deeply rooted in the organizational culture (Chap.   16    ), and the willing-
ness to make prompt decisions in a critical situation and to relinquish control to the 
local actors (Fig.  15.3 ).

   To be able to return to normal after accidents or crises, organizations need char-
acteristics (Sutcliffe and Vogus  2003 ) that would also be important for hospitals and 
other acute care facilities:

•    Flexibility and the ability to improvise  
•   Ability to rapidly respond to an event and decide quickly  
•   Ability to mobilize reserves and to activate resources within the network    

 To respond to events or crises in such a way, organizations must be willing to 
adapt to change and to learn (Chap.   16    ), and they must know their weaknesses and 
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deal with them. That is where the concept of resilience meets with the notion of a 
high-reliability organization. Teams in an organization have a special role because 
they are the ones who, because of their adaptability, serve as the most likely entity 
to interrupt a chain of events from causing an error. This makes good team training 
all the more important (Chaps.   11     and   16    ). 

 In the context of patient safety, the adaptation of the concept of  resilience  is still 
nascent. What does it mean to be a resilient organization when a complication 
occurs? What does it mean when a patient has already been harmed? Currently 
“organizational resilience” does not seem ready for direct, operational implementa-
tion. However, the concept offers ideas and suggestions about how to effectively 
manage incidents and accidents – especially with fl exibility, decision- making abili-
ties, and resources based on a profound knowledge of the organization’s weaknesses 
and strengths.   

15.5     Reliable Acute Care Medicine in a Nutshell 

•     To increase patient safety, healthcare organizations are basically faced with two pos-
sibilities. They can try to reduce the variability of processes and the resulting com-
plexity of the work environment, or they can strengthen their ability to cope with 
complexity and uncertainty. Of course it is possible to combine the two approaches.  

•   Clinical risk management is a prevention system intended to reduce risks in 
patient care and pursue the goal of continuous improvement of the quality of care 
and patient safety. The term is also used in a different sense, i.e., to describe a 
defense to counter unjust patient claims against the hospital institution.  

  Fig. 15.3    Organizational 
resilience can be described 
with the metaphor of a tree 
buffeted and bent by the wind 
yet rising again – if it is 
fl exible enough and the roots 
are strong enough to keep it 
from breaking       
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•   Quality assurance and continuous quality improvement efforts focus on the 
structure, process, and outcome of patient care.  

•   Quality management entails forming all processes in an organization in a way 
that the results or products have the desired quality. By quality we mean how 
good and also how safe the treatment is.  

•   Examples of methods for risk and quality management are clinical safety audits 
and quality circles.  

•   Because patients are always cared for in an organization-specifi c context, the 
system design and the design of treatment processes have to be taken into con-
sideration when addressing patient safety.  

•   If acute care organizations of the future want to treat patients safely, they must 
follow the principles of human factors in the design of processes and technologi-
cal systems. The work systems and components must be designed in a way to 
make safe work possible at any workplace and at any time.  

•   Organizational development means to strategically plan and systematically change 
an organization with the goal of increasing effectiveness in organizational problem 
solving. Since organizations are not developed from the outside, but move toward 
their own targets, change can only come from within hospitals themselves.  

•   Standardization, the deliberate strategy to maintain a high similarity in task per-
formance, is aimed at guaranteeing the highest possible quality patient care in 
routine tasks.  

•   Standards support work and ensure quality, but they can also be seen as restrict-
ing the freedom and professionalism of caring and well-trained providers and the 
over-formalization of work.  

•   A checklist is a list of action items or criteria arranged in a systematic manner, 
allowing the user to record the presence or absence of the individual items listed, 
thereby ensuring that all have been considered or completed.  

•   The real challenge in introducing a checklist lies not in its creation, but in over-
coming a number of sociobehavioral and technical barriers to the procedure 
described in the checklist.  

•   Patient handover at the different units is a signifi cant and error-prone process in 
the context of patient care because both relevant information and responsibilities 
are transferred.  

•   Information does not equal knowledge. Only if information related to some goal 
is selected, sorted, processed, and fi nally used is it knowledge in the sense of 
knowledge management.  

•   Knowledge management refers to a range of systematic practices that capture and 
disseminate organizational knowledge to enhance organizational performance.  

•   Knowledge management faces two major challenges: First, implicit knowledge 
must be converted into explicit knowledge, since only explicit knowledge will be 
available for organizations. At the same time, processes must be designed in a 
way that makes explicit knowledge available when and where it is needed.  

•   Resilience means to accept that accidents or crises occur and to cope with them. 
For that, organizations need fl exibility, decision-making skills, resources, and a 
willingness to learn.        
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  16      Learning for Safety                     

 Case Study 
 A patient is prepared to undergo major abdominal surgery and receives a tho-
racic epidural catheter prior to the induction of anesthesia. Immediately after 
the operation, a local anesthetic is given and a patient-controlled epidural anes-
thesia (PCEA) pump connected in the recovery room. Following an uneventful 
postoperative course in the post anesthesia care unit (PACU), the patient is 
transferred to a general ward. He is awake and shows stable vital signs. 

 At 2:00 a.m., the anesthesia resident is paged by the night nurse and told 
that “either the catheter has become displaced or something’s wrong with the 
pump.” Further inquiry reveals the patient’s complaint of increasing pain. 
Boluses of local anesthetic brought no relief. Upon arrival, the resident 
observes a fully oriented patient, with noninvasive blood pressure values of 
100/50 mmHg, a heart rate of 45 bpm, and a saturation of 94 %. The anesthe-
siologist inspects both the insertion site and catheter and realizes that the 
PCEA line is connected to the central intravenous line instead of the fi lter. 
Due to the diffi culty of determining when the improper connection occurred, 
the exact amount of local anesthetic injected intravenously is impossible to 
calculate. The patient is transferred to the intensive care unit. Without any 
additional therapeutic measures, the blood pressure and heart rate return to 
normal, and the patient is transferred back to the general ward during the 
afternoon of the same day. 

 The resident physician decides to enter the case into the hospital electronic 
critical incident reporting system. While doing so, she recognizes that this is 
the third case in the course of 1 year in which a PCEA pump has been inad-
vertently connected to a central IV line. These incidents are presented at the 
anesthesia department’s next quality control conference. A root cause analy-
sis prior to the presentation indicates that the contributing factors are high 
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16.1               Learning (in the) Organization 

16.1.1     What Is a Learning Organization? 

 The two fundamental components of risk control are changing individual and team 
behavior toward safer care and changing organizations toward higher reliability. 
These changes do not occur spontaneously. They have to be intentional, and they 
have to be triggered by learning, which takes place at the level of the individual 
health professional, at the organizational system’s level. 

 Organizations in acute medical healthcare infl uence the performance of their 
members, the incidence of errors, and the management of errors. To move patient 

staff turnover on the wards resulting in a lack of familiarity with the technique 
and equipment. Furthermore, many of the new nurses are unaware of the dif-
ference between patient-controlled intravenous (PCIA) and epidural (PCEA) 
analgesia. Also, brought to light is that the intravenous and epidural lines are 
similar in appearance and easy to confuse. 

 The members of the quality control conference suggest several solutions to 
the problem. First, standard operating procedures are to be developed allow-
ing only nurses certifi ed with appropriate training in the particular technique 
to operate the pump. Second, the staff of the pain clinic is to devise a plan 
enabling all the ward nurses to be trained on the use of the pump within the 
next few months. Third, a label stating “for epidural use only” is to be attached 
to the epidural line as a reminder to the operator. The incident is presented at 
the next morbidity and mortality conference and welcomed by the hospital 
simulation center as a new teaching case for resident physicians. 

 A patient receives a thoracic epidural catheter for postoperative pain relief via 
PCEA pump. In the course of the next hours, the line from the PCEA pump is dis-
connected from the epidural catheter for reasons unknown and improperly con-
nected to the central IV line. As a result of the misconnection, the pump infuses the 
local anesthetic and the opioid intravenously. The incident is detected before toxic 
plasma levels of the local anesthetic are reached and thus has no long-term conse-
quences for the patient. Because the hospital has established an incident reporting 
system (IRS), the reporting physician is able to notice that two similar incidents had 
occurred within the past months. Because all three incidents reveal a similar pattern, 
a systemic problem seems much more likely than an isolated personal failure. The 
physician directs the attention of the hospital’s risk management to these incidents. 
The root cause analysis results in several practical steps to solve the problem. The 
knowledge gained from these incidents is fed back into the system by creating 
guidelines and additional teaching opportunities (e.g., morbidity and mortality con-
ference, simulation-based training). 

16 Learning for Safety
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safety to an integrated and valued part of the organizational culture, processes and 
structures need to be handled thoughtfully with some degree of fl exibility. And 
effective organizations put a premium on preserving respect for all workers and 
value the interaction and communication. 

 Organizations continuously change as they adapt to the changing environment in 
which healthcare is provided. If these are to occur effectively, they need a concep-
tual framework. Concepts of organizational development offer frameworks that 
have been validated in other organizations (e.g., Argyris and Schön  1996 ; Senge 
 1990 ). 

 Organizational development implies that organizations are strategically planned 
and systematically changed with the aim of increasing their effectiveness to solve 
problems. Organizational development is a long-term undertaking and requires the 
participation of all members and an ongoing commitment throughout the 
organization. 

 The direction of change and the determination to reach goals can only be devel-
oped and nurtured  within  a healthcare organization. Organizations are not devel-
oped from the outside. Major issues in organizational development are “knowledge,” 
“learning,” “quality,” “leadership,” and “fl exibility.” In the context of a high-stakes 
medical environment, patient safety, patient well-being, a transparent treatment 
chain, participation of members, and competition among healthcare institutions are 
superordinate goals. Organizations try to improve structures and processes to exe-
cute the core process, patient treatment. The most important resources for an orga-
nization wanting to achieve change are the people who work in the organization: the 
collective knowledge, experience, motivation, and cooperation of all staff 
members. 

 Changes to the organization include not only relevant structures and procedures 
but also behavioral skills and attitudes. The organization has to emphasize and 
value learning. This statement may sound strange at fi rst because learning (Chap. 
  4    ) is a process generally attributed to living beings and not to an abstract entity 
such as an organization; however, it is the interaction between individuals and 
organizations that is the basis for  organizational learning  (Argyris and Schön 
1996). Organizational learning is the process of transforming external information 
into practical, contextual knowledge that informs practices across the organization. 
The resulting organizational knowledge is the product of the learning process and 
includes internal (tacit) and external (explicit) knowledge forms. Although organi-
zational learning begins with individual learning, it is more than the sum of its 
individual participants’ learning. Members come and go, and leadership changes, 
but certain behaviors, mental models, norms, and values are preserved in an orga-
nization over time. They defi ne a stock of acceptable behaviors that apply through-
out an organization (i.e., “the way we do it”) and which are frequently inherited by 
new generations of employees. In this respect, organizational knowledge remains 
long after original learners have departed because they have contributed to the 
organization’s collective memory. In similar ways, perhaps slowly but certainly 
with suffi cient determination and thoughtfulness, change will spread throughout an 
organization. Every time a problem arises (e.g., because a new regional pain 
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therapy introduces a more complex administration process thus increasing threats 
to patient safety yet does not improve pain relief as hoped), several people within 
the organization will refl ect upon the new therapy and its processes and decide how 
it can be improved or perhaps decide that the older, simpler therapy should be 
reinstated. In this way, changes in procedures, fl ow of information, rules, and 
resources will result. Because many members of the organization will experience 
change, it is appropriate to say that “the organization” has learned a lesson from an 
unsuccessful attempt. 

 The concept of the learning organization (Senge  1990 ) is that a successful orga-
nization intentionally applies learning strategies to adapt and respond to changes in 
the environment. A learning organization challenges its processes, instructions, 
assumptions, and even its basic structure, thereby redesigning itself constantly. In 
its totality, organizational learning is based on experiential learning: Organizations 
adjust their activities and mental frameworks based on experiencing successes and 
failures. The structure of experiential learning is simple: Actions are taken, the envi-
ronment responds, and implications for future actions are formulated on the basis of 
feedback and the organization’s ability to learn and adjust. 

 Organizational learning will meet resistance because humans are naturally resis-
tant to change. Change introduces uncertainty about values and behavior. People 
naturally tend to avoid uncertainty (Chap.   4    ), so they are inclined to oppose new 
ideas simply because they are new. 

 Changes in the environment also include innovations that are put into practice 
based on evidence. However, despite considerable resources devoted to research, a 
consistent fi nding is that the transfer of research fi ndings into practice is unpredict-
able and can be a slow and haphazard process. Research on the quality of health-
care in the United States revealed a decade ago that 30–40 % of patients do not 
receive care according to current scientifi c evidence (Schuster et al.  1998 ; Eccles 
et al.  2005 ). Whereas policy makers expect organizations to adapt research-based 
innovations in a timely manner, organizational leaders in medicine have to fi nd 
ways of bridging the gap between knowing something and being inclined and able 
to do that something. Attempts to resolve this dilemma include the introduction of 
evidence- based medicine (EBM) and research on effective implementation strate-
gies. Reviews of implementation research have consistently shown that the major-
ity of interventions can achieve moderate improvements in care with considerable 
variation in the observed effects within and across interventions (Grimshaw et al. 
 2001 ).  

16.1.2     Key Characteristics of a Learning Organization 

 Rather than responding to change and uncertainty with strict rules, learning organi-
zations try to establish structures and processes that allow fl exibility in learning and 
proactive behavior. These, in particular strategic learning orientations (Senge  1990 ; 
Davies and Nutley  2000 ), include: 
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16.1.2.1     Thinking in Open Systems (Systems Thinking) 
 Systems thinking is the cornerstone of a learning organization (Peter Senge called it 
the “fi fth discipline”; Senge  1990 ). While in many organizations individual depart-
ments are considered as isolated and detached from the whole, learning organiza-
tions try to teach their members how their own activities and the activities of others 
are interrelated. Instead of a reductionist view (characterized by simple cause-and- 
effect relationships), learning organizations consider dependencies, time delays, 
and interactions within a system.  

16.1.2.2     Personal Mastery 
 Organizations that strive for excellence see each individual employee as an impor-
tant part of the organization’s capital, and they acknowledge the need to constantly 
improve knowledge and skills. Since people spend a lot of their life at work and 
need to make sense of what they are doing, they experience the development of their 
own professional and interpersonal potential as meaningful. As a result, employees 
are personally satisfi ed; they commit themselves to their organization and provide 
professionally competent contributions. A central leadership task is to identify the 
strengths and talents of employees and to provide opportunities for development.  

16.1.2.3     Team Learning 
 The exclusive focus on individual skills is insuffi cient and sometimes leads to wrong 
results. Patient care takes place in teams. Teamwork is the key factor in the develop-
ment of reliable medical organizations. Learning organizations are aware of the 
strength of teamwork (Chap.   11    ). Knowledge is exchanged across department 
boundaries to become an effi cient organization capable of joint action.  

16.1.2.4     Reflections of Mental Models 
 This joint action is complicated by the fact that the mental models underlying the 
action differ from person to person and always comprise only a part of reality. In 
addition, the “psycho-logic” of human behavior causes people to hold on to existing 
perspectives and thereby makes them blind to a changed reality. To minimize this 
risk, learning organizations have formulated rules that help teams explore, question, 
and evaluate the mental models of team members (Sect.   11.3    ). As a result, different 
perceptions are not experienced as a threat, but as a learning opportunity. People do 
not primarily defend their points of view, but share the underlying assumptions and 
data. Instead of fi ghting about the right point of view, conceptual models are openly 
discussed in order to obtain a comprehensive picture of reality.  

16.1.2.5     Shared Vision 
 In addition to encouraging personal development and open discussion of opinions, 
learning organizations give their members a common vision that allows the indi-
vidual to understand his or her own contribution in the overall context and well- 
being of the organization. Ideally, visions have an appealing and strong emotional 
component that makes it easy for employees to identify with them. 
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 From what has been said, it is evident that the characteristics of learning organi-
zations – with their focus on empowered individuals, teamwork, clear communica-
tion structures, and ongoing skepticism about underlying assumptions – overlap 
with the characteristics of other organizational models such as high-reliability orga-
nizations (Chap.   14    ). 

 Critics point out that the concept of a learning organization is too idealistic 
because the real challenge lies in its implementation. A learning organization has 
both very high and arguably unrealistic expectations of the learning motivation and 
learning ability of employees and also needs charismatic leaders who can motivate 
employees (Chap.   13    ) in order to convincingly introduce and implement such a 
concept. To fi nd both is probably more an exception than the norm. Despite these 
legitimate objections, the ideal learning organization displays features that can 
serve as a suitable model for healthcare (e. g., B. Davies and Nutley  2000 ; Garvin 
et al.  2008 ; Schüpfer et al.  2007 ; Stinson et al.  2006 ).   

16.1.3     How Can an Organization Learn? 

 In the case study, the work-up of the incident was not limited to changing the 
labels of the epidural line but led to questioning previous assumptions about the 
appropriate timing of employee training. Learning from the event thus took various 
forms. 

16.1.3.1     Adapting Behavior: Single-Loop Learning 
 Whenever something goes wrong, most people naturally respond by looking for a 
different strategy to address the task. In an iterative process or with the aid of 
external information (e.g., guidelines), procedures are changed until a new strat-
egy leads to the desired result: “Doing things right.” Like the failed strategy pre-
ceding it, the new strategy is based on established knowledge and familiar 
behavioral patterns. Processes and actions directed at the problem are optimized 
with regard to existing goals, values, plans, and rules, which all remain unchal-
lenged. Because the characteristic feature of this kind of learning is the single 
loop, which exists between problem recognition and action, this learning cycle 
has been called  single-loop learning  by organizational theorists (Fig.  16.1 ; Argyris 
and Schön 1996). Single- loop learning can be compared to a thermostat that 
learns to regulate its heat according to the surrounding temperature. The thermo-
stat can perform this task because it can receive information (the temperature of 
the room) and take corrective action. Single-loop learning is present each time 
goals, values, frameworks, and – to a signifi cant extent – strategies are taken for 
granted. As a result, thinking is directed toward making a familiar strategy more 
effective. Single-loop learning in response to the misconnection of the PCEA line 
is primarily directed at the technique and making it more effi cient: New labels are 
attached to the lines, and staff members are retrained in patient-controlled pain 
therapy.
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16.1.3.2        Changing Basic Assumptions and Norms: Double- Loop 
Learning 

 An alternative response to an error would be to question the mental models that 
underlie the action. In contrast to single-loop learning,  double-loop learning  cor-
rects errors  and  changes underlying assumptions within the minds of people and the 
organization. Such learning may lead to a shift in the way in which strategies and 
consequences are framed and can lead to new goals or priorities: “Doing the right 
things.” If an organization is able to view and modify those basic frameworks, it will 
be able to think previously unthought-of thoughts and develop new directions. This 
is necessary because often adaptive learning offers a weak or no solution at all 
(Fig.  16.1 ). Because double-loop learning implies a process of relearning basic 
assumptions, members of an organization often fi nd it diffi cult to embrace. In view 
of the PCEA misconnection, double-loop learning could imply that basic assump-
tions about continuous education and retraining staff members have to be ques-
tioned and possibly reformulated. The consequence could be proactive training that 
addresses potential gaps in knowledge before insuffi cient experience threatens 
patient safety.  

16.1.3.3     Change the Process of Learning: Deutero-learning 
 Last but not least, deutero-learning or meta learning (Bateson  1972 ; Schön  1975 ) 
describes how organizations make the learning process itself the focus of learning 
by analyzing how employees learn, under which conditions they do not learn and 
what strategies make positive behavioral change possible. Organizations learn how 
to learn. By recognizing patterns that enabled or hindered learning in similar situa-
tions, norms of behavior can be restructured. This ability is essential for a learning 
organization.  

  Fig. 16.1    Forms of organizational learning (Following Argyris and Schön  1999 )       
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16.1.3.4     Unlearning and Relearning 
 Many approaches in medicine evolved historically and become an unquestioned 
part of the organizational culture. “That’s how we do it here” is often not based on 
the best evidence but on the dominance of individual people, customs, and tradi-
tions. Any questioning of the status quo can trigger anxiety and cause resistance, 
“How can what I have done for decades suddenly be wrong?.” 

 Psychological, structural, and organizational factors favor keeping to well- 
known paths and make it diffi cult to unlearn old approaches and relearn approaches 
in new ways. “Unlearning” can be the slow fading of knowledge or intentional 
unlearning or can be manifested as deep unlearning by questioning the basic 
assumptions, depending on the speed and intentionality of the unlearning process 
(Rushmer and Davies  2004 ). Unlearning is not the same as forgetting is not neces-
sarily a natural consequence of learning (Rushmer and Davies  2004 ). Unlearning 
can mean a profound break with previous perspectives and sometimes needs a tar-
geted approach within the organization (Sherwood  2000 ). Relevant examples of 
deep unlearning in the past were oxygen avoidance with preterm infants in neonatal 
intensive care units (the new approach led to great anxiety for the caregivers; 
Rushmer and Davies  2004 ), the abandonment of the Sellick maneuver to prevent 
aspiration as part of a “rapid-sequence” intubation, more recently the central venous 
insertion using ultrasound guidance, and the almost complete abandonment of 
hydroxyethyl starch for volume resuscitation. 

 Often organizations have to overcome considerable fear and resistance and need 
to be patient until the employees accept a new approach. These barriers to relearn-
ing can also be seen in the many years that it takes to implement amended guide-
lines in clinical practice. This gap between the availability of proven enhancements 
and the adoption into clinical practice (“translational gap”) is multifactorial and has 
implications for patient safety (Cosby  2013 ). To change successfully, organizations 
need the ability to identify routines, habits, and traditions that are embedded in the 
organizational culture, to evaluate them and unlearn them intentionally for the ben-
efi t of new approaches.   

16.1.4     The Importance of Teamwork in Organizational Learning 

 Learning can take place at the level of the individual health professional, at the 
organizational systems level, and at points in between. An important in-between 
point that’s needed to manage risk and enhance quality is the level of teamwork 
(Chap.   11    ). Organizations have been shifting their focus from the individual to 
teams as a prerequisite means to improve outcomes. The emphasis is most evident 
in teams operating in high-reliability organizations (HROs). HROs focus on teams 
to learn how to balance effectiveness and safety within the complexities of the 
environment (Chap.   14    ). Encouraged by the results of other high-stakes indus-
tries, the healthcare community has begun to examine high-reliability teams 
(HRTs) as a model for the complex domain of acute medical care (Wilson et al. 
 2005 ; Manser  2009 ). Results of this research are showing that teamwork appears 
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to  the  essential component in the pursuit of achieving high reliability in healthcare 
organizations. 

 Because improvements in patient safety and better quality of medical care are 
inseparably related to the process of organizational and individual learning, recent 
interest has emerged in teams as the primary vehicle for organizational learning and 
where cultural changes can most effectively be addressed. Learning occurs as an 
interaction within the team and extends to the team’s interaction with its environ-
ment. Learning can be triggered by:

•     Problems : Organizational learning is often rooted in problems and experience. 
Problems generate doubts about current strategies and lead to a search for new 
solutions. The case study from the beginning of the chapter illustrates this 
problem- based learning.  

•    Opportunities : Unforeseen events can be opportunities for learning and innova-
tion. If team members take the time for debriefi ng after a critical event or an 
incident to collectively explore triggering conditions and to consider the role of 
their own expectations, perceptions, and reactions, then a variety of learning 
opportunities arise.  

•    People : The interaction with other members serves as a strong stimulus for learn-
ing. Reviewing the actions of team members and exploring individual mental 
models can challenge participants to reconsider and potentially reformulate their 
understanding of the issue and therefore recast their actions.      

16.2     Qualification and Training 

16.2.1     Training and Education: Prerequisites and Limits 

 The skills and knowledge of healthcare professionals are the decisive human 
resource for an effi cient and safe delivery of patient care and the avoidance of errors. 
The systematic enhancement of staff qualifi cation by providing knowledge and 
training opportunities is a major investment in patient safety. 

 Since teamwork plays a key role in ensuring highly reliable patient care, the 
focus of training programs should not only be medical and technical knowledge and 
skills but also the behavioral and teamwork skills, sometimes called “nontechnical 
skills” (e. g., Fletcher et al.  2002 ; Flin and Maran  2004 ; Reader et al.  2006 ; Yule 
et al.  2006 ). Communication, teamwork, and decision-making should be interwoven 
with medical-technical contents as an integral part of the professional competence 
of physicians, nurses, and emergency services. To meet these requirements, innova-
tive learning approaches such as simulation training, problem-based learning, and 
case-based learning are suitable. Ideally, leaders are a living model of this blend of 
medical knowledge and behavioral skills. Nevertheless, a staff development plan for 
a safe hospital should include teamwork training. One of the keys to the remarkable 
safety record in civil aviation is that the companies have been working for over 40 
years to bring about this convergence of technical and nontechnical skills. 

16.2 Qualifi cation and Training
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16.2.1.1     Training as a Weak Human Factors Intervention 
 The discipline of human factors is wide ranging. It includes all aspects of the envi-
ronment in which people work including human-computer interaction, the form and 
fi t of devices, fl ow of people and equipment, comfort such as temperature, work 
cycles including rest, etc. A common misunderstanding in healthcare is that behav-
ioral and teamwork training interventions, such as simulation-based training, are 
advertised as human factors training. This naming implies that healthcare organiza-
tions have taken human factors into account. This linguistic shorthand illustrates a 
narrow understanding of human factors as being comprised of only behavioral 
considerations. 

 Healthcare tends to overlook that the training of nontechnical skills in other 
high-risk domains (e.g., civil aviation) covers only one aspect of human factors 
(Russ et al.  2013 ). 

 In the true sense of the discipline, far too few human factors specialists work 
with hospitals. Human factors experts point out that medical organizations do not 
adequately consider the principle of organizational psychology, ergonomics, sys-
tem design, human-machine interface, etc., when designing healthcare work envi-
ronments. A saying in human factors is that “Design trumps training.” That is a 
way of saying that when designing work environments, there are a number of 
highly effective considerations and solutions that potentially provide an environ-
ment that is safe and effective; i.e., design considerations should be brought to the 
forefront of healthcare system design,  before  training is considered. At present, 
the understanding of the discipline of human factors within the healthcare com-
munity is primarily shaped by misunderstanding or abbreviated understanding 
rather than facts (Table  16.1 ).

   While training programs are increasingly established, overall system-related 
interventions such as changes in architecture, redesign of work equipment, arrange-
ment of devices, and other measures get less attention. One reason for the prefer-
ence for training intervention over changes in system design could be that the 
connection of developers, industry, and users in the healthcare system is not as tight 
as, for example, in aerospace and nuclear technology. In those high-risk areas, 
industry or government specifi es the system that’s needed and the required opera-
tional capability. They expect to purchase a fully integrated system. In healthcare, 
various equipments are bought from various manufacturers with a rare eye to sys-
tems integration and the humans who must use it. In addition, the intervention of 
training is much easier to establish, is much cheaper for the organization in the short 
run, and shows effects faster than the (re)design of work systems (Fig.  16.2 ). This 
does not mean that training is unnecessary! But training is a relatively weak inter-
vention as compared to well-designed systems since its effectiveness depends on 
participants’ memory, motivation, opportunities for using what they learned, and 
supportive organizational structures (Fig.  16.3 ).

    When implementing human factors training programs, it is important to have 
clear expectations about the possibility or impossibility to change aspects of human 
memory limits and processing ability, motivation, emotion, knowledge, skills 
(Chap.   4    ), and group behavior. Some of these aspects can be changed by learning 
processes; other human characteristics (e.g., basic perceptual processes, 
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   Table 16.1    Fact and fi ction in the understanding of the discipline of human factors in healthcare. 
The comparison highlights the potential benefi t for applying human factors expertise in healthcare 
system design   

 Facts about the discipline of human factors 
 Misunderstanding or abbreviated understanding 
about human factors in healthcare 

 Fact 1: human factors is about designing 
systems that are resilient to unanticipated 
events 

 Fiction 1: human factors is about eliminating 
human error 

 Fact 2: human factors addresses problems 
by modifying the design of the system to 
better aid people 

 Fiction 2: human factors addresses problems by 
teaching people to modify their behavior 

 Fact 3: human factors focuses on ranges 
from the individual to the organizational 
level and the interaction of humans with 
technology 

 Fiction 3: human factors work focuses on 
individuals 

 Fact 4: human factors is a scientifi c 
discipline that requires years of training; 
most human factors professionals hold 
relevant graduate degrees at the masters or 
doctoral level 

 Fiction 4: human factors consists of a limited set 
of principles (e.g., “15 CRM behaviors”) that 
can be learned during simulator training. 
Clinicians can acquire this expertise in 
simulation courses and by reading journal 
articles 

 Fact 5: human factors professionals are 
bound together by the common goal of 
improving all aspects of design for human 
use and represent different specialty areas 
and methodological skills sets 

 Fiction 5: human factors scientists, 
psychologists, and engineers all have the same 
expertise 

  Modifi ed following Russ et al. ( 2013 )  

  Fig. 16.2    Measures to strengthen patient safety differ in effectiveness with respect to the neces-
sary fi nancial resources and latency until they are effective (based on Schüpfer et al.  2007 ). How 
much investment is needed to bring about a cultural change within a medical organization is still 
unclear       
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mechanisms of visual attention, etc.) cannot be affected by training interventions. 
Effective attention, for example, can be maintained only for a certain time span and 
cannot be altered fundamentally through training and urging personnel to “pay bet-
ter attention.” Admonitions such as “Please try to be more careful next time!” in the 
aftermath of an incident are never a solution when the problem was caused by dis-
traction, interruptions, fatigue, etc. Even well-trained, very experienced, and highly 
motivated persons can and will make serious mistakes (Amalberti and Mosneron-
Dupin  1997 ). In short, adapting the work system to known human characteristics 
and  designing out  possibilities for error (Sect.   15.4    ) is far more effective than train-
ing. And even more sensitivity to human limitations and abilities is needed when the 
aim is to provide healthcare systems for healthcare workers who provide care under 
adverse and stressful conditions.  

16.2.1.2     Ensure Transfer in the Organization 
 If newly learned behavior (e.g., from a leadership seminar or a simulator course) is 
brought into an organization, it must be ensured that what was learned is really 
wanted and supported in the organization and can therefore be implemented and 
sustained. Training without organizational support for transferring and sustaining 
the acquired knowledge and skills is a waste of time. The effects of training without 
subsequent opportunities and support to use the new knowledge or behavior will 
fade with time. Taking part in a training and instruction does not guarantee success. 
Managers and teachers often assume “you know it, now do it;” but knowing about 
something and doing that something are not the same, i.e., knowledge ≠ behavior. 

 Moreover, when training leads to behavior that stands in contrast to the predomi-
nant organizational culture, trainees probably cannot use or implement what they 

  Fig. 16.3    Measures to strengthen patient safety and corresponding strength of the intervention. 
The more dependent a measure is on human behavior, the weaker its infl uence. The success of 
training initiatives depends on participants’ memory, motivation, and opportunity to apply the 
learned behavior       
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have learned. That can have a demotivating effect and lead to tensions within the 
team. For example, when after a course on hand hygiene, a physician tries to imple-
ment new guidelines in his department, he might experience negative reactions. 
After a few days, the old habit might then win. 

 When organizations implement training programs, transfer into everyday prac-
tice must be planned well in advance by answering such questions as: How is it 
ensured that employees are “allowed and encouraged” to use what they have 
learned? Are there refresher courses on order to prevent the fading of behavioral 
change? Will peers and supervisors also take the training?   

16.2.2     Team Training and CRM 

 The “human factor” might be compared to Janus, the two-faced god of Roman 
mythology looking in opposite directions (Fig.   1.2    ): On the one side, it is usually 
involved in the error chain in some ways. On the other side, people are a key resource 
that helps avoid errors or recognize them and mitigate their effect. In acknowledg-
ment of these two aspects of the human factor, civil and military aviation tried early 
on to use this positive side as part of an overall package of interventions and to train 
pilots’ communication and teamwork skills (Wiener et al.  1993 ). In recent decades, 
the interest in those skills that are not linked to clinical knowledge but are essential 
for safe patient care has also grown steadily in healthcare. Basically, these skills 
belong in two broad categories:

•    Interpersonal skills, such as communication, teamwork, and leadership  
•   Cognitive skills, such as situational awareness, planning, decision-making, and 

task management    

 The cognitive demands of pilots and anesthesiologists have similarities (e.g., 
dynamic decision-making under uncertainty and time pressure, the importance of 
monitoring, teamwork with ad hoc teams, rapid response to critical events; see 
Chap.   14    ). Therefore, the training approach of aviation (cockpit resource manage-
ment, later crew resource management, or CRM) was initially adapted to the needs 
of anesthesiology and more specifi cally to the management of incidents (e.g., Gaba 
et al.  2006 ; Anesthesia Crisis Resource Management; ACRM). After positive results 
within anesthesiology, the concept was adopted by other acute care disciplines and 
implemented in training programs. The original ACRM training and related emer-
gency management training have similar characteristics to simulator sessions in 
aviation. Typically, they include:

•    A clinical problem that needs to be solved; often involving a high-risk low- 
frequency circumstance  

•   Teamwork and time pressure within the simulated case  
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•   Guided debriefi ng of the case often assisted by video  
•   Considerations given to promoting lessons learned in simulation to real-world 

clinical care    

 Despite some fundamental similarities between aviation and acute care (Chap. 
  14    ), it is apparent that the knowledge, experience, and evaluation in those domains 
are not directly comparable in terms of safety-related behavior (Helmreich and 
Merrit  1998 ; Randell  2003 ; Sexton et al.  2000 ). Thus, various research groups 
began to identify and empirically validate those skills and behaviors that are impor-
tant for safe patient care in the context of healthcare high-risk areas. Within these 
research programs, key  behavioral marker s were identifi ed. Behavioral markers, 
when articulated well, are specifi c for each work area and each professional group 
because while certain broad categories may be generalized across disciplines (e.g., 
situation awareness, use of resources, etc.), the behavioral descriptions within spe-
cialty (e.g., anesthesia, surgery, etc.) must include job-specifi c considerations (over-
view in Manser et al. ( 2012 )). 

 According to existing data, team training is effective, depending on organiza-
tional and other conditions (e.g., Morey et al.  2002 ; Salas et al.  2006 ; Schmutz and 
Manser  2013 ). Training can be transferred into daily work (Kirkpatrick level 3), 
which is shown in a reduction of complications, length of hospital stay, and mortal-
ity (Kirkpatrick level 4; Boet et al.  2014 ) or even a return on investment (Moffatt- 
Bruce et al.  2015 ). 

 Despite the ever-widening evidence base that speaks for a comprehensive intro-
duction of team training, it is still not the norm for hospitals and emergency services 
organizations to have physicians, nurses, and emergency medical services personnel 
learn to communicate, make team decisions, manage workload and resources and 
coordinate actions in a simulator setting, or practice and refl ect on relevant team 
behaviors. Reasons for the hesitant acceptance could be:

•     Aspects of organizational culture : The meaningfulness of team training is still 
not generally accepted, despite a plethora of data. There is a reluctance to replace 
authoritarian structures with more cooperative forms of work. Deep-seated hab-
its of thought and behavior patterns need to be questioned and changed 
(McCulloch et al.  2009 ).  

•    Profi t-oriented environment : Investing in safety-related training does not lead to 
immediate or clear causal results. Decisions made in favor of economics are 
often contrary to human factors and teamwork principles.  

•    Personal fears : Training in interdisciplinary teams is always a personal chal-
lenge. To overcome traditional disciplinary, specialty, and professional boundar-
ies (and possibly cherished prejudices) is not easy.    

 The aviation industry had some of the same challenges. To surmount such resis-
tance, seven factors for systematically preparing, implementing, and sustaining 
team training and improving performance have been identifi ed and proposed (Salas 
et al.  2009 ):
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•    Align team training objectives and safety aims with organizational goals.  
•   Provide organizational support for the team training initiative.  
•   Get frontline care leaders on board.  
•   Prepare the environment and trainees for team training.  
•   Determine required resources and time commitment and ensure their availability.  
•   Facilitate application of trained teamwork skills on the job.  
•   Measure the effectiveness of the team training program.    

 This means that team training needs the full and long-term support of institutional 
leadership. The culture of acute care and lifelong habits cannot be changed in a train-
ing regimen of 1 or 2 days. It can take years of training and refresher training until 
effects of training programs are deeply rooted in the organizational structure. Even 
the best results of team training fade with time – the decision to offer team training 
therefore requires a long-term training plan with recurring training experiences.  

16.2.3     Use of Simulation in Acute Care 

 Simulation is often used for team training in healthcare. The term  simulator  usually 
refers a device that is used to represent a patient or a part of the patient (e.g., eyes, 
heart, etc.). Full body (mannequin) simulators are used extensively in team or crisis 
management training (Fig.  16.4 ). A patient simulator ( full - scale simulator ) is a 

  Fig. 16.4    Simulation-based training of medical emergencies. Simulation makes it possible to 
provide healthcare providers with realistic and challenging scenarios (Courtesy of Center for 
Medical Simulation in Boston)       
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combination of a mannequin and a control computer by which the simulation is con-
trolled manually or based on pharmacological and physiological models (Fig.  16.4 ). 
Currently available mannequins cover all age groups (premature babies, infants, ado-
lescents, adults) and a variety of clinical conditions (e.g., trauma, birth). Many mod-
els are self-suffi cient with respect to power and gas supply and run wirelessly. 

 Under the headline of “simulation,” however, many more methods than just the 
use of patient simulators can be found. On one hand, in skill-based training, techni-
cal skills like intubation, central venous catheter line insertion, umbilical venous 
catheter, or cricothyrotomy can be learned using simple models ( part task trainer ). 
On the other hand, in rule-based training, algorithms for patient care can be trained 
by using software (e.g., for training CPR algorithms). In decision-based simulator 
training, differentiated emergency diagnosis and therapy (e.g., treatment of anaphy-
laxis, care of trauma patients) can be practiced. The ever-advancing development of 
computer technology also makes it possible to simulate techniques with a surprising 
degree of realism: diagnostics (e.g., transesophageal echo (TEE)), interventions 
(e.g., cardiac catheterization), and surgery (e.g., laparoscopy). Thanks to simula-
tion, the former teaching concept of “see one, do one” becomes “see many, train 
even more.” In addition to scientifi c evidence on the effectiveness of simulator train-
ing programs, simulation as a teaching concept has thus obtained an ethical compo-
nent: Any process that can be learned with a reasonably good simulation alternative 
should not be practiced fi rst on a patient (Ziv et al.  2003 ). While the exact nature of 
the further development and employment of simulation is not foreseeable, in the 
future, patients may no longer be treated by inexperienced beginners, but by physi-
cians who have practiced the respective examination technique, intervention, or sur-
gical procedure extensively using simulation. 

 Beyond full-scale simulators or part task trainers, humans themselves can act as 
simulators: “Standardized patients” are actors who are trained to behave like patients 
with real diseases. Standardized patients are used mostly in the education of medi-
cal students where access to real patients with a specifi c pathophysiology may prove 
diffi cult. Here, the focus usually lies on a controlled learning process for the 
physician- patient (or nurse-patient) relationship. In order to improve the communi-
cation and ethical skills of their students early in their career, more and more educa-
tional institutions have established programs using standardized patients.  

16.2.4     A Learning Tool: Debriefing 

 Organizational learning is often triggered by incidents or other unpleasant experi-
ences. Learning after the event can be promoted by a post-experience analytic pro-
cess. This process is called “debriefi ng.” While many authors write about the 
debriefi ng process, not all use the term  debriefi ng  to denote the same thing. 
Debriefi ng is variously defi ned as (Lederman  1992 ):

•    Appraisal and generation of knowledge from experiences in work-related tasks  
•   Learning through refl ection on a simulation experience  
•   Emotional recovery from a critical incident    
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16.2.4.1     Debriefing of Work-Related Tasks 
 In the context of  work - related tasks , debriefi ng provides healthcare providers with 
the basis for understanding why and how the new knowledge they acquired relates 
to what they already know. Team performance can be enhanced greatly by imple-
menting regular debriefi ngs at the end of every shift. A short summary of the day’s 
tasks and problems, positive and negative experiences, and ensuing consequences 
for the team’s future work will bond the knowledge of the team members. In avia-
tion, this type of debriefi ng is normal and obligatory; in healthcare this opportunity 
for learning and team building is rarely employed.  

16.2.4.2     Debriefing After Critical Incidents 
 Mass casualties or a patient’s death but also severe incidents during treatment 
can pose an emotional strain on the caregivers resulting in a variety of stress 
reactions (Chap.   9    ). In order to avoid serious long-term consequences (e.g., post-
traumatic stress disorder), many organizations now offer a multistep coping con-
cept following a critical event (e.g., critical incident stress debriefi ng; Hammond 
and Brooks  2001 ). Debriefi ngs help individuals to come to terms with a situation 
by letting them describe what happened, allowing for emotional ventilation and 
providing emotional support for team members. In addition, early signs of a 
stress response syndrome can be identifi ed (Hoff and Adamowski  1998 ; James 
and Gilliland  2001 ). Depending on the situation, debriefi ng after a critical inci-
dent can aim at:

•    Awareness of emotional strain  
•   Review of actions in the situation and their consequences  
•   Support for emotional coping  
•   Support for the team  
•   Teaching and learning     

16.2.4.3     Debriefing in Simulator Training 
 While task-related debriefi ng is often skipped due to a lack of time or other adverse 
conditions, it is fi rmly established in the context of simulator training. Debriefi ng is 
regarded as the heart and soul of simulator training. Debriefi ng helps to facilitate 
learning for those who have been through the experience and those who have 
watched it (Dismukes et al.  2006 ). This process involves getting the participants to 
tell the story the way they experienced it, describing the feelings elicited by the 
experience, and refl ecting on their own taken-for-granted or implicit assumptions, 
mental models, and professional work practices (Dieckmann et al.  2012 ). In an 
environment that feels both psychologically safe and clinically challenging, profes-
sionals improve their behavioral, communication, coordination, and decision- 
making skills by refl ecting on their experience and considering what assumptions, 
rules, and practices are serving them well and which ones they might want to 
change. 

 The purpose of debriefi ng is not to lecture or expound but instead to facilitate 
self-awareness, maximize group interaction, and foster idea development 
(Steinwachs  1992 ). Leaders who debrief staff members cannot do this by keeping 
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to conventional hierarchical patterns. In contrast, it is necessary to learn specifi c 
competencies: Debriefi ngs demand high role fl exibility, as one is obliged to be a 
teacher, critic, moderator, and enquirer simultaneously (McDonell et al.  1997 ). If 
possible, every team member should participate in the debriefi ng process. A trained 
debriefer can help the team by providing positive feedback on successful perfor-
mance as well as surfacing topics around things gone wrong – all of which is open 
to discussion and consideration during the debriefi ng. It is important to build a 
“safe container” in simulation and debriefi ngs, i.e., to create an environment of 
trust and openness where mistakes are not crimes to be punished, but mysteries to 
be solved (Rudolph et al.  2014 ). Often the issue of “personal failure” and inade-
quacy will arise; therefore, it is especially important to maintain the safe container 
throughout the simulation and debriefi ng experience to enable the required per-
sonal confi dence of participants to deal with critical situations in the future. Several 
recent publications cover all aspects of debriefi ng in a post-experiential simulated 
setting (Dieckmann et al.  2012 ; Mort and Donahue  2004 ; Rudolf et al.  2006 ; 
Eppich and Cheng  2015 ).    

16.3     Learning from Incidents: Reporting and Accident 
Analysis 

 Safety culture is an “informed culture” (Reason  1997 ) that relies on safety-relevant 
information from incidents, errors, or process deviations. In the event of an incident 
or accident, valuable information for both the organization and the individual 
becomes available. This information, as accurate as can be, must be collected and 
made accessible for the organization. One important tool for collecting safety- 
relevant information is the incident reporting system. Reports should be made on 
any event that harmed or might have harmed a patient, exposed the patient to an 
unnecessary risk, or could have done so. It doesn’t matter if the event was prevent-
able or not nor if it happened due to errors and mistakes or due to technical failure. 

 Using the nomenclature of patient safety, reports can be made on any of the 
following:

•    Accident: An event that results in a patient’s death or being harmed. Reporting 
accidents is problematic for reasons discussed in Sect.  16.3.2 .  

•   Incident: An unintended event, which reduces, or could reduce, the safety margin 
for a patient. The improper connection of the PCEA pump is an example for such 
an incident. Incidents can be triggered by individual errors, the patient’s patho-
physiology, or organizational-process defi cits.  

•   Near miss: An error or mistake that could have harmed a patient but did not.  
•   Adverse event: a harmful event caused by treatment rather than by the patient’s 

medical condition. Adverse events can be preventable or not.  
•   Critical incident: An event that increases the likelihood of adverse events.  
•   Error: An action (or omission of action) with a deviation from plan, a wrong 

plan, or no plan. The result of the error is not relevant for its defi nition.    

16 Learning for Safety



409

 Considering these different defi nitions, the terms  error reporting system  or  inci-
dent reporting  seem inadequate as not all safety-relevant events are caused by error 
or have the potential for injury or death. For historic reasons, reporting systems in 
healthcare are called “incident reporting.” We will use the term incident reporting 
system (IRS) here. 

 The technique of critical incident analysis was fi rst introduced by Flanagan in 
1954 as an outgrowth of his studies in aviation psychology (Flanagan  1954 ). 
Incident analysis was further developed by the aviation domain into a voluntary 
reporting system that collected, analyzed, and responded to aviation safety inci-
dents. The incident reporting technique was fi rst applied in the medical community 
to address the issue of anesthetic equipment malfunction (Blum  1971 ) and was 
adapted a few years later to uncover patterns of frequently occurring incidents in an 
anesthesia department (Cooper et al.  1978 ; Williamson et al.  1993 ). The fi rst orga-
nization in healthcare to start using the critical incident technique on a national- 
scale plan was the Australian Patient Safety Foundation. As early as 1987, the 
Foundation launched the Australian Incident Monitoring Study (AIMS; Webb et al. 
 1993 ) to collect information on mishaps during and after anesthesia. The AIMS was 
a leading-edge project in incident reporting in high-stakes medical care and has 
inspired many societies and organizations to follow suit. Today, World Health 
Organization (WHO) guidelines for the introduction and management of incident 
reporting exist (WHO  2005 ), accompanied by a vast body of literature. Although 
incident reporting has been established in almost every healthcare organization, 
underreporting is still a problem, and reports are often not systematically prioritized 
and analyzed. 

16.3.1     Principles for Incident Reporting Systems 

 Organizations can learn most from an incident or accident if the focus lies on organi-
zational and contextual factors. Using the information collected in an incident report-
ing system, elements that promote “human error“ can be analyzed and that analysis 
converted into valuable knowledge for an organization. The most worthy goal is not 
punishment of individuals but is the prevention of accidents and incidents. 

 If a reporting system is to be used in that way, the organization and especially the 
analysis team should be aware of following principles and limitations:

•    The analysis aims only at the  prevention  of future incidents, not at legal aspects 
or liability. The question is never: “Who is to blame?” Incident reporting systems 
need solution-focused thinking as a proactive approach.  

•   Written reports and interviews give a  subjective account  of the person reporting 
on what happened, not a comprehensive overview of “what really happened.” If 
a detailed account of events is important, other tools are needed.  

•   Incident reporting systems are an  employee participation  program – they work 
best when employees are willing to freely share their knowledge without fear or 
reprisal.  
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•   Incident reporting systems alone are useless. They must be part of  clinical risk 
management  and quality assurance.    

 Incident reporting systems can only be helpful if the surrounding organizational 
culture supports a safety culture with a systemic approach. The basis for the collec-
tion of information about incidents and minimal events is a formalized reporting 
system. If it is to be successful, it has to be (e.g., WHO  2005 ,  2011 ; Leape  2002 ):

•     Voluntary : In contrast to the obligation to report accidents and mandatory legal 
aspects of an incident, an IRS depends on the voluntary report of members. 
Organizations can facilitate voluntary reporting if they communicate clearly to 
their members that information submitted will be appreciated and not used 
against them.  

•    Anonymous : Incidents can be reported without any link to the sender. There are 
different opinions as to whether reports must be anonymous, but scholars and 
practitioners agree that the fi ling of anonymous reports must be possible.  

•    Confi dential : Any information concerning people involved, events, and actions 
taken will be handled confi dentially as the evaluation process is undertaken.  

•    Non - punitive : No report will have disciplinary consequences. Whoever reports 
an error or an incident must not fear punishment by the employer.  

•    No cases pending in court : In many countries, the question remains unsettled as 
to whether or not legal authorities can access and use data that has been entered 
into an IRS (e.g., in many European countries, various US states). In these coun-
tries and states, any accident pending court examination should not be reported.  

•    Support by the management : Whenever an IRS is introduced, the management 
has to support it strongly. The implementation is a top-down process. Leaders 
have to demonstrate the advantage of investigating, understanding, and taking 
action to ameliorate or eliminate errors and make the value of an IRS clear to all.    

 If a voluntary reporting system is to be successful, the organization has to take 
heed of the following practical steps (Billings et al.  1998 ; Runciman et al.  1993 ; 
Mahajan  2010 ; WHO  2011 ):

•    A hospital/healthcare institution should communicate relentlessly and convinc-
ingly to their staff that a policy of “no blame” is to be pursued. Staff members 
must be confi dent that no disciplinary action will be taken in reaction to a report, 
except in cases of gross misconduct or criminal negligence.  

•   All clinical and nursing staff should receive training and periodic refresher train-
ing on risk management and incident reporting. The initial training should be 
followed by continuing education on the aims and importance of risk manage-
ment and incident reporting and the positive differences it has made in the 
organization.  

•   Every healthcare provider, regardless of profession and rank, should be aware of the 
fact that safety cannot be delegated to a single person (e.g., to the risk manager). A 
clear statement should be made that all members are responsible for reporting  
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•   Incident reporting forms should be “user-friendly” and readily accessible for 
entry. Compliance with regular reporting will decrease if staff members are 
forced to make unnecessary or needlessly complex efforts.  

•   Staff members should be encouraged, even praised, for reporting any incident they 
fi nd worth communicating, irrespective of the assumed relevance or severity.  

•   Staff members should receive regular feedback on the consequences of their 
report.     

16.3.2      Introduction of an Incident Reporting System 

 Recommendations for planning and implementing an IRS include seven steps that 
can be adapted to local conditions (e.g., WHO  2005 ):

    1.    Decision to implement an IRS   
   2.    Planning   
   3.    IRS introduction   
   4.    Implementation of analysis and evaluation   
   5.    Implementation of changes by risk management and units within the institution   
   6.    Feedback about reports and changes   
   7.    Evaluation and continuous improvement of the experience with the IRS    

  A report entered into the incident reporting system initiates a cyclical process 
(Fig.  16.5 ):

•    Employees give information about the incident.  
•   The information is analyzed in terms of systemic and human factors.  
•   Options for actions are generated.  
•   From the possible options, local solutions are selected and implemented. 

Preventive strategies are determined.  
•   Employees are informed about the results.  
•   The effectiveness of change is monitored over time.    

 In addition to an observable change in processes, a report may also trigger learn-
ing within the organization: The knowledge about causes of incidents and solution 
strategies should remain in the organization beyond the memory of individuals 
(Fig.  16.5 ). In addition, an IRS can also help to change the organizational culture. 
Safety culture is strengthened when (1) the questions asked are “What happened, 
how, and why?” instead of "Who is to blame?” and (2) when employees experience 
that long-term, sustainable, and systemically effective solutions are generated.

16.3.2.1        Define the Content of Reports 
 The purpose of an IRS is a detailed documentation of  what  happened,  how  it hap-
pened, and  why  it presumably happened. From a technical perspective, an IRS can 
consist of paper-based forms or a network- or web-based system. The reporting 
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  Fig. 16.5    Phases of incident reporting. A message initiates a cyclical process that results in 
organizational change. The information about incidents triggers organizational learning ( top of 
fi gure ). Analysis from a systemic perspective, a differentiated and systemically oriented response, 
strengthens the confi dence of employees in the reliability and fairness of the incident reporting 
system. This trust is a prerequisite for the establishment of a sustainable safety culture ( lower 
fi gure )       
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form should provide room for narratives rather than simple check boxes for default 
options. 

 As for the content of the report, the value of a report depends on the extent to 
which it is possible to elicit relevant contextual information in addition to the 
description of the event itself. Therefore, the documentation should cover details 
about situational context, function, and experience of the healthcare professionals 
involved, the fl ow of information, and actions of the healthcare provider. Information 
about how decisions arose, what role teamwork played in the incident, and which 
information was accessible are just as important as those questions concerning 
equipment, drugs, and diagnostic or therapeutic steps. The previous history of an 
incident may further help to illuminate a situation. Great care should be taken with 
the adequate formulation of questions and categories. This is especially true for 
human factor-related categories. For example, discipline unique terms such as  situ-
ational awareness  are likely to seem incomprehensible psychological jargon for the 
average healthcare provider; overly generalized terms such as  communication  may 
be too general because communication will always contribute to a critical situation 
in one way or another. In relation to improving those categories, it may be useful to 
discover “Was anyone else aware of the situation?” and, respectively, “Did anyone 
have relevant information who might have shared it but did not?” 

 In addition to providing insight into factors contributing to unsafe conditions, an 
IRS also presents an opportunity to look for recoveries from unwanted situations. A 
category “recovery” may be helpful in documenting the strategy by which the inci-
dent was managed without patient harm. In addition, reporting systems should 
allow for the reporter to make suggestions as to how similar incidents can be pre-
vented in the future. Questions concerning a perceived need for change, e.g., high 
priority, etc., might be helpful too, because healthcare providers likely have signifi -
cant insight into the system’s weaknesses and strengths.  

16.3.2.2     Promote Change 
 The documentation of incidents is only one step in the process of organizational 
learning. In order to be able to draw consequences from an incident, the following 
steps have to be clarifi ed: which group within the organization will evaluate and 
investigate the reports, how will the evaluations and investigations be conducted, 
and how will the results be provided to the organization. It is recommended that 
investigations be conducted by a group of members who have a position of trust 
within the organization. The main tasks of this group consist of the investigating, 
classifying, reporting, and recommending. The IRS evaluation and investigation 
group should not consist of managers. Its task ends with the making of recommen-
dations. Then, it is up to the managers to implement change and provide staff with 
the necessary information. It is vital for developing ongoing trust and respect that 
IRS reports show results visible to those who reported. 

 The IRS can uncover singular errors or problem constellations leading to error(s) and 
indicates which resources were insuffi cient, unavailable, or mismatched. Every case is 
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potentially an indicator for a general structural problem. If a similar problem is encoun-
tered repeatedly, the assumption of a systematic error is probable. Solutions and recom-
mendations generated vis-à-vis an investigation can show where and how resources can 
be activated or upgraded, training is needed, systems that need adjusting, etc. 

 The study of recovery strategies and successful management of critical situations 
is the second equally important aspect of IRS. “What saved the day?” is the appro-
priate question to ask when an organization wants to learn how a potentially danger-
ous situation was prevented from progressing to a bad outcome (Staender  2000 ). 
Not only the weak aspects of systems but also the innovative activities that empower 
humans at the “sharp end” to perform effectively provide a wealth of information 
that will certainly help to improve patient safety.   

16.3.3     System Analysis of Accidents 

 If severe incidents or accidents occur, the usual approach continues to blame a clini-
cian or clinicians and make them pay with reputation and, possibly, money and 
career. If the organization wants to learn from these cases, a structured approach to 
the analysis of incidents or accidents is needed that focuses on the multitude of 
contributing factors without denying responsibility. 

 A frequently used method, the London Protocol (Taylor-Adams and Vincent 
 2004 ), was developed based on the notion of the error chain (Reason  1990 ) and the 
system view (Chap.   3    ). This approach makes a lot of sense because the experience 
in healthcare is that institutional and task problems occur more often than individual 
problems. A systems view helps categorize and organize the process of incident 
analysis. Important steps (Fig.  16.6 ) are to:

  Fig. 16.6    System analysis according to the “London Protocol”: in contrast to incident reporting 
systems, the case analysis can interact with the people involved and collect the data on site. This 
allows for incorporating of diverse perspectives, which in turn leads to a more nuanced analysis of 
accident causation       

 

16 Learning for Safety

http://dx.doi.org/10.1007/978-3-319-41427-0_3


415

•      Identify incidents relevant for analysis : An obvious departure from good practice 
will be the starting point, whether a patient was harmed or not.  

•    Decide to conduct a thorough analysis : System analysis will need time and staff-
ing. For that a management decision is needed – either generally or for each new 
case. As the objective of system analysis is change, effort should only be put in 
when the organization is willing to implement results. The analysis of cases 
where the patient died or was severely injured can bring staff into confl ict with 
their own interest in legal investigations; so here time and form of analysis should 
be chosen with care (and legal advice).  

•    Collect all relevant data : Patient charts, material, reports, interviews, etc., help 
answer the question, what exactly was done? Also collect information about 
clinical standards, guidelines, and standard operating procedures to answer the 
question “How should things be done?” The analysis team needs access to all 
data, and they need to be trusted by all stakeholders.  

•    Assemble data in a comprehensive way : One useful tool is a time-actor diagram. 
A complex event is broken down into steps of action or elements with each ele-
ment comprising one entry in the time-actor diagram. The idea is to fi nd agree-
ment about “what happened” before trying to fi gure out “why.” Usually it will be 
possible to reach consent on “what,” while the answers to “why” can plausibly 
differ.  

•    Analyze the contributing factors : Now the actual analysis can start. Ask which 
factors contributed to the event or one of its elements. It is important to conduct 
this analysis in a systematic way and not just stop with the fi rst factor that comes 
to mind. A list of contributing factors will help to consider all levels of the orga-
nization, the task, and the people involved. Identify direct factors that immedi-
ately led to the incident (active errors) and indirect or “latent” factors that 
contributed to it (Chap.   3    ). A more in-depth analysis will continue to ask “why” 
repeatedly, so that the answer to the fi rst and subsequent why-questions is a 
potential starting point for new questions.  

•    Derive actions from the analysis : Identify solutions that prevent that kind of 
incident. And identify solutions that help the organization work more safely. 
When the team fi nds (and reports) processes that did not contribute to the inci-
dent but can be improved, this form of organizational learning tends to work 
quite well.  

•    Write a report : Usually the analysis team does not have the power to implement 
changes, so they need to write a short conclusive report that shares their results, 
consequences, and recommendations that come from the analysis. Changes, if 
warranted, will come from those with the ability and position to decide.    

 As in the analysis of incidents, the system analysis is only useful if the outlined 
process is followed by changes. But failure to act on recommendations is only one 
of the reasons why the barriers to the application of the method are high. Analyzing 
incidents in this way takes time – especially the collection of data, as documents 
and data have to be reviewed and members of staff likely have to be interviewed. 
The actual analysis needs a team competent with human factors and clinical 
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issues. On the other hand, Taylor-Adams and Vincent ( 2004 ) stress that a  consis-
tent and structured  approach to severe incidents, including interviews with staff, 
is less threatening to staff members involved in the incident. Furthermore, the 
method can promote greater openness in the organization by focusing on the sys-
tem perspective.   

16.4     Learning for Safety in a Nutshell 

•     A learning organization is an organization that considers change to be normal 
and has strategies for continuous development. Individual employees, teams, 
and the organization as a whole are in a continuous improvement process with 
respect to the structure of the organization and the behavior and knowledge of 
employees.  

•   Rather than responding to change and uncertainty with strict rules, learning orga-
nizations try to establish structures and processes that allow them fl exibility in 
learning and proactive behavior. Systems thinking is the cornerstone of a learn-
ing organization.  

•   Learning in organizations can take the forms of single-loop learning, double- 
loop learning, or deutero-learning and can lead to profound changes.  

•   For organizations and individuals, it is easier to learn something new than to 
relearn.  

•   A well-trained and risk-aware staff is the key resource for safe work and for the 
prevention, detection, and mitigation of errors.  

•   Since teamwork plays a crucial role for highly reliable patient care, training 
should not be limited to medical and technical knowledge and skills but also 
include behavioral aspects of patient care such as team planning, organizing, 
communicating, decision-making, and coordinating resources and actions.  

•   Compared with other human factors interventions that can be done before a sys-
tem is made operational, training is a weak solution. Design trumps training.  

•   Team training requires planning how to transfer lessons learned to the organiza-
tion and management of care. The culture of medical care and lifelong habits can 
be changed, but it will take time and commitment.  

•   Simulator-based team training allows participants to exercise realistic manage-
ment of medical emergencies. An essential part of this training format is skilled 
instructors who implement systematic debriefi ng of simulated cases.  

•   Data from incident reports can be used to fi nd potential sources of error and 
uncover system vulnerabilities that have not yet been recognized.  

•   Incident reporting systems will only be able to fulfi ll all their promises when 
they are embedded in an organizational safety culture and are supported at all 
levels of the organization.  

•   If an organization wants to learn from serious incidents or accidents, it needs a 
systematic, structured approach that analyzes all factors (organizational, sys-
tems, clinical skill, resources, team, individual, documentation, etc.) that contrib-
uted to the accident.        
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