
Chapter 5
Emotion Modelling via Speech Content and
Prosody: In Computer Games and Elsewhere

Björn Schuller

Abstract The chapter describes a typical modern speech emotion recognition
engine as can be used to enhance computer games’ or other technical systems’
emotional intelligence. Acquisition of human affect via the spoken content and
its prosody and further acoustic features is highlighted. Features for both of these
information streams are shortly discussed along chunking of the stream. Decision
making with and without training data is presented, each. A particular focus is
then laid on autonomous learning and adaptation methods as well as the required
calculation of confidence measures. Practical aspects include the encoding of
the information, distribution of the processing, and available toolkits. Benchmark
performances are given by typical competitive challenges in the field.

Introduction

The automatic recognition of emotion in speech dates back some twenty years by
now looking back at the very first attempts, cf. e.g., [9]. It is the aim of this chapter
to give a general glance ‘under the hud’ how today’s engines work. First, a very
brief overview on modelling of emotion is given. A special focus is then laid on
speech emotion recognition in computer games owing to the context of this book.
Finally, the structure of the remaining chapter is provided aiming at familiarising the
reader with the general principles of current engines and their abilities, principles,
and necessities.

Emotion Modelling

A number of different representation forms have been evaluated, with the most
popular ones being discrete emotion classes such as ‘anger’, ‘joy’, or ‘neu-
tral’ – usually reaching from two to roughly a dozen [51] depending on the
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application of interest –, and a representation by continuous emotion ‘primi-
tives’ in the sense of a number of (quasi-)value-continuous dimensions such as
arousal/activation, valence/positivity/sentiment, dominance/power/potency, expec-
tation/surprise/novelty, or intensity [43]. In a space spanned by these axes, the
classes can be assigned as points or regions, thus allowing for a ‘translation’ between
these two representation forms. Other popular approaches include tagging by allow-
ing several class labels per instance of analysis (in case of two, the name complex
emotions has been used), and calculating scores per each emotion class leading to
‘soft emotion profiles’ [32] – potentially with a minimum threshold to be exceeded.

Besides choosing such a representation of emotion, one has to choose a temporal
segmentation from, as the speech needs to be segmented into units of analysis. This
analysis itself can be based on the spoken content or the ‘way of speaking’ it in
the sense of prosody, articulation, and voice quality as the acoustic properties. As
these two information streams tend to benefit from different temporal levels, one
can choose different lengths of these units, accordingly.

Emotion and Games

It is generally believed that taking players’ emotion in computer games into account
possesses great potential for improved game-play and human behaviour feedback,
in particular in ‘serious games’ [20, 46]. However, few games up to this point make
use of the ability to recognise emotion from speech. This is likely owing to the fact
that (1) games are not often controlled by speech, yet – however, a number of games
already use this option and notably the Microsoft Xbox One console is offering
speech control in many games via its Kinect interface; and (2) if no headset is used,
games’ and environmental audio can pose additional challenges to the use of this
modality as compared, e.g., the use of bio-sensors.

Besides the commercial game “Truth or Lies”, some examples of games that
consider affect and emotion recognition in speech in research prototypes include
[24, 29], and in particular several games for children [62, 63], especially with
autism spectrum condition [35, 48] – often centred around emotion as a concept
itself. Related to games, affect and emotion recognition has also been considered
in educational software [26, 27]. Interestingly, also the emotion of the voice of the
virtual characters of a game has been recognised automatically [38] showing that
this is feasible as well. Games have, however, also been used to elicit emotion when
collecting speech data ‘coloured’ by affect for training and evaluation of models
[22, 23, 41, 53]. This makes it evident that, there is indeed ‘a lot of emotion’ in
computer gaming that should best be captured by the game engine.

Further, a number of games exploit other modalities such as physiological
measurement for emotion recognition, e.g., the “Journey to the Wild Divine”
as a commercial example; other examples include mostly research prototypes
[5, 19, 24, 34]. Further modalities used for emotion recognition in games include
touch interaction [17], and facial expression and body gestures [48].



5 Emotion Modelling via Speech Content and Prosody 87

The remainder of this chapter is structured as follows: In section “Speech Con-
tent”, we will be dealing with the recognition of emotion from the speech content,
i.e., from the spoken words; then, in section “Prosodic and Acoustic Modelling”
we will be considering the prosody and acoustics of the spoken words to the same
end. In both of these sections, we will follow the typical chain of processing in
pattern recognition systems by going from the denoising preprocessing to the feature
extraction – both aiming at reaching a canonical representation of the problem of
interest, usually coming at a reduction of information. Then, based on the reached
representation, a decision can be made either without ‘training’ of a model from
data, e.g., by rules such as “IF the words ‘fun’, ‘sun’, (. . . ) are used” or “IF pitch
increases and speed increases, THEN assume joy”. Alternatively, as decisions are
often much more complex, machine learning algorithms such as support vector
machines (SVM) or neural networks (NNs) are the typically seen solutions. In
section “Integration and Embedding”, we will deal with practical issues when it
comes to embedding ‘speech emotion recognition’ (SER) in an application, software
system, or more specifically computer game. This includes the fusion of textual and
acoustic cues, available tools ready to be used ready to ‘plug and play’, benchmarks
on popular databases, distributed processing, confidence measures, adaptation and
self-learning, and encoding of the emotion information. Then, to conclude, a
summary will be given naming some existing ‘white spots’ in the literature that
should best be filled sooner rather than later if SER is to be used widely in computer
games and other real-world products.

Speech Content

We tend to express our emotion in the words we choose. Not only is this true for
the words themselves, but also for their ‘part of speech’ (POS) classes such as
noun, verb or adjective. The latter means that depending on the emotion, different
frequencies of the POS classes can be observed. In fact, also semantically higher
‘tagging’ of words such as ‘first person pronoun’ or ‘about religion’ (such as
‘Christ’, ‘Jesus’, ‘holy’, ‘Lord’, etc.) may reveal the affect ‘of the moment’. At the
same time, the level of control by an individual for regulation or masking of this type
of affective information is usually high, i.e., we are trained to choose these words
different from our emotion in case we want to hide our feelings. In the following,
let us take a look on how to model emotion in such a way that the described speech
content can be exploited.

Speech Recognition and Emotion

One bottleneck in exploiting spoken or written words for the recognition of emotion
of players or in general is that these need to be recognised in the first place. Even if
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they should be typed rather than spoken, such as by a keybord or a game console,
some preprocessing is usually necessary to ‘correct’ misspelling, dialects or remove
or handle special characters, while ensuring not to lose relevant information such
as ‘smileys’ as “:)” or “:-(” and alike. This is often handled by allowing for a
certain Levenshtein distance (the minimum number of operations out of insertion,
deletion, and substitution to match the observed word with one known by the
computer – usually calculated by dynamic programming) or look-up dictionaries
for different spellings. Luckily, automatic speech recognition (ASR) has matured
impressively in recent time to the degree where it is available on even very low
resource devices, smart phones, game consoles such as the XBox One via its Kinect,
or even modern TV sets such as the Samsung UE46F7090 and alike. These ASR
engines are, however, mostly focused on the recognition of (a few) keywords at
a time depending on the current context. This comes, as robustness is particularly
required as when gaming at home, the sounds and music as well as non-player-
character (NPC) voices interfere; when playing on mobile devices, ambient noises
and ever-changing reverberation patterns have to be coped with. This allows to either
use an additional continuous speech larg(er) vocabulary ASR engine alongside –
even if at lower requirements in terms of robustness – or to limit the emotion analysis
to a few affective keywords. Surprisingly, it seems as if even lower accuracies of the
ASR engine can be sufficient to be able to capture the emotion of the words [30] as
long as the affective keywords are not lost or ‘changed’ to another affective context.

Besides the recognition of verbal units, also non-verbal units such as laughter or
sighing and hesitations bear information on the emotion of a speaker. Their recogni-
tion can be handled within the ASR process, but is often executed individually, such
as in [6]. Independent of that, the information of verbal and non-verbal tokens can
be handled commonly such as in “this is really <laughs> funny!”.

Textual Features

In order to represent text in a numerical representation form, there is a need for
segmentation of the word or text stream at first, potentially followed by re-tagging of
the words, and an optional representation in a vector space. The last choice depends
on the type of decision making.

Tokenisation and Tagging

A first step is – similar to the processing of an acoustic speech signal as described
later – the tokenisation in the sense of a segmentation. Typical approaches to this end
include sequences of N characters or words, the latter usually delimited by spaces
or special characters when considering written text. Such sequences are known as
N-grams, or character N-grams and word N-grams, respectively. Typical lengths of
sequences are roughly three to eight characters or one to three words [47].
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Either before or after this tokenisation, a (re-)tagging of the tokens can take
place. Above, POS classes and higher semantical classes were named already.
Besides, stemming is a popular way of re-tagging tokens in order to cluster these
by their word stem. An example would be “stems”, “stemming”, or “stemmed” re-
tagged as “stemX”. This increases the number of observations of words of the same
stem and likewise allows to train more meaningful models as long as the different
morphological variants indeed do not represent different emotional ‘colourings’.
Differently tagged variants of the text can be combined, to combine different levels
of information and highlight different aspects, such as the original ‘fine grained’
words (usually in the order of some thousand different entries) alongside their
semantic classes (rather in the order of a few hundreds) alongside their POS classes
(rather some tenths).

Vector Space Modelling

In order to reach a feature representation in terms of a vector of numerical variables
that allows, e.g., for the calculation of distances between such vectors belonging to
different phrases, a popular approach is to count the frequency of occurrence of each
token in the text of analysis. This is known as term frequency modelling [21]. Then,
a feature vector is constructed by using one such feature per entry in the ‘vocabulary’
of known different tokens. As most texts of analysis will consist of very few words
when dealing with analysis of spoken language in search of affective cues, the
feature vector will accordingly contain mostly zero values. Different variants exist to
normalise such a term frequency feature vector, such as using the logarithmic term
frequency, dividing by the number of tokens in the text of analysis or by the number
of occurrences as seen in the training material. However, it has repeatedly been
observed that, given a large database for training of a machine learning algorithm,
the effect of different such ‘normalisation approaches’ is comparably minor [47],
and even a simple boolean representation of the term frequency can be efficient and
sufficient when dealing with short phrases.

Zero-Resource Modelling

Without data to train from, emotion can be recognised from text thanks to a richer
number of available affective dictionaries and other related knowledge sources such
as ConceptNet, General Inquirer, or WordNet [31, 47]. Usually, one ‘looks up’ the
words in the text of analysis in the according knowledge resource and computes a
score per emotion or a value for an affect dimension according to the entries in these
knowledge sources. Alternatively, one computes the distance in the resource to the
affective tag(s) of interest, e.g., the distance in a word relation database between
“sun” and “happniess” or alike.
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Learning

Alternatively, one can train standard machine learning algorithms on annotated text.
Most popular solutions include SVMs due to their ability to handle large feature
spaces. Depending on the feature representation of the text, these can have several
thousand entries.

Prosodic and Acoustic Modelling

Let us now have a look at the speech signal by exploiting ‘how’ something is being
said.

Speaker Separation and Denoising

Considerable progress had been made over the last years in (blind) audio source
separation allowing for high(er) quality separation of a speaker even in adverse
acoustic conditions or even in the presence of other overlapping speakers. Some
interesting approaches include a range of variants of Non-Negative Matrix Fac-
torisation (NMF) [59] or the usage of (recurrent) neural networks (preferably with
memory [60]) to estimate clean from noisy speech or at least ‘clean’ features derived
from noisy speech. In the luxurious case of availability of several microphones
such as in a microphone array, e.g., four in the case of Microsoft’s Kinect sensor,
Independent Component Analysis (ICA) or derivatives can separate as many sources
as microphones with a very high quality. One can also mix single- and multi-
microphone approaches, e.g., by ICA-NMF hybrids. Most of these approaches
target additive noise, however, also convolutional artifacts such as by reverberation
due to a changing room-impulse response in a mobile setting can be handled –
again, data-driven approaches have lately become very powerful in this respect
[60]. Surprisingly few works have investigated the usage of speaker separation for
the recognition of emotion (e.g., [59]) from speech as compared to those works
considering it for ASR. Interestingly, such separation also allows for recognition of
group emotion.

Prosodic and Acoustic Features

Prosody is usually summarised by three feature groups: intensity, intonation, and
‘rhythm’. Whereas in emotional speech synthesis, these are mostly focussed upon,
in the recognition, also further acoustic features are of crucial relevance. In terms of
being most descriptive, voice quality is to mention next. This includes the harmonics
to noise ratio, the jitter and shimmer – micro pertubations of pitch and energy,



5 Emotion Modelling via Speech Content and Prosody 91

and other aspects describing the quality of the voice such as breathy, whispering,
shouting, etc. Finally, a rich selection of further spectral and cepstral features is
usually considered, such as spectral band energies and ratios – often presented in
a manner closer to human hearing sensation such as mel frequency and auditory
spectrum coefficients – or formants, i.e., spectral maxima described by position,
amplitude, and bandwidth – usually in the order of the first five to seven.

The above named features are usually computed per ‘frame’ after windowing the
speech signal with a suited function such as a rectangular function for analysis in
the time domain and a smooth function such as Hamming or Hanning (basically, the
positive half wave of a cosine signal) or Gaussian (allowing to come closest to the
Heisenberg-alike time-frequency uncertainty resolution optimum). A typical frame
length then is around 20–50 ms, with a frame shift of around 10 ms resembling a
feature sampling frequency of 100 frames per second (fps) at this so called ‘low
level’ – overall one thus speaks of low-level descriptors (LLDs) at this point. To add
to the feature basis, further LLDs can be derived from the original contours such
as by calculating delta regression or correlation coefficients. Based on the LLDs,
statistical functionals are then mostly applied to lead to a supra-segmental view –
emotion is a usually better modelled at a feature-level for a window of analysis of
around 1 s [45] depending on the LLD type. These functionals project a LLD onto
a single value per ‘macro’ time frame (fixed length or semantically or syntactically
meaningful such as per word or phrase). Typical functionals include the lower order
moments such as mean, standard deviation, kurtosis, skewness, or extrema, such
as minimum, maximum, range, percentiles, segments, or even spectral functionals.
This process can be carried out systematically leading to a brute-force feature
extraction: First, LLDs are extracted – then, per LLD derivations are produced.
Next, for each of the overall LLDs – be it original or derived – the same functionals
are computed – potentially even hierarchically such as the mean of maxima or the
maxima of means. This can also be considered across different window lengths
or cross LLD, thus easily leading to a feature basis of several thousand features.
Usually, one then carries out a data-driven feature selection to reduce the space
to a few hundred or even less features. Over the years, sufficient experience was
gained to formulate recommendations for such compact feature sets. However, as
the emotion representation and type targeted can vary considerably, it may be worth
to adapt the feature set to a specific task or domain and culture (cf. also below).
Also, one can execute a controlled brute-forcing, thus not necessarily producing
all possible LLD/functional/(functional) combinations (which can sometimes be
meaningless as the minimum pitch value which is often simply zero), but rather
searching in the space of possible combinations in a targeted way by combining
expert knowledge and brute-forcing efficiently [33].

More recently, unsupervised learning of features has been considered as an
alternative of expert-crafted or brute-forced descriptors. This comes often in com-
bination with ‘deep learning’ approaches [25, 57] based on (sparse) auto-encoders
or similar. An interesting ‘conventional’ method for unsupervised acoustic feature
generation is the Bag-of-Audio-Words variant. It is similar to the Bag-of-Words
modelling described above for linguistic content features. However, it produces
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the ‘audio words’ in unsupervised manner by vector quantisation over some (often
raw) acoustic representation such as in the spectrum, e.g., by k-means clustering or
similar. Then, frequency of occurrences of these audio words are counted.

Zero-Resource Modelling

As opposed to the linguistic exploitation of the spoken content, there exists
practically no acoustic SER engine that is based on (human-readable) rules that
have not been learnt from data by a machine learning algorithm. This does, however,
not mean that it is not possible to implement what is known from the literature on
how speech changes depending on the emotion, such as in [40]. It rather means
that usually, the task is of non-linear and complex nature and a few rules will not
suffice. However, the advantage of not needing training data seems obvious: such
a model will not be biased by the chracteristics of the speakers contained in the
training data – may it be their gender, age, social class, origin, culture, or simply
their co-influencing states and traits at the time of the recording of the training data.
For example, in serious gaming for specific target groups such as young individuals
with Autism Spectrum Condition [48], training data may be so rare and the variation
of the deviation from the ‘typical’ so large that it can be more promising to rely on
a few basic rules.

An interesting alternative version in case of limited availability of (labelled)
human speech samples is the synthesis of training material [52]. Given a high quality
speech synthesiser that can produce speech in different emotions, one can produce
sheer infinite amounts of training material for an emotion recogniser. As such a
speech synthesiser is often given in computer games, this may be a promising road
in affect recognition for gaming or dialogue systems. Obviously, one can combine
synthesised speech with human speech in training of classifiers often leading to an
additional gain in performance.

Learning

There are at best trends visible which machine learning algorithms are preferred
in the literature, as in principle, both, ‘static’ algorithms (with a fixed feature
dimension and stream/time series length) as well as ‘dynamic’ algorithms (that
can cope with time series of unknown length) can be used [50]. This depends
on the feature representation of choice: the functional representation is usually
modelled by static approaches, whereas the ‘raw’ LLDs are best modelled by
the dynamic alternative [50]. Popular static approaches include SVMs, NNs, and
decision trees, but also more simple solutions such as k-Nearest Neighbours (kNN)
and related distance-based solutions, or naive Bayes and related simple statistical
considerations. As for static approaches, Hidden Markov Models (HMMs) and more
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general Dynamic Bayesian Networks or Graphical Models prevail over distance-
based alternatives such as Dynamic Time Warping (DTW). Noteworthy, recent
trends include the usage of deep learning [25, 57] and specifically of long-short-
term memory-enhanced (LSTM) recurrent NNs [61]. This comes, as the first offer
the ability to learn feature representations in an unsupervised manner (as outlined
above) which seems attractive in a field where the optimal feature representation is
highly disputed. The latter, i.e., the LSTM paradigm, has the charm of providing the
additional learning of the optimal temporal context. Again, a valuable asset, as the
optimal temporal context for emotion recognition from speech and the best ‘unit of
analysis’ such as fixed length frames, voiced or unvoiced sounds, syllables, words,
sequences of words or whole speaker turns is also highly disputed [44, 49].

Integration and Embedding

In this section, we will deal with practical aspects of ‘putting SER in there’ (i.e.,
embedding an emotion recogniser in a software system) where ‘there’ can be a
computer game, a (software) application or in principal various kinds of technical,
computer, and software systems.

Fusion

Obviously, it will be of interest to exploit both – the spoken content and the way it
is acoustically expressed – rather than only any individual aspect of these two. In
fact, they provide different strengths when considering emotion in the dimensional
model: The words usually better reflect valence aspects, the prosody and acoustics
arousal.

The integration of these two cues can be executed either by combining the
features before the decision (‘early fusion’) or after the individual decisions for
content and prosody/acoustics (‘late fusion’), e.g., by a weighted sum of scores or
another classifier/regressor or similar. Further approaches have been investigated
such as fusion by prediction, but remained a fringe phenomenon in this domain up
to this point.

Available Tools

A number of tools exist that are free for research purposes and often are even open-
source.

For modelling emotion and affect via prosody and acoustic features, the openS-
MILE [15] package provides a ready to use solution of voice activity detection
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and speech signal segmentation, feature extraction, and classification/regression
including pre-trained models for an instant setup of an online emotion recogniser.
However, it is mostly focused on acoustic/prosodic analysis. A similar tool is
described in [58].

For modelling via spoken content analysis, one needs to ‘put together’ one of the
manifold automatic speech recognition engines available these dates such as HTK,
Julius, Sphinx, etc. and then plug it into openSMILE or Weka [18], etc., for feature
computation and machine learning.

Obviously, further tools exist – in particular for labelling of emotional speech
data, e.g., [7] – that could not be mentioned here due to space restrictions.

Data and Benchmarks

Luckily, a richer number of affective speech and language resources is available
these days, albeit only few are ‘sufficiently’ large covering different age groups,
and realistic spontaneous emotion. For many languages and cultures, emotionally
labelled speech data is unfortunately still missing. Here, only those data that have
been featured in a research competition will be named as examples, as they provide a
well-defined test-bed and benchmark results are available. These are the FAU Aibo
Emotion Corpus (AEC) as was featured in the first comparative public emotion
challenge ever – the Interspeech 2009 Emotion Challenge [50]. AEC contains
children speech in two or five emotion categories in realistic settings – the best
results reached in the Challenge were 71.2 % (two classes) and 44.0 % (five classes)
by fusion of the best participants’ engines. In 2013, emotion was revisited by the
series of challenges in the computational paralinguistic domain by the GEMEP
corpus [51]. While it contains enacted data in an artificial syllable ‘language’, this
time 12 classes were targeted with the best result reaching 46.1 %. Another series is
the Audio/Visual Emotion Challenge (AVEC) series that has in its so far five editions
seen three different databases which are available for research and testing: the
AVEC 2011/2012 corpus was based on the SEMAINE database; AVEC 2013/2014’s
featured AVDLC depression data, and the RECOLA database [37] is featured in
AVEC 2015. These are usually larger by an order of magnitude and all labelled in
time and value-continuous arousal and valence, and partially further dimensions or
classes. A number of further related challenges includes, e.g., [12].

Distribution

The recognition of emotion from speech can usually be done (1) in real-time, and
(2) at ‘reasonable’ computational effort thus (3) allowing for processing on the
same platform that is used for a computer game or similar realisation. However,
distributing the recognition between a end-user based client and a server bears a
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huge advantage: if the audio, the features, or compressed version of the features are
collected centrally, learning models can be improved for all players that are making
use of such a distributed service. In order to increase the level of privacy of users
in this case, and reduce the bandwidth needed for transmission to the server, sub-
band feature vector quantisation can be used. In fact, this bears similarity with the
generation of the ‘audio words’ as were described above: Rather than a large feature
vector of several thousand features, only one reference ID number of a spatially
close reference feature vector is submitted to the server per feature-sub-band and
unit of analysis in time [65].

Confidence Measures

The provision of confidence measures gives extra information to a game or
application alongside the recognition result on its certainty. This seems needed
looking at the current benchmarks in the field as were outlined above. Further to
that, confidence measures are an important factor of the self-training as will be
described next, as it helps a machine to decide whether it can label data by itself
or needs human help prior to using such data to (re-)train itself. Few works have
investigated calculation of meaningful confidence measures in this field up to this
point. Most notably, these include some aspects tailored to the characteristics of
emotion recognition, as they exploit the uncertainty of labels and imbalance of
observations per class both typical for the field. The first approach tries to predict the
degree of human agreement such as n raters out of N on a data point independent
of the emotion assumed as an indication on how reliable the assumption is likely
to be. This can be done, as usually several raters (usually some three given expert
labellers up to around several tenths, e.g., when crowd sourcing the information)
label a data point in this field, and the percentage of agreeing raters can be used
as a learning target either instead of the emotion or – even better – alongside the
emotion in a multitarget learning approach [16]. The second approach is based
on engines trained on additional data with the learning target whether the actual
emotion recognition engine is correct or incorrect or – more fancily – correctly
positive, correctly negative, incorrectly positive or incorrectly negative [10]. In fact,
such confidence measures could be shown to provide reasonable indication on the
reliability of a recognised emotion [10] thus providing a genuine extra value that
can be exploited, e.g., by a game engine.

Adaptation and Self-Training

In this section, methods are presented on how to exploit existing labelled data
similar to the labelled or unlabelled target data or unlabelled data in utmost efficient
manners.
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In the first case, i.e., the existence of similar data such as adult emotional speech
when in need of a child emotion recogniser, e.g., for a child computer game, transfer
learning comes in handy. Transfer learning per se is a rather loosely formulated
approach in the sense that many different variants and starting points exist. As an
example, in [11] a sparse autoencoder is trained in both – the source and the target
domain, thus reaching compact representations of both domains. Then, a neural
network is trained to learn to map across domains, thus allowing according transfer.
In comparison with other standard transfer learning approaches, this has shown
the best results in the study for SER. In such a way, a quick adaptation to a new
individual, e.g., a new player can be reached.

Further to that, games usually are characterised by repeated interaction with a
player. This fact can be exploited to give a game the chance to better ‘learn’ the
user. Ideally, this is done without being noticed or requiring help from the user by
weakly supervised learning approaches.

Semi-supervised learning does not require any human help – a system labels the
data for its training by itself once it ‘hears’ (or ‘reads’) new data and is sufficiently
confident that it ‘does it right’. This can best be done in co-training exploiting
different ‘views’ on the data such as acoustic and linguistic feature information.
This approach has been shown to actually improve recognition performance in the
recognition of emotion from speech [28, 67], or text [8] thus enabling systems to
also make use of unlabelled data in addition to labelled data.

Unfortunately, it usually requires large amounts of unlabelled data to obtain
similar gains in performance as one would see when using (human) labelled data.
This can be eased by adding as a promising aid active learning. The idea of active
learning is to ask a human for help whenever new data appears to be ‘promising’.
The art here is to quantise and identify what is ‘promising’. Approaches that have
been shown to work well for emotion recognition are based, e.g., on the likely
sparseness of a new unlabelled instance in terms of the expected emotion class.
This means that likely to be ‘neutral’ samples are considered less worthy labelling
as there are usually plenty of these available. However, should the system believe a
new speech sample is emotional or even potentially from a hardly or never (requiring
some additional novelty detection) seen before emotion, it will (only then) ask the
player or user about this state, thus considerably reducing the amount of required
human labels. Further approaches to measure the interest in a data instance include
the expected change in model parameters, i.e., if a new speech sample is not likely
to change the parameters of the trained classifier or regressor, it is not important
to inquire to which emotion it belongs. Overall, active learning could be shown to
reduce the labelling effort by up to 95 % at the same or even higher recognition
accuracy of accordingly trained models in the study [66].

Most efficiently, cooperative learning combines the strengths and increases the
efficiency of active and semi-supervised learning in the sense that a computer system
first decides if it can label the data itself, and only if not, evaluates if it is worth to
ask for human help [64].
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Encoding and Standards

A number of standards exist to encode the information on emotion to be used
by a game or application. To name but a few, the Humaine EARL and the W3C
Emotion Markup Language recommendation (or EmotionML [42] for short) have
been designed in particular for encoding affective information. A number of further
standards do, however, provide tags for emotion as well, and may likely be used in
a video game or similar context, anyhow, such as W3C EMMA [1].

Further, in particular for the speech modality, a standard has been developed
to encode the feature information used [4]. This allows to exchange collected
feature/label pairs even if different systems or games use different types of feature
extraction. In addition, standards exist for the encoding of individual feature types,
e.g., [55].

Finally, standardised feature sets are offered and used in this field by the
openSMILE toolkit (cf. above).

Summary and White Spots

Towards the end of this chapter, let us quickly summarise and identify white spots
left for future research efforts.

Summary

In this chapter, we took a look ‘under the hood’ of a modern speech emotion
recognition engine. Ideally, it exploits both, acoustic and linguistic cues and
combines these efficiently. The features can either be extracted based on known
‘expert’ feature types or learnt unsupervised from data, e.g., in deep learning. Then,
either a rule-based ‘zero-resource’ decision takes place, or a machine learning
algorithm is trained based on labelled speech data. The recognition result for a
previously unseen new speech instance will then usually be one or several emotion
labels or one or several continuous values of emotion primitives such as arousal
or valence. What’s more, an engine should ideally provide confidence measures
alongside to give a feeling for the reliability of its prediction. It can, based on
this confidence measure, also decide to retrain itself after having heard new data
points and having been able to predict them likely correctly. If it is unsure about the
emotion of a new sample but feels it would benefit from knowing it, it can ask a user
for help in labelling in a very targeted and efficient way. If it has ‘similar’ labelled
data to the target data to exploit or start with, transfer learning allows to adapt the
data to the domain. For practical implementation, encoding and feature standards
can be used, and a number of ‘out of the box’ ready tools exist which are free for
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research purposes. There have repeatedly been evaluation campaigns showing that
recognition of emotion from speech ‘works’, but leaves head room for improvement
at this moment in time.

White Spots

The field is still somewhat young and not all problems could be touched upon
sufficiently or at all, yet. To conclude this chapter, these white spots in the literature
shall be quickly named without lengthy explanation: When dealing with textual
cues, multilinguality is an obvious problem [2, 36]. While one can benefit from the
progress machine translation has made, there is still need for more experience with
this challenge. Obviously, multilinguality also has an impact on acoustic features,
e.g., when considering the differences between tonal or non-tonal languages such
as Chinese in comparison to English or German. Similarly, cross-cultural aspects
[14, 39, 54] need additional investigation and in particular solutions to identify the
culture automatically and choose or adapt models accordingly, e.g., by suited means
of transfer learning. Further, ‘faking’, regulation, and masking of emotions has
hardly been investigated in terms of automatic recognition. Similarly, ‘atypicality’
is not sufficiently explored up to this moment. This deficit includes the lack of
providing an engine prepared for less typical emotion portrayal as, e.g., from
individuals with ADHD, Autism Spectrum Condition, vocal disfluencies, and alike
or simply of less investigated age groups such as the elderly or (very) young
individuals. Obviously, a number of ethical implications come with such data, and
in general when having a machine analysing human emotion, giving (potentially
flawed) feedback on it, and potentially distributing processing or storing information
in a centralised fashion [3, 13, 56]. Then, user studies and experiences with real
systems ‘in the wild’ are still very sparse and among most urgent issues to tackle
– often a careful system or game design or response pattern can cover up very
elegantly for potential misrecognitions, or – the other way round – an almost
perfectly functioning emotion recognition not exploited in the right way can ‘ruin it
all’ easily. Finally, better modelling of co-influencing states and traits of humans
of analysis is needed: All speaker states and traits impact on the same speech
production mechanism and the choice of our verbal behaviour: Whether we have a
cold, are sleepy, or intoxicated – emotion should be recognised reliably independent
of these factors and our personality profile. A promising route to reaching this ability
seems parallel modelling of the wide range of state and traits, e.g., by a neural
network with multiple output nodes as targets for various speaker states and traits
rather than just for emotion, yet, allowing for missing labels during training, as not
all data are likely to be labelled in such a wide range of factors.

With the advent of solutions to these problems as well as in general, one can
expect to see gaming and general intelligent technology soon to be recognising our
emotion when having us talk (or type) to them. May the best use be made of this
new technical ability considering highest ethical standards at all time.
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