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Foreword

One day, years ago, I unexpectedly found myself several hundred feet below the
ocean. My family had been taken from me, and I was hoping that I might be able to
find answers deep within a cave riddled with jellyfish and a looming giant octopus.
I met an array of sea creatures in otherworldly landscapes. I felt burning curiosity,
an inescapable sense of awe and mystery, and indescribable respect for the ocean
and the life within. It turns out that my family had been abducted by aliens (we’ve
all been there) who I eventually defeated and returned everyone to safety. Years
after I finished playing “Ecco the Dolphin,” that experience stayed with me and left
a lasting impact. To this day, I have an insatiable love for the ocean and almost
became a marine biologist. I was incredibly moved and inspired by my experience
with this low-resolution, 16-bit journey.

Art is something that elicits an emotional response — be it music, a painting, a
ballet performance, or even video games. Countless modern gamers like myself can
tell their own personal story about how they were moved to tears or inspired to
action based on a deeply personal experience they had while playing a game.

Video games offer something that almost no other medium can — a two-way
dialogue with its participant. A game experience can influence the player and,
unlike “conventional” art like paintings, film, or music, the player can influence
the experience right back. This two-way street of communication has the power and
potential to create an emotional experience that can be more personal, evocative,
and effective than any other medium. Furthermore, this dialogue between player and
game can become even more powerful when amplified with emerging technologies
such as virtual reality, biofeedback, neurofeedback, haptic responses, and whatever
new augmentation may be just around the bend.

While this intimate aspect of the “gaming experience” has generally been
implicitly understood and casually recognized, the emotional impact and capacity
of gaming have only begun to be fully explored and understood.

The chapters within this book examine many of the different and diverse facets
of emotion in gaming — what does emotion in gaming even mean, how can it be
“accomplished,” and why does it all even matter? These are the questions that need
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to be answered and the topics that need to be understood before we can boldly go
down a path that will open up new ways that games and art, can touch and inspire
us to greatness (or, minimally, to become dolphin nerds).

Flying Mollusk, Glendale, CA, USA Erin Reynolds



Preface

Play constitutes one of our first deliberate activities in life, providing the first
opportunity for interaction with objects, devices and other children or grown-ups,
months before walking, talking or acquiring advanced tactile abilities. Later on in
life, play becomes the basis of forming small or larger groups and identifying rules
which need to be respected in order to function within those groups: players of a
school basketball team have different roles and competencies, and they all have to
work towards the common good of the team, while following the rules of the game,
in order to succeed. In this framework, play, especially in social situations, becomes
a powerful inducer of emotions, based on its outcome and the dynamics between
team members and opponents. In the case of digital games, devices have now
the ability to sense player emotion, through cameras, microphones, physiological
sensors and player behaviour within the game world, and utilise that information
to adapt gameplay accordingly or generate content predicted to improve the player
experience and make the game more engaging or interesting.

This book attempts to encompass the concepts that make up the big picture
of emotion for and from digital gaming, starting from psychological concepts
and approaches, such as modelling of emotions and player experience, to sensing
and adapting to emotion, and to discuss applications of emotion-aware gaming in
selected concepts and robotics. As work on emotion in games is highly multidis-
ciplinary by nature and important to several areas of research and development,
we carefully selected and invited scholars with pioneering work and recognised
contributions in game studies, entertainment psychology, affective computing, game
design, procedural content generation, interactive narrative, robotics, intelligent
agents, natural interaction and interaction design. The result is a holistic perspective
over the area of emotion in games as viewed by the variant research angles offered
by the different research fields. Based on the received chapter contributions, this
book is divided in three main parts: Theory, Emotion Modelling and Affect-Driven
Adaptation and Applications.

Bateman opens the first part of the book (Theory) by examining the question of
why we like to play in “The Aesthetic Motives of Play”. Kivikangas, in his chapter

vii



viii Preface

titled “Affect Channel Model of Evaluation in the Context of Digital Games”,
combines different emotion theories, attempting to explain different aspects of game
experience. Finally, Calleja et al. discuss “Affective Involvement in Digital Games”
through different dimensions of both involvement and games, aiming to introduce
affect in their model and examine how different components of gameplay relate to
each other and affect player involvement.

The second part of the book (Emotion Modelling and Affect-Driven Adapta-
tion) concentrates on computational concepts related to sensing, emotion modelling
and generating emotions and content for digital games. Kotsia et al. in “Multimodal
Sensing in Affective Gaming” discuss how different sensing modalities (facial
expressions, body movement, physiological measurements or even wearables) can
provide meaningful insights about the player’s emotion to the game, based on player
expressivity, while Schuller discusses how speech contributes to player-player and
player-game interaction in “Emotion Modelling via Speech Content and Prosody —
in Computer Games and Elsewhere”. In the framework of brain-computer interfaces
and physiology, Fiatek and Liarokapis investigate the use of BCI devices in gaming
and virtual reality in “Comparing Two Commercially Available Brain-Computer
Interfaces for Serious Games and Virtual Environments” and Yannakakis et al.
argue about the importance of physiology for the investigation of player affect in
“Psychophysiology in Games”. From the synthesis and generation point of view,
Ravenet et al. in “Emotion and Attitude Modelling for Non-player Characters”
describe how modelling and generation of emotions and attitudes in embodied
conversational agents (ECA) can enhance the realism and interactivity of non-player
characters. In a similar framework, Togelius and Yannakakis discuss game level
design based on affect and other aspects of player experience in “Emotion-Driven
Level Generation”; O’Neill and Riedl present Dramatis, a model of suspense used
to generate stories that elicit emotions in “Emotion-Driven Narrative Generation”;
Burelli crosses the border of traditional cinematography and digital gaming in
“Game Cinematography: From Camera Control to Player Emotions”; and Garner
describes how sound in games can be utilised to both infer and evoke emotion in his
“Sound and Emotion in Video Games” chapter. This part of the book is concluded
with the chapter of Broekens et al. “Emotional Appraisal Engines for Games”; the
chapter discusses the rationale for specialised emotional appraisal engines for games
which provide basic emotion modelling capabilities for the generation of emotions
for non-player characters.

The third part of this book (Applications) discusses a number of applications that
utilise game- and affect-related concepts. Bianchi-Berthouze and Isbister examine
body movement as a means for expressing emotion in the context of digital games
(“Emotion and Body-Based Games: Overview and Opportunities”). Holmgard
and Karstoft in their “Games for Treating and Diagnosing Post-Traumatic Stress
Disorder” chapter discuss the capacity of games for mental health and focus on
the impact of emotion on games for post-traumatic stress disorder. Khaled et al.
present how emotions were used to model conflict, cooperation and competition in
a serious game for children, in “Understanding and Designing for Conflict Learning
Through Games”. Finally, robotic applications of emotion and affect are discussed
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by R. Aylett in “Games Robots Play: Once More, with Feeling” from the point of
view of robotic companions and digitised games, while Cheok et al. present the
fascinating concept of “Lovotics: Love and Sex with Robots”.

The editors of this book would like to sincerely thank all contributors for their
timely and proactive cooperation and Marleen Moore and all the staff at Springer
for their confidence in this project and their support.

Zographou, Greece Kostas Karpouzis
Msida, Malta Georgios N. Yannakakis
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Part I
Theory



Chapter 1
The Aesthetic Motives of Play

Chris Bateman

Abstract Why do people enjoy playing games? The answer, in its most general
form, is that there are aesthetic pleasures offered by games and other play
experiences that meet powerful and profound human and animal needs. As such,
we can identify specific aesthetic motives of play, and one of the clearest ways of
characterizing these motives is in terms of the emotional experiences associated
with them.

Introduction

If players all wanted the same things, the job of the game designer would be
substantially easier, but markedly less rewarding. While there is much to be said
for specializing in a particular design practice, most professional game designers do
not wish to be tied down to a specific genre of game and as such are interested in
the problems of game design as a wider set of problems to be explored. Yet there
is no one solution to this problem, and never can be, in part because the aesthetic
values that different players hold are radically different [1]. Rather, it is necessary
for game designers (and indeed, anyone who studies play) to accept that we are
always dealing with a diversity of desires and preferences, whether we characterize
this in terms of player types [2, 3], varieties of fun [4], patterns of play [5, 6], play
styles [3, 7], or aesthetic values for play [1].

This point is distinct from Brian Sutton-Smith’s observation that there is an ambi-
guity to how we understand play [8], which is a question of interpretation. What is at
task here is the question of the motives for play, which is partly an empirical question
[9] and partly a theoretical one [1]. The intertwining of theory and observation
presents a general problem for research in psychology and all the social sciences,
since how we investigate a psychological topic, such as motivations, depends to a
great degree upon the model we have chosen for doing so [10]. Rather than taking
this as an insurmountable problem, we can recognize that the uncertainties of this

C. Bateman (D<)
University of Bolton, Bolton, UK

International Hobo, Manchester, UK
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4 C. Bateman

topic are an opportunity for deeper understanding precisely because we can come at
the issues from numerous directions. As Whitehead observes, every clash is a sign
of “wider truths and finer perspectives”, the reconciliation of which can increase our
understanding of the complexities of any subject ([11], p. 185).

The purpose of this chapter is thus to ask: what are the motives of play? This is
also a way of asking: why do we play? — provided this latter question is recognized
as having more than one response. This is far from the first study to connect
motive with play (e.g. [44, 45]), but by synthesizing the work of several research
efforts — including empirical, theoretical, and philosophical methodologies — I hope
to provide both a summary of what has already been observed, gesture towards new
research opportunities, and provide ideas to spur game designers to think in new
ways. The answers I will offer here are organized around emotions, but it is not
my intention to endorse any particular psychological model of motivation, such as
Weiner’s attribution model [12]. Such further connections could be added, should
there be a need, but my purpose here is more general being focused on philosophical
reflections upon the diversity of play, intended to illuminate an otherwise chaotic
landscape.

While the source of the multiplicity discussed here are my observations and
empirical investigations into play (e.g. [3, 7, 9]), philosophy, in its role as a creator
of theories [13], is perfectly suited to analyzing such data. The impression that
the sciences are the only fields that should be theorizing in this way conflates the
philosophical elements of the scientific practices with their empirical practices: we
would be wise to keep in mind that all the sciences were once part of the domain
of ‘natural philosophy’, and have in no way lost their philosophical elements in the
years since the ‘divorce’ between philosophy and empirical science [14].

It is to emphasize the role of philosophy in what follows that I have entitled
this chapter “The Aesthetic Motives of Play’, drawing attention to the relationship
between games and philosophy of art and aesthetics, as I have done elsewhere
in my work [15]. This will be important in what follows, since I will not assert
any given definition of ‘game’ preferring instead to disavow ‘game’ in order
to better understand how games (whatever they are!) are played [16]. This is a
quintessentially philosophical reluctance! But it radically improves our chances of
getting hold of the widest possible perspective relevant to the given enquiry, and
this is precisely the merit of philosophical practices when they work in alliance with
empirical research: we are less likely to become trapped inside a single box when
we are actively working to construct new boxes, however provisional the method of
their construction.

Cautions About Asking ‘Why’

To ask ‘why do we play?’ is a noble question with an honorable tradition behind
it. Sutton-Smith’s work is demonstrative of the problems of exploring this issue,
since different ‘rhetorics’ will lead to different conclusions [8]. We ought, however,
be especially careful that in asking ‘why’ we do not bring in complications that
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will unduly retard our progress in understanding intricate issues. Chief among
those we are likely to encounter at this time is the danger of deploying a naive
teleological understanding of evolutionary theories such that the complexity of
genuine behavior is trammeled into a compelling yet utterly untestable story about
selective advantages or fitness. We can and should question such postulation,
especially since in its most common form it is oddly reminiscent of nineteenth
century teleological explanations of biology in terms of theology [17].

The issue here is that explaining the properties of (say) animal wings by
reference to the equations of aerodynamics represents a fairly strong causal scenario
for discussing Darwin’s ‘descent with modification’ [18]. Discussing motivations,
however, does not: no matter what situation we are dealing with, the neurobiological
functions that we can identify come into play in radically diverse situations, none
of which are amenable to expression in terms of simple mathematical equations.
Even if we suspect that play is so widespread in animals because it offers survival
advantages (which is a plausible hypothesis, asserted by many researchers e.g.
[19]), we cannot then reason from this to the biology of any of the neural and
biochemical systems associated with specific emotions and behaviors. We not only
know too little of the developmental history, but every single emotion has influence
on numerous situations relevant to survival and reproduction in ways that makes
extracting compact and testable hypothetical scenarios effectively impossible.

The answer to ‘why do we play?’, therefore, must not be an open door to
teleological speculation. Rather, it must invite us to examine patterns in the kinds of
play experience different players choose to engage in. It demands that we root our
conclusions in observations of the here-and-now, rather than an imagined history
of our species at geological time scales. To do so is not to deny our evolutionary
history, but simply to recognize the insurmountable limitations in talking about
specific aspects of that history, and hence the superior epistemic value of claims
that remain focused upon what can be adequately investigated today. Exercising
this caution allows us to adequately consider play in non-human animals (which
we can also observe today) without drawing erroneous conclusions as to what these
parallels embody, thus helping to illuminate the wider significance of the aesthetic
motivations of play for the phenomena of life.

Uncertainty as the Foundation of Play

Since I am disavowing ‘game’, I cannot use a definition of game as a foundation for
the investigation that follows. Instead, I shall bound this enquiry upon uncertainty,
which was first explicitly recognized as having a role in play by Johan Huizinga
[23] and Roger Callois [5]. In anthropology, Thomas Malaby has disconnected
play from games by suggesting that ‘play’ is best understood as “a dispositional
stance towards the indeterminate” ([20], p. 209). This perspective also aligns with
Suits concept of a lusory attitude [21], which is also a state of mind adopted for
the purpose of play. Suits, however, constrains his perspective on games to cases
involving “bringing about a specific state of affairs” ([22], p. 148) i.e. to goal-
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oriented activities. Malaby’s perspective uncouples ‘game’ (as a kind of activity)
from play (as a mental state) — freeing the study of games and play from many
restrictive assumptions about what a game must be.

This ‘liberation of games’, I have argued, is a necessary corrective to the trend
in game studies to restrict interest solely to certain narrowly construed cases [24]. It
allows us to examine a variety of related cases where play occurs but which might
not usually be considered games, and in so doing brings attention to the ways that
other human practices — such as narrative — can be understood as being actively
played [25]. Doing so also helps draw attention to the way that specific aesthetic
values in relation to play become asserted as attempts to define boundaries for terms
like ‘game’, limiting attention to some subset of the motives I will outline in what
follows [1].

In order to structure the discussion of the motives of play, I will treat as distinct
those motives that emerge from the representational aspects of play from those that
emerge from the functional, i.e. Jesper Juul’s fiction vs. rules [26]. It is worth noting,
however, that the functional elements (rules) could also be subsumed in the fiction
(as Walton’s prescriptions to imagine [27]) just as the fiction could be subsumed in
the rules, depending on what is taken as ontologically primative [15]. The distinction
helps separate out goal-oriented motives from alternatives [28], but should not be
mistaken for anything deeper than a general organizing principle. To begin with,
however, it is worth identifying three general aesthetic motives that can be expressed
in play.

General Motives

The three motivations for play discussed in this section do not clearly resolve into
uniquely functional or representational roles. Rather, they possess elements of both,
or manifest in one fashion for some players and differently for others. All three have
in common that the underlying biology behind the behaviors in question supports
extremely general aspects of lived existence; as a result, these are perhaps the
most general motivations for engaging in play — indeed, they are extremely general
motivations for pursuing any activity.

The Social Motive

If we take Huizinga as the beginning of the study of play and games, then from
the very beginning it was recognized that play was at heart a social phenomena
[23]. Indeed, Huizinga’s concerns that the play element in culture was declining are
based around the recognition that the increasing importance assigned to the moral
and aesthetic value of efficiency was driving out play as the foundation of culture.
Similarly, the moment there were player models exploring the diversity of play there
was a recognition of the social motive, as indicated by Richard Bartle’s Socializer
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type [2], and the BrainHex play style descended from it [47]. More recently, a social
aesthetic for play has been identified by considering definitions of ‘game’ [1].

The scope and range of the social motive for play is too vast to be adequately
summarized, but it is important to recognize that it manifests in both functional and
representational forms. As an example of the former, the delight in schadenfreude
(pleasure in the misfortune of others) [30] is something inherent to multiplayer
games of all kinds [29] but it emerges from the jostling for victory (i.e. the
winning state, a functional element of play). The social motive can also be found
in a purely representational form, as can be seen in case studies of tabletop role-
players, especially in freeform games [51], and in many of the artgames of Tale
of Tales such as The Endless Forest [100] or Bientot L’été [101] that create unique
encounters between people in an artistically-motivated fictional world. Furthermore,
even though some contemporary game forms seem to avoid the social motive —
single player videogames, for instance — studies of players reveal indirect social
elements to play, such as when groups of friends opt to play the same single player
game in parallel [3].

Needless to say, this social aesthetic motive is not uniquely human, and is easily
observed in familiar animals such as dogs and cats, as well as in birds, lizards,
and perhaps even fish [52]. Every species expresses social motivations within play
in different ways, but there is often substantial cross-over: a wolf and a coyote
can play together, because they share common body language for initiating play.
Similarly, humans can play with dogs and cats without any difficulty, and indeed
cats and dogs (and cockatoos, and rats, and . . . ) can play together under appropriate
circumstances [53].

Oxytocin in mammals, and equivalent hormones in other species (such as meso-
tocin in birds [59]), provide the neurobiological foundation for social motivations
[54, 55], and oxytocin levels have been shown to be elevated in both humans and
animals when they live and play together [56-58]. It is important to remember,
however, that behavior is not reducible to its chemical substrate: indeed, the sheer
variety of behaviors facilitated by this aspect of biology should make this caution
quite clear.

The Thrill-Seeking Motive

Another extremely general aesthetic motive is the pursuit of excitement, the neuro-
chemical substrate for which is epinephrine [60], commonly called ‘adrenalin’. This
aesthetic motive is even older than the social motive, as indicated by recent evidence
of ‘thrill-seeking’ among bees [61]. As with the social motive and oxytocin, the
purpose of mentioning this alternative level of observation isn’t to replace behavior
with low-level biology: on the contrary, we cannot substitute actual behavior for
biological substrates since we do not have a complete picture of any phenomena
until we have studied it from every possible perspective.
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Caillois was the first to identify this motive in his ilinx (vertigo) pattern [5], which
has been expressly linked to excitement and epinephrine [6]. Nicole Lazzaro notes
the relationship between excitement and relief in players of videogames [4], and
the same pattern reappears in the Daredevil play style in BrainHex [47]. Because
almost all kinds of play elicit excitement in one form or another, it is important
to be clear that the thrill-seeking motive is intended to mark an inducement for
play distinct from the pursuit of victory or other functional motives: when a speed-
runner challenges themselves to complete a videogame as fast as possible without
saving (thus upping the risks of failure), their motive can be understood as thrill-
seeking in the sense intended here (see [105, 106]). Similarly, players who engage in
snowboarding simply for the vertigo of descending the mountain can be understood
as motivated by the aesthetic values sketched here [62].

The Curiosity Motive

The third and final general aesthetic motive for play shares with the other two the
utter generality of the behavioral pattern and the ancient origins of its neurobi-
ological substrate. Curiosity (known in the psychological literature as ‘interest’)
has been linked to the neurotransmitter endomorphin [63], as well as to the most
general motivation chemical, dopamine [64] (although discussion of the biology
of motivation in regard to dopamine is beyond the scope of this discussion,
precisely because it is far too general). Irving Biederman and Edward Vessel
draw attention to our fascination with ‘richly interpretable’ patterns — which
includes, in practice, everything from stunning mountaintop vistas to mathematical
problems.

Although one of the key figures in the psychology of emotions, Paul Ekman, does
not interpret curiosity as an emotion [30], it is treated by some researchers (such as
Lazzaro [4, 29]) as emotion-like, and there is a growing trend towards considering it
as an emotion [73]. However, curiosity can also be connected to another of Ekman’s
emotions: wonder. This is a powerful full-body emotion, as strong as the emotional
experience acquired through victory (i.e. fiero — see below) [29]. Since no-one can
directly anticipate that they will encounter an experience of wonder in any given
context, it is plausible to consider the curiosity motive as entailing the pursuit of
wonder as part of its broadest definition.

The appearance of wonder in games is often coupled with fear to produce awe, as
for example in the case of the titular creatures in Shadow of the Colossus [102], that
are expressly designed to create a wondrous sense of scale to enhance the player’s
terror in facing them. However, wonder can also be elicited when the design allows
for it, as with the set pieces in Endless Ocean [103] whereby whales and other
large aquatic animals are made to appear to the player at certain places in the game
world. Experiences such as this blend wonder with a sense of the beauty of nature,
much discussed by Kant [104] and other philosophers. Indeed, this connection may
go deeper: it has been suggested that the joy to be found in beauty — one of the
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most quintessential aesthetic pleasures — could be founded upon curiosity [70, 71],
making this motive exceptionally important for a wide variety of artworks, including
videogames.

It is likely that the curiosity motive is present in a great deal of play, but that
other aesthetic motives ‘drown it out’, making it difficult to detect (especially in
competitive play). Nonetheless, since the 1980s there has been a clear recognition
of the importance of curiosity as an aesthetic motive, especially in the work of
Thomas Malone regarding what makes something fun to learn [65], and what makes
an enjoyable user interface [66]. Curiosity has been linked to play styles in the
Wanderer play style [3], Lazzaro’s Easy Fun [4], and the Seeker play style in
BrainHex [47]. Furthermore, the curiosity motive is far from unique to humans,
having been observed in a wide range of species including rats [67], ravens [68],
and even octopi [69]. Life is curious, and this curiosity significantly affects how
animals play.

Functional Motives

The previous motives are extremely general, and as such while they do constitute
aesthetic motivations for play, they are also motivations in a more general sense.
However, whenever someone is motivated to play by something arising from
the structural character of play (the rules, or practices that can be efficiently
characterized using rules), we can identify patterns in their motives expressible in
terms of relations between emotions. Such functional motives have in common the
relevance of defined states in the play space being experienced — states such as
‘winning’, ‘losing” and ‘100 % complete’. In such cases, it is usually not ambiguous
that we are dealing with a game i.e. few definitions of ‘game’ would exclude such
cases from consideration. As such, these are the most explicitly game-like motives,
although this should not be used to construe that these alone adequately characterize
games, for reasons that go beyond the scope of this chapter (see [24] for detailed
discussion of this point).

The Victory Motive

Everybody likes to win, but not everyone is equally motivated to achieve success
in the games they play. Certain players, however, are specifically attracted to
challenge — to the extent that they are far more likely to complain about games
being ‘too easy’ than ‘too hard’ [3]. As Lazzaro reports [29], players expressly
focused upon earning victory are seeking the emotional reward Ekman characterizes
as fiero [30], which can also be termed triumph [15], the clear sign of which is hands
held aloft or a ‘fist pump’, perhaps accompanied by a mouth-opened, teeth-bared
‘barbaric yawp’ [31].
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The characteristic of this kind of play is that the final emotional reward is not just
victory, per se, but triumph over adversity — hence the problem with games that are
‘too easy’: if there is no perceived struggle to attain success, the emotional payoff of
fiero is not attained. As a result, the victory motive typically also entails experiences
of frustration and hence of anger prior to the eventual victory. It is not that anger
is required to attain fiero, so much as there must be a perception of struggle. In a
digital game, a player defeating a boss that has caused them problems in the past
will produce the emotional reward of fiero even if a particular attempt at overcoming
the boss did not elicit frustration.

This aesthetic motivation has been characterized as the Conqueror play style [3,
9], Hard fun [29], and the victory aesthetic [1], and was first discussed as a unique
pattern of play by Caillois as agon [5]. The fundamental psychological trait can
be characterized as frustration endurance [9], which may relate to the hormone
testosterone [33-35]. It is the quintessential motivation within all sports, where it
is often termed the achievement motive [36]. Although the emotional relationship
between fiero and anger at the heart of the victory motive is an aspect of human
nature, this motivation can also be observed in predatory mammals and birds. Dogs
in a park chasing a ball or playing tug demonstrate the same overall patterns of
behavior, as do birds-of-prey when they compete with one another, as indeed was
noted by Darwin [32].

The Problem-Solving Motive

Whereas the victory motive seeks triumph in the context of challenge through the
endurance of frustration, the same emotional reward is also available through more
cerebral pursuits. The solving of puzzles can also trigger fiero, or less intense
positive affect emotions [41] such as satisfaction, but in such cases endurance
of frustration is not what is typically observed. Rather, incomplete information
or conceptual blocks [37] form the typical circumstances by which a puzzle is
mounted, requiring those who intend to solve the problem to think the problem
through carefully. As a result, this motive can be connected to the putative
psychological trait of confusion endurance [9]: those who enjoy solving puzzles are
content to put up with a state of confusion in a parallel way to the victory motive’s
endurance of frustration.

The problem-solving motive has been described as the Manager [3] or Master-
mind [9] play style, and the problem aesthetic [1]. It is evidenced in the enjoyment
of crossword puzzles, sudoku, digital adventure games (i.e. text adventures, point-
and-click adventures), and also in the play of tabletop wargames and digital strategy
games. In these latter cases, strategic decision making forms a parallel to puzzle-
solving in cases where even formulating the puzzle to be solved is part of the
pleasures of solution. Once again, this motive can be comfortably extended into
other animal species: primates [38] and crows [39] are among the species that have
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been observed taking pleasure in finding solutions to puzzles. However, humans
appear to be the only species that takes a delight in creating puzzles for the sake of
solving them [40].

The Luck Motive

There is a third aesthetic motive we can associate with the pursuit of triumph, one
that is often overlooked in discussions of games and their design: luck. Games of
chance were recognized as significant by Caillois, who termed them alea [5]. He
observed that in a game of skill, the player with the most talent is likely to emerge
victorious, but in games of pure chance, everyone has an equal chance of winning.
This makes games of luck appealing to many players because they do not need to
possess any special skills to achieve victory. Indeed, Caillois suggests this helps
explain the appeal of lotteries, since those with the misfortune to be born without
the talents to succeed in life are offered a ‘second chance’ of success, irrespective
of their circumstances.

Chance is also a significant source of variety in games of many kinds, especially
boardgames and videogames with procedural elements [6], but in many of these
cases it does not represent a motive for play, as such. For instance, in a procedural
sandbox game such as Minecraft [99], the fictional worlds are randomly generated
but the curiosity motive is a better explanation of the appeal than the luck motive.
The luck motive comes to the fore in casino games such as roulette, which are
won by pure chance, and similarly in bingo (for which the social motive is also a
significant factor of appeal), and of course lotteries of all kinds. In all such cases, it is
possible to reach the emotional reward of fiero without typically risking frustration,
precisely because failure is not perceived as the player’s responsibility [6].

The Acquisition Motive

While the victory and problem-solving aesthetic motives were based around
overcoming — of challenges and puzzles respectively — players also gain enjoyment
in play from the acquisition of anything at all with a defined role within any given
play space. This acquisition motive typically produces a low degree of positive
affect such that an observed player may not even show signs of enjoyment on their
face. Nonetheless, the act of collecting is an observable motive for play [43], and
the act of completion (when the collection in question has a finite scope) can be
extremely rewarding. It is unlikely to elicit fiero, but it can produce other positive
affect emotions such as satisfaction, which Ekman lists among the happy emotional
experiences [42]. The aesthetic motive of acquisition can also produce flow states
[46], if the frequency of acquisition is sufficiently frequent.
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In some cases, the enjoyment of acquisition produces more than just a general
motivation: it can become a driving force behind play, as in Bartle’s Achiever type
[2] and the BrainHex Achiever play style that descends from it [47]. In such cases,
the motive is not merely collecting but completing, and the drive to complete can
result in players going through highly repetitive play that may be experienced as
boring. Whereas other players view excessive boredom as a reason to stop playing
a game, those fitting this archetype possess a putative psychological trait termed
boredom endurance [9], and remain motivated towards the attainment of a perfect
state of completion, often measured explicitly by games as a 100 % complete
state.

While it is difficult to assess whether non-human animals take the acquisition
motive as far as the Achiever play style, the aesthetic motive to acquire can be
witnessed in many animal species. Here there might be a danger of bringing in
teleological justifications (discussed above) since in many cases the acquisition
focuses upon food e.g. larder-hoarding and scatter-hoarding behaviors in squirrels
and birds [48]. However, there are clear cases where the aesthetic motive of
acquisition cannot be explained as a survival instinct e.g. rats have been observed
collecting trinkets [50], and John Endler has argued that male bowerbirds have
aesthetic motivations when they collect material to build and decorate their bower
[49]. Further ethological research is required here: the interest in providing putative
evolutionary explanations may have distorted research on collection behaviors
where these represent an aesthetic motive rather than a survival instinct. Addition-
ally, the case discussed by Endler might actually be better considered in terms of
other aesthetic motives (such as the curiosity motive mentioned above), particularly
if beauty can be considered as an experience associated with curiosity.

Representational Motives

Finally, we come to those aesthetic motives that occur through the representational
elements of play. One important distinguishing characteristic of this group of
motives is that they are uniquely human (or at least, they are as far as we can
ascertain). While other animals do engage with representations in various ways —
recall the aforementioned bowerbird — only humans engage in substantial activities
of play within fictional worlds of their own devising. That said, it should be
acknowledged that animal play can also be understood in terms of fictional worlds
[15], and imagination can be extended throughout the history of life provided certain
provisos are accepted [72]. Nonetheless, the sophistication of humanity’s fictional
worlds is matched only by their diversity and ubiquity: we are a species that thrives
upon exercising our imagination in many ways. The remaining aesthetic motives are
variations upon this peculiar theme.
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The Narrative Motive

One of the most striking aspects of human-crafted narratives are their capacity
to elicit any and all emotions: we empathize and identify with the protagonists
of stories, and vicariously experience their highs and lows whether through the
written word, audio plays, or the audio-visual spectacle of television and cinema
[74]. This is a topic with a long history in philosophy, going back to the ancient
Greek philosophers such as Aristotle [75] and still generating interesting discussion
today (e.g. [27]). While this aesthetic motive is undoubtedly rooted upon the same
biological substrate as the curiosity motive, it would be misleading to conflate
human interest in narrative and narrative-generating systems (including many
boardgames and videogames) with curiosity alone. The enjoyment of narrative
possesses a complexity that goes beyond simple emotional primitives, a point
foreshadowed by Joseph Campbell’s recognition of the psychological ubiquity
of mythic themes across all cultures [76]. It cannot be taken as a coincidence
that Hollywood scriptwriters have been able to reverse engineer screenwriting
techniques from Campbell’s mythic templates into successful motion pictures [77].
By the narrative motive, 1 seek to mark the motivation for engagement with
stories over and above the other aesthetic motives described here. Of course, the
curiosity motive plays a key role — but so too does the thrill-seeking motive, and
indeed, all the other aesthetic motives. Narratives engage us on many levels, but to
take an interest in stories is in itself an aesthetic motivation, it is what makes the
reading of novels or the enjoyment of cinema into a lifelong hobby. Disentangling
the narrative motive from other motivations in games is so difficult that many
researchers simply set narrative aside (e.g. [4]). Nonetheless, it should never be
forgotten that the practices of storytelling provide an intrinsic motivation for play
through the properties of narratives and narrative systems themselves. Indeed, our
enjoyment of stories can always be understood as play [25], despite this not being
the typical way of interpreting our engagement with novels, movies, and so forth.

The Horror Motive

Why do some people take such pleasure in pursuing apparently unpleasant emotions
such as fear and disgust? The matter has generated a substantial literature both in
philosophy and in psychology, and indeed in the intersection between the two (e.g.
[78]). Nogl Carroll has written extensively on the subject, and in the context of the
enjoyment of terror denies that it is the fearful experience that provides the appeal,
instead reducing this to the curiosity motive [79]. As with so many such examples,
curiosity undoubtedly plays a role — but Carroll is perhaps too quick to dismiss
enjoyment of fear, since empirical research suggests that awareness that what is
happening is fictional creates the conditions for enjoyment [80].
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A fascinating and contentious approach to the problem comes from Kendall
Walton, who suggests that we need to treat our response to fictional horror as
phenomenalogically distinct from fear [81]. While watching a movie, we experience
something that seems like terror and yet we do not run away. Walton argues that
“Fear emasculated by subtracting its distinctive motivational force is not fear at all”
[27, p. 201-202]. Walton suggests the term quasi-fear to mark this distinction (and
indeed, proposes quasi-emotions in general as categories for dealing with unique
emotional responses to fiction). This has generated a substantial debate, nearly
summarized by Berys Gaut as consisting of two rival camps — emotional irrealists,
such as Walton, Gregory Currie and Jerrold Levinson, and emotional realists, such
as Peter Lamarque, Nogl Carroll, John Morreall, Derek Matravers and Richard Joyce
[82]. Gaut argues that we should not evoke quasi-emotions if the realist account is
simpler and adequately explains the relevant phenomena. Yet it is far from clear that
this is the case, especially since Gaut (and many others who have commented on
this issue) confuse pretending to be afraid with imagining that we are afraid [83].

This issue can be untangled using Tamar Szab6 Gendler’s concept of alief [84,
85] which denotes a more primitive form of belief, one that can be linked to the
ancient brain structures known as the limbic system, and specifically the amygdala
[15, 72]. If beliefs are understood as having propositional content (e.g. “I believe it
is raining”), aliefs are more primitive, being representational but not propositional
(we perceive a threat, but at a pre-conscious level). In a horror game, movie, or
similar situation we believe we are safe — but we alieve that we are in danger, a
situation analogous to the enjoyment of rollercoasters [15]. This is why quasi-fear
has the physiological characteristics of fear — we have a neurochemical experience
that is empirically indistinguishable from fear.

However, whatever is going on at the level of the biological substrate, the
phenomenal character of the situation is indeed radically different: our aliefs and
beliefs do not accord in the case of quasi-fear, and this affects our behavior.
Thus emotional irrealism wins out, since Gaut’s realist position is an incomplete
description. Such situations involve what Gendler terms ‘“belief-discordant alief”
([84], p. 641); we alieve we are in danger but we do not believe it. This is Walton’s
quasi-fear. The enjoyment of this state, and thus its pursuit, forms another aesthetic
motive for play, the horror motive, which can be associated with the Survivor play
style in BrainHex [47]. The related enjoyment of disgust could be explicated by
parallel arguments.

The Agency Motive

While our enjoyment of narrative can be characterized as play, and is not as passive
as is sometimes suggested [25], there is another expressly aesthetic motive that
can be associated with the unique kinds of richly-expressive activities that emerge
from our play with toys and games. This agency motive places aesthetic value in



1 The Aesthetic Motives of Play 15

the perception of interactivity or the freedom to have a recognizable impact, the
paradigm case for which is perhaps children’s play with toy building block sets [86].
It is also readily apparent in the aesthetic values asserted in the context of games
[1], where it may also be conflated with decision-making (which would be better
understood in terms of the problem-solving motive, discussed above). It is also
possible that this aesthetic motive could be understood as a specific expression of a
more general imaginative aesthetic [1], which may also intersect with the narrative
motive, discussed above.

The emotional rewards that can be related to this motive are those of the positive
affect emotions such as satisfaction, perhaps even fiero in some cases where an
individual strives to express their agency against imposed restrictions. There is little
mystery to the idea that exerting control or influence over environment is a pleasant
experience, or even an element in well-being, even if understanding agency as a
phenomena is anything but simple [94, 95]. Furthermore, despite the Enlightenment
tendency to treat agency as uniquely human, there is a growing recognition that the
imputation of agency can be extended to other animals [96]. This matter was still
widely considered outlandish when discussed by Alasdair Maclntyre as late as 1999
[97], yet it now represents a major research area in philosophy and other fields [98].

Alas, there has been little explicit discussion of agency as an aesthetic motive
precisely because the assumption that games can be understood as ‘interactive’
(as against conventional narrative which is deemed ‘passive’). This perspective
conflates agency with games, blurring the aesthetic values entailed in valorizing
agency. This does not mean agency in games is not discussed — there is a substantial
and rich literature (e.g. [87-91]), full of fascinating observations and ideas. But
as previously mentioned, the binary division into interactive and passive not only
misrepresents the play of stories [25], it also misrepresents the play of games and
toys since it is far from the case that all such play activities embody agency, or
require an agency motive to be understood or enjoyed. The result is a failure to
adequately explore the aesthetic qualities of agency, particularly in the context of
enjoyment of games where agency is absent (consider Progress Quest, for instance
[92]), and no-one has yet proposed a play style rooted in agency (perhaps because
of the assumption that it is ubiquitous). This is another case where the ‘liberation
of games’ [24] may be a requirement for achieving a greater appreciation for the
subtlety and diversity of the aesthetic motives of play.

Conclusion

Caillois was perhaps the first person to look at games and recognize that there were
different motives involved in playing them [5]. The aesthetic experiences of sports
and other competitive activities (agon) are radically different from the surrender to
fate (alea), the consciousness-disrupting power of vertigo (ilinx), and the allure of
fiction (mimicry). His patterns of play, which were never intended as a taxonomy or
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a complete set, can be understood in terms of the emotional experiences invoked,
or even the neurobiological substrate [6]. In each case, something more is added
into the description, which is never reducible to a single factor; play is always more
subtle and complex than such reductive explanations imply. In the discussion above,
four of the aesthetic motives of play described descend directly from Caillois” work
(the victory motive from agon, the luck motive from alea, the thrill-seeking motive
from ilinx, and the narrative motive from mimicry).

The presence of a variety of motives paints an image of play as diverse: this is
a point I continually stress within my work, both as a game designer and as one
who studies play and games with both an empirical and a theoretical eye. From the
general motivating force of the social, thrill-seeking, and curiosity motives; through
the game-specific motives of victory, problem-solving, and acquisition, and on into
the representative motives of narrative, horror, and agency; the scope of the domain
of play is vast — particularly when we take the play of other animals into account
as well as that of humans. Precisely because of this immense heterogeneity, many
have tried to cleave-off aspects of play and examine them in isolation — as games,
as narratives, as art. There is much to be gained from the narrow focus implied
by this — provided we do not fool ourselves into taking our boundary fences as
something ontologically deeper than tools of convenience.

As Mary Midgley remarked in 1974, games and art must possess a conceptual
unity because they “deal with human needs, which certainly do have a structure”
([93], p. 253). But the unity of the concepts of ‘game’ and ‘art’ does not mean that
our experiences of either can be reduced to simple primitives. If we do so for any
reason other than closely examining an intentionally constrained domain of interest,
we risk fooling ourselves into thinking that conceptual divisions are something more
than conventions. Thus while we can identify a domain of ‘games’ or of ‘art’, the
aesthetic motives I describe here are equally applicable to either domain — indeed,
many of these motives are equally applicable to animals other than humans.

Acknowledging the aesthetic motives of play, whether in the form I outline
here or some other arrangement, means both accepting the diversity of human play
experience, and also recognizing the relationship between this and animal play. As
a game designer, I find this enquiry vertiginous — it hints at the boundless potential
of the myriad playful media we are exploring. As a philosopher, I find it awe-
inspiring — 4 billion years of life have developed and refined aesthetic motives that
we share with many other animals, and that we humans are uniquely positioned
to take forward in entirely new and unexpected ways. If I can share any aspect of
my wonder in the face of the aesthetic motives of play with others, that would be
enough for me to rest content. If in so doing I can add to our appreciation of games,
of art, and of the intersection between the two, I will have achieved more than I ever
hoped.



1 The Aesthetic Motives of Play 17

References

1.

[S§]

10.
11.
12.
13.
14.

15.
16.

17.
18.

19.
20.
21.
22.
23.

24.
25.

26.

217.

Bateman C (2014) Implicit game aesthetics. Games and Culture. Available online: http://gac.
sagepub.com/content/early/2014/12/11/1555412014560607 .abstract. Accessed 10 Mar 2015,
Article published online before print

. Bartle R (1996) Hearts, clubs, diamonds, spades: players who suit MUDs. J MUD Res 1(1).

[online] http://www.mud.co.uk/richard/hcds.htm. Accessed 5 Mar 2015

. Bateman C, Boon R (2005) 21st century game design. Charles River Media, Boston
. Lazzaro N (2003) Why we play: affect and the fun of games. In: Sears A, Jacko JA (eds) The

human-computer interaction handbook: fundamentals, evolving technologies, and emerging
applications. Lawrence Erlbaum, New York, pp 679-700

. Caillois R (1958) Man, play and games (trans: Barash M [1962]). Thames & Hudson, London
. Bateman C (2009) Understand patterns of play. In: Bateman C (ed) Beyond game design: nine

steps towards creating better videogames. Charles River, Boston, pp 61-116

. Bateman C, Lowenhaupt R, Nacke LE (2011) Player typology in theory and practice.

Proceedings of DiGRA 2011 Conference: Think Design Play, Utrecht, Netherlands (Sept).
Available online: http://www.digra.org/wp-content/uploads/digital-library/11307.50587.pdf

. Sutton-Smith B (1997) The ambiguity of play. Harvard University Press, Cambridge, MA
. Bateman C (2014) Empirical game aesthetics. In: Angelides MC, Agius H (eds) IEEE

handbook of digital games. Wiley-IEEE Press, New York, pp 411-443

Griffin C (2003) The advantages and limitations of qualitative research in psychology and
education. Sci Ann Psychol Soc North Greece 2:3—-15

Whitehead AN (1925/1967) Science and the modern world. Free Press, New York

Weiner B (1986) An attributional theory of motivation and emotion. Springer, New York
Walton KL (2007) Aesthetics — What? Why? and Wherefore? J Aesthet Art Crit 65(2):147—
161, Spring 2007

Cahan D (ed) (2003) From natural philosophy to the sciences: writing the history of
nineteenth-century science. University of Chicago Press, Chicago

Bateman C (2011) Imaginary games. Zero Books, Winchester

Bateman C (2015) A disavowal of games. Proceedings of the second Philosophy at Play
Conference, University of Glocestershire (forthcoming)

Bateman C (2012) The mythology of evolution. Zero Books, Winchester

Darwin C (1859) On the origin of species by means of natural selection, or the preservation
of favored races in the struggle for life. John Murray, London

Smith PK (1982) Does play matter? Functional and evolutionary aspects of animal and human
play. Behav Brain Sci 5(1):139-155

Malaby TM (2009) Anthropology and play: the contours of playful experience. New Lit Hist
40(1):205-218

Suits B (1978) The grasshopper: games, life and utopia. Scottish Academic Press, Edinburgh
Suits B (1966) What is a game? Philos Sci 34(2):148—156, June

Huizinga J (1949) Homo Ludens : a study of the play-element in our culture (trans: Hull
RFC). Routledge & Kegan Paul, London

Bateman C (2015) Fiction denial and the liberation of games. Ab extra paper at DIGRA 2015
Bateman C (2014) What are we playing with? Role-taking, role-play, and story-play with
Tolkien’s legendarium. Int J Play 3(2):107-118

Juul J (2005) Half-real, video games between real rules and fictional worlds. MIT Press,
Cambridge, MA

Walton KL (1990) Mimesis as make-believe: on the foundations of the representational arts.
Harvard University Press, Cambridge, MA


http://gac.sagepub.com/content/early/2014/12/11/1555412014560607.abstract
http://gac.sagepub.com/content/early/2014/12/11/1555412014560607.abstract
http://www.mud.co.uk/richard/hcds.htm
http://www.digra.org/wp-content/uploads/digital-library/11307.50587.pdf

18

28

29.

30.
31.

32.

33

34.

35.

36

37.

38.

39.

40.

41.

42.

43.

44.

45.

46.

47.

48.

49.

50.

51

52.

53.

C. Bateman

. Button SB, Mathieu JE, Zajac DM (1996) Goal orientation in organizational research: a
conceptual and empirical foundation. Organ Behav Hum Decis Process 67(1):26—48

Lazzaro N (2009) Understand emotions. In: Bateman C (ed) Beyond game design: nine steps
towards creating better videogames. Charles River Media, Boston

Ekman P (2003) Emotions revealed. Times Books Henry Holt and Company, New York
Whitman W (1855/2008) “Song of Myself”, leaves of grass. Digireads.com, New York, pp
19-63

Darwin C (1871) The descent of man, and selection in relation to sex. John Murray, London
. Andrew RJ, Rogers LJ (1972) Testosterone, search behaviour and persistence. Nature
237(5354):343-346, June

Booth A, Shelley G, Mazur A, Tharp G, Kittok R (1989) Testosterone, and winning and losing
in human competition. Horm Behaviour 23(4):556-571

Elias M (1981) Serum cortisol, testosterone, and testosterone-binding globulin responses to
competitive fighting in human males. Aggress Behav 7(3):215-224

. Cashmore E (2002) Sport psychology: the key concepts. Psychology Press, London
Moscovich I (2004) The shoelace problem and other puzzles. Sterling Publishing Company,
New York

Clark FE, Smith LJ (2013) Effect of a cognitive challenge device containing food and non-
food rewards on chimpanzee well-being. Am J Primatol 73:807-816

Jelbert SA, Taylor AH, Cheke LG, Clayton NS, Gray RD (2014) Using the Aesop’s
fable paradigm to investigate causal understanding of water displacement by New
Caledonian crows. PLoS ONE 9(3):¢92895, available online: http://journals.plos.org/
plosone/article?id=10.1371/journal.pone.0092895. Accessed 2 Mar 2015

Danesi M (2004) The puzzle instinct: the meaning of puzzles in human life. Indiana
University Press, Bloomington

Plutchik R (1994) The psychology and biology of emotion. HarperCollins College Publishers,
New York

Ekman P (1992) An argument for basic emotions. Cognit Emot 6(3—4):169-200

Bateman C (2009) Include players with different skills. In: Bateman C (ed) Beyond game
design: nine steps towards creating better videogames. Charles River Media, Boston, pp 189—
212

Yee N (2006) The demographics, motivations, and derived experiences of users of massively
multi-user online graphical environments. Presence Teleop Virt 15(3):309-329

Malone TW (1981) Toward a theory of intrinsically motivating instruction. Cogn Sci
5(4):333-369

Csikszentmihalyi M (1990) Flow: the psychology of optimal experience. Harper and Row,
New York

Nacke LE, Bateman C, Mandryk RL (2011) BrainHex: preliminary results from a neu-
robiological gamer typology survey. Proceedings of 10th International Conference on
Entertainment Computing (ICEC 2011). Vancouver, pp 288-293

Dally JM, Emery NJ, Clayton NS (2005) Cache protection strategies by western scrub-jays,
Aphelocoma californica: implications for social cognition. Anim Behav 70(6):1251-1263
Endler JA (2012) Bowerbirds, art and aesthetics: are bowerbirds artists and do they have an
aesthetic sense? Commun Integr Biol 5(3):281-283

Mitchell J (1959) The bottom of the harbor. Pantheon Books, New York

. Hughes J (1991) New directions in Australian roleplaying: style and innovation in roleplaying
design. Second Roleplaying Forum, Sydney (July). Available online: http://myth-o-logic.org/
systemless-roleplaying/1086-2/. Accessed 9 Mar 2015

Burghardt GM (2005) The genesis of animal play: testing the limits. MIT Press, Cambridge,
MA

Kuo ZY (1960) Studies on the basic factors in animal fighting: VII. Inter-species coexistence
in mammals. J Genet Psychol 97:211-225


http://dx.doi.org/10.1371/journal.pone.0092895
http://myth-o-logic.org/systemless-roleplaying/1086-2/
http://myth-o-logic.org/systemless-roleplaying/1086-2/

1 The Aesthetic Motives of Play 19

54.

55.

56.

57.

58.

59.

60.
61.

62.

63.

64.

65.

66.

67.

68.

69.

70.
71.
72.
73.
74.

75.

76.
77.

78.

79.

van Leengoed E, Kerker E, Swanson H (1987) Inhibition of post-partum maternal behavior
in the rat by injecting an oxytocin antagonist into the cerebral ventricles. J Endocrinol
112(2):275-282, February

Baumgartner T, Heinrichs M, Vonlanthen A, Fischbacher U, Fehr E (2008) Oxytocin shapes
the neural circuitry of trust and trust adaptation in humans. Neuron 58(4):639-650, May
Nagasawa M, Kikusui T, Onaka T, Ohta M (2009) Dog’s gaze at its owner increases owner’s
urinary oxytocin during social interaction. Horm Behav 55:434-441

Handlin L, Hydbring-Sandberg E, Nilsson A, Ejdebick M, Jansson A, Uvnids-Moberg K
(2011) Short-term interaction between dogs and their owners: effects on oxytocin, cortisol,
insulin and heart rate. An explorative study. Anthrozods 24:301-315

Beetz A, Uvnis-Moberg K, Julius H, Kotrschal K (2012) Psychosocial and psychophysiolog-
ical effects of human-animal interactions: the possible role of oxytocin. Front Psychol 3:234
Goodson JL, Schrock SE, Klatt JD, Kabelik D, Kingsbury MA (2009) Mesotocin and
nonapeptide receptors promote songbird flocking behavior. Science 325:862-866

Frijda NH (1986) The emotions. Cambridge University Press, Cambridge

Liang ZS, Nguyen T, Mattila HR, Rodriguez-Zas SL, Seeley TD, Robinson GE (2012)
Molecular determinants of scouting behavior in honey bees. Science 335(6073):1225-1228
Bateman C (2005) Portrait of a type 3 wanderer. Only a Game. Available online: http://
onlyagame.typepad.com/only_a_game/2005/09/portrait_of_a_t.html. Accessed 9 Mar 2015
Biederman I, Vessel EA (2006) Perceptual pleasure and the brain. Am Sci 94:247-253, May-
June

Yue X, Vessel EA, Biederman I (2007) The neural basis of scene preferences. NeuroReport
18(6):525-529

Malone TW (1980) What makes things fun to learn? Heuristics for designing instructional
computer games. Proceedings of the 3rd ACM SIGSMALL symposium and the first SIGPC
symposium on Small systems. pp 162—-169

Malone TW (1981) Heuristics for designing enjoyable user interfaces: lessons from computer
games. Proceedings of the Conference on Human Factors in Computer Systems (CHI). pp
63-68

Berlyne DE (1955) The arousal and satiation of perceptual curiosity in the rat. J Comp Physiol
Psychol 48(4):238-246

Heinrich B (1999) Mind of the raven: investigations and adventures with wolf-birds.
HarperCollins, New York

Kuba MJ, Byrne RA, Meisel DV, Mather JA (2006) When do octopuses play? Effects of
repeated testing, object type, age, and food deprivation on object play in octopus vulgaris. J
Comp Psychol 120(3):184-190, Aug

Lehrer J (2011) Why does beauty exist? Wired. Available online: http://aminotes.tumblr.com/
post/10845779320/why-does-beauty-exist-jonah-lehrer-beauty-is-a. Accessed 9 Mar 2015
Ishizu T, Zeki S (2011) Toward a brain-based theory of beauty. PLoS ONE 6(7):e21852,
available online: http://journals.plos.org/plosone/article?id=10.1371/journal.pone.0021852.
Accessed 9 Mar 2015

Bateman C (2014) Chaos ethics. Zero Books, Winchester

Silvia PJ (2014) Interest — the curious emotion. Curr Dir Psychol Sci 17(1):57-60

Green MC, Brock TC, Kaufman GF (2006) Understanding media enjoyment: the role of
transportation into narrative worlds. Commun Theory 14(4):311-327

Aristotle (335 BC) Poetics (trans: Butcher SH). Internet Classics Archive. Available online:
http://classics.mit.edu/Aristotle/poetics.mb.txt. Accessed 9 Mar 2015.

Campbell J (1949) The hero with a thousand faces. Pantheon, New York

Vogler C (2007) The writer’s journey: mythic structure for storytellers and screenwriters.
Michael Wiese Productions, Studio City

Curry G, Ravenscroft I (2002) Recreative minds: imagination in philosophy and psychology.
Oxford University Press, New York

Carroll N (1990) The philosophy of horror; or, paradoxes of the heart. Routledge, New York


http://onlyagame.typepad.com/only_a_game/2005/09/portrait_of_a_t.html
http://onlyagame.typepad.com/only_a_game/2005/09/portrait_of_a_t.html
http://aminotes.tumblr.com/post/10845779320/why-does-beauty-exist-jonah-lehrer-beauty-is-a
http://aminotes.tumblr.com/post/10845779320/why-does-beauty-exist-jonah-lehrer-beauty-is-a
http://dx.doi.org/10.1371/journal.pone.0021852
http://classics.mit.edu/Aristotle/poetics.mb.txt

20

80

81.
82.

83.

84.

85.

87.

88.

89.

90.

91.

92.
93.
94.

95.
96.
97.
98.
99.
100.
101.
102.
103.
104.

105.
106.

C. Bateman

. Andrade EB, Cohen JB (2007) On the consumption of negative feelings. J Consum Res
34:283-300

Walton KL (1978) Fearing fictions. J Philos 75(1):5-27

Gaut B (2003) Reasons, emotions and fictions. In: Kieran M, Mclver Lopes D (eds)
Imagination, philosophy, and the arts. Routledge, London, pp 15-34

Bateman C (2014) Am I afraid of daleks? Quasi-fear as alief. Working paper. University of
Bolton

Gendler TS (2008) Alief and belief. J Philos 105(10):634-663

Gendler TS (2008) Alief and belief in action (and reaction). Mind Lang 23(5):552-585

. Markstrom AM, Halldén G (2009) Children’s strategies for agency in preschool. Child Soc
23(2):112-122, March

Frasca G (2001) Rethinking agency and immersion: video games as a means of
consciousness-raising. Digit Creat 12(3):167-174

Punday D (2005) Creative accounting: role-playing games, possible-world theory, and the
agency of imagination. Poet Today 26(1):113-139

Harrell DF, Zhu J (2008) Agency play: dimensions of agency for interactive narrative design.
In: Proceedings of the AAAI 2008 spring symposium on interactive narrative technologies I1.
Stanford, pp 156-162

Wardrip-Fruin N, Mateas M, Dow S, Sali S (2009) Agency reconsidered. Proceedings of
DiGRA International Conference: Breaking New Ground: Innovation in Games, Play, Prac-
tice and Theory. Available online: http://www.digra.org/digital-library/publications/agency-
reconsidered/. Accessed 10 Mar 2015

Tanenbaum K, Tanenbaum J (2010) Agency as commitment to meaning: communicative
competence in games. Digital Creativity 21(1):11-17

Fredricksen E (2002) Progress quest [PC videoame], self-distributed

Midgley M (1974) The game game. Philosophy 49(189):231-253

Marcel AJ (2003) The sense of agency: awareness and ownership of action. In: Roessler J,
Eilan N (eds) Agency and self-awareness. Oxford University Press, Oxford, pp 48-93

Sen A (1985) Well-being, agency and freedom: the Dewey lectures 1984. J Philos 82(4):169—
221, April

Hribal JC (2007) Animals, agency, and class: writing the history of animals from below. Hum
Ecol Rev 14(1):101-112

Maclntyre A (1999) Dependent rational animals: why human beings need the virtues. Gerald
Duckworth and co., London

McFarland SE, Hediger R (2009) Animals and agency: an interdisciplinary exploration. Brill,
Leiden

Persson M (2009) Minecraft [PC videogame], self-distributed

Tale of Tales (2005) The endless forest [PC videogame], self-distributed

Tale of Tales (2012) Bientdt L’été [PC videogame], self-distributed

Team Ico (2005) Shadow of the colossus [PS2 videogame]. Sony Computer Entertainment,
Tokyo

Arika (2007) Endless ocean [Wii videogame]. Nintendo, Kyoto

Kant I (1790/2005) Critique of judgment (trans: Bernard JH). Dover Publications, Mineola
Newman J (2008) Playing with videogames, chapter 6. Routledge, London

Parker F (2008) The significance of jeep tag: on player-imposed rules in video games.
Loading..., pp 1-3


http://www.digra.org/digital-library/publications/agency-reconsidered/
http://www.digra.org/digital-library/publications/agency-reconsidered/

Chapter 2
Affect Channel Model of Evaluation in the
Context of Digital Games

J. Matias Kivikangas

Abstract Psychological emotion theories are underused in digital game research,
possibly because they are divided into several competing camps and because they
do not provide a framework easily applied to a context of digital games. I present a
first step towards an integration of the camps, especially by combining Panksepp’s
view on primary processes, Scherer’s component process model, and Cacioppo and
others’ evaluative space model. While specifying the different parts of the affect
channel model of evaluation, I discuss how they are likely related to common game-
related phenomena.

Introduction

Despite the wide recognition of the importance of emotions for game experience,
the knowledge provided by psychological emotion theories has been little utilized
in game experience research. One reason, no doubt, is the fragmented situation
of the emotion theories: after a century of emotion research, different models
attempting to explain how emotions work are counted in dozens, if not hundreds,
and the researchers still cannot agree on what an emotion is (see the two Special
sections on the topic that do not reach a conclusion, in the journal Emotion Review:
[15, 37]). With the theories also often focusing on very specific features, they are
also difficult to apply to a specialized field with a complex and still relatively poorly
understood stimuli, such as digital games. As a result, most game researchers, who
come from a wide range of backgrounds, have developed their own ideas on how
emotions might contribute to the game experience that have little or no connection
to the literature of emotion theories (for a rare exception, see [4, 20]). Mostly,
only psychophysiological game research has been referring to emotion theories as a
background (e.g., [25, 26, 34]; see [17], for a review of psychophysiological game
studies).
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Although individual theories do not give much answers, looking at them closely
results in finding that many of them are not irreconcilable. In this chapter, I describe
my interpretation of combining several emotion theories, and my suggestion how
the combination can be used to explain phenomena related to game experience.
Acknowledging the irony [28], I present my own model, the Affect Channel Model
of Evaluation (ACME).

Background

While the theorists seem to be more interested in developing their theories in a
rather limited area, the connections between different emotion theories are actually
quite numerous when one knows where to look for them. Without the space
to go into specifics here, in short, Panksepp’s primary processes and LeDoux’s
survival circuits seem basically different descriptions of the same neural patterns
(e.g., [21, 32]). Most emotion theories agree on some kind of appraisals that,
in turn, have commonalities with the neuroscientific evidence (e.g., [5, 40]). In
addition to obvious connection between core affect [35] and evaluative space
(originally by [6]; see [29], for the current situation), the latter idea also overlaps
LeDoux’s “global organismic states” [21]. Thus, ACME is my synthesis: especially
Panksepp’s account on primary processes that form the neuroscientific base of
specialized neural circuits adapted to specific evolutionary challenges; Scherer’s
Component Process Model (CPM) that provides the organization of laying the
primary processes/survival circuits in a temporal order according to appraisals
that activate them; and Cacioppo and others’ Evaluative Space Model (ESM)
that describes the global motivational state of the system that affects and is
affected by appraisals and primary processes. The model is further influenced by
Russell’s [36] constructionist views that emphasize domain-generality' and higher
conceptualizing processes that happen after the initial evaluations but that affect
their next iterations by the various feedback loops.

ACME presents an interpretation of the automatic evaluations (or appraisals?)
and the process cascades they activate non-consciously within about a second from
the perceived change (cf. metaphorical “System 1” by [16]). Particularly, I attempt
to find the time frame in which the evaluations might be processed, tied to the
type of processing required for the evaluation to be possible (the processing levels
inspired by four levels by [39]). I conceptualize the evaluations and the resulting
neural activation spreading by describing affect channels, the evolution’s way of
organizing the contradictory action tendencies into coherent, prioritized response

The “domain-generality” does not imply that the functions are not specialized—only that the
domain of specialization is not “emotion” (cf. [19], Chapter 2).

2 prefer ‘evaluation’ over ‘appraisal’, because the latter is a strongly loaded term specifically
related to appraisal theories and the theoretical constraints related to that literature.
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modes. The present model is a gross simplification® of the intricate details provided
by the abovementioned theorists, but it lays out the general structure of the system
that produces affective responses.

As a clarification, ACME is not primarily a model of emotions, but of moti-
vational evaluations. The name of the model reflects that: instead of referring
to emotions, the ‘affect’ of affect channels refers to any feelings that move us
(cf. [32]). What we call emotions simply happen to be among the most recognizable
outputs of the evaluation processes.

Why not emotions? Any model of mind must be subordinate to the physical
reality (described by neuroscience) and an evolutionary explanation of how it has
evolved (e.g., [43]). There is no reason to posit the existence of a unitary “emotional
system”—instead, evolution favored development that ended up, one by one, in
a collection of processes that do their part in discerning certain survival- and
procreation-relevant stimuli (evaluation) and preparing the organism for suitable
action (motivation). Intertwined with other functions like perception, attention,
memory, and so on, this covers all kinds of affective responses—such as pain,
hunger, balance—without limiting to ‘emotions’ alone. I share the doubt Russell
voiced [36], whether the term ‘emotion’ has any scientific value, with its referents
so nebulous and arbitrary; like LeDoux [22], I prefer to use the word like a
layperson would, as a non-scientific descriptor referring to those subjective feelings
we consider emotional, including the landscape of feelings related to the game
experience.

Model Details

Building Blocks

ACME posits that the evaluation system consists of the following parts: the low-
level modules, affect channels, and the global evaluative state. In addition, I have
organized the model according to two criteria: processing levels and biological
priority order (Fig. 2.1).

The low-level modules* are functions that most likely are actual physical
structures that can be—and in some cases already have been (e.g., so-called fear

3T have ignored, among many details, the whole system of homeostatic functions (pain, hunger,
thirst, uncomfortable temperature, fatigue) which I contend should be recognized as an affect
channel on their own right (cf. [31]).

“Following Kurzban [19], by “module” T mean “information-processing mechanism specialized to
perform a particular function”—not the strong Fodorian module. Although I assume that the neural
substrates of the modules can be found in the brain (see below), I do not assume that different
modules are necessarily distinct from each other on the neural level. Therefore, I use expressions
like “a module x is based on module y”, meaning that the neurons that carry out the functions are
largely the same, but because the modules are related to the function, the modules may be different.
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Affect channel model of evaluation (ACME)

LO: Pre-Stim L1: Reflexive L2: Survival evaluation L3: Predicted conseq. La+

PREDICTION ENGINE

Fig. 2.1 Affect channel model of evaluation. Ovals in LO represent baseline effects. Boxes
represent affect channels or modules; red color indicates a primarily negative influence on GMS,
green a primarily positive influence. All channels are activated by evaluative modules, but only
the known modules are shown. Wavy boxes indicate that something like that should exist, but the
details for including them in the model are unclear

circuit: [23])—found in the brain. I sometimes discuss the two functions of these
modules, the evaluator and the mobilizer, as if they were separate, because they
are based on ideas from different theories (appraisals and primary processes,
respectively). On the neural level, however, they are most probably simply two
functions of the same module, as modules are evolved as adaptations for a particular
function, and it does not seem likely that these functions would have evolved
separately.



2 Affect Channel Model of Evaluation in the Context of Digital Games 25

The evaluators, based on stimulus evaluation checks by Scherer [39, 40], process
the sensory information® according to a particular adaptively relevant question,
regardless of whether it originates from the sensory organs or is internally created by
recall or imagination; in a sense, their output is an answer to one question (such as
“is this stimulus new?”’). Evaluators determine which mobilizer should be started, if
any, from an evolutionarily predetermined set. When activated, the mobilizers, based
on primary processes [32] and survival circuits [21], launch (again, evolutionarily
predetermined) large-scale activation changes both in the brain and in the autonomic
and somatic nervous systems (ANS and SoNS), resulting—if not inhibited by other
processes—in observable changes in emotion components. I list modules for only
some channels mainly following the appraisal theories, but obviously all channels
have some kind of modules for evaluating the stimulus—we just lack the empirical
details.

The global motivational state (GMS), based on the evaluative space model
[29], represents the extent the organism is in positive (approach) and/or negative
(avoid) motivational state. The GMS is changed by most mobilizers, and it affects
all neural modules, positivity inhibiting negative evaluations and activation spread
while facilitating positive evaluations and activation, and negativity influencing
evaluations and activation in the opposite manner (cf. mood congruency; [35],
p- 156). Although the effects of an evaluative space are well supported by evidence
(e.g., [30]), it is unclear how the GMS is manifested on the physical level (i.e.
where is the information on positivity and negativity stored?). For the purposes of
this chapter, the evidence supports the treatment of the GMS as an abstract “state”
omnipresent for neural modules.

Affect channels, therefore, are the specific patterns of neural modules that
follow a particular adaptive function in order to produce suitable behavior. On
the level of affect channels I also separately postulate two important general-
purpose functions (goal-pursuit complex and prediction engine) that are not
primarily evolved to produce behavior but to help affect channels to do their jobs.
I have inferred their existence by the functions required by the model, but their
neuroscientific basis is currently unclear. The individual affect channels are briefly
described after explaining how the model is organized.

SNote that by “stimulus” I do not mean, for example, a single seen object, as the visual system
makes the distinction between objects relatively late ([10], Chapter 5). Instead, I mean the
information that reaches an evaluator after being processed by different perception modules into
some format that it can evaluate. That is, like the perception modules, the evaluators focus on very
specific features of the perceptual information, from a simple feature like darkness, to a highly
processed understanding of the environment and context. This also means that while I assume an
external stimulus (such as a digital game), the model does not ignore self-caused (imagined or
recalled) stimuli, that are treated no different from the external stimuli when they are fed to the
evaluators. This is supported by the vast evidence that imagined situations lead to same kind of
physical changes in the brain than external stimuli (e.g., [13]).
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Organization

To promote adaptive behavior despite conflicting motivations between the different
mobilizers, the affect channels must have a biologically wired priority order. This
is the sensitivity to activation of the channels more relevant for imminent survival,
compared to those less relevant, resulting in an ability to easily override motivations
of less pressing concern. The priority order does not imply fixedness. Rather, it is
the relative strength between the channels—a channel higher in the order needs less
activation to override a channel of lower priority. Conversely, a sufficiently strong
activation on a lower-priority channel may still result in the individual engaging
in behavior where the mild concerns for survival are temporarily suppressed. The
GMS further tilts the table so that certain evaluations and output activations are more
likely than others, making overriding easier (negative activation) or more difficult
(positive activation).

To provide further structure between the channels and their contents, ACME
is organized according to the processing levels respective to the complexity each
neural module requires. (These levels are meant as a tool for understanding the
relationships, not as descriptions of natural categories.) Simultaneously, the levels
roughly describe the relative time frame in which its processes finish®—although
likely all survival-related processes launch as early as possible, the more complex
processing goes through more complex neural networks and therefore takes more
time. The levels are: pre-stimulus level (LO), reflexes (L1), survival evaluation (L2),
evaluation of predicted consequences (L3), and complex, conceptual evaluation
(L4+) processes. As the LO implies, the time frame is relative to a moment when a
new stimulus is detected. Although Cunningham and others’ [9] critique—that there
is no “time zero” because all processes are running all the time and the previous
activity acts as a powerful biasing factor for further processing—is valid, the greatest
changes occur when a new stimulus is detected, making it the best reference point.

Like the whole CNS, the modules are connected in a heterarchical way [29],
many of them running in parallel and some earlier processes serving as the necessary
activators of some later, but processes also being activated, facilitated, and inhibited
by processes from higher levels. For example, most of the early processes, although
powerful in directing the organism for action, can be inhibited by conscious effort.
The processes are recursive and are updated constantly, but I mostly discuss only
the first iterations.

Further, it is important that while the late processes may affect the next iterations
of the early processes by inhibiting (or facilitating) the outputs of the mobilizers,
the evaluators activating the mobilizers is involuntary (further supporting the
assumption that actually the two are two parts of the same module). This is apparent
in situations like flinching when a sudden movement is detected near the head,
feeling scared when alone in the dark, or feeling lust in presence of strong sexual

T also note that the levels seem to correspond roughly to the (probable) evolutionary and
developmental order of appearance, but this is not the main purpose of the levels.
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cues. If the evaluation is made, some kind of response (although it can be dampened)
is inevitable. The only way to avoid the response completely is to change the
situation so that the evaluation is never made.

Finally, conscious awareness is not assumed to occur clearly at one point in
this time-frame—instead, I believe it is gradually constructed from several different
processes within a longer time window, and it only gains access to a small part of
information from the processes described here (cf. [19]).

Affect Channels

Some of the affect channels can be further labeled based on their urgency related
to survival. Those that handle evaluations requiring urgent responding are higher in
priority than those that evaluate stimuli with non-urgent responses. Urgency does
not equate priority, however: for example, the Anger channel is not evolved for
survival-urgent situations, but its priority is high.

The evolutionary principle of conserving resources dictates that if it is not
necessary to act, the organism is better off resting than spending valuable resources.
On the other hand, when the resources are not scarce so that they should be saved
only for the necessities, it is useful that the organism ensures the future survival by
securing more resources and learning the environment. The Exploration channel
is the implementation of this function. Its activation is of the lowest priority: it
directs behavior most when nothing is evaluated to be threatening the organism, no
particular goals are pursued, and the resource-gathering modules are inactive. When
nothing more pressing is requiring attention, it drives the organism to explore and
find relevant resources. Originally that has meant food, water, shelter, and mate, but
other adaptations have expanded the domain of this channel to social and abstract
resources (such as knowledge) as well.

Although the Goal-pursuit complex, on the neural level, is likely an extension
for the Exploration channel added with currently unknown other components, I
discuss it separately because it clearly forms a general-purpose function. It gives
the other channels the tools to pursue specific goals, rewarding the seeking—not
only of new things, but of anticipated things. The other channels likely also have
separately their own each reward mechanisms, producing positive feelings in the
end of their respective action mode (sexual gratification is the clearest example, but,
e.g., the removal of anger-inducing obstruction is also satisfying).

The non-urgent survival channels are essential for survival, but not so urgent
that something must be done about them immediately. After a resource is found,
it should be consumed. In the case of food and water this is simple: separate
consumption modules (not presented in ACME) kick in that reward drinking and
eating. In case of mating the process is more complex, and requires a broader
response pattern to ready the body and to signal that readiness, implemented by
the Lust channel. Because the channels are evolutionarily adapted, the organisms
do not only secure their own well-being, but also that of their offspring. The
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Care channel works in tight interaction with the Exploration channel, promoting
resource-securing behavior for the offspring as well, as well as looking after and
keeping the young themselves in safety.

The activation of the urgent survival channels requires immediate action. The
Disgust channel is the least pressing, driving the organism to avoid potential
sources of unhealthiness—carcasses, bodily wastes, and spoiled foodstuffs, but also
outsiders that carry a greater risk of disease for the whole community [14]. The
Distress channel, especially active in the young and the nurturing mothers, keeps
track of the mother/offspring and promotes, again in tight interaction with the Goal-
pursuit complex and the Exploration channel, behavior to reunite lost loved ones.
The Fear channel reacts to the myriad signals of imminent threat in the environment
and has an elaborate array of evaluation and mobilization circuits at its disposal to
advance survival.

The Anger channel is probably located between Distress and Fear in respect
to priority, although its urgency for survival is not typically high. This channel
responds when the goals set for the Exploration channel to pursue are obstructed,
mobilizing resources to remove the obstruction by force.

Finally, the Reflex channel responds immediately and automatically to direct
damage, or the threat of it, by moving the body out from the immediate danger. Its
priority and urgency are the highest, but the responses are also so quick that it does
not hinder other survival channels activation much.

The Model

Pre-stimulus Level (L0)

The pre-stimulus level describes the processes that can be assumed to be running
in the absence of any particular stimulus that would have been evaluated to require
aresponse. This level does not imply anything about the time frame of its processes,
since they are not launched by detecting a new stimulus.

Exploration Channel In absence of other activation (and of scarcity), the seeking
module constantly makes the organism look for something rewarding, instead of
doing something that does not give immediate rewards (i.e., procrastinating, channel
surfing with TV, constantly checking social media). In the brain, this is driven by
the dopamine system which responds to novel, attention-grabbing events, but stops
responding when the stimulus grows too predictable ([21, 32]; see also: positivity
offset, in [29]). The module evaluates the novelty of the stimulus (cf. novelty
check in [40]), and directs attention to those evaluated new while increasing action
readiness (arousal). Interacting with higher processes (see L4+, below), it also
evaluates stimuli that carry the possibility of finding something new—process that
is expressed as mild interest. In games, this results in the eponymous exploration
behavior in sandbox worlds (is there something interesting behind those hills?)
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and continuous completion of easy tasks when it carries the promise of a reward
(clicking away in Candy Crush, grinding in World of Warcraft, or the “one more
turn” effect in Civilization and its kin; see [18], for a similar idea of play as
exploration). The activity itself is not that interesting and the rewards are not actually
that satisfying when they are obtained, but the design that has always something new
behind the corner activates the seeking module which continues until some other
process stops it—or when the activity grows so predictable that it does not produce
new rewards anymore.

Other Channels Of course, the “absence of other activation” is not a trivial
criterion. Evolutionarily, seeking new resources is useful only when the imminent
survival is not threatened. Contemporary humans rarely have to be afraid of
predators, but hunger and very hot weather turn the seeking module into finding
relief instead of exploration. Similarly, stress, worry, and irritation prevent the
seeking module to kick in. In depression, nothing feels like anything anymore—
the seeking module does not work, does not give reward for finding new things,
leading to apathy. Positive feelings can prevent exploration as well: the activation of
Lust channel sets the goal to sexual gratification, foregoing leisurely exploration in
order to seek sex ([32], Chapter 3)

Reflexes (L1)

The first level describes processes that occur reflexively: activation of SoNS is
launched immediately when a module calls for it, directly from the subcortical brain
regions without waiting for further higher-order processing. This may happen before
100 ms from the stimulus onset.

Reflex Channel The very rudimentary features of the stimulus are evaluated by
the suddenness module (cf. suddenness subcheck in [39]), detecting sudden loud
and abrupt sound or quick and large movement in the visual field. This activates
the startle response, resulting in an increased alertness (guiding attention to scan the
perimeter instead of focusing intensely to one target) and elevated action readiness
(heart pounding and palms sweating; increased GMS negativity) in response to
moderate activation, and in addition to these, dodging and shielding movements
when the activation is high. All this happens nonconsciously, and the information
about their occurrence reaches the consciousness only afterwards.

The suddenness evaluation is exacerbated by pre-existing negative and slightly
inhibited by positive GMS activation. The higher-order processes of anticipation
also inhibit the response, to an extent, as the organism’s understanding of the
environment creates expectations: if the organism readily expects a loud sudden
noise (e.g., a bang of the player’s own weapon or when a previously detected
monster crashes through the window), the startle response will not be activated by
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it. However, this only applies to the expected stimuli (i.e., if a bang was expected, a
sudden “boo!” from a person behind the player still gives the response).

Pain and balance reflexes can probably be included in the Reflex channel as well,
but they do not seem relevant in gaming context.

Survival Evaluation (L2)

The second level evaluations are processed a bit further, pattern-matching the
stimulus information to genetically inherited patterns, recently detected stimuli,
or the current low-level concerns set by higher processes. The patterns are still
relatively simple because the responses need to occur quickly, around 100-200 ms
from the stimulus onset [12]: they are adaptations that protect from immediate
threats relevant to our hunter-gatherer ancestors.

Survival Channels The main survival evaluation is common to most survival
channels. The intrinsic relevance module compares the current stimulus features
to evolutionarily relevant patterns that signal relevance to survival [40]. Darkness
and stimuli that resemble spiders, snakes, or angry and violent faces activate the
Fear channel, and stimuli resembling human waste or other disease carriers activate
the Disgust channel, both resulting in withdrawal motivation and higher action
readiness. The detection of sexual cues more the Lust channel, and detection of
nurturance cues the Care channel. When the GMS is already negatively activated,
the module evaluates things easier as threatening, and when positively, the sexual
and nurturance cues are evaluated as stronger and more likely.

In games, the primal fear cues, and to some extent disgust cues as well, are
commonly used in environment and enemy design, because they fire up arousal
and activate suitable threat-related associations, creating a suspenseful mood, and
they mobilize action that lead to gratification when the goal has been reached (i.e.,
removal of threatening entity). While in a virtual world the Lust channel cannot (at
least currently) reach its goal, sexual cues are often used for their arousal-inducing
effects (although mostly for heterosexual males). In games that require looking after
some characters, the game designers often use nurturance cues such as big eyes and
soft and round facial features resembling infants, because they activate warm and
fuzzy feelings and care tendencies—if you go “aww” upon seeing something, the
intrinsic relevance module has activated the Care channel.

Exploration Channel When the stimulus is not intense enough to elicit a startle
reaction but is evaluated as novel, the orienting module elicits an orienting
response. It probably uses at least partly the same circuitries as the more complex
seeking module, reacting to novelty, and might be linked to the intrinsic relevance
module as well. Orienting response is a basic tool in the human attention system but
does not have much significance for games per se.
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In games, all goal-directed action involves assessing whether a particular stim-
ulus is relevant for the current goals or not. According to the empirical evidence
(the “concern pertinence” check in [12]), the early modules of the Goal-pursuit
complex evaluate the stimulus for goal relevance in this time window. Considering
that the other evaluations on this level probably only do simple pattern-matching,
the processing here are not likely to be much more complicated. As the processing
behind goal-pursuit in general however are necessarily more complicated than
that (evaluating, e.g., whether a certain change in the zerg movement patterns in
StarCraft 2 requires a response or not in respect to the player’s goals), the early
modules are likely provided preprocessed patterns to match (e.g., react when those
mutalisks start moving).

Evaluation of Predicted Consequences (L3)

The next level of processing complexity goes beyond simple pattern-matching to
involve associative memory, and specifically the other general-purpose function:
the Prediction engine. In brief, I use the term to refer to the function where the
stimulus is associated with similar occurrences in memory to see what happened
on those previous situations, and therefore to predict what might happen now. The
initial, immediate prediction is the most available situation, which might or might
not be the most likely one (depending on how the neural weights have been arranged
earlier).

The process is still very much automatic and nonconscious—relevant processes
occurring around 300-600 ms’ [11]—and it probably uses innate logical structures
that, for instance, deduce causality from sequential events (named “causal attribu-
tion” or “agency” by appraisal theorists: [41]; attribution also discussed by [35]),
as famously discussed by David Hume. Until the capability to attribute causality to
perceived agents or to predict consequences of events, the stimuli are without any
social meaning, and for example the fear response cannot be more complex than to
turn around and run. With this first bit of contextual information, much better goals
can be set for the Goal-pursuit complex to seek.

Goal-Pursuit Complex and Anger Channel The most obvious result of the
interaction with Prediction engine is the evaluation of obstruction or furthering
the current goals by the goal conduciveness module (or appraisal: [38]). If the

"How can the elite Counter-Strike players play this extremely fast-paced game, if the simple
evaluation of the consequences of an action is supposed to take half a second? The experiments
about the timings have been carried out with abstract tasks that people have no previous experience
with. When a familiar environment is navigated, the typical situations and their consequences
are already associated to their evaluations and behavioral responses, allowing quick responding
by automated motor patterns that border reflexes in extreme cases. Instead of absolute timings,
the levels are meant to indicate the relative processing speeds of different processing types—the
milliseconds are secondary.
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goal conduciveness module evaluates the stimulus event to further the goals, it
increases positive GMS. However, obstruction of goals activates the Anger channel,
mobilizing bodily resources for removing the obstruction—and ultimately leading
to the subjective feeling, the distinctive flare of anger or frustration. In gaming, this
evaluation occurs, for instance, when the computer freezes just as you were doing
something, or when other people get in your way.

Distress Channel When the track of the caretaker or offspring (or probably any
other strongly bonded individual) is lost by a caretaker tracking module of some
kind (appraisal theories do not provide a clear indication of what this might be),
the Distress channel is activated ([32], Chapter 9), causing social signaling for
needed help and (for the caretaker) mobilizing resources for getting the offspring
back by force if necessary. If a permanent or long-time separation is predicted, the
behavioral components are inhibited but the activation still remains, manifesting as
sadness and grief. Games are almost never able to create enough bonding to virtual
characters to make use of this channel, although exceptions have recently appeared
(e.g., Telltale’s Walking Dead).

Other channels The seeking module on the Exploration channel, enabled by
the Prediction engine, was already described in LO. The predictions also affect
the activation on other channels. As mentioned, with better understanding of the
context, the Fear channel and the Goal-pursuit complex can now set more adaptive
goals, but similarly, the responses by Disgust, Lust, and Care channels are modified
by the new information. For example, it is possible that the inhibition of primal
behavior occurs at this level: you don’t habitually avoid the plastic fake vomit you
find in your prank box, or you simply nod while listening to the extremely attractive
person next to you, because the module in your head predicts that those approaches
do not result in undesired consequences. When the activation is not extremely strong
(or the learned regulation mechanisms particularly weak), adult humans can and do
inhibit most of their responses that the evaluative system promotes. In a gaming
context, inhibiting the Fear channel behavioral responses—while still getting the
arousal activation from the evaluations—is the basis of the horror games.

Conceptual Evaluations and Further (L4+)

Many emotion theorists say that later in the construction of emotion “conceptualiza-
tion” and “categorization” occur [2, 36], but unfortunately, there is little empirical
information on what the more specific processes are or even what would be their
general structure. One step before moving into full-blown abstract thinking is the
broader contextualization of stimuli, utilizing more complicated predictions and
the comprehension of more complex relationships between different agents, events,
situations, objects, and time concepts, while abstractions of these relationships into
general rules seem to be another step. However, with this vague understanding it
is difficult to identify clear modules or the principles on which we might make
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distinctions between their processing levels. Scherer (e.g., [40]) and other appraisal
theorists, for example, specify norm compatibility as a separate appraisal, but it is
not clear what the process actually is (is there one process or many? what kind
of requirements they might have?). Most of them are also out of the focus of this
paper, so apart from one exception below, I leave the higher processes on levels 4+
untouched.

For the game context, the most interesting module can be inferred from
Panksepp’s work ([32], Chapter 10): along with the capabilities for understanding
social context, the play module, strongly based on the seeking module, is enabled.
The evolutionary function of the play module is assumed to be a way for the
organism to learn physical and social rules and skills® (i.e., seeking informational
and social resources) by testing them and their limits in a safe way. The example
of this is a rough-and-tumble play that occurs with all mammals, where the young
test the relationships they have with each other and with adults (e.g., an adult or a
pup that have been established as stronger will pretend losing to a weaker one; [32],
Chapter 10). This kind of a second-order seeking is only possible when the young
begin to understand the social world as a new environment to explore: enough to
being able to predict it somewhat (seeking does not activate in the first place until
the prediction engine can predict finding something), but not too much (activation
of the seeking module stops when nothing new can be found). However, the play
of this kind is still first and foremost activity—the behavior patterns the module
produces.

Interactions between the play module and other processes expand the variety of
rules and skills that are explored. For example, interaction between the play module
and the Lust affect channel has an important role in finding and courting a mate
in many animals, although the complexity of the social world of humans makes
it more difficult for us. Competition, in turn, is arguably a result of interaction
with the (probably higher-order) processes related to social dominance. With the
development of more abstract understanding, humans can extend the exploration
to abstract rules and systems as well, especially in sports. Digital games engage
(mostly) this kind of exploration with heavily automatized play in eSports, but also
with game design/player behavior patterns like leveling up (i.e., finding out new
ways to do things) and mastering the behavior of the game (such as movements
of the character in the game world; i.e., honing the skills and the predictions like
animals in a rough-and-tumble play).

8Note that albeit the evolutionary function of the play module is to learn survival-relevant skills
and understanding, the modules themselves do not regulate their operation according to whether
there is actual use for the skills and understanding in the life in general. Procrastination and diabetes
occur for the same reason: the modules behind our behavior have evolved in a much more resource-
scarce environment where too much resources was never something we needed to adapt to. Play
is the same—it was never “meant” to be available as often as it is in the modern world where we
don’t have to focus on survival all the time. All play the individual had time for in the ancestral
past was a bonus.
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In humans, a still more complex form of exploration—a third-order seeking
following the same principle of “predictable but not too predictable”—can be seen
in the what-if, pretend, or role play: the exploration of relationships and social rules
that do not exist between the players outside the game’ (as opposed to testing the
existing relationships as in second-order seeking). This requires a further capability
to understand and imagine counterfactual relationship networks (i.e., fiction) and to
accommodate one’s own behavior according to them. I assume that pretend play is
not a result of a separate adaptive module like play likely is, but instead a product
of the interaction between the play module and higher-order processes (that are
responsible for, e.g., the theory of mind; [24]) that feed activation to it.

As opposed to second-order seeking, what-if play is more imagining than activ-
ity: the seeking module can now be activated by (and therefore provides satisfaction
for) mental simulation of abstract rules (e.g., chess, Magic: the Gathering), but
also fictional scenarios. This is first introduced in activities such as storytelling
and children’s role play,'® but occurs later for instance in fan culture, role-playing
games, and sexual fantasizing. In game context, it creates an additional layer over
games that have a fictional theme (cf. ameritrash vs. eurogame board game designs).
A further special mode of what-if play is enabled with higher-order processing of
regulating one’s own affective responses to a degree by contextualizing the situa-
tions that the primal mechanisms in the affect channels evaluate. By contextualizing
a situation that activates negative affect channels (Fear, Distress, or Disgust) as safe,
the rewards granted by the Exploration channel modules enhanced by increased
arousal can be enjoyed (e.g., horror or tragedy; [1, 3]). Many forms of gaming also
exhibit this dynamic, such as extreme role-playing [27]. Of digital games, the horror
genre is an obvious example.

Final Words

The current model is based on theory reading and simplified considerably. It is not
empirically tested yet, although the theories and empirical works it is based on have
notable support (see section “Background”). Furthermore, my own expertise is in
psychophysiology and emotion psychology, so while neuroscience is an important
part of the current work, I concede that I am not an expert of that field. Given
time, hopefully the inevitable mistakes and misunderstandings will be corrected.
Nevertheless, the core of the model is the integration of evidence and theories
created by others, not in the details I have conjectured. With the final note below, I
invite critics to expose the mistakes, in order to see whether the core can stand when
the details are corrected.

9Cf. magic circle: [42].
1ONot in early pretend play, though: young children apparently mimic the activities, without
imagining the mental worlds of mom and dad or police and robber [24].
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Most of the engagement, immersion, flow, etc. literature seems to describe some-
thing resulting from the Exploration channel and Goal-pursuit complex activation
(see [7], for a review; see also [33]). Flow, for example, could be understood as a
strong activation and interaction of the seeking/play module and the Goal-pursuit
complex, when the activity provides clear and frequent milestones, is automated
enough to utilize highly specialized motor patterns, and is challenging enough to
keep results unpredictable. In addition to the empirical knowledge on the channels
(or rather, the primary processes they are based on; [32]) and the timing of
specific evaluations related to them [11, 12], there is practical information about the
optimal arrangement of reward frequencies and probabilities, most likely indicating
something about the brain processes behind their utilization, to be gained from the
player data of contemporary massive games (see e.g., [8]).
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Chapter 3
Affective Involvement in Digital Games

Gordon Calleja, Laura Herrewijn, and Karolien Poels

Abstract The chapter takes as its main object of study (Calleja’s (2011) In-game:
from immersion to incorporation. MIT Press, Cambridge, MA) Player Involve-
ment Model, an analytical framework designed to understand player experience
developed through qualitative research. The model identifies six dimensions of
involvement in digital games, namely kinesthetic involvement, spatial involve-
ment, shared involvement, narrative involvement, ludic involvement and affective
involvement. The goal of the chapter was to develop the model further by testing
it in an experimental context. Consequently, three experiments were conducted
in order to examine how different components of digital gameplay (i.e. the story
that is written into a game, the social setting in which a game is played, and the
player’s control in a game environment) can affect the player’s involvement on the
six proposed dimensions. Special attention is paid to affective involvement, and
how this dimension of player involvement relates to the other dimensions. The
findings of the experiments provide initial support for (Calleja’s (2011) In-game:
from immersion to incorporation. MIT Press, Cambridge, MA) Player Involvement
Model in a quantitative setting.

Introduction

This chapter uses Calleja’s [3] Player Involvement Model to organize an analysis
of affect in games. The Player Involvement Model dissects player involvement
with games, identifying six main dimensions of involvement (i.e. kinesthetic,
spatial, shared, narrative, ludic and affective involvement) plotted on two temporal
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phases: the immediate moment of game-play (i.e. micro-involvement) and off-line
engagement with games (i.e. macro-involvement). Since the model was developed
through qualitative research, we decided that the next step in its evolution would
be to develop it further by quantitatively testing it in an experimental set-up.
Consequently, we conducted three experiments in order to elaborately examine
how different components of digital gameplay (i.e. game story, social setting, game
control) can affect players’ involvement on the micro level, and how the different
dimensions of player involvement relate to each other. As this collection focuses
on emotion and affect in games, the current chapter especially investigates the
relationship between affective involvement and the other five dimensions of the
Player Involvement Model.

In order to arrive at the investigation of affective involvement in combination
with the other dimensions, we will first give a brief description of the different layers
of player experience. Next, we will give an overview of the Player Involvement
Model, outlining its six dimensions and two temporal phases. In the empirical
portion of the chapter, we will then investigate how varying a specific component of
a digital game (e.g. its story) affects players’ involvement on all of the dimensions,
and how these dimensions relate to and combine with each other.

The Bottom-Up Experience Triangle

One of the challenges in discussing player experience, at least within Game Studies,
is the lack of differentiating between different forms of engagement with the
game [3]. Authors often use terms such as engagement, involvement, attention,
absorption, and sometimes even immersion, interchangeably (e.g. [2, 6, 7, 10, 15]).
This makes it challenging to know what aspect of experience each author is actually
referring to. In order to clarify this issue, we start from a layered model of player
experience, adopted from the bottom-up experience model in cognitive psychology
(see Fig. 3.1).

Beginning from the bottom and working our way up, each layer of the triangle
acts as a pre-requisite for those that follow. We cannot, for example, experience
involvement in a game without first paying attention to it. The first and most basic
layer is wakefulness. Wakefulness is the basic state of being conscious. This is a
biological, not a cognitive function. If we are unconscious, we obviously cannot
be playing. Next, we have attention. Attention is the willed or automatic direction
of our awareness to certain stimuli in the environment. Whereas attention deals
solely with cognitive functions, involvement deals with the nature and quality of
the thing we are directing our attention to. Involvement considers the emotional
spectrum and thus the whole, embodied experience. Incorporation [3] refers to
the experience of inhabiting the game environment, sometimes referred to as
“presence” or “immersion”. This phenomenon occurs as a result of the blending
and internalization of involvement and is thus the most elusive of the layers as it is
experienced at a subconscious level.
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Fig. 3.1 The bottom-up experience model of player experience

This chapter will deal primarily with the involvement layer of the experience
triangle. While attention will also play a part in our discussion of affect, its utility
is primarily in describing the structure of the cognitive resources that we have at
our disposal and how we direct these resources during game-play. It is involvement
that describes the quality of the game-playing experience and thus its affective
dimension. The rest of the chapter will therefore describe the role of affect within
player involvement in greater detail. First of all, however, we will give a brief
overview of involvement as a whole.

The Player Involvement Model

In his book-length treatment of player involvement, Calleja [3] uses his model as
a foundation upon which to build further investigations into player experience. His
Player Involvement Model identifies six dimensions of involvement in digital games
(i.e. kinesthetic, spatial, shared, narrative, ludic and affective involvement), each
considered relative to two temporal phases (i.e. the macro-involvement phase and
the micro-involvement phase) (see Fig. 3.2).

The six dimensions concern involvement related to (1) control and movement in
the game environment (kinesthetic involvement), (2) the exploration, navigation and
learning of the game’s spatial domain (spatial involvement), (3) players’ awareness
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Fig. 3.2 The player involvement model

of and interaction with other agents and/or players in the game environment (shared
involvement), (4) story elements that have been written into a game, or those that
emerge from the player’s interaction with the game (narrative involvement), (5) the
various rules, goals and choices provided by a game (ludic involvement) and (6) the
emotions that are generated during gameplay (affective involvement) [3].

As mentioned earlier, these dimensions can be considered relative to two
temporal phases: the macro-involvement phase and the micro-involvement phase.
The macro phase of the model deals with the off-line, long-term involvement of
players with a game; their desire to engage with a specific game, the desire to
return to it afterwards, and all off-line thinking that occurs in between game-playing
sessions [3]. While the macro phase does constitute a crucial part of the player
experience, we will limit ourselves here to analyzing the micro-involvement phase
due to the limited scope of this chapter. Micro-involvement, then, describes players’
moment-to-moment (and thus immediate) engagement while playing a game. This
temporal phase thus deals with the imminent quality of involvement during game-
play [3]. As we discussed earlier, a pre-requisite to experiencing micro-involvement
is the direction of attention to the game.

These phases tend to be experienced in a combinatory manner and should thus
be seen as layered and transparent in nature. This means that one phase influences
how another is experienced and interacted with. The dimensions of the Player
Involvement Model similarly combine in experience, with the inclusion or exclusion
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of a dimension affecting how others are experienced [3]. The combinatorial aspect
of the model makes it particularly useful for developing a structural approach to
understanding game affect.

For instance, with Fig. 3.3 as a visual aid, we can think of the maximum
attentional resources players have at their disposal as the outer line of each
dimension’s triangle. If players are dedicating all of their attention to a single
dimension, then they will not be able to combine dimensions. If all of the attentional
resources of the players are directed towards learning a game’s controls, for exam-
ple, the only dimension the players will interact with is kinesthetic involvement.
As the controls are learnt, less attentional resources are demanded by kinesthetic
involvement, allowing the players to pay attention to, for example, the actions of
other members on their team (i.e. combining kinesthetic involvement with shared
involvement), the story of the game (i.e. combining kinesthetic involvement with
narrative involvement), etcetera.

The rest of the chapter will put into action this combinatorial nature of the
Player Involvement Model [3], especially focusing on combinations with affective
involvement in order to give a robust account of the forms of emotional types that
games can elicit in our moment-to-moment engagement with them. Combining the
affective involvement dimension with the other involvement dimensions will thus
yield an experiential framework of game emotions that is unique to the gaming
situation.
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A Quantitative Perspective

As we mentioned earlier, Calleja’s [3] Player Involvement Model was developed
through extensive qualitative research. Building on this theoretical framework, a
necessary subsequent step is to test the model in an experimental context, in
order to validate, disprove or complement the model in a quantitative set-up. This
will provide a new foundation for future research studying the player experience.
Therefore, the aim of the current study was to test the micro phase of Calleja’s
[3] Player Involvement Model experimentally, investigating how the different
dimensions of player involvement relate to, react and combine with each other. In
light of the current chapter, we pay specific attention to affective involvement.

In order to be able to quantitatively examine the combinatorial nature of the
Player Involvement Model, we conducted three experiments. The aim of these
experiments was to test how varying one or two dimension(s) of player involve-
ment — by manipulating a specific component of a digital game (e.g. game story,
social setting, game control) — affects the other dimensions, and to what degree the
different dimensions of player involvement are related to affective involvement.

Experimental Design

Experiment 1: Game Story

In our first experimental study, we focused primarily on narrative involvement
(i.e. the player’s involvement with the story elements that have been written into
a game, and those that emerge from the player’s interaction with the game) and
ludic involvement (i.e. the dimension of player involvement concerned with the
various rules, decision-making processes, goals and rewards of the game). These
two dimensions are strongly connected: game stories do not only provide the player
with background information, they outline the context of the game and often point
out the player’s objectives and the rewards he will get upon completing them. In
turn, the goals of a game do not only help players find their position in the game,
but also guide them in understanding the importance of their actions and choices
within the narrative setting [3].

In order to vary these dimensions of player involvement, we manipulated the
story of the game used in the experiment as a between-subjects factor, resulting
in two experimental conditions. People in one experimental condition played a
game level that had an elaborate story and in which the player had to perform an
emotionally engaging task (i.e. save children from vicious raiders; elaborate story
condition), while the people in the other experimental condition played a game level
that had a minimal story and in which the player only had to perform a simple,
unemotional task (i.e. collecting objects; minimal story condition).

We used the PC version of the action role-playing game Fallout: New Vegas
(Bethesda Softworks, 2010) for this purpose. Using the game’s editor, we created
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an experimental level that suited the purpose of the study. Only the game’s story
was manipulated between the experimental conditions, meaning that apart from
the implementation of the game’s narrative, participants in the different conditions
played the exact same game level.

Sixty-two experienced gamers (57 male, 5 female) between 18 and 37 years old
(M =22.32,SD = 3.21) eventually participated in the experiment (i.e. 31 people per
experimental condition). During the experiment, participants first played a tutorial
level explaining the basics of the game, after which the actual experimental level
would start. The experimental level took approximately 12 min to finish.

Experiment 2: Social Setting

In our second experiment, we addressed shared involvement (i.e. player involvement
related to the awareness of and interaction with other agents or players in a game
environment).

In order to vary this dimension of player involvement, we manipulated the social
context in which participants played a digital game as a between-subjects factor,
leading to four experimental conditions. People either played the experimental
game alone (single-player condition); together with one other person (multiplayer
condition); or alone while another person watched (public play condition). Because
this last condition consists of both players and observers, it is further divided into
two groups (public play: player and public play: observer groups).

For this purpose, the PlayStation 3 puzzle-platformer game LittleBigPlanet 2
(Sony Computer Entertainment, 2010) was used. By using the editor of the game,
we created our own experimental level. Only the social setting in which the game
was played differed between conditions, meaning all participants played the exact
same level.

One hundred twenty-one gamers (82 male, 39 female), 18-24 years of age
(M = 20.69, SD = 1.79) participated in the experiment. The single-player condition
included 31 participants, while the three other conditions all contained 30 partici-
pants. During the experiment, participants first played a tutorial level that explained
the basics of the game, after which the experimental level started. The experimental
level had an average play time of 8 min.

Experiment 3: Game Controller

For the third experimental study we looked at kinesthetic involvement (i.e. player
involvement related to control and movement in the game environment) and spatial
involvement (i.e. player involvement with the exploration, navigation and learning of
the game’s spatial domain). Again, these two dimensions are strongly intertwined:
players have to control a game in order for their character(s) on-screen to be capable
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of movement and actually navigate through the game space. Until players learn to
move in the world, they cannot engage with its spatial dimensions [3].

In order to vary these dimensions, we performed a within-subjects experiment
in which we manipulated the game controller that was used in two experimental
conditions. This means that participants played the same game twice, once with
a PlayStation 3 gamepad controller (i.e. traditional controller), and once with a
PlayStation Move racing wheel controller (i.e. motion-based controller).

The PlayStation 3 kart-racing game LittleBigPlanet Karting (Sony Computer
Entertainment, 2012) was employed in the experiment. By using the editor of
the game, we created an experimental level for use in the study. Only the game
controller that was used differed between conditions, meaning participants played
the exact same game level twice, each time with a different controller.

Thirty-one gamers (24 male, 7 female), 18-30 years of age (M = 22.61, SD
= 2.99) participated in the within-subjects experiment. During the experiment,
participants first played the official tutorial level of the game, after which the
experimental level started. This experimental level had an average play time of
6 min.

Measures

After participants finished playing the games in the experiments, they were asked
to fill out a questionnaire asking them how involved (on all dimensions) they felt
during gameplay.

Narrative involvement was measured by a combination of narrative engagement
scales from Busselle and Bilandzic [1], de Graaf et al. [5] and Green and Brock [8],
adapted for use in a game context where necessary. The scale includes statements
regarding the player’s focus on and interest in the story (e.g. “My attention was fully
captured by the story”, “I was interested in the game’s story”; 6 items, Cronbach’s o
= 0.85). Agreement with these statements was measured on 5-point intensity scales
ranging from O (“not at all”) to 4 (“extremely”).

The ludic involvement scale was based on a combination of items from IJssel-
steijn et al.” [9] Game Experience Questionnaire and de Graaf et al.’s [5] narrative
engagement scale. It includes statements assessing the player’s interest in and focus
on the game’s mission and goals (e.g. “1 was fully concentrated on reaching the
goals of the mission”, “I was interested in the mission of the game”; five items,
Cronbach’s a = 0.68). Agreement was measured on 5-point intensity scales ranging
from O (“not at all”) to 4 (“extremely”).

Shared involvement was measured by making use of the Social Presence module
of IJsselsteijn et al.’s [9] Game Experience Questionnaire. The scale includes
statements regarding empathy with the other and behavioral involvement (e.g. “1
felt connected to the other”, “My actions depended on the other’s actions”; 14 items,
Cronbach’s o = 0.83) to which agreement is measured on a 5-point intensity scale
ranging from O (“not at all”) to 4 (“extremely”).
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Kinesthetic involvement was measured by making use of a combination of items
from previously validated (kinesthetic) involvement questionnaires such as Witmer
and Singer’s [17] Presence Questionnaire, Jennett et al.’s [10] Immersion Scale
and Vanden Abeele’s [16] Perceived Control Scales. The utilized scale includes
statements regarding the player’s perceived amount of control over the actions and
movements of the avatar in-game and the difficulty of the game controls (e.g. “I felt
that I was able to control what happened in the game environment”, “The game
controls were easy to learn”; nine items, Cronbach’s o = 0.94). Agreement with
these items was measured on a 5-point intensity scale ranging from 0 (“not at all”)
to 4 (“extremely”).

Spatial involvement was measured by making use of items from IJsselsteijn
et al.’s [9] Game Experience Questionnaire, in combination with items based on
descriptions of the dimension given by Calleja [3]. The scale includes statements
regarding the exploration of the game level and the navigation through the game
world (e.g. “I felt that I could explore and discover things”, “The navigation
through the game level was difficult”; five items, Cronbach’s o = 0.67) to which
agreement is measured on a 5-point intensity scale ranging from O (“not at all”) to
4 (“extremely”).

Affective involvement was measured by taking into account both general emo-
tions (i.e. largely uncontrollable and spontaneous emotional reactions that are
continuously present to some degree), and more specific player experiences.

When people play digital games, they experience several general emotions, such
as pleasure, arousal and dominance. Pleasure refers to the pleasantness or enjoy-
ment of a certain experience [14], arousal gives an indication of the level of physical
and mental activation associated it [14], and dominance concerns the feeling of
control and influence over others and surroundings [11]. The general emotions
participants felt while playing the game were measured by using Lang’s [12] Self-
Assessment Manikin. This scale uses 9-point visual scales ranging from 0 to 8, with
ascending scores corresponding to higher pleasure, arousal and dominance ratings.

Apart from general emotions, digital games have the potential to evoke a wealth
of specific player experiences, such as challenge, competence, tension, positive
affect and negative affect [10, 13]. These player experiences were also measured
using IJsselsteijn et al.”s [9] Game Experience Questionnaire. The Game Experience
Questionnaire includes statements to which agreement is measured on a 5-point
intensity scale ranging from O (“not at all”’) to 4 (“extremely”). Challenge measures
the stimulation players perceive and the amount of effort they have to put into the
game (e.g. “I felt challenged”, “I felt stimulated”; five items, Cronbach’s o« = 0.64—
0.82). Competence refers to how successful and skilful people feel while playing
a game (e.g. “I felt successful”, “I felt skilful”; five items, Cronbach’s o = 0.87—
0.96). Tension measures the degree to which players feel frustrated and annoyed
(e.g. “I felt frustrated”, “I felt irritable”; three items, Cronbach’s oo = 0.66-0.83).
Positive affect probes players’ fun and enjoyment of the game (e.g. “I felt good”,
“I enjoyed it”; five items, Cronbach’s a = 0.79-0.88). Negative affect is concerned
with the degree to which players are feeling bored and distracted (e.g. “I felt bored”,
“I found it tiresome”; four items, Cronbach’s a = 0.64-0.74).
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Results

Impact of Manipulations on Player Involvement

To be able to analyze the impact of several components of digital gameplay on the
dimensions of player involvement, as well as the relationships that exist between
these dimensions, we conducted three experiments.

In what follows, we will first examine how varying one or two dimension(s)
of player involvement (i.e. by manipulating a game’s story, social setting or game
controller) influences the other dimensions of involvement as well, with a particular
focus on affective involvement.

Experiment 1: Game Story

Our first experiment manipulated the story of the game participants had to play as
a between-subjects factor, resulting in two experimental conditions: an elaborate
story condition and a minimal story condition. In order to test the impact of this
manipulation on player involvement in its narrative, ludic and affective dimensions,
we performed one-way analyses of variance (ANOVAs).

Results of these analyses show that there are indeed significant differences in
narrative involvement between our story conditions (F (1, 60) = 5.13, p =0.03).
Playing the game with the elaborate story led to significantly greater interest in and
focus on the story (M = 2.12, SD = 0.97) compared to playing the game with the
minimal story (M = 1.63, SD = 0.71).

However, contrary to our expectations, our results do not show significant
differences in ludic involvement (F(1, 60) = 0.04, p = 0.84) or affective involve-
ment (pleasure: F(1, 60) = 2.59, p=0.11; arousal: F(1, 60) = 0.02, p=0.88;
dominance: F(1, 60) = 0.12, p=0.73; competence: F(1, 60) = 0.12, p=0.73;
tension: F(1, 60) = 0.14, p =0.71; challenge: F(1, 60) = 0.04, p = 0.84; negative
affect: F(1,60) = 0.01, p = 0.93; positive affect: F(1,60) = 2.10, p = 0.15) between
conditions. Players were not more or less absorbed in the ludic and affective
dimensions of the game when playing with the elaborate versus minimal story.

We believe that, for this study, our manipulation of game story may not have been
extensive enough to lead to differences in other dimensions between experimental
conditions. An alternative explanation may be that some players are simply more
focused on the narrative of the game than others. In a game, it is often up to the
players themselves to decide whether they want to engage with the entirety of the
story or simply focus on the goal-oriented tasks that push the game forward. It
may be that in the current experimental setting, the narrative disposition of each of
the players had a more important part to play in affecting player involvement than
the between-subjects manipulation of the game story. In the section on Combining
affective involvement (see further), we will take a look at potential relationships
between narrative, ludic and affective involvement across conditions.
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Experiment 2: Social Setting

The second experiment manipulated the social setting in which participants played
a game as a between-subjects factor, resulting in four experimental conditions: a
single-player condition, a multiplayer condition, a public play: player condition
and a public play: observer condition). To be able to analyze the impact of this
manipulation on player involvement, we again conducted one-way ANOVAs.

The results of these analyses demonstrate that there are significant variations in
shared involvement between conditions (F(2, 86) = 11.43, p<0.001), with people
in the multiplayer group experiencing the highest sense of shared involvement
(M = 2.51, SD =0.53), followed by people in the public play: player (M =2.16,
SD =0.57) and public play: observer groups (M = 1.82, SD =0.55). This seems
logical, since the multiplayer setting can be seen as the most social condition, with
players having to actively interact with each other and synchronize their behavior in
order to be able to work together. The public play: player setting can be considered
as less social; although participants in this group played the game in a social setting
(i.e. while being watched), the actual gameplay was experienced solo. However,
this setting is still more susceptible to social influence compared to the public play:
observer condition, since participants in the latter group did not have to actually
perform the task (i.e. controlling the game).!

Moreover, our results demonstrate that the variations in social setting had a
significant impact on affective involvement, especially affecting arousal (F(3, 117)
= 3.90, p =0.01), dominance (F(3, 117) = 6.83, p<0.001) and negative affect
(F(3, 117) = 3.61, p=0.02). Participants in the multiplayer context felt more
aroused (M =4.53, SD = 1.59) than participants in public play: player (M = 3.83,
SD = 1.42), public play: observer (M = 3.73, SD = 1.46) and single-player context
(M =3.16, SD =1.79). However, people in the single-player condition reported
higher levels of dominance (M =5.26, SD = 1.41) than people in the public play:
player (M =4.63, SD = 1.30), multiplayer (M =4.27, SD = 1.39) and public play:
observer conditions (M = 3.73, SD = 1.31). Moreover, negative affect, although low
in all conditions, was highest in the public play: observer condition (M = 0.33,
SD = 0.41), differing significantly from the experienced negative affect in the other
conditions (single-player: M = 0.14, SD = 0.33; multiplayer: M = 0.09, SD = 0.28;
public play: player: M =0.12, SD = 0.22).

A possible explanation for these results may be that players in the social play
conditions (and especially the multiplayer condition) were more excited to be
playing with/in the presence of another person, but did not have enough time to
balance their individual playing and/or communication styles during the short period
in which the experiment took place, resulting in a clumsy collaboration and the
players feeling less dominant. Moreover, observers experienced less dominance

"Players in the single-player condition were not questioned about their shared involvement because
they participated in the experiment alone. Therefore, they could not be aware of or interact with
others.
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than players, and more negative affect. This result can be attributed to the fact that
observers are not in control of what happens in the game and therefore experience
emotions that are less intense (i.e. dominance) on the one hand, and more boredom
(i.e. negative affect) on the other.

Experiment 3: Game Controller

The third and final experiment manipulated the type of game controller that was
used to play a game as a within-subjects factor, resulting in two experimental
conditions: a traditional game controller condition and a motion-based game
controller condition. In order to analyze the impact of this manipulation on player
involvement, we performed repeated measures ANOVAs.

Our results show that manipulating the game controller has a significant impact
on kinesthetic involvement (F(1, 30) = 81.78, p<0.001): the controls of the tradi-
tional controller were perceived as easier to learn and handle (M = 3.04, SD = 0.76)
than those of the motion-based controller (M = 1.55, SD =0.70), allowing the
players more precise control over their movements and actions in the game world.

Further, the findings also reveal a significant impact of the manipulation of game
controller on spatial involvement (F(1, 30) = 27.48, p<0.001); when playing the
game with the traditional controller, the exploration and navigation of the game’s
spatial domain was perceived to be more easy and uncomplicated (M =2.87,
SD =0.51) compared to playing with the motion-based controller (M =2.21,
SD =0.76).

Finally, the game controller that was used to play the game was shown to
significantly influence affective involvement. First of all, the manipulation of game
controller significantly affected the players’ sense of dominance (F(1, 30) = 34.70,
p<0.001): playing with the traditional game controller resulted in people feeling
more dominant and in control (M =5.58, SD = 1.54) compared to playing with
the motion-based game controller (M = 3.45, SD = 1.43). Moreover, results show
a significant effect on competence (F(1, 30) = 71.02, p<0.001), tension (F(1, 30)
= 2549, p<0.001), challenge (F(1, 30) = 65.48, p<0.001) and positive affect
(F(1, 30) = 14.86, p=0.001). Playing with the traditional controller resulted in
more competence (Mrraditional = 2-90, SD = 0.82; MMotion-based = 1.47, SD =1.02)
and positive affect (Myditionar = 2-81, SD = 0.60; Myotion-based = 2-34, SD = 0.85),
and less tension (Maditional = 0.53, SD = 0.59; Myiotion-based = 1.33, SD = 1.03) and
challenge (Mraditional = 1.01, SD = 0.72; Mumotion-based = 2.17, SD = 0.75).

Combining Affective Involvement

The previous section demonstrates that manipulating a specific component of digital
gameplay (i.e. game story, social setting, game control) has a significant impact on
player involvement, not only affecting the obviously linked dimensions (e.g. social
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setting was expected to influence shared involvement), but in two out of three cases
also reflecting on affective involvement.

In the current section, we look at the relationships between affective involvement
and the other dimensions of player involvement across conditions, in order to
get a more detailed look at the interrelatedness of the six dimensions. The first
experiment provides us with data regarding relations between affective, narrative
and ludic involvement; the second experiment reveals relations between affective
and shared involvement; and the third experiment exposes relations between
affective, kinesthetic and spatial involvement.

Experiment 1: Game Story

In the first experiment, we found that manipulating the story of a game (i.e. elaborate
story versus minimal story) led to significant differences in narrative involvement
between conditions. Against our expectations, however, ludic and affective involve-
ment were not significantly influenced. By making use of correlation analyses,
we now take into account relationships between the respective dimensions of
involvement across conditions.

Narrative Involvement and Affective Involvement

The results of these correlation analyses reveal significant relationships between
narrative involvement and several components of affective involvement. First,
we observe moderate to strong positive relationships between narrative involve-
ment and pleasure (Pearson’s r=0.32, p=0.01), arousal (Pearson’s r=0.31,
p =0.02), competence (Pearson’s r=0.43, p<0.001), positive affect (Pearson’s
r=0.45, p<0.001) and challenge (Pearson’s r = 0.47, p<0.001). Moreover, nar-
rative involvement is shown to be moderately and negatively related to negative
affect (Pearson’s r = —0.33, p =0.01).

Ludic Involvement and Affective Involvement

Further, correlation analyses also show significant relationships between ludic
involvement and affective involvement, with ludic involvement being moderately
and positively related to feelings of competence (Pearson’s r = 0.38, p = 0.003) and
positive affect (Pearson’s r =0.30, p = 0.02).

Experiment 2: Social Setting

The results of the second experiment showed us that varying the social setting in
which a digital game is played (i.e. single-player setting, multiplayer setting, public
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play: player setting, public play: observer setting) can significantly affect shared
involvement, as well as lead to differences in player affect. Correlation analyses
further provide us with a greater insight into the relationships between the two
dimensions.

Shared Involvement and Affective Involvement

The results of correlation analyses demonstrate that shared involvement is signif-
icantly related to various aspects of affective involvement. More specifically, we
record moderate to strong positive relationships between shared involvement and
pleasure (Pearson’s r = 0.38, p <0.001), arousal (Pearson’s r = 0.30, p = 0.01) and
positive affect (Pearson’s r = 0.48, p <0.001), while moderate negative relationships
are observed between shared involvement and dominance (Pearson’s r = —0.23,
p =0.03) and negative affect (Pearson’s r = —0.33, p = 0.002).

Experiment 3: Game Controller

Finally, the results of the third experiment demonstrated that manipulating the type
of game controller that is used to play a game (i.e. the traditional PlayStation
3 gamepad controller versus the motion-based PlayStation Move racing wheel
controller) has a significant impact on kinesthetic, spatial and affective involvement.
Correlation analyses give us a more detailed look concerning the relationships
between these dimensions.

Kinesthetic Involvement and Affective Involvement

The findings of these correlation analyses show that there are significant
relationships between kinesthetic involvement and a variety of components of
affective involvement. Kinesthetic involvement seems to be strongly and positively
associated with pleasure (Pearson’s r=0.52, p=0.003), dominance (Pearson’s
r=20.54, p=0.002), competence (Pearson’s r=0.78, p<0.001) and positive
affect (Pearson’s r =0.46, p =0.01). Moreover, strong negative relationships are
registered regarding kinesthetic involvement and arousal (Pearson’s r= —0.62,
p<0.001), tension (Pearson’s r=—0.45, p=0.01) and challenge (Pearson’s
r=—0.57, p=0.001).

Spatial Involvement and Affective Involvement

Finally, the correlation analyses reveal significant relationships between spatial
involvement and affective involvement. Spatial involvement is strongly and pos-
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itively related to pleasure (Pearson’s r =0.66, p<0.001), competence (Pearson’s
r=0.52, p =0.003) and positive affect (Pearson’s r = 0.61, p <0.001); and strongly
and negatively related to negative affect (Pearson’s r = —0.45, p = 0.01) and tension
(Pearson’s r = —0.49, p =0.01).

Conclusion

The current chapter takes as its main object of study the Player Involvement Model,
an analytical framework designed to understand player experience developed
through qualitative research by Calleja [3]. The Player Involvement Model identifies
six dimensions of involvement in digital games, namely kinesthetic, spatial, shared,
narrative, ludic and affective involvement. As the current collection focuses on
emotions in games, it was our goal to elaborately investigate affective involvement
and its relationship with the other dimensions of player involvement in a quantitative
context.

In order to do this, three experimental studies were set up. Each of these
experiments aimed to vary one or two dimension(s) of player involvement by
manipulating a specific component of a digital game participants had to play. In the
first experiment, we manipulated the story of a game in order to study narrative and
ludic involvement. The second experiment manipulated the social setting in which
a game was played to influence shared involvement. Finally, the third experiment
manipulated the game controller that was used to play a game in order to affect
kinesthetic and spatial involvement.

The results of these experiments show that the manipulations have a significant
impact on player involvement, not only affecting the intended dimensions, but
in two out of three cases also the emotions that participants experienced during
gameplay (i.e. affective involvement). Subsequently, we further investigated the
combinations of the dimensions of player involvement with affective involvement
across conditions. Our findings suggest that players’ affective involvement can be
influenced by their interaction with each of the other dimensions of involvement.

In the context of the first experiment, several components of affective involve-
ment are significantly related to both narrative and ludic involvement.

When players were more focused on and involved in the story of the game (i.e.
narrative involvement), they were more aroused, they perceived the game to be more
challenging and felt more competent. Moreover, they experienced more positively-
valenced emotions (i.e. pleasure and enjoyment) and less negatively-valenced
emotions (i.e. boredom). These results support previous findings by Calleja [4], who
similarly describes the relationship between narrative and affective involvement. It
is worth noting that this relationship works both ways: affective involvement makes
narrative moments more memorable and significant, whether these moments arise
from the story pre-scripted by the game’s designers or generated through interaction
with the game [3, 4]; while simultaneously engaging narrative creates a context of
meaning that allows for more positive emotions to be experienced.
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Furthermore, greater involvement with the goals and rewards of the game (i.e.
ludic involvement) was associated with players feeling more competent and skillful
during gameplay, as well as experiencing more positively-valenced emotions (i.e.
enjoyment). Again, this is in line with Calleja’s [3] qualitative research where
participants commented on the sense of satisfaction they experienced from attaining
game goals and reaping the related rewards.

The results of the second experiment demonstrate that shared involvement is
also related to affective involvement. When players experienced more involvement
because of a higher awareness of, and more interactions with other players (i.e.
shared involvement) in the study, they were more aroused and experienced more
positively-valenced emotions (i.e. pleasure and enjoyment) on the one hand, while
also feeling less dominant and experiencing less negatively-valenced emotions (i.e.
boredom) on the other. The presence of these negative emotions associated with
shared involvement is also highlighted by Calleja’s [3] research. Here, participants
reported how collaboration with others can be intensely exciting and satisfying,
if the members in the relevant team(s) manage to work together well, or very
frustrating if things go wrong. For teams of players to collaborate properly they
would have needed to play together for a considerable amount of time. In our
experiment, players only had a short time to play the game and synchronize
their individual playing and communication styles; it is thus understandable that
collaboration in our experiment led to both negative and positive emotions related
to shared involvement.

Finally, the third experiment shows that the dimensions of kinesthetic and spatial
involvement are significantly associated with affective involvement as well.

When players experienced more involvement because of a higher sense of
control over the actions and movements of their game character (i.e. kinesthetic
involvement), they perceived themselves to be more dominant and in control, more
competent and skillful in general, and they experienced more positively-valenced
emotions (i.e. pleasure and enjoyment). Further, they also perceived the game to be
less challenging, and experienced less arousal and negatively-valenced emotions
(i.e. frustration). Participants from Calleja’s [3] studies previously linked these
positively-valenced emotions in reaction to mastering and internalizing the game
controls with a strengthening of the link between player and avatar, which yielded a
stronger sense of virtual environment habitation or incorporation [3], an experience
that was described in positive terms by his participants.

Lastly, we found that higher involvement with the exploration, navigation and
learning of the game’s spatial domain (i.e. spatial involvement) was associated with
players feeling more competent, more positively-valenced emotions (i.e. pleasure
and enjoyment), and less negatively-valenced emotions (i.e. frustration and bore-
dom). This relationship between spatial and affective involvement is reminiscent of
Calleja’s [3] argument that the internalization of spatial involvement turns abstract
virtual space into familiar place. Participants in Calleja’s research commented on
the positive emotions that stem from this transition:
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1 am a pretty visual person. I drive by landmarks not by road names, so, I can visualize it
pretty vividly. Though some of the in-between spaces are hazy cause I fly from Undercity to
Tarren Mill now. It doesn’t matter if it’s the real world or digital, as I travel around, and
learn new areas, I naturally seek certain kinds of landmarks to help me keep my bearings.
A twist in the road here, a tree there. I find it comforting when I start to get the lay of the
land in an MMO. For others, I have no idea. It’s not just comfort, but also a bit of pride. I
know where I am, I know where I want to go, and I know how to get there. (Rheric, quoted

in [3])

Based on these findings, we can provide initial support for Calleja’s [3] Player
Involvement Model in a quantitative setting. Our experiments show the existence
of the six dimensions of player involvement, and demonstrate that a manipulation
of certain components of digital gameplay can result in significant effects on these
dimensions. Moreover, our results reveal that the dimensions of player involvement
are indeed interrelated, and that affective involvement can react to and combine with
each of the other dimensions in different gaming situations.

Nevertheless, further research is still essential in order to come to a better
understanding of players’ involvement in digital games. Our studies have examined
involvement in games such as action role-playing game Fallout: New Vegas
(Bethesda Softworks, 2010), puzzle-platformer LittleBigPlanet 2 (Sony Computer
Entertainment, 2010) and kart-racing game LittleBigPlanet Karting (Sony Com-
puter Entertainment, 2012), in a variety of digital game situations. However, a lot
of different game genres, platforms, controllers, social modes, . .. exist, all possibly
affecting the player in different ways, both cognitively, affectively and conatively.
It is therefore of high importance that future studies continue to investigate player
involvement in a multitude of digital games and gaming situations.

Finally, it is important to note that there is not yet a reliable, multidimensional
scale of player involvement available for use in quantitative research. The experi-
ments described in this chapter made use of a combination of previously validated
(player) experience scales, adapted for use in the current studies. Although this
suited the purpose of our initial and explorative studies, the development of a
reliable, valid, sensitive and multidimensional measure based on Calleja’s [3] Player
Involvement Model would be very valuable for game researchers studying player
experience. In that regard, following Yannakakis and Martinez [18], a rank-based
questionnaire instead of a rating-based questionnaire to tap into player involvement
could be considered. This would overcome some serious shortcomings (e.g. ordinal
values treated as numerical, non-linearity of the scale) inherent to the use and
analysis of the self-report items in the current studies.
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Chapter 4
Multimodal Sensing in Affective Gaming

Irene Kotsia, Stefanos Zafeiriou, George Goudelis, Ioannis Patras,
and Kostas Karpouzis

Abstract A typical gaming scenario, as developed in the past 20 years, involves
a player interacting with a game using a specialized input device, such as a
joystick, a mouse, a keyboard or a proprietary game controller. Recent technological
advances have enabled the introduction of more elaborated approaches in which
the player is able to interact with the game using body pose, facial expressions,
actions, even physiological signals. The future lies in ‘affective gaming’, that is
games that will be ‘intelligent’ enough not only to extract the player’s commands
provided by speech and gestures, but also to extract behavioural cues, as well
as emotional states and adjust the game narrative accordingly, in order to ensure
more realistic and satisfactory player experience. In this chapter, we review the
area of affective gaming by describing existing approaches and discussing recent
technological advances. More precisely, we first elaborate on different sources
of affect information in games and proceed with issues such as the affective
evaluation of players and affective interaction in games. We summarize the existing
commercial affective gaming applications and introduce new gaming scenarios.
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We outline some of the most important problems that have to be tackled in order
to create more realistic and efficient interactions between players and games and
conclude by highlighting the challenges such systems must overcome.

Introduction

The games industry has grown to be one of the mainstream markets in our days. In
the beginning, the games industry constituted a focused market, highly depended on
specialized input sensors to enable the interaction between a player and the game. In
typical games, the user had to be familiar with an input device, such as a keyboard,
a mouse, a joystic or a console, in order to properly communicate with the game.
Furthermore, the game had a predesigned plot that would progress along with the
players actions in a predefined way, giving the feeling of a non-existent, in reality,
control over how the game evolves. Moreover, in such a gaming scenario several
issues had to be tackled: the game had to be carefully designed and developed
so as to allow real-time interaction with the player, ensure a high quality visual
environment, so that the immersion of the player in the game environment would be
as realistic as possible, and employ devices that would be of affordable cost.

Initial research approaches in the field of affective computing focused on
processing the physiological cues of a player in order to correlate them with
certain behavioural patterns that would assist in making the player-game interaction
more realistic and meaningful. To achieve that, several physiological signals were
employed, such as heart beat rate, skin conductivity etc., using obtrusive devices.
The use of brain signals also defined a field on its own, leading in the creation of
Brain Computer Interface (BCI) systems. The most recent approaches tried to create
wearable systems that were built of portable devices/personal computers and thus
eliminated the effect of sensors as they provided the player with extra degrees of
freedom. However, the main problem with employing specialized sensors to extract
behavioural cues is that they greatly affect the immersion of the player in the game.
Even with sensors that are relatively easy to use, such as skin conductivity sensors,
the player’s actions are constrained by the space limitations of each sensor. This
is of great importance as it usually leads the player to exhibit unusual behavioural
patterns often attributed to the effect (even subconscious one) that the presence of
a sensor has. An overview of the available sources of information is depicted in
Fig.4.1, along with the corresponding part of the body from which physiological
signals are extracted.

Recent technological advances have opened new avenues towards more realistic
human-machine interaction systems, thus enabling the introduction of games in
which the player is not only able to control the game, but can also control the
gameplot and player experience without using an input device, just by freely acting
on his/her will. More specifically, the introduction of Microsoft Kinect [57] has
enabled the robust extraction of body poses and joint locations in real-time, while at
the same time being of low cost. By providing such a real time and robust solution to
the tracking problem, research has been shifted towards affective gaming scenarios,
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7 Obtrusive

Fig. 4.1 An overview of the widely used sensors

in which the player’s emotional states and actions will be used to define the way the
game will progress.

The term affective gaming corresponds to the introduction of affect recognition in
games. These approaches tried to incorporate emotion recognition in their systems
in order to extract the emotional state of the player and use it to control the gameplot
and gameplay experience. In this paper we will review the area of affective gaming.
More precisely, we will briefly review existing approaches and discuss the recent
technological advances. We will present the existing means for the extraction of
behavioural cues and subsequently analyze existing approaches in affective gaming.
Finally we will examine future trends in games by defining new affective gaming
scenarios and also discussing their possible applications.

The remainder of the chapter is organized as follows. We first discuss the
term affective gaming and present in brief its involvement through time (Sec-
tion “Affective Gaming”). We continue with presenting the different sources of
affect information, categorizing them in those that involve vision based techniques
(Section “Vision-Based”), those that involve haptics as an input and interaction
modality (Section “Haptics”) and those that employ specialized wearable devices
(Section “Wearable Games”). We proceed with investigating several issues raised in
affective gaming, such as affective evaluation of players (Section “Affective Evalua-
tion of Players”) and affective interaction in games (Section “Affective Interaction in
Games”). We also summarize the existing affecting gaming commercial applications
in section “Applications of Affective Games”. We introduce new affective gaming
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scenarios (Section “Affective Gaming Scenarios”) and discuss the challenges that
affecting gaming systems must overcome (Section “Affective Gaming Challenges”).
In section “Conclusions” we draw our conclusions.

Affective Gaming

The term affective gaming refers to the new generation of games in which
the players’ behaviour directly affects the game objectives and gameplay. More
precisely, the emotional state and actions of a player can be correctly recognized
and properly used in order to alter the gameplot and offer to the player an increased
user experience feeling. In other words, the emotions and actions of a player are
of extreme importance, as the behavioural cues extracted from them will define the
way the game will progress.

Early approaches in the field of affective gaming focused on highlighting the
importance of including emotional content in systems in order to make the user
experience more satisfactory. Here the term ‘emotion’ corresponds to a variety of
affective factors. Emotions are defined as short states (often lasting from seconds
to minutes) that reflect a particular affective assessment of the state or self or the
world and are associated with behavioural tendencies and cognitive biases [39].
They are further distinguished in universal (anger, disgust, fear, happiness, sadness
and surprise [26]) and complex (guilt, pride and shame). Emotions are often defined
in terms of their roles, thus being distinguished in those involved in interpersonal,
social behaviour (e.g., communication of intent, coordination of group behaviour,
attachment), and those involved in intrapsychic regulation, adaptive behaviour,
and motivation (e.g., homeostasis, goal management, coordination of multiple
systems necessary for action, fast selection of appropriate adaptive behaviours).
They are usually manifested across four interacting modalities: the—most visible—
behavioural/expressive modality (e.g., facial expressions, speech, gestures, posture,
and behavioural choices), the somatic/physiological modality—the neurophysio-
logical substrate making behaviour (and cognition) possible (e.g., changes in the
neuroendocrine systems and their manifestations, such as blood pressure and heart
rate), the cognitive/interpretive modality, directly associated with the evaluation-
based definition of emotions and the experiential/subjective modality: the conscious,
and inherently idiosyncratic, experience of emotions within the individual [39].
Emotions are most commonly characterized by two dimensions: valence and arousal
[69]. The dimension of valence ranges from highly positive to highly negative,
whereas the dimension of arousal ranges from calming or soothing to exciting or
agitating. Affective computing has been directly linked with affective gaming in
terms of emotion sensing and recognition, computational models of emotion, and
emotion expression by synthetic agents and robots.

Emotion affect recognition has been widely researched in order to create human
computer interaction systems that can sense, recognize and respond to the human
communication of emotion, especially affective states such as frustration, confusion,
interest, distress, anger, and joy. In [67], Picard highlighted the importance of recog-
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nizing affective states commonly expressed around computer systems: frustration,
confusion, dislike, like, interest, boredom, fear, distress, and joy. If a system is
able to successfully detect expressions of these states, and associate them with its
functions and other environmental events, then it can proceed with improving its
interactions with the user. In that way the gap between the human and the machine
in HCI systems can be narrowed and more user-centered HCI systems can be
created [38]. Affective arousal modulates all nonverbal communicative cues (facial
expressions, body movements, and vocal and physiological reactions), making effi-
cient affect recognition a core element for emotionally intelligent systems [23, 63].
Interested readers can refer to [93] and [18] for a survey on affect recognition
methods proposed through the years. In [32] the authors proposed a system for affect
recognition that combines face and body cues in order to achieve affect recognition.
They employed computer vision techniques (Hidden Markov Models (HMMs),
Support Vector Machines (SVMs) and Adaboost) to fuse the available facial
(appearance, e.g. wrinkles or geometric feature points) and body (silhouette and
color based model) cues. However, the database on which the experiments were con-
ducted included recordings of subjects sitting in front of a camera and reacting to a
provided scenario. Therefore, although the subjects were free to express themselves,
no real body pose information was available. Moreover, the database included
recordings of a single person, thus not being suitable for group behaviour research.

Early approaches also focused on defining the fundamentals of affective gaming
from a physiological point of view. The link between neurobiological perspectives
and models of play aiming to construct superior player satisfaction models built
upon biological foundations has been presented in [7]. More precisely, it was
found that connections exist between already recognized patterns of play and recent
research on the brain (in particular, the limbic system). In [31], Gilleade et al. discuss
some of the origins of the genre, how affective videogames operate, and their current
conceptual and technological capabilities. Early biofeedback-based affective games
were regarded and a novel approach to game design based on several high-level
design heuristics was proposed. In [40] the author discussed the enhancement of
social and affective complexity and realism of the game characters of a game, their
interaction and the game narrative as a whole. A set of requirements for an affective
game engine, capable of supporting the development of more affectively realistic,
engaging, and effective games was also proposed.

In [42] the authors proposed an Affect and Belief Adaptive Interface System
designed to compensate for performance biases caused by users affective states and
active beliefs. It implemented an adaptive methodology consisting of four steps:
sensing/inferring user affective state and performance-relevant beliefs, identifying
their potential impact on performance, selecting a compensatory strategy, and
implementing this strategy in terms of specific GUI adaptations. In [24] the authors
developed a computational framework for exploring cognitive decision processes
that reason about emotional actions as an integral component of strategy and control
over emotions. They implemented a prototype gaming system that exhibited con-
scious use of the emotional state and negative emotional behaviours during a game
of chess in an attempt to impair its opponents game play. In [50], an educational
chess game was developed with which the authors studied the role of emotions
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and expressive behaviour in socially interactive characters employed in educational
games. To this end they created a social robot named iCat functioning within a
chess game scenario. In [39], Hudlicka discussed how affect recognition contributes
to user experience and recognition of player emotion, and based on that, to tailoring
game responses to recognised emotions, and generating affective behaviours in
player and non-player characters. In [41] the link of affect recognition, as an efficient
mean of generating appropriate behaviours in more complex environments, with
cognition (attention, memory and language abilities) was also explored. Emotional
states, moods and various other subjective experiences occurring just before a player
engages with the game of or as a result of the gameplay or immediately after
playing can be used to evaluate the player’s experience [70] and possibly predict
subsequent actions/decisions. Similar observations are made by Yannakakis and
Togelius [91], where game content is generated procedurally, aimed to advance
the player experience, while from the analysis point of view, Shaker et al. [75]
investigate how affective expressivity, associated with game behaviour, can be used
to predict player experience.

The ultimate goal of affective gaming systems is to create games that will
be “intelligent” enough to understand what each player feels at each specific
moment, using behavioural cues obtained either in an obtrusive way (e.g. using
neurophysiological measurements), or in an unobtrusive one (e.g. observing facial
expressions, body pose, actions, and behaviour). However, most existing scenarios
employ sensors that limit the freedom of movement, for example the extraction of
neurological cues requires the player to be sitting in front of the computer (game
console). As a result, a poor quality/less realistic immersion of the player in the
game environment may be achieved, due to the fact that the player may be conscious
of the recording/measurement device and thus exhibit unusual behavioural patterns
(not corresponding to spontaneous behaviour). Players tend to prefer less intrusive
methods of physiological input for their games [60]. Therefore, the extraction of the
necessary behavioural cues in an affective game scenario should be performed in a
way that is not perceptible to players and does not limit their actions.

Affective gaming constitutes a field that aims at providing answers to a variety of
different research questions. Issues regarding the player experience and how his/her
affective and physiological evaluation can be performed, have to be discussed.
Moreover, the measurement of interaction among players as well as the efficient
modeling of their satisfaction remain open problems. Below we will briefly discuss
all this issues in detail.

Sources of Affect

We will first describe the available sources for extracting affect information.
These can be distinguished in three main categories: those that extract vision
based information (such as facial expressions and body movements), those that
extract information from brain signals (BCI applications) and those that extract
physiological measurements employing specialized sensors.
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In this Section we will review the existing methods that extract affect information
using vision-based techniques. This includes unobtrusive methods that do not limit
the freedom of the player, allowing him/her to freely act on his/her will. These
methods mainly attempt facial expression and body action recognition, as those are
behavioural cues that can be easily obtained using a simple camera.

Facial Expressions

Although facial expressions recognition constitutes a well studied field on its own
and its applications span several areas, among which games, a limited number of
studies have been conducted targeted to affective gaming. An interested reader can
refer to [71] and the references within for a brief introduction on recent advances of
facial expressions and communicated affect.

In [6], the authors employ computer vision techniques to capture the player’s
behaviour in order to adapt the game and maximize the player enjoyment. More
precisely, observed visual behaviour is associated with game events occuring at the
same time; as a result, it is possible to reason about what caused each reaction (e.g.
facial expression or facial cue) and whether that event was positive or negative
with respect to the player’s goal. This multimodal system makes it possible to
differentiate between, for instance, an ironic smile when a player loses and a
genuine smile after overcoming an opponent or finishing the level. In addition to
face expressivity and head movement, body stance and movement also plays an
important role in communicating a player’s affective state. It has been shown that
body expressions can reveal more information regarding the affective state of a
person when nonverbal communication is considered [3].

In this section we look at some biological and cognitive aspects of facial
expression recognition in humans. We should at this point stress that the subjective
feeling of an emotion and its expression on the face are two different things,
where the latter is one manifestation of the former among many bodily signals,
like gestures, postures, and changes on the skin response. Thus, what we perceive
from a face is either an involuntary manifestation of an emotional state, or the result
of a deliberate effort at communicating an emotional signal. The urge to associate
affect with faces is so great that we recognize expressions even on infants faces,
even though they are not yet associated with the emotions they represent in adults.
This association partly relies on innate biases implicit in the human visual system,
and partly on the efficient way humans represent facial information. In humans, the
subjective experience of an emotion, the production of its somatic expressions, and
its recognition in other subjects are all tightly coupled, and influence each other.
This allows for a degree of feedback that is beyond current computer systems, and
enables differentiation of very subtle affective cues.
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The goal of facial affect recognition systems is to mimic humans in their
evaluations of facial expression. If a computer can learn to distinguish expressions
automatically, it becomes possible to create interfaces that interpolate affective
states from these expressions and use this information for better interfaces. We
open a little parenthesis here. When we talk about learning in the context of a
computer, we usually mean a machine learning procedure, which is different from
human learning. Here, what usually happens is that the computer is provided with
a number of samples from a category to be learned (be it images of faces with a
particular expression or any other numeric representation), as well as a method of
categorization. The learning algorithm tunes the parameters of the method to ensure
a good categorization on these samples. The ensuing system, however, depends
crucially on the quality of provided samples, in addition to the data representation,
the generalization power of the learning method and its robustness to noise and
incorrect labels in the provided samples. These points are shared by all computer
systems working on face images, be it for the recognition of identity or expressions.
We bear these in mind when investigating what the brain does with faces, and how
it can be simulated with computers. Recognition of relevant processes that partake
in human recognition of faces and facial affect guides the designers of computer
algorithms for automatic recognition of emotions from faces. For instance, it is
known that humans have selective attention for the eyes and mouth areas, which
can be explained by recognizing the importance of these areas for communicating
affect and identity. Computer simulations by [51] have shown that feature saliency
for automatic algorithms that evaluate facial affect parallels feature saliency for
the human visual system. How humans determine identity from faces is a widely
researched area. One reason for this is that both low-level neurological studies and
high-level behavioural studies point out to faces as having special status among
other object recognition tasks. Kanwisher et al. [43] have argued that there is an
innate mechanism to recognize faces, and they have isolated the lateral fusiform
gyrus (also termed the fusiform face area) to be the seat of this process. The
proponents of the expertise hypothesis, on the other hand, argued that humans
process a lot of faces, and this is the sole reason that we end up with such a
highly specialized system [30]. The expertise hypothesis banks on a fundamental
property of the human brain: the key to learning is efficient representation, and
while we learn to recognize faces, the neural representation of faces gradually
changes, becoming tailored to the use of this information. In other words, we
become (rather than born as) face experts. But this also means that we are sensitive
to cultural particularities we are exposed to, an example of which is the famous
other-race effect. This is also true for affect recognition from facial expressions,
which incorporate cultural elements. While the geometric and structural properties
of a face might allow the viewer to distinguish the basic emotional content, cross-
cultural studies have established that the cultural background of the viewer plays a
large role in labelling the emotion in a face. Furthermore, perception of emotion-
specific information cued by facial images are also coloured by previous social
experience. In a recent study [68], a number of children who have experienced a
high-level of parental anger expression were shown sequences of facial expressions.
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They were able to identify the anger expression in the sequence earlier than their
peers, using a smaller amount of physiological cues. The traditional problems faced
by face recognition researchers are illumination differences, pose differences, scale
and resolution differences, and expressions. These variables change the appearance
of the face, and make the task of comparing faces non-trivial for the computer.
While there is a consensus among brain researchers that recognizing facial identity
and facial affect involve different brain structures (e.g. lateral fusiform gyrus for
identity as opposed to superior temporal sulcus for emotional content, [33]), these
are not entirely independent [14]. Many aspects of facial identity recognition and
affect recognition overlap. This is also the case for computer algorithms that are
created for recognition of identity or affect from face images. Hence, it should
be no surprise that computational studies also recognize the need for different,
but overlapping representations for these two tasks. For instance Calder and
colleagues [15] have investigated a popular projection based method for classifying
facial expressions, and determined that the projection base selected to discriminate
identity is very different than the base selected to discriminate expressions. Also,
while facial identity concerns mostly static and structural properties of faces,
dynamic aspects are found to be more relevant for emotion analysis. In particular,
the exact timing of various parts of an emotional display is shown to be an important
cue in distinguishing real and imitation expressions [22]. Similarly, the dichotomy
of feature-based processing (i.e. processing selected facial areas) versus holistic
processing (i.e. considering the face in its entirety) is of importance. Features seem
to be more important for expressions, and while in some cases it can be shown
that some expressions can be reliably determined by looking at a part of the face
only [61], the dynamics of features and their relative coding (i.e. the holistic aspect)
cannot be neglected. Before moving to tools and techniques for computer analysis
of facial expressions, we note here that all emotions were not created equal. Brain
studies suggest different coding mechanisms for particular emotions. According to
the valence hypothesis there is a disparity between the processing of positive and
negative emotions, as well as the amount of processing involved for these types in
the left and right hemisphere of the brain [13]. This is an evolutionarily plausible
scenario, as rapid motor response following particular emotions (e.g. fear, anger)
is important for survival. Blair et al. [12] have found that the prefrontal cortex is
more active for processing anger, as opposed to sadness. Different cortical structures
show differential activation for different emotion types under lesion and functional
imaging studies. On the other hand, specific emotions do share common neural
circuitry, as disproportionate impairment in recognizing a particular emotion is very
rare, as shown by lesion studies (the reader is referred to [1] for examples and
references). This inequality is also reflected in displays of emotion. The configural
distances from a neutral face are disproportionate for each emotion, with sadness
and disgust being represented by more subtle changes (as opposed to for instance
happiness and fear). In addition to this disparity, it is unlikely that emotions are
encountered with the same background probability in everyday life. Thus, from a
probabilistic point of view, it makes sense not to treat all six basic emotions on
the same ground. The valence hypothesis suggests that happiness (as a positive
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emotion) is a superordinate category, and should be pitted against negative emotions
(fear, anger, disgust, sadness and contempt). Surprise can be divided into fearful
surprise and pleasant surprise; it has been noted that surprise and fear are often
confused in the absence of such distinction. Also, disgust encompasses responses
to a large range of socially undesirable stimuli. When it expresses disapproval for
other people, for instance, it approaches anger. These issues require careful attention
in the design and evaluation of computer systems for facial expression analysis.

Body Expressivity

Changes in a persons affective state are also reflected by changes in body posture
[56, 88], with some affective expressions being better communicated by the body
than by the face [27, 28]. It has been shown that people tend to control facial
expressions more than body expressions when trying to hide their emotions [28].
Conversely, people trust the expressions of the body more than the expressions of
the face when the two are incongruent [34].

In [77, 78] the authors tried to categorize the affective behaviour of the child
into a set of discrete categories by exploiting the information used by their body
gestures. More precisely, they attached a motion capture system to the upper body
part of the child in order to extract the coordinates of certain key points. A number
of frames containing gesture information in the form of these points were selected
and then used to an affective gesture recognition module that employed HMMs.

In [72] the authors extracted visual information of expressive postural features
from videos capturing the behaviour of children playing chess with an iCat robot.
To this end, they extracted the frontal and lateral view of the body of the subject
(child) and used it to study several features, such as body lean angle, slouch factor,
quantity of motion and contraction index. They classified these features using a
set of different classifiers in order to identify the factors that reveal the player’s
engagement to the game.

In [19], Caridakis et al. utilised statistical measures of the movement of a
user’s hands and head to model affective body expression, and produced a five-
dimensional representation termed “expressivity features”. Despite the simplicity
of this representation, which was robust to rotation and scaling or camera zooms,
those dimensions (overall activation, spatial extent, temporal, fluidity and power)
were found to be strongly correlated with human perception of affect in body
expressivity in real (non-simulated) environments, showing that they can be utilised
in human-computer interaction and game settings to perceive affective qualities
from human movement, besides recognising actual gestures and postures. In [73],
the authors used a similar approach, trying to recognize the affective states of
players from non-acted, non-repeated body movements in the context of a video
game scenario. To this end, they attached a motion capture system in order to
collect the movements of the participants while playing a Nintendo Wii tennis
game. They extracted several features from the body motion (angular velocity,
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angular acceleration, angular frequency, orientation, amount of movement, body
directionality and angular rotations) and the most discriminative of those were
used as an input to a recurrent neural network algorithm. In the end they were able
to recognize a set of eight emotions (frustration, anger, happiness, concentration,
surprise, sadness, boredom and relief).

In [47, 74], the authors attempted recognition of affective states and affective
dimensions from non-acted body postures instead of acted postures. The scenario
they used was a body-movement-based video game (Nintendo Wii sports games).
Postures were collected as 3-D joint Euler rotations of the joints and were used to
recognize the affective state of the player after having won or lost a point. In these
works, the following affective states were regarded: concentrating (determined,
focused, interested); defeated (defeated, give up, sad), frustrated (angry, frustrated),
and triumphant (confident, excited, motivated, happy, victory). The classification
was performed using a multilayer perceptron network.

One of the well-known works is by Camurri et al. [16]. They examined cues
involved in emotion expression in dance. The results ranged between 31 % and
46 % for automatically recognizing four emotions, whereas the recognition rate for
the observers was considerably higher at 56 %. Berthouze et al. [48, 76] proposed
a system that could recognize four basic emotions based on low-level features
describing the distances between body joints. The system was tested on acted
postures that were labeled by groups of observers from different cultures. The model
built on observers that were from the same culture as most of the actors (Japanese)
reached 90 % recognition. Using the same set of postures, similar performances
were reached for observers from other cultures [48]. The same approach was used
to automatically discriminate between affective dimensions, with performances
ranging from 62 % to 97 %. Bernhardt and Robinson [8] built affect recognition
models for nonstylized acted knocking motions using Pollick et al.’s database [52].
Their model takes into account individual idiosyncrasies to reduce the complexity
of the modeling. After training, the classifier was tested on motion samples from
a single actor. The results showed a 50 % recognition rate without removing the
personal biases and 81 % with the biases removed. Picard’s studies [44, 45] examine
non-acted postures. Their multimodal system models a more complete description
of the body, attempting to recognize discrete levels of interest [45] and self-reported
frustration [44]. Of the input examined (facial expressions, body postures, and
game state information), the highest recognition accuracy was obtained for posture
(55.1 %). To conclude, most of the work has focused either on acted or stereotypical
body expressions (e.g., dance), with the exception of the work presented in [45]
and [44], where only a limited description of the body was considered. Low-level
features have been shown to provide high-recognition performance. What is still
lacking is an understanding of whether a similar approach can be used to create
recognition models that automatically discriminate between natural expressions
[88]. This is necessary to create automatic recognition systems that are usable in
real contexts.
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Haptics

Another mean widely used for feature acquisition in affective gaming scenarios is
haptic technology. Haptics are devices that exploit the sense of touch by applying
forces, vibrations, or motions to the user in order assist in the creation of virtual
objects in a computer simulation, to control such virtual objects, and to enhance the
remote control of machines and devices. The approaches that employed haptics in
BCI systems are relatively new. More precisely, the first approach that employed
haptics was presented in [62], in which the authors developed a low-cost and
compact force feedback joystick as a new user interface to communicate with a
computer. In order to achieve this, they adopted a joystick to create the illusion of
force to human hand. They intercepted the interrupts reserved for mouse, colormap
and keyboard input in a game and replaced them with a new interrupt service routine
in which force effects are added for the new PC video games.

The use of haptics has been noticeably increased during the last decade. In the
beginning it was used to aid people with disabilities. In [81] the authors presented
a variety of simple games using haptics. The first one was a painting program for
blind children, called ‘Paint with your fingers’. The player used a haptic device to
choose a color from a palette. Each color on the palette had an associated texture
that the user could feel when painting with it. By changing program mode the
user could feel the whole painting, and also print the painting on a colour printer.
Another game, ‘Submarines’ was a haptic variant of the well known battleship
game. The player had to feel 10 x 10 squares in a coordinate system. His/her
finger in the haptic device was a helicopter that was hunting submarines with depth
charge bombs. A third game, ‘The Memory House’ consisted of 25 pushbuttons
that produced a sound when pressed. The buttons disappeared when the player
pressed two buttons (using a haptic device) with the same sound in sequence. In
the Memory House the buttons are placed on five different floors. Between each
row of buttons the user can feel a thin wall that helps him to stay within one
set of buttons. Much later, in [29] the authors discussed feedback in pervasive
games and presented their work on Haptic Airkanoid, an extension to Airkanoid
using Haptic. Airkanoid is a ball-and-paddle game where the player hit bricks in
a wall with a ball. When a brick is hit, it disappeared and the ball was reflected.
When all bricks were cleared the player was advanced to the next level. A user
controlled paddle prevented the ball from getting lost. Graspable Airbats were used
as interfaces for controlling the virtual paddles. In [65] the authors presented a
Virtual Reality application of a game of billiard game that allowed the user to
interactively provide a force feedback by means of a commercial haptic interface.
The haptic device was used to simulate the skittle which the players used to hit the
balls. In [66] the authors introduced a haptic interface for brick games. They used a
haptic dial to add tactile feedback to enhance game effects in addition to visual and
sound effects. The user was able to change the position of the paddle by spinning
the dial knob while simultaneously feeling various tactile feedbacks according to
the game context. In [17] the authors discussed a multipurpose system especially
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suitable for blind and deafblind people playing chess or other board games over
a network, therefore reducing their disability barrier. They used special interactive
haptic device for online gaming providing a dual tactile feedback, thus ensuring
not only a better game experience for everyone but also an improved quality of
life for sight-impaired people. In [49] the authors created a multi-touch panel by
using multi-touch technology in order to construct a suitable game interface and
apply it to a game. In [90] the authors created a system model that helped dental
students memorize fundamental knowledge as well as the processes and techniques
in dental casting. To achieve that they have incorporated an Haptic interactive
device in wireless vibration feedback for more lively and diverse learning methods
in dental casting for learners. In [89] the authors measured playability of mobile
games by comparing two different types of haptic interfaces, namely hard and soft
keypad, for mobile gaming. In [37] the authors enhanced the open source Second
Life viewer client in order to facilitate the communications of emotional feedbacks
such as human touch, encouraging pat and comforting hug to the participating users
through real-world haptic stimulation. In [79] the authors presented a haptic system
for hand rehabilitation, that combined robotics and interactive virtual reality to
facilitate repetitive performance of task specific exercises for patients recovering
from neurological motor deficits. They also developed a virtual reality environment
(maze game) in which the robot applied force fields to the user as the user navigated
the environment, forming a haptic interface between the patient and the game.
In [85] the authors reviewed the history of input methods used for video games,
in particular previous attempts at introducing alternative input methods and how
successful they have been. In [80] the author presented a set of recommendations
for the more efficient use of haptic technology in computer interaction techniques
for visually impaired people and those with physical disabilities. In [58] the authors
proposed a situated communication environment designed to foster an immersive
experience for the visually and hearing impaired. More precisely they utilized an
input and output modality combination, using spoken keywords output, nonspeech
sound, sign language synthesis output, haptic 3D force-feedback output, haptic 3D
navigation, and sign language analysis input.

Wearable Games

Wearable games are games that employ specialized devices incorporating computer
and advanced electronic technologies. During the last decade, due to the rapid
progress of technology wearable devices have greatly attracted the interest of game
researchers/developers. More precisely, one of the first approaches reported was in
[11] in which the authors explored how computer games can be designed to maintain
some of the social aspects of traditional game play, by moving computational
game elements into the physical world. They constructed a mobile multiplayer
game, Pirates, to illustrate how wireless and proximity-sensing technology can be
integrated in the design of new game experiences. Pirates was implemented on
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handheld computers connected in a wireless local area network (WLAN), allowing
the players to roam a physical environment, the game arena. In [84] the authors
presented an outdoor/indoor augmented reality first person application, namely the
ARQuake, which was of the desktop game Quake in an attempt to investigate how to
convert a desktop first person application into an outdoor/indoor mobile augmented
reality application. A preliminary version of this work can be found in [21]. The
player wore the wearable computer on his/her back, placed the Head Mounted
Display (HMD) on his/her head, and held a simple two-button input device, a haptic
gun. In [2] the authors presented an example of how the gap between virtual and
physical games can be bridged using sensing technology from a wearable computer.
To this end they proposed Unmasking Mister X, a game which incorporates sensor
data from all the players. Each player was equipped with a sensing device and a
personal digital assistant (PDA) (palmtop computer) or a head-mounted display.
The game was played by walking around and approaching people to find out who
is Mister X. In [35] the authors conducted an initial experiment with inexpensive
body-worn gyroscopes and acceleration sensors for the Chum Kiu motion sequence
in Wing Chun (a popular form of Kung Fu). In [20] the authors described the efforts
on designing games for wearable computing technology taken by the 23 students of
the project PEnG—Physical Environment Games. In [9] the authors used a Global
Positioning System (GPS) device to extract the coordinates of the players position
and create a game that explored the ability of one player competing with the others.
The developed game was based on Dune 2 [83] in which the players fight for the
dominance of a resource rich desert planet Dune.

Affective Evaluation of Players

Another important issue in affective gaming is the affective evaluation of players,
closely related to the so-called player experience. The term player experience is
quite ambiguously defined as the interaction with a game design in the performance
of cognitive tasks, with a variety of emotions arising from or associated with
different elements of motivation, task performance and completion, or as the
structures of player interaction with the game system and with other players in
the game. Its goal is to provide a motivating and fun experience for the player.
Gameplay experience consists of three factors: the game quality (game system
experience), the quality of player interaction (individual player experience), and the
quality of this interaction in a given social, temporal, spatial or other context. Game
system experience is controlled by game developers through software and game
testing. Individual game experience can be assessed through psychophysiological
player testing [36], eye tracking [4, 75], persona modeling, game metrics behaviour
assessment [5], player modelling [86], qualitative interviews and questionnaires
and Rapid Iterative Testing and Evaluation. Player context experience is assessed
with ethnography, cultural debugging, playability heuristics, qualitative interviews,
questionnaires and multiplayer game metrics [25]. Martinez and Yannakakis in
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[55] argue that, when trying to assess which of the game levels that the player
went through was more fun, interesting or less frustrating, questionnaires should
compare game levels, instead of directly rating them. This approach has been shown
to eliminate subjectivity across ratings from a particular player and from across
different players who fill in the questionnaires and was put to use while recording
the Platformer Experience Database (PED) [46], one of the few freely available
datasets which combines visual, affective and game behaviour data.! In [25] the
authors proposed an approach that formalizes the creation of evaluating methods as
well as a roadmap for applying them in the context of serious games. They focused
on physiological and technical metrics for game evaluation in order to design and
evaluate gameplay experience. In [59] the authors extracted psychophysiological
recordings of electrodermal activity (EDA) and facial muscle activity (EMG) and
combined them with a Game Experience Questionnaire (GEQ) in order to measure
reliably affective user experience (UX). They also introduced sound and music
control in order to measure its influence on immersion, tension, competence, flow,
negative affect, positive affect, and challenge. More recently, in [10] the author tried
to understand engagement on the basis of the body movements of the player and
connect it with the player’s engagement level and affective experience.

Affective Interaction in Games

As mentioned in the previous Section, players interaction constitutes an important
factor in measuring gameplay experience. To this end, various approaches have
been proposed to measure the affective interaction in games. More precisely, in
[54] the authors presented a method of modeling user emotional state, based on
a users physiology, for users interacting with play technologies. Their modelled
emotions captured usability and playbility, and exhibited the same trends as reported
emotions for fun, boredom, and excitement. In [53] the authors extended their
previous work in order to model emotion using physiological data. They proposed
a fuzzy logic model that transformed four physiological signals into arousal and
valence and a second fuzzy logic model that transformed arousal and valence
into five emotional states relevant to computer game play: boredom, challenge,
excitement, frustration, and fun, proposing in that way a method for quantifying
emotional states continuously during a play experience. In [82] authors introduced
the Koko architecture, which improved developer productivity by creating a reusable
and extensible environment, yielded an enhanced user experience by enabling
independently developed applications to collaborate and provided a more coherent
user experience than currently possible and enabled affective communication in
multiplayer and social games. The Siren game [92] utilised affective information
in two ways: directly, via questionnaires filled-in by players during gameplay and

"Database available at http://institutedigitalgames.com/PED/
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after each game turn, and via web cameras which estimated facial expressions. In the
first case, players self-reported the perceived level of conflict, when trading virtual
resources with other players; an objective of the game was to maintain perceived
conflict levels between pre-set minimum and maximum values, so as to engage and
not frustrate players, so this information was used to procedurally generate game
quests predicted to fulfil that requirement. Similarly, facial expressions and cues
(e.g. visual attention [4]) were used to estimate player involvement in the game,
when associated with player behaviour (progress in the game and completing the
game quests).

Existing Commercial Games

In this Section we will discuss existing commercial games that use the physiological
and neurological cues measured using the sensors presented above. The commercial
affective games that have been developed include the following:

* Bionic Breakthrough (Atari 1983), a bounce the ball into a brick wall game. The
player wears a headband on his head whose sensors are supposed to pick up any
facial movements or muscle twitches, in order to control the movements of the
paddle and use is as input instead of an ordinary joystick.

* Missile Command (Atari 1980), in which the player has to destroy moving
targets. The heart beat rate of a player is measured and used to change the nature
of the challenge the game presents. The aim is to keep engagement within an
optimum range.

* Oshiete Your Heart (Konami 1997), a Japanese dating game. The heart beat rate
and sweat level of a player is measured. The goal is to use the measurements in
order to influence the outcome of a date.

o Zen Warriors, a fighting game where players have to calm and concentrate in
order to perform their finishing move.

* Left 4 Dead 2 (Valve 2008) a first person shooter video game, where the player’s
stress level, measured as the electric response of the player’s skin, determines the
pace of the game. The goal is to make the game easier if the player is too stressed.

e Nevermind (Flying Mollusk 2015) is a horror game that lets you use biofeedback
to affect gameplay and make the game scarier.

e Journey to Wild Divine (Wild Divine 2005) a biofeedback video game system
promoting stress management and overall wellness through the use of breathing,
meditation and relaxation exercises.

o Throw Trucks With Your Mind (Lat Ware 2013) a first-person puzzler in which
players must use a combination of concentration and mental relaxation to pick
up objects, and throw them at enemies, obstacles and other players.
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Affective Gaming Scenarios and Challenges

In this Section we will first examine new gaming scenarios and present some of their
applications. We will also elaborate on the challenges that such scenarios raise.

Affective Gaming Scenarios

The future in affective gaming lies in sensorless systems that will enable the system
to extract the players’ behavioural clues without employing specialized equipment.
In that way the issues raised regarding the realistic immersion of the players in
the gaming scenario are resolved, as the players are now free to act as they wish,
not being constrained by sensors that limit their actions. Below we present three
such scenarios in detail. More precisely, we begin with the special case of these
scenarios that involves a group of people residing in the same space and proceed
with a scenario that allows the use of such games from players with special needs.
The most general case involves any kind of players that do not reside in the same
space. In more detail:

* The first scenario is that of a game played among a number of players residing in
the same space. The aim is to enable the players interaction and recognize human
behaviour in an individual and social group level. The players under examination
play with a games machine (for example Microsoft Kinect [57]). For such a
scenario, a number of low cost cameras (RGB and depth) is used to create a
multicamera scenario in which the entire scene (360°) is recorded. In that way,
several issues raised by occlusions (either due to space limitations or caused by
the co-existence of many people in the same space) and clutter are tackled as the
information from different viewpoints is provided. Computer vision techniques
are applied to extract and efficiently recognise each player’s facial expressions,
body pose and actions, in order to properly fuse them and acquire each player’s
emotional state. The extracted emotional state, recognized within an action
context, is then combined with the behavioural patterns exhibited by the rest of
the group to define the possible interactions of the groups members, as well as the
relationships formed among them, exploiting simultaneously the time dynamics.
The individual actions and emotional state, as well as the group interactions and
relationships are used to predict future individual actions and emotional states,
but also subsequent groups behaviour. Those behavioural cues are then used to
alter the gameplot and offer a more realistic and satisfactory gameplay.

¢ The second scenario is derived from the first one, if we consider now that the
players may be constricted by physical limitations, as in the case of players
with special needs (for example a person being in a wheelchair). In such a case
the players are not free to act as they wish, but are constrained by the use of
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specialized equipment that will allow them to freely navigate in space. In such
cases, wearable devices have to be included in the scenario. For example, the use
of HMDs and PDAs will enable us to extract the player’s position in the game,
in order to model more effectively the interaction among players. Moreover,
possible occlusions and clutter have to be modeled in a different way, so as to
take under consideration the existence of a wearable device. Furthermore, such
a device may obscure part of the face/body from the cameras. Therefore, the
behavioural cues extracted from the player’s visible body parts, as well as his/her
actions should be emphasized to compensate for the lack of other missing input
feature sources. Due to physical limitations being imposed, the actions may be
restricted, thus making affect recognition especially important. Moreover, the
techniques that will be used to fuse the available sources of information should
be able to weight the available sources taking under consideration the constraints
having been imposed by the players needs. For example, in a games scenario in
which the players are in a wheelchair, thus having their actions restricted, the
effect emotions have in the gameplot, gameplay and game outcome should be
emphasized.

The third scenario is the general case of the two previous scenarios, lifting all
possible space limitations appearing in a game. The players in such a scenario
can be of any kind (with or without special needs), while most importantly, may
or may not reside in the same space. It will be possible, for example, for players
to be in their own living rooms while playing. Therefore the game should be now
able to construct a virtual environment in which all players will be effectively
immersed and in which they will be able to freely interact with each other.
“Virtual” space limitations in terms not only of occlusions and clutter, but also
of space limitations due to the use of wearable devices have to be imposed by the
system. The game should be therefore able to not only recognize each players
emotional state, but also combine their physical presence in a virtual world,
thus reconstructing an environment in which each player’s actions will affect
the entire group not only emotionally, but also in a physical way. The players,
although being in different for example rooms should experience the feeling
of being a part of the same virtual environment, in order to ensure maximum
immersion. Summarizing, the role of affect recognition in such a scenario
will be of greatest importance, as the possible actions/interactions/relationships
observed will be controlled by the game through the recognized emotional states.

schematic representation of the proposed scenarios is depicted in Fig.4.2.

Summarizing, we can see that the need of incorporating affective gaming in modern
control of games is crucial, not only for the simple cases (first scenario) but for more
elaborated ones (second and third scenarios) in which the physical presence of a
player is limited or not even required. However, typical computer vision techniques
do not suffice for such applications, as several issues are raised that remain to be
solved. In the next Section we elaborate on the issues raised in such scenarios in
detail.
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- First scenario
------ Second scenario
------ Third scenario
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Fig. 4.2 A diagram of the three scenarios

Affective Gaming Challenges

Several issues have to be tackled in affective gaming scenarios in order to achieve
a realistic interaction of the player with the game. Regarding the first and simplest
scenario, in an individual level, the first step involves the real-time detection of a
player and of his/her body parts. Additionally, the problem of recognizing his/her
actions and emotions has been widely studied in the past, but involving a set of
predefined classes under examination. Therefore, the introduction of spontaneity, as
the player may express himself/herself in any way that he/she wishes, constitutes
an extra challenge. Moreover, the proposed scenario employs many cameras so as
to extract information from different viewpoints. Although the information from
different viewpoints aids in correctly detecting the player and recognizing his body
pose and emotions, finding efficient methods to fuse those pieces of information
remains an open problem. In a group level, the goal is to extract the social group
behaviour. Several extra challenges exist, for example several occlusions due to
space limitations but also to the presence of many people in the same space. The free
interaction among the players and the way that affects their subsequent emotions
and states is also a novel field of research. After having efficiently recognized the
emotional state of each individual player within an action context as performed in
the single-player game scenario, the next step is to study the players as members of
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a social group, that is to identify the way each player interacts with each other and
also to identify relationships built within this interaction framework. For example,
do a player’s actions reveal a friendly/aggressive mood towards the other players?
Can we use the player’s actions to predict subsequent actions? When it comes to the
whole group, do players choose a leader, even subconsciously, whom they tend to
mimic? Are cohesion (i.e. tendency of people to form groups) relationships formed?
How are all of the aforementioned interactions and relationships developed in time?
Can we exploit the information their dynamics have to offer?

Regarding the second scenario, several issues are raised by the use of wearable
devices. First, the wearable device can obscure a significant part of the face/body.
Moreover, its presence may lead the player to exhibit unusual behavioural parts
due to the, even subconscious, limitations imposed by the use of the device. This
also affects the interaction among players and of course their subsequent actions.
Therefore novel methods to model and predict those behavioural patterns have to be
proposed.

The problem becomes more complicated for the third scenario, in which space
limitations are eliminated. The players may not now be limited by the presence
of other players, since they may not reside in the same space. The game however
should be able to ‘combine’ the presence of multiple players in one ‘virtual’
environment, in which their interaction will be possible. And of course, this has
to be performed in a realistic way, so as to ensure maximum immersion to the game,
offering at the same time a better gameplay experience.

Summarizing, as we can see, such scenarios involve many interdisciplinary
fields. Besides the obvious computer vision techniques that have to be employed
in order to extract behavioural cues, input from psychologists has to be provided.
More precisely, input from psychologists is required in order to properly define
the scenario under examination in terms of the emotions and actions that are more
likely to be observed during the game (emotions and personality traits). Which is
the role that the expressed emotions play in the overall gameplay experience? How
realistic should the expressed emotions be in order to maintain player engagement?
The pool of possible interactions among the players as well as the relationships
that they are most likely to form while in the game should also be defined. Which
modalities (speech, gestures, facial expressions) should be used and to which
should the game emphasize? How should the gameplay be adopted to the players
affective states? Input from psychologists is also required to extract the ground
truth concerning the emotional state of each player and to explain the way it affects
his/her actions as well his/her interactions with other players and the relationships
built among them as member of a social group. The challenging nature of the
proposed scenarios regarding behaviour understanding, in combination with the
scarcity of available datasets, constitutes the proposed research a novel field, even
for psychologists.
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Applications of Affective Games

Creating games that will be able to understand the players’ emotional states and
actions will enable the creation of games in which the progression of the gameplot
will correspond to the players needs, thus ensuring more realistic and satisfactory
gameplay experience. More versatile ways of human computer interaction will be
developed and more player-friendly applications will be addressed. Indeed, such
gaming scenarios can be widely applied to many fields leading to applications that
greatly enhance the interaction of the players with the games. More specifically
some possible applications include:

* Serious games, that is games with an initial purpose other than pure entertain-
ment, usually used to teach something to the player. They are especially useful in
helping younger players develop collaborative skills, while engaging their focus.
They are used to teach math, language, science, social skills [92], etc. Moreover,
they can be massively used in “virtual” universities, providing education through
electronic media (typically the Internet). They offer flexibility to students that
cannot attend physical courses due to distance or require flexible time schedules.
This type of games also includes training games. A typical example is the
earthquake simulation games, in which the player learns how to safely evacuate
a building in the case of an earthquake [87].

* Multimedia annotation via games, enabling players to implicit tag multimedia
content, aiming at providing fast and accurate data retrieval. The annotation of
multimedia data can be performed using either the typical way (text tags) of by
using the players nonverbal reactions (e.g., facial expressions like smiles or head
gestures like shakes, laughter when seeing a funny video etc.) [64].

» Entertainment, that is for the production of interactive applications or virtual
worlds, in which realistic avatars exist. These can be used not only in games,
but also for movies production. The entertainment industry is greatly affected by
games and vice versa.

Conclusions

The existing games scenarios seem to have undergone a major transformation
through the past 5 years, due to the recent technological advances that allow for
robust, sensorless and real-time interaction of the players with the game. Indeed
old-fashioned games required from the player to use a specialized input device in
order to interact with the game. The player had a non-existent, in reality, feeling of
controlling the game, even though the game plot and game responses to him/her
were predefined. In order to create more realistic games in which the player’s
emotional state/actions/needs would be used to progress the gameplot and alter the
gameplay experience accordingly, several more elaborated methods were proposed.
The interest of the scientific community has been shifted towards affective gaming
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during the last few years, as the incorporation of affect recognition in games
scenarios allowed for a more realistic gameplay experience for the players. In this
paper we elaborated on the existing approaches regarding affective computing and
discussed the recent technological advances that progressed the field. We reviewed
the different sources of acquiring affect information and investigated issues that
arise in affective gaming scenarios, such as the affective evaluation of players and
the affective interaction in games. We presented the e existing commercial affective
gaming applications and introduced new gaming scenarios. Last, we discussed about
the challenges that affective gaming scenarios have to tackle in order to achieve a
more realistic gameplay experience.
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Chapter 5
Emotion Modelling via Speech Content and
Prosody: In Computer Games and Elsewhere

Bjorn Schuller

Abstract The chapter describes a typical modern speech emotion recognition
engine as can be used to enhance computer games’ or other technical systems’
emotional intelligence. Acquisition of human affect via the spoken content and
its prosody and further acoustic features is highlighted. Features for both of these
information streams are shortly discussed along chunking of the stream. Decision
making with and without training data is presented, each. A particular focus is
then laid on autonomous learning and adaptation methods as well as the required
calculation of confidence measures. Practical aspects include the encoding of
the information, distribution of the processing, and available toolkits. Benchmark
performances are given by typical competitive challenges in the field.

Introduction

The automatic recognition of emotion in speech dates back some twenty years by
now looking back at the very first attempts, cf. e.g., [9]. It is the aim of this chapter
to give a general glance ‘under the hud’ how today’s engines work. First, a very
brief overview on modelling of emotion is given. A special focus is then laid on
speech emotion recognition in computer games owing to the context of this book.
Finally, the structure of the remaining chapter is provided aiming at familiarising the
reader with the general principles of current engines and their abilities, principles,
and necessities.

Emotion Modelling

A number of different representation forms have been evaluated, with the most
popular ones being discrete emotion classes such as ‘anger’, ‘joy’, or ‘neu-
tral’ — usually reaching from two to roughly a dozen [51] depending on the
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application of interest —, and a representation by continuous emotion ‘primi-
tives’ in the sense of a number of (quasi-)value-continuous dimensions such as
arousal/activation, valence/positivity/sentiment, dominance/power/potency, expec-
tation/surprise/novelty, or intensity [43]. In a space spanned by these axes, the
classes can be assigned as points or regions, thus allowing for a ‘translation’ between
these two representation forms. Other popular approaches include ragging by allow-
ing several class labels per instance of analysis (in case of two, the name complex
emotions has been used), and calculating scores per each emotion class leading to
‘soft emotion profiles’ [32] — potentially with a minimum threshold to be exceeded.

Besides choosing such a representation of emotion, one has to choose a temporal
segmentation from, as the speech needs to be segmented into units of analysis. This
analysis itself can be based on the spoken content or the ‘way of speaking’ it in
the sense of prosody, articulation, and voice quality as the acoustic properties. As
these two information streams tend to benefit from different temporal levels, one
can choose different lengths of these units, accordingly.

Emotion and Games

It is generally believed that taking players’ emotion in computer games into account
possesses great potential for improved game-play and human behaviour feedback,
in particular in ‘serious games’ [20, 46]. However, few games up to this point make
use of the ability to recognise emotion from speech. This is likely owing to the fact
that (1) games are not often controlled by speech, yet — however, a number of games
already use this option and notably the Microsoft Xbox One console is offering
speech control in many games via its Kinect interface; and (2) if no headset is used,
games’ and environmental audio can pose additional challenges to the use of this
modality as compared, e.g., the use of bio-sensors.

Besides the commercial game “Truth or Lies”, some examples of games that
consider affect and emotion recognition in speech in research prototypes include
[24, 29], and in particular several games for children [62, 63], especially with
autism spectrum condition [35, 48] — often centred around emotion as a concept
itself. Related to games, affect and emotion recognition has also been considered
in educational software [26, 27]. Interestingly, also the emotion of the voice of the
virtual characters of a game has been recognised automatically [38] showing that
this is feasible as well. Games have, however, also been used to elicit emotion when
collecting speech data ‘coloured’ by affect for training and evaluation of models
[22, 23, 41, 53]. This makes it evident that, there is indeed ‘a lot of emotion’ in
computer gaming that should best be captured by the game engine.

Further, a number of games exploit other modalities such as physiological
measurement for emotion recognition, e.g., the “Journey to the Wild Divine”
as a commercial example; other examples include mostly research prototypes
[5, 19, 24, 34]. Further modalities used for emotion recognition in games include
touch interaction [17], and facial expression and body gestures [48].
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The remainder of this chapter is structured as follows: In section “Speech Con-
tent”, we will be dealing with the recognition of emotion from the speech content,
i.e., from the spoken words; then, in section “Prosodic and Acoustic Modelling”
we will be considering the prosody and acoustics of the spoken words to the same
end. In both of these sections, we will follow the typical chain of processing in
pattern recognition systems by going from the denoising preprocessing to the feature
extraction — both aiming at reaching a canonical representation of the problem of
interest, usually coming at a reduction of information. Then, based on the reached
representation, a decision can be made either without ‘training’ of a model from
data, e.g., by rules such as “IF the words ‘fun’, ‘sun’, (...) are used” or “IF pitch
increases and speed increases, THEN assume joy”. Alternatively, as decisions are
often much more complex, machine learning algorithms such as support vector
machines (SVM) or neural networks (NNs) are the typically seen solutions. In
section “Integration and Embedding”, we will deal with practical issues when it
comes to embedding ‘speech emotion recognition’ (SER) in an application, software
system, or more specifically computer game. This includes the fusion of textual and
acoustic cues, available tools ready to be used ready to ‘plug and play’, benchmarks
on popular databases, distributed processing, confidence measures, adaptation and
self-learning, and encoding of the emotion information. Then, to conclude, a
summary will be given naming some existing ‘white spots’ in the literature that
should best be filled sooner rather than later if SER is to be used widely in computer
games and other real-world products.

Speech Content

We tend to express our emotion in the words we choose. Not only is this true for
the words themselves, but also for their ‘part of speech’ (POS) classes such as
noun, verb or adjective. The latter means that depending on the emotion, different
frequencies of the POS classes can be observed. In fact, also semantically higher
‘tagging’ of words such as ‘first person pronoun’ or ‘about religion’ (such as
‘Christ’, ‘Jesus’, ‘holy’, ‘Lord’, etc.) may reveal the affect ‘of the moment’. At the
same time, the level of control by an individual for regulation or masking of this type
of affective information is usually high, i.e., we are trained to choose these words
different from our emotion in case we want to hide our feelings. In the following,
let us take a look on how to model emotion in such a way that the described speech
content can be exploited.

Speech Recognition and Emotion

One bottleneck in exploiting spoken or written words for the recognition of emotion
of players or in general is that these need to be recognised in the first place. Even if



88 B. Schuller

they should be typed rather than spoken, such as by a keybord or a game console,
some preprocessing is usually necessary to ‘correct” misspelling, dialects or remove
or handle special characters, while ensuring not to lose relevant information such
as ‘smileys’ as “:)” or “:-(” and alike. This is often handled by allowing for a
certain Levenshtein distance (the minimum number of operations out of insertion,
deletion, and substitution to match the observed word with one known by the
computer — usually calculated by dynamic programming) or look-up dictionaries
for different spellings. Luckily, automatic speech recognition (ASR) has matured
impressively in recent time to the degree where it is available on even very low
resource devices, smart phones, game consoles such as the XBox One via its Kinect,
or even modern TV sets such as the Samsung UE46F7090 and alike. These ASR
engines are, however, mostly focused on the recognition of (a few) keywords at
a time depending on the current context. This comes, as robustness is particularly
required as when gaming at home, the sounds and music as well as non-player-
character (NPC) voices interfere; when playing on mobile devices, ambient noises
and ever-changing reverberation patterns have to be coped with. This allows to either
use an additional continuous speech larg(er) vocabulary ASR engine alongside —
even if at lower requirements in terms of robustness — or to limit the emotion analysis
to a few affective keywords. Surprisingly, it seems as if even lower accuracies of the
ASR engine can be sufficient to be able to capture the emotion of the words [30] as
long as the affective keywords are not lost or ‘changed’ to another affective context.

Besides the recognition of verbal units, also non-verbal units such as laughter or
sighing and hesitations bear information on the emotion of a speaker. Their recogni-
tion can be handled within the ASR process, but is often executed individually, such
as in [6]. Independent of that, the information of verbal and non-verbal tokens can
be handled commonly such as in “this is really <laughs> funny!”.

Textual Features

In order to represent text in a numerical representation form, there is a need for
segmentation of the word or text stream at first, potentially followed by re-tagging of
the words, and an optional representation in a vector space. The last choice depends
on the type of decision making.

Tokenisation and Tagging

A first step is — similar to the processing of an acoustic speech signal as described
later — the tokenisation in the sense of a segmentation. Typical approaches to this end
include sequences of N characters or words, the latter usually delimited by spaces
or special characters when considering written text. Such sequences are known as
N-grams, or character N-grams and word N-grams, respectively. Typical lengths of
sequences are roughly three to eight characters or one to three words [47].
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Either before or after this tokenisation, a (re-)tagging of the tokens can take
place. Above, POS classes and higher semantical classes were named already.
Besides, stemming is a popular way of re-tagging tokens in order to cluster these
by their word stem. An example would be “stems”, “stemming”, or “stemmed” re-
tagged as “stemX”. This increases the number of observations of words of the same
stem and likewise allows to train more meaningful models as long as the different
morphological variants indeed do not represent different emotional ‘colourings’.
Differently tagged variants of the text can be combined, to combine different levels
of information and highlight different aspects, such as the original ‘fine grained’
words (usually in the order of some thousand different entries) alongside their
semantic classes (rather in the order of a few hundreds) alongside their POS classes
(rather some tenths).

Vector Space Modelling

In order to reach a feature representation in terms of a vector of numerical variables
that allows, e.g., for the calculation of distances between such vectors belonging to
different phrases, a popular approach is to count the frequency of occurrence of each
token in the text of analysis. This is known as term frequency modelling [21]. Then,
a feature vector is constructed by using one such feature per entry in the ‘vocabulary’
of known different tokens. As most texts of analysis will consist of very few words
when dealing with analysis of spoken language in search of affective cues, the
feature vector will accordingly contain mostly zero values. Different variants exist to
normalise such a term frequency feature vector, such as using the logarithmic term
frequency, dividing by the number of tokens in the text of analysis or by the number
of occurrences as seen in the training material. However, it has repeatedly been
observed that, given a large database for training of a machine learning algorithm,
the effect of different such ‘normalisation approaches’ is comparably minor [47],
and even a simple boolean representation of the term frequency can be efficient and
sufficient when dealing with short phrases.

Zero-Resource Modelling

Without data to train from, emotion can be recognised from text thanks to a richer
number of available affective dictionaries and other related knowledge sources such
as ConceptNet, General Inquirer, or WordNet [31, 47]. Usually, one ‘looks up’ the
words in the text of analysis in the according knowledge resource and computes a
score per emotion or a value for an affect dimension according to the entries in these
knowledge sources. Alternatively, one computes the distance in the resource to the
affective tag(s) of interest, e.g., the distance in a word relation database between
“sun” and “happniess” or alike.
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Learning

Alternatively, one can train standard machine learning algorithms on annotated text.
Most popular solutions include SVMs due to their ability to handle large feature
spaces. Depending on the feature representation of the text, these can have several
thousand entries.

Prosodic and Acoustic Modelling

Let us now have a look at the speech signal by exploiting ‘how’ something is being
said.

Speaker Separation and Denoising

Considerable progress had been made over the last years in (blind) audio source
separation allowing for high(er) quality separation of a speaker even in adverse
acoustic conditions or even in the presence of other overlapping speakers. Some
interesting approaches include a range of variants of Non-Negative Matrix Fac-
torisation (NMF) [59] or the usage of (recurrent) neural networks (preferably with
memory [60]) to estimate clean from noisy speech or at least ‘clean’ features derived
from noisy speech. In the luxurious case of availability of several microphones
such as in a microphone array, e.g., four in the case of Microsoft’s Kinect sensor,
Independent Component Analysis (ICA) or derivatives can separate as many sources
as microphones with a very high quality. One can also mix single- and multi-
microphone approaches, e.g., by ICA-NMF hybrids. Most of these approaches
target additive noise, however, also convolutional artifacts such as by reverberation
due to a changing room-impulse response in a mobile setting can be handled —
again, data-driven approaches have lately become very powerful in this respect
[60]. Surprisingly few works have investigated the usage of speaker separation for
the recognition of emotion (e.g., [59]) from speech as compared to those works
considering it for ASR. Interestingly, such separation also allows for recognition of
group emotion.

Prosodic and Acoustic Features

Prosody is usually summarised by three feature groups: intensity, intonation, and
‘thythm’. Whereas in emotional speech synthesis, these are mostly focussed upon,
in the recognition, also further acoustic features are of crucial relevance. In terms of
being most descriptive, voice quality is to mention next. This includes the harmonics
to noise ratio, the jitter and shimmer — micro pertubations of pitch and energy,
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and other aspects describing the quality of the voice such as breathy, whispering,
shouting, etc. Finally, a rich selection of further spectral and cepstral features is
usually considered, such as spectral band energies and ratios — often presented in
a manner closer to human hearing sensation such as mel frequency and auditory
spectrum coefficients — or formants, i.e., spectral maxima described by position,
amplitude, and bandwidth — usually in the order of the first five to seven.

The above named features are usually computed per ‘frame’ after windowing the
speech signal with a suited function such as a rectangular function for analysis in
the time domain and a smooth function such as Hamming or Hanning (basically, the
positive half wave of a cosine signal) or Gaussian (allowing to come closest to the
Heisenberg-alike time-frequency uncertainty resolution optimum). A typical frame
length then is around 20-50 ms, with a frame shift of around 10 ms resembling a
feature sampling frequency of 100 frames per second (fps) at this so called ‘low
level’ — overall one thus speaks of low-level descriptors (LLDs) at this point. To add
to the feature basis, further LLDs can be derived from the original contours such
as by calculating delta regression or correlation coefficients. Based on the LLDs,
statistical functionals are then mostly applied to lead to a supra-segmental view —
emotion is a usually better modelled at a feature-level for a window of analysis of
around 1 s [45] depending on the LLD type. These functionals project a LLD onto
a single value per ‘macro’ time frame (fixed length or semantically or syntactically
meaningful such as per word or phrase). Typical functionals include the lower order
moments such as mean, standard deviation, kurtosis, skewness, or extrema, such
as minimum, maximum, range, percentiles, segments, or even spectral functionals.
This process can be carried out systematically leading to a brute-force feature
extraction: First, LLDs are extracted — then, per LLD derivations are produced.
Next, for each of the overall LLDs — be it original or derived — the same functionals
are computed — potentially even hierarchically such as the mean of maxima or the
maxima of means. This can also be considered across different window lengths
or cross LLD, thus easily leading to a feature basis of several thousand features.
Usually, one then carries out a data-driven feature selection to reduce the space
to a few hundred or even less features. Over the years, sufficient experience was
gained to formulate recommendations for such compact feature sets. However, as
the emotion representation and type targeted can vary considerably, it may be worth
to adapt the feature set to a specific task or domain and culture (cf. also below).
Also, one can execute a controlled brute-forcing, thus not necessarily producing
all possible LLD/functional/(functional) combinations (which can sometimes be
meaningless as the minimum pitch value which is often simply zero), but rather
searching in the space of possible combinations in a targeted way by combining
expert knowledge and brute-forcing efficiently [33].

More recently, unsupervised learning of features has been considered as an
alternative of expert-crafted or brute-forced descriptors. This comes often in com-
bination with ‘deep learning’ approaches [25, 57] based on (sparse) auto-encoders
or similar. An interesting ‘conventional’ method for unsupervised acoustic feature
generation is the Bag-of-Audio-Words variant. It is similar to the Bag-of-Words
modelling described above for linguistic content features. However, it produces
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the ‘audio words’ in unsupervised manner by vector quantisation over some (often
raw) acoustic representation such as in the spectrum, e.g., by k-means clustering or
similar. Then, frequency of occurrences of these audio words are counted.

Zero-Resource Modelling

As opposed to the linguistic exploitation of the spoken content, there exists
practically no acoustic SER engine that is based on (human-readable) rules that
have not been learnt from data by a machine learning algorithm. This does, however,
not mean that it is not possible to implement what is known from the literature on
how speech changes depending on the emotion, such as in [40]. It rather means
that usually, the task is of non-linear and complex nature and a few rules will not
suffice. However, the advantage of not needing training data seems obvious: such
a model will not be biased by the chracteristics of the speakers contained in the
training data — may it be their gender, age, social class, origin, culture, or simply
their co-influencing states and traits at the time of the recording of the training data.
For example, in serious gaming for specific target groups such as young individuals
with Autism Spectrum Condition [48], training data may be so rare and the variation
of the deviation from the ‘typical’ so large that it can be more promising to rely on
a few basic rules.

An interesting alternative version in case of limited availability of (labelled)
human speech samples is the synthesis of training material [52]. Given a high quality
speech synthesiser that can produce speech in different emotions, one can produce
sheer infinite amounts of training material for an emotion recogniser. As such a
speech synthesiser is often given in computer games, this may be a promising road
in affect recognition for gaming or dialogue systems. Obviously, one can combine
synthesised speech with human speech in training of classifiers often leading to an
additional gain in performance.

Learning

There are at best trends visible which machine learning algorithms are preferred
in the literature, as in principle, both, ‘static’ algorithms (with a fixed feature
dimension and stream/time series length) as well as ‘dynamic’ algorithms (that
can cope with time series of unknown length) can be used [50]. This depends
on the feature representation of choice: the functional representation is usually
modelled by static approaches, whereas the ‘raw’ LLDs are best modelled by
the dynamic alternative [50]. Popular static approaches include SVMs, NNs, and
decision trees, but also more simple solutions such as k-Nearest Neighbours (kNN)
and related distance-based solutions, or naive Bayes and related simple statistical
considerations. As for static approaches, Hidden Markov Models (HMMs) and more



5 Emotion Modelling via Speech Content and Prosody 93

general Dynamic Bayesian Networks or Graphical Models prevail over distance-
based alternatives such as Dynamic Time Warping (DTW). Noteworthy, recent
trends include the usage of deep learning [25, 57] and specifically of long-short-
term memory-enhanced (LSTM) recurrent NNs [61]. This comes, as the first offer
the ability to learn feature representations in an unsupervised manner (as outlined
above) which seems attractive in a field where the optimal feature representation is
highly disputed. The latter, i.e., the LSTM paradigm, has the charm of providing the
additional learning of the optimal temporal context. Again, a valuable asset, as the
optimal temporal context for emotion recognition from speech and the best ‘unit of
analysis’ such as fixed length frames, voiced or unvoiced sounds, syllables, words,
sequences of words or whole speaker turns is also highly disputed [44, 49].

Integration and Embedding

In this section, we will deal with practical aspects of ‘putting SER in there’ (i.e.,
embedding an emotion recogniser in a software system) where ‘there’ can be a
computer game, a (software) application or in principal various kinds of technical,
computer, and software systems.

Fusion

Obviously, it will be of interest to exploit both — the spoken content and the way it
is acoustically expressed — rather than only any individual aspect of these two. In
fact, they provide different strengths when considering emotion in the dimensional
model: The words usually better reflect valence aspects, the prosody and acoustics
arousal.

The integration of these two cues can be executed either by combining the
features before the decision (‘early fusion’) or after the individual decisions for
content and prosody/acoustics (‘late fusion’), e.g., by a weighted sum of scores or
another classifier/regressor or similar. Further approaches have been investigated
such as fusion by prediction, but remained a fringe phenomenon in this domain up
to this point.

Available Tools

A number of tools exist that are free for research purposes and often are even open-
source.

For modelling emotion and affect via prosody and acoustic features, the openS-
MILE [15] package provides a ready to use solution of voice activity detection
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and speech signal segmentation, feature extraction, and classification/regression
including pre-trained models for an instant setup of an online emotion recogniser.
However, it is mostly focused on acoustic/prosodic analysis. A similar tool is
described in [58].

For modelling via spoken content analysis, one needs to ‘put together’ one of the
manifold automatic speech recognition engines available these dates such as HTK,
Julius, Sphinx, etc. and then plug it into openSMILE or Weka [18], etc., for feature
computation and machine learning.

Obviously, further tools exist — in particular for labelling of emotional speech
data, e.g., [7] — that could not be mentioned here due to space restrictions.

Data and Benchmarks

Luckily, a richer number of affective speech and language resources is available
these days, albeit only few are ‘sufficiently’ large covering different age groups,
and realistic spontaneous emotion. For many languages and cultures, emotionally
labelled speech data is unfortunately still missing. Here, only those data that have
been featured in a research competition will be named as examples, as they provide a
well-defined test-bed and benchmark results are available. These are the FAU Aibo
Emotion Corpus (AEC) as was featured in the first comparative public emotion
challenge ever — the Interspeech 2009 Emotion Challenge [50]. AEC contains
children speech in two or five emotion categories in realistic settings — the best
results reached in the Challenge were 71.2 % (two classes) and 44.0 % (five classes)
by fusion of the best participants’ engines. In 2013, emotion was revisited by the
series of challenges in the computational paralinguistic domain by the GEMEP
corpus [51]. While it contains enacted data in an artificial syllable ‘language’, this
time 12 classes were targeted with the best result reaching 46.1 %. Another series is
the Audio/Visual Emotion Challenge (AVEC) series that has in its so far five editions
seen three different databases which are available for research and testing: the
AVEC 2011/2012 corpus was based on the SEMAINE database; AVEC 2013/2014’s
featured AVDLC depression data, and the RECOLA database [37] is featured in
AVEC 2015. These are usually larger by an order of magnitude and all labelled in
time and value-continuous arousal and valence, and partially further dimensions or
classes. A number of further related challenges includes, e.g., [12].

Distribution

The recognition of emotion from speech can usually be done (1) in real-time, and
(2) at ‘reasonable’ computational effort thus (3) allowing for processing on the
same platform that is used for a computer game or similar realisation. However,
distributing the recognition between a end-user based client and a server bears a
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huge advantage: if the audio, the features, or compressed version of the features are
collected centrally, learning models can be improved for all players that are making
use of such a distributed service. In order to increase the level of privacy of users
in this case, and reduce the bandwidth needed for transmission to the server, sub-
band feature vector quantisation can be used. In fact, this bears similarity with the
generation of the ‘audio words’ as were described above: Rather than a large feature
vector of several thousand features, only one reference ID number of a spatially
close reference feature vector is submitted to the server per feature-sub-band and
unit of analysis in time [65].

Confidence Measures

The provision of confidence measures gives extra information to a game or
application alongside the recognition result on its certainty. This seems needed
looking at the current benchmarks in the field as were outlined above. Further to
that, confidence measures are an important factor of the self-training as will be
described next, as it helps a machine to decide whether it can label data by itself
or needs human help prior to using such data to (re-)train itself. Few works have
investigated calculation of meaningful confidence measures in this field up to this
point. Most notably, these include some aspects tailored to the characteristics of
emotion recognition, as they exploit the uncertainty of labels and imbalance of
observations per class both typical for the field. The first approach tries to predict the
degree of human agreement such as n raters out of N on a data point independent
of the emotion assumed as an indication on how reliable the assumption is likely
to be. This can be done, as usually several raters (usually some three given expert
labellers up to around several tenths, e.g., when crowd sourcing the information)
label a data point in this field, and the percentage of agreeing raters can be used
as a learning target either instead of the emotion or — even better — alongside the
emotion in a multitarget learning approach [16]. The second approach is based
on engines trained on additional data with the learning target whether the actual
emotion recognition engine is correct or incorrect or — more fancily — correctly
positive, correctly negative, incorrectly positive or incorrectly negative [10]. In fact,
such confidence measures could be shown to provide reasonable indication on the
reliability of a recognised emotion [10] thus providing a genuine extra value that
can be exploited, e.g., by a game engine.

Adaptation and Self-Training

In this section, methods are presented on how to exploit existing labelled data
similar to the labelled or unlabelled target data or unlabelled data in utmost efficient
manners.
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In the first case, i.e., the existence of similar data such as adult emotional speech
when in need of a child emotion recogniser, e.g., for a child computer game, transfer
learning comes in handy. Transfer learning per se is a rather loosely formulated
approach in the sense that many different variants and starting points exist. As an
example, in [11] a sparse autoencoder is trained in both — the source and the target
domain, thus reaching compact representations of both domains. Then, a neural
network is trained to learn to map across domains, thus allowing according transfer.
In comparison with other standard transfer learning approaches, this has shown
the best results in the study for SER. In such a way, a quick adaptation to a new
individual, e.g., a new player can be reached.

Further to that, games usually are characterised by repeated interaction with a
player. This fact can be exploited to give a game the chance to better ‘learn’ the
user. Ideally, this is done without being noticed or requiring help from the user by
weakly supervised learning approaches.

Semi-supervised learning does not require any human help — a system labels the
data for its training by itself once it ‘hears’ (or ‘reads’) new data and is sufficiently
confident that it ‘does it right’. This can best be done in co-training exploiting
different ‘views’ on the data such as acoustic and linguistic feature information.
This approach has been shown to actually improve recognition performance in the
recognition of emotion from speech [28, 67], or text [8] thus enabling systems to
also make use of unlabelled data in addition to labelled data.

Unfortunately, it usually requires large amounts of unlabelled data to obtain
similar gains in performance as one would see when using (human) labelled data.
This can be eased by adding as a promising aid active learning. The idea of active
learning is to ask a human for help whenever new data appears to be ‘promising’.
The art here is to quantise and identify what is ‘promising’. Approaches that have
been shown to work well for emotion recognition are based, e.g., on the likely
sparseness of a new unlabelled instance in terms of the expected emotion class.
This means that likely to be ‘neutral’ samples are considered less worthy labelling
as there are usually plenty of these available. However, should the system believe a
new speech sample is emotional or even potentially from a hardly or never (requiring
some additional novelty detection) seen before emotion, it will (only then) ask the
player or user about this state, thus considerably reducing the amount of required
human labels. Further approaches to measure the interest in a data instance include
the expected change in model parameters, i.e., if a new speech sample is not likely
to change the parameters of the trained classifier or regressor, it is not important
to inquire to which emotion it belongs. Overall, active learning could be shown to
reduce the labelling effort by up to 95 % at the same or even higher recognition
accuracy of accordingly trained models in the study [66].

Most efficiently, cooperative learning combines the strengths and increases the
efficiency of active and semi-supervised learning in the sense that a computer system
first decides if it can label the data itself, and only if not, evaluates if it is worth to
ask for human help [64].
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Encoding and Standards

A number of standards exist to encode the information on emotion to be used
by a game or application. To name but a few, the Humaine EARL and the W3C
Emotion Markup Language recommendation (or EmotionML [42] for short) have
been designed in particular for encoding affective information. A number of further
standards do, however, provide tags for emotion as well, and may likely be used in
a video game or similar context, anyhow, such as W3C EMMA [1].

Further, in particular for the speech modality, a standard has been developed
to encode the feature information used [4]. This allows to exchange collected
feature/label pairs even if different systems or games use different types of feature
extraction. In addition, standards exist for the encoding of individual feature types,
e.g., [55].

Finally, standardised feature sets are offered and used in this field by the
openSMILE toolkit (cf. above).

Summary and White Spots

Towards the end of this chapter, let us quickly summarise and identify white spots
left for future research efforts.

Summary

In this chapter, we took a look ‘under the hood’ of a modern speech emotion
recognition engine. Ideally, it exploits both, acoustic and linguistic cues and
combines these efficiently. The features can either be extracted based on known
‘expert’ feature types or learnt unsupervised from data, e.g., in deep learning. Then,
either a rule-based ‘zero-resource’ decision takes place, or a machine learning
algorithm is trained based on labelled speech data. The recognition result for a
previously unseen new speech instance will then usually be one or several emotion
labels or one or several continuous values of emotion primitives such as arousal
or valence. What’s more, an engine should ideally provide confidence measures
alongside to give a feeling for the reliability of its prediction. It can, based on
this confidence measure, also decide to retrain itself after having heard new data
points and having been able to predict them likely correctly. If it is unsure about the
emotion of a new sample but feels it would benefit from knowing it, it can ask a user
for help in labelling in a very targeted and efficient way. If it has ‘similar’ labelled
data to the target data to exploit or start with, transfer learning allows to adapt the
data to the domain. For practical implementation, encoding and feature standards
can be used, and a number of ‘out of the box’ ready tools exist which are free for
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research purposes. There have repeatedly been evaluation campaigns showing that
recognition of emotion from speech ‘works’, but leaves head room for improvement
at this moment in time.

White Spots

The field is still somewhat young and not all problems could be touched upon
sufficiently or at all, yet. To conclude this chapter, these white spots in the literature
shall be quickly named without lengthy explanation: When dealing with textual
cues, multilinguality is an obvious problem [2, 36]. While one can benefit from the
progress machine translation has made, there is still need for more experience with
this challenge. Obviously, multilinguality also has an impact on acoustic features,
e.g., when considering the differences between tonal or non-tonal languages such
as Chinese in comparison to English or German. Similarly, cross-cultural aspects
[14, 39, 54] need additional investigation and in particular solutions to identify the
culture automatically and choose or adapt models accordingly, e.g., by suited means
of transfer learning. Further, ‘faking’, regulation, and masking of emotions has
hardly been investigated in terms of automatic recognition. Similarly, ‘atypicality’
is not sufficiently explored up to this moment. This deficit includes the lack of
providing an engine prepared for less typical emotion portrayal as, e.g., from
individuals with ADHD, Autism Spectrum Condition, vocal disfluencies, and alike
or simply of less investigated age groups such as the elderly or (very) young
individuals. Obviously, a number of ethical implications come with such data, and
in general when having a machine analysing human emotion, giving (potentially
flawed) feedback on it, and potentially distributing processing or storing information
in a centralised fashion [3, 13, 56]. Then, user studies and experiences with real
systems ‘in the wild’ are still very sparse and among most urgent issues to tackle
— often a careful system or game design or response pattern can cover up very
elegantly for potential misrecognitions, or — the other way round — an almost
perfectly functioning emotion recognition not exploited in the right way can ‘ruin it
all’ easily. Finally, better modelling of co-influencing states and traits of humans
of analysis is needed: All speaker states and traits impact on the same speech
production mechanism and the choice of our verbal behaviour: Whether we have a
cold, are sleepy, or intoxicated — emotion should be recognised reliably independent
of these factors and our personality profile. A promising route to reaching this ability
seems parallel modelling of the wide range of state and traits, e.g., by a neural
network with multiple output nodes as targets for various speaker states and traits
rather than just for emotion, yet, allowing for missing labels during training, as not
all data are likely to be labelled in such a wide range of factors.

With the advent of solutions to these problems as well as in general, one can
expect to see gaming and general intelligent technology soon to be recognising our
emotion when having us talk (or type) to them. May the best use be made of this
new technical ability considering highest ethical standards at all time.
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Chapter 6

Comparing Two Commercial Brain Computer
Interfaces for Serious Games and Virtual
Environments

Szymon Fialek and Fotis Liarokapis

Abstract Brain-Computer Interface (BCI) technology is still under development,
however the recent advances allowed to move BCI from research laboratories to
people’s living rooms. One of the promising areas of BCI applications is in computer
games and virtual environments. In this chapter, initially an overview of the state of
the art of BCI applications in computer games is presented. Next, a user study of two
inexpensive commercially available devices used in different games is presented.
The results indicate that multi-channel BCI systems are better suited for controlling
an avatar in 3D environments in an active manner, while BCI systems with one
channel is well suited for use with games utilising neuro-feedback. Finally, the
findings demonstrate the importance of matching appropriate BCI devices with the
appropriate game.

What Are Brain-Computer Interfaces?

A brain computer interface (BCI), also known as brain-machine interface (BMI)
is a system that allows for direct communication between a human and a machine
without using traditional channels of interaction, e.g. the muscles of the arm and
hand and a keyboard, and instead relies on brain signals directly [30]. This makes
BCI technology especially attractive for people with severe motor disabilities such
as multiple sclerosis (MLS) or locked in syndrome [3]. In extreme cases such
interface is the only way by which a person can communicate with the external
world, which can greatly improve their quality of life. The idea of BCI was initially
unattractive to science, the idea of deciphering human thoughts seemed weird and
remote. BCI systems were limited to laboratory and clinical use; however the recent
developments in machine learning technology and increase in computational power
of personal computers made BCI accessible not only to researchers and clinicians,
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but also for everyday users. BCI systems can be categorised into invasive and
non-invasive. In case of invasive approach the signal is acquired using electrodes
placed inside the scalp. In non-invasive BCI the signal is acquired outside of the
scalp. In this chapter, the results of investigation into the use of two commercially
available BCI devices for gaming and virtual environments are presented. In sec-
tion “Neuroimaging Techniques for BCI Systems”, BCI systems based on different
neuroimaging techniques are described. Section “Electroencephalography-Based
BCI (EEG-Based BCI)”, presents the theoretical bases for different EEG-based
BClIs. Stages of BCI systems are illustrated in section “Stages of a BCI System”.
Section “BCI Paradigms” demonstrates presents different BCI paradigms used in
BCI games, followed by different areas of BCI applications in section “BCI and
Serious Games”. Finally, the description of performed experiments is presented in
sections “Investigating Commercial BCI Systems for Serious Games and Virtual
Environments” and “Conclusions and Limitations” presents conclusions.

Neuroimaging Techniques for BCI Systems

Different indicators of brain activity as well as different neuroimaging techniques
can be used for signal acquisition and these are described below.

There are two types of brain activity that can be used for this purpose: metabolic
and electromagnetic. Only the latter type of systems is currently available for day-
to-day BCI devices. For each of the brain activity modalities there are two different
neuroimaging techniques that can be used. For BCIs based on metabolic brain activ-
ity we can distinguish two types of systems functional Magnetic Resonance Imaging
(fMRI) based BClIs and functional Near Infrared Spectroscopy (fNIRS) based BClIs.
For BClIs based on electromagnetic brain activity we can distinguish two types of
systems magnetoencephalography (MEG) based BCIs and electroencephalography
(EEG) based BCIs. These systems are discussed below.

For the first category, both rely on very different method of signal acquisition,
and are consequently sensitive to very different variations in the signal. fMRI is
primarily used in research, because it is not practical for day-to-day activities,
whereas fNIRS, which may be more accessible to a wider audience, is still under
development.

MEG is a non-invasive imaging technique that registers changes in magnetic
field associated with the electrical activity of the brain. MEG and EEG record signal
associated with the same neurophysiological processes. However, the magnetic field
is less prone to distortions introduced by the skull and the scalp than the electric
field, therefore the quality of signal provided by the MEG is better than in case of
EEG. The main limitations of MEG-based BCI are similar to the ones of fMRI-
based systems. These include high cost and large equipment that cannot be used
outside of a laboratory.
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Electroencephalography-Based BCI (EEG-Based BCI)

EEG is the oldest and most widely used neuroimaging technique. Since its discovery
in 1929 [2], EEG has been used by scientists to answer question about the
functioning of the human brain as well as by clinicians as a diagnostic tool. BCI
systems also allow using EEG as neurofeedback in neurorehabilitation. One of the
reasons for the popularity of EEG based systems is the relative low cost, portability
and low complexity of these devices.

EEG signal collected on the surface of the skull is a result of the activity
of neurons. Neuron is a call in the nervous system that processes and transmits
information using electrical and chemical signals. A typical neuron possesses a cell
body (soma), dendrites, and an axon. The cell body can give rise to many dendrites.
Dendrites are thin structures that span for hundreds of microns and form a dendritic
tree. The cell body can give rise to multiple dendrites, but can produce only one
axon, however axons can branch out hundreds of times before they terminate. A
human axon can extend for up to one meter. Dendrites and axons connect neurons
forming neural networks. Information from one neuron to another is passed through
synapses. In most cases a synapse connect an axon to a dendrite, however there are
exceptions (e.g. axon can connect directly to the body of the neuron).

Neurons communicate through action potentials, i.e. electrical discharge pro-
duced by the soma of the cell. Action potential travels along the axon and
when the action potential arrives at the synapses neurotransmitter is released.
Neurotransmitter triggers change in potential of the membrane of the receiving cell
(flow of ions through the cell membrane) and if this potential reaches a threshold,
new action potential is triggered and the information is transmitted to another
neuron.

The signal measured using EEG equipment is thought to be generated mostly
by the pyramidal neurons located in the cerebral cortex [14]. Pyramidal neurons
have large soma of a shape that resembles a pyramid and a large dendrite extending
from the apex of the soma and is directed perpendicular to the surface of the cortex.
Activation of an excitatory synapse creates excitatory post-synaptic potential, i.e.
inflow of positively charged ions form the extracellular space to body of the neuron.
As a result, the extracellular region of the synapse becomes negatively charged
and in turn regions distant from the synapse become positively charged and cause
a change of potential (extracellular current) to flow towards the region of the
synapse. The spatio-temporal summation of these extracellular currents at hundreds
of thousands of neurons with parallelly oriented dendrites creates the change of
potential that is detectable on the surface of the scalp. If a large number of excitatory
synapses are activated close to the surface of the cortex, the resulting potential,
detectable on the surface of the scalp, is negative. If synapses of the same type
are activated closer to the body of the pyramidal neurons, deeper in the cortex the
resulting potential is positive. Reverse relation is observed for inhibitory synapses.
Activation of a large number of inhibitory synapses close to the surface of the brain
produces positive potential and activation of inhibitory synapses in the deeper layers
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of the cortex results in negative potentials recordable on the surface of the scalp. It
is therefore possible to infer the type of synapses activated form the polarity of the
signal acquired on the surface of the scalp.

EEQG is the recording of electrical potentials along the scalp. EEG recordings are
usually performed using small metal electrodes placed on the scalp in standardised
positions. The number of electrodes can vary depending on the type of device
used. To improve the conductivity between scalp and electrodes conductive gel or
saltwater are used. The electric potentials recorded by EEG result for the neural
activation within the brain. EEG is the most widespread neuroimaging technique
and the most widely used modality in BCI. The popularity of EEG stands form
the fact that electrical signal can be easily and cheaply recorded through electrodes
placed on the scalp [1]. However, electric current has to cross the scalp, skull and
other tissues surrounding the brain which significantly distorts the acquired signal.
EEG signal is also distorted by the electrical noise in the environment and electric
current produced by muscles.

Researches using EEG identified distinctive patterns in the EEG signal. These
patterns are related to specific cognitive activities performed. Although, the exact
meaning of most of these patterns is still unknown, some of them have been
thoroughly studied and are used in BCI systems. The three EEG signal features
that are most often used in BCI research are P300, sensorimotor rhythms and steady
state visually evoked potentials [25].

Stages of a BCI System

BCI can be considered as artificial intelligence system that employs machine
learning. Such a system consists of hardware and software components with the
aim of recognising patterns in the signals emitted by the brain, and to translate them
into practical commands. In a typical BCI system, five consecutive stages can be
identified and these are presented below [25].

1. Signal acquisition — various types of signal are captured by a neuroimaging
device such as electroencephalography (EEG); a BCI system may be acquiring
several kinds of signals at the same time, provided they are synchronised and
time-locked to the interaction with the device.

2. Signal pre-processing or signal enhancement — signal is prepared to further pro-
cessing, including artefact removal (e.g. muscle movement, and noise reduction)
are typically performed at this stage.

3. Feature extraction — discriminative features are identified and mapped onto a
vector; these may include first order parameters, like amplitude of signal or
latency, and second-order parameters that require more processing, like time-
frequency parameters extracted from a Fourier transform.

4. Classification — involves the classification of the parameters previously extracted,
with the aim of ascribing meaning to them; various techniques from machine
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learning can be applied, but this imposes an overhead in time and processing
power that is not suitable to all BCI applications, which demands real-time
interaction.

5. Control interface — results of classification are translated into commands and
send to a connected machine such as a wheelchair or a computer, which provide
the user with feedback and close the interactive loop between the user and the
device.

These stages create a communication loop between the user and the machine which
is the essence of BCI. Different ways of implementing this loop can be proposed and
this can result in different control paradigms: active, passive and reactive. Below, we
will discuss these paradigms in the context of computer games.

BCI Paradigms

Active BCI

In case of active BCI user modulates brain signal actively. In order to effectively
control the computer this signal should be discriminative. Active BCI can be used
to directly control an BCI application. Active BCI applications often make use of
motor imagery as the control paradigm. Imagination of motor movements result
in contra-lateral event related de-synchronization (ERD), and ipsi-latelar event
related synchronisation (ERS). When the user imagines a right hand movement,
the amplitude of the mu-rhythm in the left sensory-motor area increases while the
amplitude of mu-rhythm in the right sensory-motor area decreases. These changes
can be observed in mu-rhythm (7.5-12.5Hz). An active BCI pinball game was
presented by [26]. Pinball is a fast-paced game with rich environment that requires
very fast and precisely timed reactions. The users were able to achieve good control
of the game and rated their experience very highly.

Reactive BCI

In reactive BCI, the brain signal containing information is generated as a response
to external stimulation. The user introduces changes in the signal by attending to
the stimuli. Reactive BCI paradigms include steady state visual evoked potential
(SSVEP) and P300. In SSVEP, the user concentrate on one of flickering stimuli.
This results in an increase in activity of the same frequency (or a harmonic of that
frequency) observed in visual areas and allows to identify the stimuli to which the
user is attending to. Jackson et al. [8] proposed a first person shooter type game in
which the user could move around fire the gun by concentrating their eyes on one
of four flashing stimuli displayed on the screen.
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In P300-based BCI systems, the user concentrates on one of many randomly
activated stimuli. The P300 (also called P3) wave is a component of an event related
potential (ERP) which is elicited by infrequent auditory, visual or somatosensory
stimuli. P300 is a positive peak in EEG signal occurring around 300 msec after
onset of the event. This change in EEG signal is normally elicited using oddball
paradigm, as a response to a low probability stimulus that appears amongst high
probability stimuli. P300 is also augmented when one perceives a stimulus that is
regarded to be important; a stimulus one pays attention to. A P300-based BCI game,
so called Mind Game was developed by [5]. It is a 3D checkerboard-styled board
game with aim of visiting all trees placed on the board. The trees are also used as
a target like in typical P300 seller paradigm, the squares underneath the trees are
illuminated randomly. The user moves an avatar on the board by gazing their eyes
on the target tree.

Passive BCI

The primary objective of passive BCI system is not to provide the user with the
ability to intentionally control the device, but to monitor the user’s mental state.
Using these systems does not require much effort the monitoring of the users mental
state happens automatically. In passive BCI, the primary role of the system is not to
give control to the user, and it does not require any effort on the user’s part; instead,
it monitors the user’s mental states automatically. The level of desired mental state is
quantified and used to facilitate the communication between the user and the system.

One of the most popular computer games has been adapted for BCI input. In
Alpha-World of Warcraft [27] the level of alpha activity, recorded over the parietal
lobe, was used to control one aspect of the game — the type of the avatar, other
aspects of this game were controlled using traditional methods (keyboard and
computer mouse). High level of alpha activity over the parietal lobe is believed to be
indicative of relaxed alertness which is probably the bast state of mind for playing
computer games. On the contrary, it was assumed that a low level of alpha indicated
the state of distress. When the level of alpha was high the avatar would assume the
form of a druid and a low level of alpha resulted the avatar changing its form to a
bear, with sharp teeth and claws. In time of distress, the bear form of avatar was
better suited for a fight, while in relaxed times the druid form was more fragile, but
able to cast effective spells as well as heal herself.

BCI and Serious Games

This section describes different areas of application domains in which BCI games
have been used. These include: research, medicine and commercial BCI games.
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BCI Games for Research

EEG technology has been use in clinical and research applications for decades.
Adding a BCI and gaming components greatly enhance the research possibilities.
The first BCI games designed 1977 was used exactly for these purposes [28]. In
the experiment the participants navigated a 2D maze using ERP differences in EEG
signal, much like P300 paradigm. However, in this care the researchers analysed
the negative change which occurred 100 msec. after the stimulus presentation. The
users concentrated their eyes on one of four stimuli (top, down, left, right) and this
allowed them to move within the virtual maze. A number of well known games like
Packman, Pong and Tetris have been adapted to be used with Berlin brain-computer
interface (BBCI) [10]. Other BCI games developed for research purposes include
flight simulator [15] and a tight rope walker controlled to the changes in left and
right hemisphere activity [21]. Reuderink et al. [19] developed a game based on
packman. The game was used to induce frustration and investigate the influence
of frustration on the quality if EEG signal. The preliminary results indicate that
frustration may have an effect on the quality of EEG signal and may affect the signal
features used for classification. Frustration and tiredness often leads to decrease in
BCI performance. Research into the effects of embedding BCI in games found the
opposite effects. User performance increased when playing BCI game, this is most
likely due to the fact that BCI games offer reach environment which increases the
entertainment that stimulate and motivates the users.

BCI Games for Medical Applications

Neuro-feedback training is an alternative to medication for treatment of some
neurological disorders. The most popular of them is attention deficit hyperactive
disorder (ADHD). A number of applications using BCI for this purpose have
been developed. Most of them rely on modulation of slow cortical potentials. This
methods have been used inn the clinical settings for decades [20]. The availability of
inexpensive BCI devices made it possible to use these techniques at home. The main
obstacle in popularisation of this type of neuro-feedback is the lack of interest form
the potential patients — often children who due to their condition find if difficult to
concentrate on performing boring and mundane tasks. The application of computer
game technology can makes the training more entertaining and encourage children
to engage in it. Strehl et al. [24] developed a game that allowed users to steer
a ball to a target using modulation of slow cortical potentials. Another example
of a passive BCI device used for medical purposes was developed by [18]. The
researchers investigated the use of neuro-feedback for the treatment of ADHD. The
participants were divided into two groups. One group used standard neuro-feedback,
while the other used neuro-feedback embedded in a computer game. Correct brain
activity pattern was rewarded by more responsive controls.
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Commercial BCI Games

Large game companies like Microsoft, Sony and Nintendo are yet to move into
the world of BCIs. The market is no dominated by, however very active players.
Two probably most popular producers of commercially available BCI systems are
Emotiv [4] and NeuroSky [17].

The game available commercially can be divided into two categories, those
offering the participants the ability to control a an avatar in virtual environment
and those using neuro-feedback for the purpose of altering the users mental state
and thereby improving user’s well-being. The ‘control’ applications employ active
paradigm and usually require training. An example of one of them is StoneHenge
game developed by Emotiv [23]. In this game users are requested to rebuilt the
Stonehange, by using motor imagery to lift, push, pull and rotate giant stones
until they are placed in the desired position. Another game developed by Emotiv
is ‘Mindala’ [16] in which users can train meditation skills by controlling a
mandala displayed on the computer screen. This is an example of neuro-feedback,
passive application. In order for BCI to become a popular amongst computer
game enthusiasts relatively inexpensive BCI devices have to provide good gamer
experience. In the next section we evaluate two inexpensive and very popular
currently available device.

Investigating Commercial BCI Systems for Serious Games and
Virtual Environments

This section presents the evaluation of BCI systems using two commercially
available devices: NeuroSky and Emotiv. Firstly, we present the evaluation of
two BCI systems utilising Emotiv devive section “Comparison of Serious Games
Using Emotiv”. Secondly, the evaluation of two BCI systems based on NeuroSky
is presented section “Comparison of Serious Games Using NeuroSky”. Finally, a
presentation of these devices is presented (Fig. 6.1).

The Emotiv headset [4] is a neuro-signal acquisition and processing wireless
neuro-headset with 14 wet sensors (and 2 reference sensors) which is capable of
detecting EEG signal as well user’s facial expressions. The neural signal is analysed
and a number of affective measures are provided, these include ‘engagement’,
“frustration’, ‘meditation’ and ‘excitement’. This type of measures can be utilized
in a passive BCI design. Moreover, a built-in classifier can be trained using different
mental activity (e.g. motor imagination) and these can be assigned to operations in
the virtual environment, such as ‘push’, ‘pull’, ‘rotate’, and ‘lift’. These parameters
can be easily used for an active BCI application.

The NeuroSky MindSet [17] device is a wireless headset with speakers and a
microphone and one eeg sensor place on the forehead. Most of the signal collected
from by this sensor corresponds to the frontal lobe, which limits the types of mental
activity that can be used for controlling BCI. NeuroSky provide two measures
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Fig. 6.1 BCI devices. On the left — Emotiv Epoch; image available at http://emotiv.com, On the
right — Neurosky Mindset; image available at http://neurosky.com. Epoch is a trademark of Emotiv,
Mindset is a trademark of Neurosky (Images used with permission)

Fig. 6.2 BCI games used with Emotiv device: from the /eft — Roma Nova, LEGO NXT Robot,
LEGO NXT Robot (view of the labyrinth from the top) (Images used with permission from the
Serious Games Institute, Coventry University)

precomputed by a ‘black-boxed’ NeuroSky algorithm. These are ‘attention’ and
‘meditation’. The measure of attention is a modulation of the frequency band which
is triggered by the intensity of the user’s level of mental ‘focus’ when user focuses.
It increases when the user concentrates on a single thought or an external object
and decreases when the user is distracted. Both of the measures are well suited for
passive BCI applications.

Comparison of Serious Games Using Emotiv

In this section we present the evaluation of two BCI systems which were develop
with Emotiv device; the BrainMaze Game and Roma Nova (see Fig. 6.2).

The ‘BrainMaze’ Game

BrainMaze was designed for the user to navigate a 3D version of the LEGO NXT
Robot [29] inside a maze with main goal to find the different waypoints that will
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lead to the finish line. If the robot hits a wall, the position resets and starts again
from the beginning. Users have to be precise and cautious in order to find the way
to the end. The walls are relatively narrow, requiring precise control and avoidance
of sudden movements that could cause a position reset. The game session follows
the first training session, during which the user trained in the Control Panel, so that
the user is familiar with basic brain control.

Roma Nova

Roma Nova is built upon Rome Reborn [6] one of the most realistic 3D represen-
tations of Ancient Rome currently in existence. This 3D representation provides a
high fidelity 3D digital model which can be explored in real-time. Rome Reborn
includes hundreds of buildings, thirty two of which are highly detailed monuments
reconstructed on the basis of reliable archaeological evidence. The interactive game
is a serious game that aims at teaching history to children (11-14 years old). The
game allows for exploratory learning by immersing the players inside a virtual
heritage environment where they learn different aspects of history through their
interactions with a crowd of virtual Roman avatars. The implementation of the
Roma Nova game includes: (a) a crowd of Roman characters in the Forum and (b)
a highly detailed set of buildings that belong to the Rome Reborn model. Intelligent
agents are wandering around in the gaming environment between predefined points
of interest, whereas the player is able to move freely and his movement is controlled
via BCI device. To interact with the intelligent agents, the BCI-controlled player
needs to approach them [11].

Participants and Experimental Procedure

Thirty-one participants used each of the prototypes. In case of both BCI systems the
participants first trained using control panel (application provided by Emotiv SDK)
and after that performed a task in virtual environment. After finishing the task, the
participants were asked to evaluate their experience by filling in a questionnaire; a
short unstructured interview also took place. These suggestions are a very helpful
contribution towards the improvement of the system, giving feedback that an
ordinary questionnaire cannot capture. The comparison of the results is presented
in Table 6.1.

Results

Table 6.1 presents the comparison of user evaluation results of Roma Nova virtual
environment and virtual robot with Emotiv headset. No significant differences for
the ability to control, responsiveness, interaction and naturality of experience were
found. The lack of significant differences can be explained by the similar difficulty
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Table 6.1 Comparison of average rating values for Roma Nova virtual environment and virtual
robot for Emotiv headset

Variable Robot Roma Nova T-test(df) Sig.

Ability to control 3.452 3.129 t(30) = 1.976 0.057
Responsiveness 3.226 3.581 t(30) = —1.688 0.102
Interaction 3.323 3.032 t(30) = 1.393 0.174
Naturality 3.484 3.290 t(30) = 0.862 0.395
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Fig. 6.3 BCI games used with NeuroSky device: left — Roma Nova, right — Tetris (Images used
with permission from the Serious Games Institute, Coventry University)

of the BCI task. Both games required two-dimensional control, and while the quality
of the virtual environment can influence the user experience it is unlikely to make a
significant change.

Comparison of Serious Games Using NeuroSky

In this section we present the evaluation of two BCI systems which were developed
with NeuroSky device; Roma Nova and Tetris (see Fig. 6.3).

Roma Nova

Roma Nova was used again to evaluate user experience while using the NeuroSky
device. The participants were instructed to move to the particular point within the
virtual environment. However, the main difference with the previous interaction
paradigm is that only one sensor was used to fully control the avatar. In this case,
the participants attempt to control the avatar by changing cognitive states such as
meditation and attention, which is translated to two integer values (in the range 0—
100). To turn right the participant has to concentrate as hard as possible, while in
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order to move left they have to defocus their attention. Moving straight ahead was
possible only by maintaining a balance between the two states. Meditation was used
to control the velocity of the avatar, with high level of meditation resulting in high
velocity.

Tetris

The second application use to evaluate NeuroSky was the well known Tetris game
[13]. The Tetris game’s purpose was to teach the players how to self-regulate their
state of mind in a stressful demanding situation to their own benefit as the more
meditative they manage to become the slower each shape will fall in the context of
the levels speed. The difference this feature will make becomes more prominent as
the levels increase. This serious game is a multi-threaded application where the
speed of the current falling brick is determined by the number of milliseconds
required for the shape to traverse one line down (move on the Y axis from y0 to
y1). The bigger this step time value, the slower the brick will fall. Participants were
asked to play the game three times with the end goal of scoring at least five lines each
time. The speed of the falling shapes increased with each level and that a level was
marked by the collapse of a line. The speed of the falling blocks was also dependent
on the meditation level provided by the BCI device. The participants were given
an unlimited training time in which they could get accustomed with the setting and
rules of the game.

Participants and Experimental Procedure

31 participants used each of the prototypes. After completing each task, the users
were asked to evaluate their experience using NASA TLX questionnaire [7],
followed by a short unstructured interview also took place. The comparison of the
results is presented in Table 6.2.

Results

Table 6.2 presents the comparison of user evaluation results of Roma Nova
virtual environment and the Tetris game with NeuroSky headset. The users found
controlling the avatar in Roma Nova virtual environment to be more mentally,
physically and temporally demanding. They also reported that the Tetris game
was less frustrating, required less effort, was easier to learn and the users scored
the performance of the Tetris game higher than the performance of Roma Nova
environment. There was no significant difference in terms of satisfaction gained by
interaction with the two systems.
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Table 6.2 Comparison of average rating values for Roma Nova virtual environment and Tetris
game for NeuroSky headset

Variable Roma Nova Tetris T-test (df) Sig.
Mental demand 3.968 3.000 t(59) = 4,328 <0.001
Physical demand 4.032 1.933 t(59) =9.198 <0.001
Temporal demand 2.516 2.667 t(59) = —0.531 =0.531
Performance?® 2.452 3.933 t(55.144) = —5.602 <0.001
Effort 3.806 2.667 t(59) = 4,043 <0.001
Frustration 3.097 2.267 t(59) = 3.051 =0.003
Learnability 2.516 3.967 t(59) = —6.366 <0.001
Satisfaction 4.452 4.100 t(59)=1.913 =0.61

#Due to the violation of the equality of variance assumption the result for equality of variance not
assumed t-test is reported

Table 6.3 Comparison of average rating values between NuroSky and Emotiv headsets for games
and virtual environments

Mann — Whitney U z P NeuroSky Emotiv Sig.
Learnability 185.0 4.376 2.5161 3.6774 <0.001
Satisfaction 207.5 4.046 44516 3.4516 <0.001
Performance 211.5 3.957 2.4516 3.5806 <0.001
Effort 259.5 3.271 3.8065 3.5806 <0.01

Comparison of Emotiv and NeuroSky

The comparison between Nurosky and Emotiv devices was performed by [12]. In
this case both devices were used to navigate an avatar in virtual environment of
Roma Nova. The results are presented in Table 6.3 and they indicated that it is
easier to control an avatar, achieved higher learnability and rated the performance
higher when using Emotiv. Moreover, using Emotiv headset also required less effort
than using NeuroSky. However, satisfaction was higher in Neurosky.

Conclusions and Limitations

The results presented in this chapter show that BCI technology is a viable option for
use in serious games and virtual environments. The qualitative feedback provided by
the users shows that they enjoyed the interactive experience, they were in favour of
using EEG technology for interacting with games, even though it is not as accurate
as joystick, computer mouse or keyboard. At this stage of development, its usability
is however still limited. The results show no difference in user experience when an
avatar or robot movement was controlled in 3D environment when a 14-channel
device was used. The applications, which allow for control of an avatar in 3D
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environment require two dimensional control (dimension one: forward — backward,
dimension two: left — right). In case of one-channel device, the user’s satisfaction
was higher when the game used only one dimensional input (meditation level).
Moreover, using one channel BCI device for the control of avatar in 3D environment
results in lower user experience as compared to using BCI device with 14 channels.

The comparison of Emotiv and NeuroSky devices while using reach 3D environ-
ment shows that the 14-channel Emotiv device is better suited for this purpose.
These results clearly indicate that the user experience was determined by the
combination of the type of device used and the requirements of the game played.
It is therefore important to match the requirements of the BCI application with the
BCI device.

The investigations presented in this chapter were based only on self-reports
provided by the users and the sample group included mostly students of computer
science who may be biased when assessing new technology. Moreover, performing
parametric statistical analysis on rating measurements, such as Likert scales gives
rise to methodological problems. For more information on limitations of using
measurements based on ratings in human-computer interaction see [31].

The potential of replacing the keyboard, computer mouse or joystick with a BCI
device as the main channel of interaction for computer games seems far away.
Substantial development in signal acquisition and signal precessing will have to
be made to make this goal possible. In the mean time, many interesting and highly
beneficial BCI applications can be proposed. In section “BCI Games for Medical
Applications”, we described a BCI game used for combating the symptoms of
ADHD. BCI games for symptoms of other diseases can be imagined. One of them
can be migraine and possibly epilepsy. Neuro-feedback based on slow cortical
potentials regulation has been successfully user to stabilize brain activity and reduce
the number of epileptic seizures [9] as well as to help control migraines [22]. It has,
however, not yet been adapted for popular games to be used with commercially
available BCI devices.
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Chapter 7
Psychophysiology in Games

Georgios N. Yannakakis, Hector P. Martinez, and Maurizio Garbarino

Abstract Psychophysiology is the study of the relationship between psychology
and its physiological manifestations. That relationship is of particular importance
for both game design and ultimately gameplaying. Players’ psychophysiology offers
a gateway towards a better understanding of playing behavior and experience.
That knowledge can, in turn, be beneficial for the player as it allows designers to
make better games for them; either explicitly by altering the game during play or
implicitly during the game design process. This chapter argues for the importance
of physiology for the investigation of player affect in games, reviews the current
state of the art in sensor technology and outlines the key phases for the application
of psychophysiology in games.

Introduction

Computer game players are presented with a wide and rich palette of affective
stimuli during game play. Those stimuli vary from simple auditory and visual
events (such as sound effects and textures) to complex narrative structures, virtual
cinematographic views of the game world and emotively expressive game agents.
Player emotional responses may, in turn, cause changes in the player’s physiology,
reflect on the player’s facial expression, posture and speech, and alter the player’s
attention and focus level. Computer games, opposed to traditional music and video
content, are highly interactive media that continuously react to the users’ input.
This interactivity can naturally accommodate mechanisms for real-time adaptation
of game content aimed at adjusting player experience and realizing affective
interaction [107].

The study of the relationship between psychology and its physiological manifes-
tations defines the area of psychophysiology [15]. Physiology has been extensively
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investigated in relation to affect ([3, 19] among many others) so the relationship
between physiology and affect is by now undeniable; the exact mapping, however,
is still far from known. What is widely evidenced is that the sympathetic and
the parasympathetic components of the autonomic nervous system are involuntary
affected by affective stimuli. In general, arousal-intense events cause dynamic
changes in both nervous systems: an increase and a decrease of activity, respectively,
at the sympathetic and the parasympathetic nervous system. Alternatively, activity at
the parasympathetic nervous system is high during relaxing or resting activities. In
turn, such nervous system activities cause alterations in one’s electrodermal activity,
heart rate variability, blood pressure, and pupil dilation [15, 88].

This relation between physiology and affect has been exploited in game research
to detect player affect [106]. While some studies have investigated physiological
reactions in isolation, researchers often look at the reactions to aspects of the game
context [61, 65, 79]. The context of the game during the interaction is a necessary
input for appropriately detecting the psychophysiological responses of players. The
game context—naturally fused with other input modalities from the player—has
been used in several studies to predict different affective states and other dissimilar
mental states relevant to playing experience ([71, 83, 86] among others). The fusion
of physiology and gameplay or player behavioral metrics has been explored in a
small number of studies, typically by analyzing the physiological responses to game
events [20, 38, 79] but also using physiological and gameplay statistical features [60,
66]. Other modalities that have been explored extensively but are covered in other
parts of this book include facial expressions [4, 14, 36, 49, 111], muscle activation
(typically face) [20, 26], body movement and posture [5, 11, 28, 49, 96], speech
[7,43, 45, 47, 97], brain interfaces [1, 81] and eye movement [5].

At the moment of writing there are a few examples of commercial games that
utilize physiological input from players. Most notably Nevermind (Flying Mollusk
2015) is a biofeedback-enhanced adventure horror game that adapts to the player’s
stress levels by increasing the level of challenge it provides: the higher the stress
the more the challenge. A number of sensors are available for affective interaction
with Nevermind which include skin conductance and heart activity. The Journey
of Wild Divine (Wild Divine 2001) is another biofeedback-based game designed to
teach relaxation exercises via the player’s blood volume pulse and skin conductance.
It is also worth noting that AAA game developers such as Valve have already
experimented with the player’s physiological input for the personalization of games
such as Left 4 Dead (Valve 2008) [2].

This chapter builds upon the important association between player experience
and physiology in games, it provides a quick guide on the sensor technology
available, and it outlines the key phases for building effective physiology-based
affective interaction in games: annotation, modeling, and adaptation. The chapter
explicitly excludes electroencephalography (EEG) from the physiological signals
covered; EEG defines the core topic of another chapter of this book.



7 Psychophysiology in Games 121
Why Physiology in Games?

Arguably several modalities of player input are still nowadays implausible within
commercial-standard game development. Pupillometry and gaze tracking are very
sensitive to distance from screen and variations in light and screen luminance,
which makes them rather impractical for use in a game application. Camera-
based modalities (facial expressions, body posture and eye movement) require a
well-lit environment often not present in home settings (e.g. when playing video-
games) and they can be seen by some users as privacy hazards (as the user is
continuously recorded). Even though highly unobtrusive the majority of the vision-
based affect-detection systems currently available cannot operate well in real-time
[111]. Speech is a highly accessible, real-time efficient and unobtrusive modality
with great potential for gaming applications (see corresponding chapter on speech);
however, it is only applicable to either games where speech forms a control modality
(as e.g. in conversational games for children [48, 110]) or collaborative games that
naturally rely on speech for communication across players (e.g. in collaborative first
person shooters). Aside the potential they might have, the appropriateness of facial
expression, head pose and speech for emotion recognition in games is questionable
since experienced players tend to stay still and speechless while playing games [6].
Further details about affect detection in games via images, videos and speech are
given in other chapters of this book.

Recent years have seen a significant volume of studies that explore the interplay
between physiology and gameplay by investigating the impact of different gameplay
stimuli to dissimilar physiological signals ([29, 58, 59, 65, 68, 78, 90, 95] among
others). Such signals are usually obtained through electrocardiography (ECG)
[109], photoplethysmography [95, 109], galvanic skin response (GSR) [39-41, 59],
respiration [95], EEG [70] and electromyography (EMG).

Existing hardware for EEG, respiration and EMG require the placement of
body parts such as the head, the chest or parts of the face to the sensors making
those physiological signals rather impractical and highly intrusive for most games.
On the contrary, recent sensor technology advancements for the measurement of
electrodermal activity (skin conductivity), photoplethysmography (blood volume
pulse), heart rate variability and skin temperature have made those physiological
signals even more attractive for the study of affect in games. Real-time recordings of
these can nowadays be obtained via comfortable wristbands and stored in a personal
computer or a mobile device via a wireless connection.

It is evident that we can measure physiological responses to external stimuli via
several modalities of player input. Due to space constraints, however, in this chapter
we focus primarily on the two most popular, real-time efficient and appropriate
signals for affective games: electrodermal activity and heart activity. Before delving
into the details of the sensor technology available and the methods for modeling
player’s affect via physiology we herein outline the key properties of these two
core physiological signals and their importance for psychophysiological studies (in
games and beyond).
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Heart Activity

Heart rate variability (HRV) refers to the physiological phenomenon that causes
variation in the time window between consequent heartbeats. HRV and heart rate are
derived through the detection of heart beats. The two core methods used to detect
heart beats include the electrocardiogram (ECG) and the pulse wave signal derived
from a photoplethysmograph (PPG)—also known as blood volume pulse sensor.
While ECG is generally considered superior compared to blood volume pulse (as it
provides a much clearer signal) it is not practical for affective gaming applications
since it requires the use of electrodes placed on a player’s chest.

There are numerous studies suggesting that heart rate and HRV are associated
with emotional arousal. In particular, the high-frequency (HF) band of HRV activity
has been found to decrease with elevated anxiety [44]. On that basis, HRV has
been shown to be reduced under reported stress and worry states [13]. Moreover,
it has been suggested that the HF band of HRV is mainly driven by respiration
and appears to derive mainly from vagal activity [35]. Specifically, the energy
of the HF range, representing quicker changes in heart rate, is primarily due to
parasympathetic activity of the heart which is decreased during mental or stress
load [35]. The multimodal association of heart rate and HRV to emotion and the
real-time efficiency of available HRV sensors have made it a very popular measure
of emotive activity in games (see [41, 101] among many).

Electrodermal Activity

Electrodermal activity (EDA) is the ability of the human body to cause continuous
variation in the electrical characteristics of the skin [12]. EDA is a core bodily
response when the sympathetic branch of the autonomic nervous system is activated
due to a stimulus. What is unique about the human skin is that is the only organ that
responds solely to alterations of the sympathetic nervous system; skin is not affected
by activities on the parasympathetic nervous system. Essentially, an external or
internal stimulus may activate the sympathetic nervous system, which in turn,
activates the glands to release sweat. Sweat yields increased electrical activity which
can be detected via electrical potentials between electrodes placed on the skin. These
electrodes are usually placed on the fingertips, the toes or the wrist.

The direct relationship between EDA and sympathetic arousal is well researched
and evidenced by now. As a result EDA is the most popular method for investigating
human psychophysiological phenomena [12] and skin conductivity is currently
amongst the most common modalities for measuring emotive responses that are
associated to arousal such as stress, frustration and anxiety (see [40, 41, 79, 101]
among many). Beyond affect, EDA has also been associated with manifestations of
cognitive processes [24].
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Sensor Technology

Physiological sensor technology has seen significant advancements over the last
decade. The 8-channel ProComp Infiniti' (see Fig.7.1c) was among the first
hardware devices used broadly for research in psychophysiology in e.g. physical
interactive games [101, 108] (blood volume pulse and skin conductance), and
racing games [95] (respiration, blood volume pulse, skin conductance, and skin
temperature). While providing signals of clinical-standard resolution, the ProComp
Infiniti device proved to be cumbersome for use in games due to its sensitivity
to movements and impractical for broad use due to its cost. In addition, all
aforementioned studies report the significant technical challenges faced with the
blood volume pulse sensor and its placement. Due to the lack of a grip for
appropriate attachment to a finger or ear lobe (see Fig. 7.1c), the BVP sensor yielded
noise-enhanced signals that were challenging to process, to extract features from
and/or to derive the heart rate and heart rate variability of the player. Some other
popular devices for measuring skin conductance and/or heart activity include the
Biopac GSR100C [10], the Affectiva’s> Q Sensor (which is no longer available), the
BodyMedia Sensewear [52], the BodyBugg armband and the Nymi band.? All above
devices, however, have seen very limited use in gaming applications as they (a) do
not allow access to real-time data (BodyMedia Sensewear, BodyBugg, Nymi), (b)
are highly intrusive (the Boipac device requires the application of conductive gel),
(c) they are very sensitive to movement (Q sensor, Biopac), or (d) they are very
expensive for broad gaming applications (e.g. Q sensor, ProComp Infiniti).

In recent years physiological sensor technology has delivered a plethora of
sensors that—compared to the aforementioned devices—are both more reliable for
data collection and more appropriate for gaming applications. A notable example
is the IOM biofeedback device which consists of three sensors: two electrodes
for skin conductance and one blood volume pulse sensor placed on the subject’s
fingertips (see Fig. 7.1a). The use of small and accurate commercial apparatus like
the IOM biofeedback device in the least intrusive way minimizes (psychological)
experiment effects caused by the presence of recording devices and maximizes
data reliability. For its real-time efficiency, low cost and good data quality—mainly
due to the robust finger grips of the sensors—IOM has been used extensively in
several studies for psychophysiology in games (e.g. see [40, 41, 109] among many).
Furthermore, IOM is the key sensor for commercial biofeedback games such as
Nevermind (Flying Mollusk 2015) and The Journey of Wild Divine (Wild Divine
2001). Another example of a successful wearable sensor is the Empatica’s® Embrace
wristband (see Fig.7.1b). Embrace is built on the technical know how of the E4

Uhttp://thoughttechnology.com/
Zhttp://www.affectiva.com
3https://www.nymi.com/
“http://www.empatica.com/
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(a) (b)

(@)

Fig. 7.1 The key physiological signal sensors and devices discussed in this chapter. (a) The IOM
device used during the data collection experiment reported in [109]. (b) Empatica’s Embrace
wristband. (¢) The blood volume pulse sensor of the ProComp Infiniti device. (d) The Cardiio
application for smartphones

wristband (used e.g. in [41]) and the Q sensor and measures skin conductivity, skin
temperature and 3D movement (via an accelerometer and a gyroscope). It is real-
time efficient, highly unobtrusive for both home gaming settings and mobile gaming
in the wild and provides more reliable data compared to earlier wrist-based devices.

Nowadays there are quite a few smartphone/tablet software applications that are
able to support camera-based pulse detection (contact-less physiological measure-
ment) such as the Strees Check app for Android by Azumio; however, access to
real-time HRV data is not available to the user in most of these apps (if not all).
We particularly note the heart rate Cardiio app® (see Fig.7.1d) which is build
on early studies on face-based pulse detection [76]. Cardiio approximates heart
rate through the face’s light reflection which is affected by the amount of blood

Shttp://www.cardiio.com/
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available on a face. A heart beat increases the amount of blood into one’s face which
results in lower levels of light reflection. Measurement accuracy for all these mobile
applications is very close (e.g. up to a 3 beat per minute difference) to a clinical
pulse oximeter; however, the data is reliable only when the mobile’s or the tablet’s
camera is used in a well-lit environment.

For an extensive discussion on available physiological sensors and their corre-
sponding strengths and weaknesses the interested reader may refer to [88].

Annotating Physiology with Psychological Labels

The question of how to best annotate affect has been a milestone challenge for
affective computing. Appropriate methods and tools addressing that question can
provide better estimations of the ground truth which, in turn, may lead to more
efficient affect detection and more reliable models of affect. Affect annotation
becomes even more challenging within games due to their fast-paced and rich
affective interaction.

Manually annotating emotion in games is a challenge in its own right both with
respect to the human annotators involved and the annotation protocol chosen. On
one hand, the human annotators need to be skilled enough to be able to approximate
the perceived affect well and, therefore, eliminate subjective biases introduced to
the annotation data. On the other hand, there are many open questions left for the
designer of the annotation study when it comes to the annotation tools and protocols
used. Will the person experiencing the emotion (first person) or others (third-person)
do the labeling? How well trained (or experienced) should the annotators be and
how will the training be done? Will the labeling of emotion involve states (discrete
representation) or does it involve the use of emotion intensity or affect dimensions
(continuous representation)? When it comes to time, should it be done in real-
time or offline, in discrete time periods or continuously? Should the annotators
be asked to rate the affect in an absolute fashion or, instead, rank it in a relative
fashion? Answers to the above questions yield different data annotation protocols
and, inevitably, data quality, validity and reliability.

Representing both time and emotion as a continuous function has been one of
the dominant annotation practices within affective computing over the last 15 years.
Continuous labeling with respect to emotion appears to be advantageous compared
to discrete states labeling for several reasons. The states that occur in naturalistic
data hardly fit word labels or linguistic expressions with fuzzy boundaries. Further,
when states are used it is not trivial to capture variations in emotion intensity and,
as a result, earlier studies have shown that inter-rater agreement tends to be rather
low [21]. The dominant approach in continuous annotation is the use of Russell’s
two-dimensional (arousal-valence) circumplex model of affect [84]. Valence refers
to how pleasurable (positive) or unpleasurable (negative) the emotion is whereas
arousal refers to how intense (active) or lethargic (inactive) that emotion is.
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Continuous labeling with respect to time has been popularized due to the
existence of tools such as FeelTrace (and its variant GTrace [22]) which is a freely
available software that allows real-time emotional annotation of video content [23],
the continuous measurement system [67] which has also been used for annotating
videos, and EmuJoy [69] which is designed for the annotation of music content.
The real-time continuous annotation process, however, appears to require a higher
amount of cognitive load compared to e.g. offline and discrete annotation protocols.
Such cognitive load often results in low inter-rater agreement and unreliable data
annotation [27, 57].

The most direct way to annotate an emotion in games is to ask the players them-
selves about their playing experience and build a model based on these annotations.
Subjective emotion annotation can be based on either players free-response during
play (think aloud protocols) or on forced data retrieved through questionnaires.
Alternatively, experts or external observers may annotate the playing experience
in a similar fashion. Third-person emotion annotation entails the identification
of particular affective states by user experience and game design experts. The
annotation is usually based on the triangulation of multiple modalities of player
and game input such as the players head pose, in-game behaviour and game context
[87].

Annotations (either self-reports or third-person) can be classified as rating
(scalar), class and preference. In rating, annotators are asked to answer questionnaire
items given in a rating/scaling form (as in [59])—such as the affective aspects
of the Game Experience Questionnaire [75]—which labels affective states with a
scalar value (or a vector of values). In a class-based format subjects are asked
to pick an affective state from a particular representation which could vary from
a simple boolean question (was that game level frustrating or not? is this a sad
facial expression?) to an affective state selection from e.g. the Geneva Emotion
Wheel [8]. Finally, subjects are able to provide answers in a rank-based (preference)
format, in which they are asked to compare an affective experience in two or more
variants/sessions of the game ([99] among others) (was that level more engaging that
this level? Which facial expression looks happier?). A plethora of recent studies in
the area of affective annotation in games (and beyond) [40, 63, 95, 98, 103—105]
have shown the supremacy of rank-based emotion annotation over rating and class-
based annotation.

Models of Psychophysiology in Games

In this section we outline the key phases of modeling physiological responses which
are labeled with affect annotations—i.e. deriving the mapping between player affect
and its physiological manifestations—and the challenges games pose to each one of
these phases. The phases we describe follow the core affect detection steps [17] and
include signal processing, feature extraction and selection, and modeling.



7 Psychophysiology in Games 127
Physiological Signal Processing

Physiological signals are unidimensional time series, the quality and reliability of
which is dependent on the sensor technology available and the experiment protocol
followed. In that regard the signals are subject to standard preprocessing and noise
removal methods. Popular techniques include wavelet transform thresholding and
least mean square adaptive filters [37].

Games pose additional challenges when it comes to data collection via physi-
ological signals. First, particular sensors such as EEG or electrocardiogram can be
highly intrusive which, in turn, affects the quality of play and data gathered. Second,
the interaction in games is fast-paced and rich causing rapid body movements and
quick alterations in emotive states. Finally, there are so many factors contributing
to player experience (and affecting it) that not even the most carefully designed
controlled experiment can eliminate the potential effects manifested through a
player’s physiology. For an extensive overview of techniques for data preprocessing
on physiological signals one may refer to [16].

Feature Extraction

Once data is denoised any feature extraction mechanism is applicable to the signals.
Examples of feature extraction methods include standard ad-hoc (manual) feature
extraction such as average and standard deviation values of the signal, principal
component analysis and Fisher’s linear discriminant analysis. Focusing on the
particularity of skin conductance as a signal for feature extraction it is worth noting
that the trough-to-peak analysis of galvanic skin response can be subject to super-
positioning of phasic and tonic activity. This necessitates the subtraction of baseline
measures or other forms of signal correction [12]. It has been suggested that even
with such corrections one may still confound phasic and tonic skin conductance
[9] which is undesirable in games as they predominantly activate skin conductance
via particular in-game events. To address this issue, features of a player’s skin
conductance can be extracted using continuous decomposition analysis [9]. The
method allows for the decomposition of phasic and tonic electrodermal activity and
has been applied for stress detection in games [40].

Physiological feature extraction is naturally enriched through the game context.
To this end important game events can be used to determine the response time
window that features can be extracted from. A number of studies have been
adopting this event-based feature extraction approach for variant psychological
signals [40, 50, 61, 79, 80].

Because of the rich affective interaction and the availability of multitude types
and amounts of emotion elicitors, physiological signals derived from games are
rather complex to extract relevant features from. While standard methods used in
affective computing might suffice evidence in the literature has shown that methods
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such as sequence mining [61] and deep learning [62] yield richer representations
of affect manifestations in games. In the study of Martinez and Yannakakis [61]
frequent subsequent physiological manifestations are fused with in game events to
provide relevant features for affect modeling. In the study of Martinez et al. [62],
deep learning can derive more complex temporal signal features that yield higher
affect model accuracies compared to standard (ad-hoc) designed features.

Feature Selection

Once features are extracted the subset of the most relevant features for a particular
affective state or emotion dimension (e.g. arousal) need to be derived from the set
of features available. It is desired that the affective model constructed is dependent
on a minimal number of features that yield the highest prediction accuracy. The
primary reasons for minimizing the feature subset are improvements of model
expressiveness (interpretability) and reduction of computational effort in training
and real-time performance. Therefore, feature selection is utilized to find the feature
subset that yields that most accurate affective model and save computational effort
of exhaustive search on all possible feature combinations. The quality of the
predictive model constructed (see next subsection) depends critically on the set
of input data features chosen. The resulting set of physiological features define
the input to the affect model. Studies within affective games have so far primarily
used sequential forward selection, sequential backward selection and genetic search-
based feature selection [60, 99].

Modeling Psychophysiology

A model of a player’s psychophysiology predicts some aspect of the experience
of a player in general, a type of player or a particular player would have in
some game situation. If data recorded includes a scalar representation of affect,
or classes and annotated labels of user states, any of a large number of machine
learning (regression and classification) algorithms can be used to build affective
models. Available methods include neural networks, Bayesian networks, decision
trees, support vector machines and standard linear regression. On the other hand,
if the ground truth of player experience is given in a pairwise preference (rank)
format (e.g. game version X is more frustrating than game version Y) standard
supervised learning techniques are inapplicable, as the problem becomes one of
preference learning [33, 99]. Available preference learning approaches include
linear discriminant analysis, decision trees, artificial neural networks (shallow and
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deep architectures) and support vector machines. A number of such methods are
currently included in the open-access Preference Learning Toolbox® [32].

Adapting the Game to Affect Models

For affective interaction to be realized the game logic needs to adapt to the current
state of the game-player interaction. Whether agent behavior or parameterized game
content, a mapping is required linking a user’s affective state to the game context.
That mapping is essentially the outcome of the emotion modeling phase described
above. Any search algorithm (varying from local and global search to metaheuristic
and exhaustive search) is applicable for searching in the parameterised search space
and finding particular game states (context) that are appropriate for a particular
affective state of a specific player. For example, one can envisage the optimization
of agent behavior attributes for maximizing engagement, frustration or empathy
towards a player [S1]. As another example, the study of Shaker et al. [86] presents
the application of exhaustive search for generating Super Mario Bros (Nintendo
1985) levels that are maximally frustrating, engaging or challenging for any player.

There are a number of elements (i.e. game content) from the game world that an
adaptive process can alter in order to drive the player to particular affective patterns.
Game content may include every aspect of the game design such as game rules
[91], reward systems, lighting [25, 31], camera profiles [109], maps [93], levels
[86], tracks [92, 94], story plot points [34, 82], sound [55, 56] and music [30]. Even
behavioral patterns of NPCs such as their navigation meshes, their parameterized
action space and their animations can be viewed as content. The adaptive process
in this case is referred to as procedural content generation (PCG) which is the
generation of game content via the use of algorithmic means. According to the
taxonomy presented in [94] game content can be necessary (e.g. game rules) or
optional (e.g. trees in a level or flying birds on the background). Further, PCG can
be either offline or online, random or based on a parameterised space, stochastic
or deterministic and finally it can be either constructive (i.e. content is generated
once) or generate-and-test (i.e. content is generated and tested). The experience-
driven PCG framework [107] views game content as an indirect building block of
player affect and proposes adaptive mechanisms for synthesizing personalised game
experiences.

A critical question once an adaptation mechanism is designed is how often
particular attributes should be adjusted. The frequency can vary from simple
predetermined or dynamic time windows [102] but adaptation can also be activated
every time a new level [86] or a new game [100] starts, or even after a set of critical
player actions—such as in Fagade [64]. The time window of adaptation is heavily
dependent on the game under examination and the desires of the game designer.

Shttp://sourceforge.net/projects/pl-toolbox/
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Regardless of the time window adopted, adaptation needs to be interwoven well
with design if is to be successful.

Psychophysiology Beyond Games

In this section we argue for the broad impact of psychophysiological research and
we identify and briefly survey two primary application domains: education (via
intelligent tutoring systems) and health. While games have been used extensively
in both of these domains simpler modes of human computer interaction (such as
mere simulations of virtual agents or tutors) are more common.

Intelligent Tutoring Systems

Confusion, anxiety and frustration are cognitive and affective states with a direct
impact on students’ learning process and outcome [74, 85]. Consequently, affect
detection has become increasingly important in the intelligent tutoring systems
(ITS) community [83]. The core idea is to enhance the learning capacity of a
student and the learning experience (via e.g. minimizing frustration) through a
virtual (intelligent) tutor that is capable of detecting the affective state of the student
and reacting to it. Research in ITS has mostly focused on the detection phase
[18], evaluating dissimilar methods to model student confusion [36, 42], frustration
[20, 65] and attention [77]. An example of game-based virtual tutors that react to
automatically detected affect can be found in [83]. Even when tutoring systems are
not realized through games, one can argue that a learning activity via interaction
with a virtual tutor and a learning activity through a game-based scenario yield
similar psychophysiological patterns. As a consequence, the methodology covered
throughout this chapter is directly relevant for the study of intelligent tutoring
systems.

Health Technologies

Nowadays, a significant part of the world’s population is afflicted by depression
and anxiety-related disorders, which are directly connected to emotion and moods.
Affect detection can be the key for the diagnosis and computer-based treatment
of such mental health issues. Post-traumatic stress disorder (PTSD) has attracted a
lot of attention within the affective computing literature. Holmgaard et al. [40, 41]
have conducted representative research in this area. They designed and developed a
game-based tool for treating PTSD based on stress inoculation and exposure therapy
techniques. Physiological signals such as galvanic skin response and HRV were
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recorded from patients. Those signals would be processed to derive stress profiles
for the patient based on his skin conductance manifestations of stress on particular
in-game auditory and visual events. Those stress profiles can be used both as a
diagnostic and as an assistive tool for PTSD (see more details in the games for
health chapter of this book).

Another application of affect detection to health technologies is related to syn-
dromes such as autism that involve difficulties processing or expressing emotions.
There has been a large body of studies in affective computing research towards
developing tools to help parents, teachers and carers of children with autism
[46, 54, 72]. These tools detect the affective state of children and communicate it to
themselves or others, enhancing communication.

An additional application of psychophysiology to health technologies has been
explored in relation to tele-medicine. In this particular domain, emotion is not at
the core of the treated illness but it is regarded as an important element of the
communication between the patient and the doctor. Detecting the affective state
of the patient can help the doctor to better diagnose or simply better interact with
the patient. This enhanced communication can improve the patient’s satisfaction
and lead to a faster recovery. Lisetti et al. [S3] developed such a system, in which
the affective state of the patient was predicted from her physiological signals and
directly communicated to the doctor.

Limitations of Physiology

As already mentioned, most existing hardware for physiological recording require
the contact of body parts (e.g. head, chest or fingertips) to sensors making physio-
logical signals such as EEG and respiration rather impractical and highly intrusive.
Furthermore some sensors are still very costly for a broad use in gaming. As seen
in section “Sensor Technology”, however, recent advances in sensor technology
have resulted in low-cost unobtrusive biofeedback devices appropriate for gaming
applications (such as the IOM and the Embrace wristband). In addition, contact-less
heart activity detection applications such as Cardiio offer a promising future for
physiology-based gaming.

Another point of concern for the use of physiology-based game interaction is the
effect of signal habituation. Habituation is the learning process of the autonomic
nervous system when exposed to a particular stimulus several times. According to
Solokov [89] the nervous system creates a representation (model) of the stimulus
which is updated each time the stimulus is presented. The closer the expected
representation (model) comes to the actual stimulus the lower the affect to bodily
responses, which in turn yield physiological habituation. Habituation is of particular
relation to game-related research and connected to learnability in games. The design
of a successful game-based affective interaction approach should be able to provide
dissimilar stimuli or control for habituation.
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Physiological responses are affected by numerous factors including mood,
physical movement, physical state, age, blood sugar levels, caffeine consumption,
and drug use. To eliminate as many subjectivity biases as possible one needs to
record the physiological state of a subject during a short resting period prior to any
gameplay session. Baseline recordings from that period shall be used to both offset
the signals prior to affect modeling and calibrate any resulting affect models during
the interaction [73].

Conclusions

This chapter explored the potential of psychophysiology in gaming applications
and argued for the importance of physiology for achieving affective interaction
and enhanced player experience. Putting an emphasis on heart and electrodermal
activity we surveyed the current state of the art in sensor technology and outlined the
key phases of physiology-based affect detection and modeling. We also discussed
the evident potential of psychophysiology (through games or other applications)
in domains such as intelligent tutoring systems and health. Existing studies in the
literature, available sensor technology and a plethora of commercial-standard games
that incorporate psychophysiological processes as game affordances suggest that
physiology is an important means for realizing affective interaction in games with a
great potential for further research and development.
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Chapter 8
Emotion and Attitude Modeling for Non-player
Characters

Brian Ravenet, Florian Pecune, Mathieu Chollet, and Catherine Pelachaud

Abstract Within this chapter, we are presenting how game developers could take
inspiration from the research in Embodied Conversational Agent to develop non-
player characters capable of expressing believable emotional and social reactions.
Inspired by the social theories about human emotional and social reactions, the
researchers working with Embodied Conversational Agents developed different
computational models to reproduce these human mechanisms within virtual char-
acters. We are listing some of these works, comparing the different approaches and
theories considered.

Introduction

Non-player characters (NPC) that players encounter in games can have very
different roles. Depending on the game itself, they can act as an obstacle, being an
enemy, or they can act as an ally, helping the player to reach his/her objectives.
Interacting with an NPC may be important for the progression of the player.
To avoid blocking the player’s progress with an unexpected situation the NPCs’
behavior is usually scripted, meaning that they follow a precise predefined scenario.
Therefore they usually act as emotionless robots that are only here to obey the
rules of the game; they do not adapt their behavior to the current game situation,
giving no sense of engagement in their interaction with the player. In order to
create more compelling experiences, one can consider developing an emotional
connection with the players [81]. One step toward this goal is to model NPCs with
socio-emotional behaviors adapted to the game. In this chapter, we focus on the
research on emotion and attitude modeling for the non-player characters in order
to enhance this connection. Some games successfully convey emotional themes
by proposing a very cinematographic experience and by including non-playable
sequences and rich dialogues in which the characters (including the avatar of the
player) can show powerful emotional behaviors like in the critically acclaimed
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video game The Last of Us [75]. Game with a much more narrative experience
can elicit emotional connections, for example Heavy Rain [74] or The Walking
Dead [77], by creating characters that express different emotional reactions during
the non-playable sequences of the game depending on the choices of the player
during the interactive sequences. However, these systems still use a scripted scenario
and even if the developers created a very large tree of possibilities with rich
emotional expressions, the NPCs’ reactions during the interactive phases do not
show variability depending on the social bond the player could develop with them.
The video game The Sims 4 [27] is a recent example of a game that makes use of the
emotions of the virtual characters to trigger various reactions of the NPCs during
the gameplay phases. However, to our knowledge, very few games endow the NPCs
with enough autonomous capabilities to trigger adaptive emotional behaviors.

Autonomous virtual characters are capable of reacting in a human-like way,
in any situations. In particular they are able to reason and to take decision
to overcome an event [47]. When interacting with humans, they can respond
emotionally and show their engagement [12], creating compelling and engaging
narrative experiences. In particular, Embodied Conversational Agents [17] have
been endowed with the capacity to display believable emotional and social reactions.
To build such agents, computational models of emotion and social behaviors for
virtual characters have been developed for more than a decade now [36]. In this
chapter, we present the current state of these computational models. In the next
section, we detail works on emotion modeling, first presenting different emotion
theories from the literature in Human and Social sciences and then describing
computational models of emotion; we also present models on emotion expressions
in virtual characters. Then, in section “Attitude Modeling”, we turn our attention
to social behaviors like interpersonal attitudes. Finally, in section “Conclusion”, we
review what has been discussed and present perspectives for game developers using
these technologies.

Emotion Modeling

Different computational models have been proposed in order to model triggering
and expressing mechanisms linked to emotions inspired by human behaviors.

In this section, we present theories that are popular among the virtual human
researchers to base their model on, and we review some existing works on emotional
virtual humans.

Theory on Emotions

The literature in Human and Social sciences contains different representations for
the emotions and how they are triggered. For instance, Kleinginna and Kleinginna
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listed 92 different definitions that might be regrouped into 11 categories [42]. In this
section, we are presenting some of the most popular theories of emotion.

Basic Emotions

Scholars have proposed that some emotions are defined by a fixed neuromotor
program; they are biologically predetermined [26]. This theory supports Darwin’s
hypothesis claiming that there is a limited number of basic emotions. These
emotions are innate; essentially they have a communicative function, and are
thus universally recognized [22]. Ekman, for instance, defines six basic emotions
corresponding to particular and distinct facial expressions: anger, disgust, fear,
sadness, happiness and surprise [25]. However, recent work tends to deny the
universality of basic emotions. In [43], authors assess that facial expressions might
be interpreted differently depending on the culture and the gaze direction of the
one expressing the emotion. By combining these basic emotions, secondary ones
might arise. In his “wheel of emotion”, Plutchick compares emotions to colours
[63]. Hence, two basic emotions can be mixed together to obtain a third one; love
is considered as a mix between ecstasy and admiration. To complete the analogy,
Plutchick also considers intensity to determine emotional labels. As the colour fades
away, terror turns into fear, then apprehension.

Multidimensional Models

As opposed to the discrete approach where emotions are labeled, the continuous
approach uses a multidimensional space to represent emotions as a particular point
in this space. The main dimension used to distinguish emotions is related to pleasure
or pain [38]: indeed, this axis of valence allows one to distinguish a pleasant emotion
(e.g. joy) from a not pleasant one (e.g. sadness). However, it seems difficult to
differentiate emotions such as fear, anger or boredom by using only this single
dimension. A more accurate representation therefore requires the addition of one
or more axes on top of the valence one. In [69], Russell advocates for a model
based on two axes called “Circumplex Model of Affect” obtained by adding the
dimension of arousal to the dimension of valence. This model is taken over by
Reisenzein [67], but remains criticized, especially in [35] where the authors not
only refute the circular hypothesis, but also replace the arousal dimension by the
dimension of dominance. One of the most widely used dimensional models is the
PAD emotional model [53], which combines Pleasure, Arousal and Dominance to
obtain a better and more precise description of the different emotional states. A
recent study also confirms the universality of these three axes, while adding a fourth
dimension of unpredictability [30].
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Appraisal Theory

The most recent theory in the domain of emotions is the appraisal theory, supported,
for example, by Scherer [70]. According to this theory, emotions arise from a
continuous evaluation of events that are happening combined with our mental state.
The cognitive process can be divided into four different evaluation phases: (1)
checking the relevance to know whether the event affects me or my group, (2)
evaluating the impact of the event on my beliefs and goals, (3) defining my coping
potential that can be used to face the situation and (4) calculating the significance
of the event according to my social norms and standards. Thus, this representation
is powerful enough to describe how different persons engaged in a same situation
might express different emotions.

One of the most widely spread theory in the field of affective computing is the
OCC theory [60] in reference to its authors Ortony, Clore and Collins. In [60] 22
emotions are categorized into 6 separate groups based on the condition that triggered
them. Emotions can arise as reactions to (1) events impacting the goals of the
individual, (2) events affecting standards and norms of the individual and (3) events
related to the attractiveness of a particular object. The strength of this theory is
that it is easily understandable and implementable. It takes into account the valence
of emotions. Indeed, every emotion is considered here as pleasant or unpleasant
allowing for example to avoid ambiguities such as surprise, which can be good or
bad, or even neutral. In [6], the author explains how OCC can be integrated in virtual
agents.

Computational Model of Emotions

According to the “Affective Loop” [76], virtual agents have to generate and
express congruent emotions to allow powerful experience. In this section, we are
listing some works that tried to model the complex mechanisms of emotions for
virtual humans. Marsella and colleagues [50] provide an overview of the different
computational models of emotion according to the theory they are based on. As
stated by the authors, most of these models are rooted in the appraisal theory
that was presented in the previous section. Moreover, they propose an idealized
computational appraisal architecture and try to decompose the appraisal process into
different modules. The appraisal derivation model transforms an event into different
appraisal variables. These variables differ according to the theory of the model.
Then, the affect derivation model maps the appraisal variables into a particular
affective state and specifies the appropriate emotional reaction.

FAtiMA [23] follows this blueprint and offers a generic appraisal framework that
can be used to compare the different appraisal theories. The framework implements
a core layer (containing appraisal derivation and affect derivation models) on
which additional components can be added. The cultural component, for instance,
allows the agent to determine the praiseworthiness of an event according to its
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cultural norms and values. The motivational component introduces basic human
drives which are used to determine an event’s desirability: an event raising agent’s
drives will be appraised as desirable while another event lowering its drives will
be appraised as undesirable. EMA [49] is a computational model also based on
appraisal theory. In EMA, the virtual agent interprets events using a set of appraisal
variables that are stocked in a structure called appraisal frame. Each event is then
represented by an appraisal frame, leading to a particular emotion. Every time the
agent evaluates an event, the corresponding frame is updated leading to possible
change in the agent’s emotional state. Since many frames can be activated at the
same time, the final affective state corresponds to the most recently updated frame.
The model also implements two different coping strategies, altering the way the
agent will evaluate new events. Some serious games for children, using the FatiMA
framework, were developed to propose an emotion-based experience: FearNot [4]
presented the danger of bullying, ORIENt [29] was aimed at teaching how to develop
intercultural empathy and My Dream Theater helped children to learn how to resolve
conflicts [16].

Some computational models also map the emotions calculated by their appraisal
component into a three dimensional PAD (Pleasure, Arousal, Dominance) space
[53]. Alma [34] is one of the first models that computes an emotion based on OCC
theory and converts it into a three dimensional vector. Alma also introduces a more
lasting affective state called mood. Once an emotion is triggered, it will “push”

r “pull” the mood of the agent according to the positions of the mood and the
emotion in the 3D cube. If the computed mood and the computed emotion do not
belong to the same cube octant, the mood will be pulled towards the emotion. On the
opposite, if the emotion is in between the current mood and the center of the cube,
the mood will be pushed towards the edge of the cube. More recent works also
map OCC emotions into a PAD space, like WASABI did [7] or GAMYGDALA
[64]. The first one also models the mutual influence of emotions and mood over
time. Emotions of positive or negative valence respectively increase or lower the
mood value. Moreover, agents in a positive mood are more disposed to experience
positive emotions. Following Damasio’s theory [21] the model also differentiates
primary emotions (represented as a point in the 3D space) and secondary emotions
(represented as areas on the same space and implying a more complex cognitive
process to be computed). GAMYGDALA provides a simpler generic engine that
can be used to compute emotions for Non Playable Characters (NPC) in any kind
of video games. To do so, game developers have only to define NPC goals, and
annotate events happening in the game with a relation to these goals. According to
the OCC Model, GAMYGDALA computes the related emotion for the NPC and
maps it into a PAD space.

Emotions can also be represented in a formal way as a combination of logical
concepts such as beliefs, desires and intentions. In [1], the authors provide a logical
formalization of the emotion triggering process as described by the OCC theory
using the agent’s beliefs and desires. For instance, an agent experiences hope if
its desire matches its expectation (i.e. the agent desires to be hired by a company
and expects that it will happen). The agent will then feel satisfied, if the expected
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event actually happens, or disappointed if the event doesn’t happen. Meyer proposes
a different formalization for four distinct emotions, namely happiness, sadness,
anger and fear [54]. In this work, emotions are driven by the status of the agent’s
intentions. Thus, sadness is elicited if the agent believes that it cannot fulfill one
of the sub-goals needed to reach its intention. The author also provides strategies
to cope with the elicited emotions. However, the intensity of the different emotions
is not represented by these models. An answer can be found in [59], where the
authors propose different variables used to compute emotions intensity: the degree
of certainty concerning the intention achievement, the effort invested to try to
complete the intention, the importance of the intention and the potential to cope
in case of an intention failure.

Finally, some works try to integrate a computational model of emotions into
a more general cognitive architecture. Hence, emotions are part of a complex
cognitive process. EMA, which has already been introduced above, has been
coupled with the SOAR cognitive architecture [44]. The appraisal process presented
in LIDA [32] does not really differ from the one presented in [50]. LIDA relies
on Scherer’s appraisal variables (relevance, implications, coping potential and
normative significance) to assign an emotion to a particular appraised situation. The
emotion elicited will then improve learning and facilitate later action selection, by
improving the likelihood of an action to be selected. PEACTDIM [48] is another
attempt to unify cognitive behavior and emotions. Based on Scherer’s sequential
checks, PEACTDIM adds several layers into the SOAR cognitive process. Contrary
to many other computational models, emotions in PEACTDIM are not represented
by a label or a multidimensional vector, but by the entire appraisal frame.

Expression of Emotions

Now that we saw how to represent and compute emotional reactions, we are going to
see different works on computing the multimodal behaviors for a virtual character to
display its emotional state. Defining natural and believable expressions of emotions
has been one of the main topics of the ECA community since the past decade [62].

One solution is the use of motion capture performances that are reproduced,
as captured, directly onto the virtual characters [28]. It is the solution adopted by
most game developers. Whereas this approach has the advantage of being very
realistic for a specific context, it lacks adaptability and variability. On the other
hand, the approach of the ECA community is towards the creation of computational
models for the real time synthesis of the emotional expressions. To build these
computational models of emotional expression, researchers usually rely on two
distinct approaches. The first is based on the collection of data (on human behaviors)
and the identification of the features of the emotional expression within this data.
The second is based on the literature in Human and Social sciences and on the
findings of this literature to create rule-based systems. We now present some
relevant works to illustrate the differences between these two approaches.
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Data-Driven Models

Some researchers choose to use databases of expressive behaviors, from which,
characteristics of the emotional behaviors can be automatically identified and
extracted.

Researchers usually use motion capture to build these databases. For instance, the
Emilya database [31] is a collection of motion capture data of the whole body from
actors performing simple tasks in various emotional contexts. The MMLI database
[56] has been built with motion capture data of people laughing in interaction.
Machine learning techniques can then be applied to these databases to identify and
extract features of the emotion expressions and to build computational models of
emotional behaviors. For instance, in [24], the authors applied machine learning
techniques on a database of people laughing. The computational model learned the
relationship between body movements, facial expressions and acoustic features of
laughter such as its energy and pseudo-phonemes. A different approach consists in
learning directly a corpus of animation for a virtual agent without captures from
human actors. For instance in [58], the authors used a crowd-sourcing method to
collect a database of descriptions of different virtual agents smiles (polite, amused
or embarrassed). Each description consists of values for the different parameters of
the smile (e.g. degree of mouth aperture, of mouth extension). They built a decision
tree, directly from this corpus, capable of choosing the values for the parameters
depending on the desired type of smile.

Data driven models suffer from the need of an important amount of data. Data
collection can be difficult and costly to gather but offers the advantage of obtaining
an adaptable generic model that can evolve with new data.

Literature-Based Models

The literature of Human and Social sciences gives us different theories on how
humans express emotions [79]. For instance, Ekman proposed a model of descrip-
tion of how facial expression works [26]. His system called Facial Action Coding
System (FACS) is used to describe facial expression at the muscular level. FACS is
often used to code facial expressions of emotions.

Some researchers, when trying to build a computational model of emotional
expression, choose to derive computational rules from the findings of the literature
of Human and Social sciences. Like in [78] where the authors compute the
expression associated to an emotion as a linear combination of known expressions
of emotions set in a 3D space. In [55], the authors present a system inspired by
Scherer’s appraisal theory [72] that generates sequences of multi-modal signals
conveying emotions. In [45], the authors use the dimensional model of emotions
Pleasure-Arousal-Dominance (PAD) to ground the different emotional contexts in
which head and body movements vary during gaze shifts. Another dimensional rep-
resentation (Valence-Arousal-Dominance) is used in [2] where the authors attempt
to create better emotional expressions by using asymmetric facial expressions. In
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[51], the authors present a system that generates the nonverbal behavior of a virtual
character depending on its speech. The speech is analyzed to extract characteristics
and, using rules derived from the literature, the appropriate behaviors are selected.

These systems are less costly to produce as they do not require data to power
them. Moreover, the rules derived can be customized to fit particular needs (sce-
nario, cultural or gender specific behaviors for instance) and obtain a rich repertoire
of multi-modal behaviors. However they lack the adaptability and variability of the
data-driven models.

Attitude Modeling

Like the modeling of emotions, modeling the attitude of virtual humans requires the
development of models capable of computing and expressing attitudes.

The research about attitudes is quite new in the ECA community compared to
the research about emotions. However, a few systems already exist; they rely on
different theories from the literature of Human and Social sciences. In this section,
we are presenting some theories about the representations and the expressions of
attitudes and we are reviewing some work on social virtual humans.

Theory on Attitudes

First it is important to define what an attitude is. A review of the relevant literature
is proposed in [19] where the authors present different definitions. One of them is
the commonly used definition (in the ECA community) of interpersonal stances by
Scherer [71]. Scherer explains that an attitude is “an affective style used naturally
or strategically in an interaction with a person or a group of persons”. In other
words, within an interaction, one might use different attitudes depending on one’s
interlocutor. One might act nicely with a friend or bossy with a subordinate. These
attitudes are expressed using verbal and nonverbal cues as explained in [19].

In order to replicate these attitudes within virtual humans, it is necessary to
choose a representation. Different ones have been proposed through the years. The
representation from Schutz consists of three dimensions which are the Inclusion,
the Control and the Appreciation [73]. Later, Burgoon and Hale proposed a 12-
dimensional representation to characterize different styles of interaction [13]. But
the most used representation in the ECA community is the one from Argyle which
consists of a dimension of Status and a dimension of Affiliation. Using these
axes, an alternative circular representation has been proposed by Wiggins [80]
called the Interpersonal Circumplex. These 2-dimensional representations are easy
to manipulate and some researchers on human behaviors used them to describe how
attitudes influence the nonverbal behavior of a person. Mehrabian, for instance,
described in [52] how posture, distance and gaze can convey information about
Status or Affiliation.
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Computational Model of Attitudes

In this section, we are listing some works that proposed to model the complex
mechanisms of attitudes within virtual humans.

As explained in [71], a social attitude is a combination of both spontaneous
appraisal of the situation and strategic intentions. However, most of the compu-
tational models focus on the spontaneous appraisal, where agents only display
what they feel. If an agent feels like it has power over another one, it may show
dominance. Furthermore, if an agent really likes another one, it may express
friendliness. Thus, to know which social attitude an agent should display toward
another agent, we first have to compute its social relation.

One approach to model the dynamics of agent’s social relations and thus the
attitude it expresses is based on the emotions felt by the agent; that is agent displays
its emotional state as a sign of its social relations toward its interlocutors. In
SCREAM [66], emotions felt by the agent play an important role, changing the
relationship according to their valence and intensity. A positive emotion elicited by
another agent will raise the liking value towards it, while a negative emotion will
have the opposite effect. The authors also add the notion of familiarity, still changing
according to emotions, but evolving monotonically: only positive emotions are taken
into account. Similar dynamics can be found in [57], where authors describe the
influence of particular emotions on liking, dominance and solidarity. For instance,
an agent A feeling an emotion of pride elicited by another agent B will improve A’s
values of dominance and liking toward B. These values are initially defined by the
role of the agent. Finally, in EVA [40], the relation between the agent and the user
is represented by two values of friendliness and of dominance. As for these works
[40, 57], these values evolve according to four emotions felt by the agent: gratitude,
anger, joy and distress.

In SGD [65], the authors try to team up humans with a group of synthetic
characters, using a formal representation of liking and dominance. However, the
evolution of these two dimensions does not rely on emotions, but on the content of
the interactions between the agents. Socio-emotional actions, such as encouraging or
disagreeing with one agent, will have an impact (respectively positive and negative)
on its liking value. Instrumental actions, such as enhancing an agent’s competence
or obstructing one of its problems, will have an impact on its dominance. Callejas et
al. also rely on a circumplex representation to build a computational model of social
attitudes for a virtual recruiter [15]. In this work, the social attitude of the recruiter
is dynamically computed according to the difficulty level of the interview and the
anxiety level of the user. The recruiter will be friendly in lower difficulty levels, but
might change its attitude as the difficulty increases. Here, the attitude is expressed
strategically, in order to comfort or to challenge the user.

Although all the works presented above use a multidimensional representation
of social attitudes, some other works only model one dimension. For example,
Castelfranchi [18] formalizes the different patterns of dependence that can happen
in a relationship. Basically, an agent is dependent on another one if the latter
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can help the former to achieve one of its goals. The dependence level may
vary if the dependent agent finds alternative solutions, or manages to induce a
mutual or reciprocal dependence. Hexmoor et al. [39] address autonomy, power
and dependence from another perspective. In this work, the agent’s power is
characterized as a difference between personal weights and liberties of preferences.
The weights influence the agent towards individual or social behavior. The liberties
represent internal or external processes that influence the agent’s preferences of
choice.

Avatar Arena focuses on the appreciation in a scenario in which a user must
negotiate a schedule appointment with several agents [68]. Before each session,
the appreciation level between agents is fixed (low, medium, high), as well as their
assumptions about other agents preferences. According to the Congruity Theory
described by Osgood and Tannenbaum [61], when an agent discovers a mismatch
between its assumption about another agent’s preference and what this agent’s
preference actually is, this might trigger a change in the appreciation level toward
the other agent. Finally, some works rely on stage models to implement the notion
of intimacy in their agents. This is the case for Laura, who encourages users to
exercise on a daily basis [11]. Lauras behavior is driven by its intimacy level that
evolves during the interactions. The more the user interacts with Laura, the more
familiar it will behave. Another example of relational agent is Rea, who adapts its
dialog strategy according to the principle of trust [10]. Endowing the role of an
estate agent, Rea uses small-talks to enhance the confidence of the user. Once the
user becomes more confident with Rea, task-oriented dialog can take place.

Expression of Attitude

Different systems that aimed at computing the behaviors expressing an attitude are
presented in this section.

In the Demeanour project, virtual characters were used as avatars by users
improvising a story [5]. The users can define their avatar’s interpersonal attitude,
and posture and gaze behavior would then be automatically generated for the avatar.
For instance, a friendly avatar would orient itself more towards other avatars.

Fukayama et al. have proposed a gaze model that can express attitudes [33].
They proposed a two-state Markov model (i.e. a state where the gaze is directed at
the interlocutor, a state where the gaze is averted), the parameters of which (i.e. total
amount of gaze directed at the interlocutor, mean duration of gaze, direction of gaze
aversion) were defined using values from the literature on gaze behavior [3]. They
found that a very low (25 %) or very high (100 %) amount of gaze directed at the
interlocutor conveys hostility. Dominance is linearly correlated with the amount of
gaze directed at the interlocutor. Downward gaze aversions are less dominant, and
sideways gaze aversions are less friendly.

The Laura ECA was developed in order to engage with users in long-term
relationships [11]. The goal of Laura was to motivate the users to start a physical
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activity. Two versions of Laura were compared in a longitudinal study with users:
a neutral version and another version designed to appear friendlier throughout the
interactions. The friendly version would produce more gestures, head movements,
facial expressions of emotions (e.g. displays of empathy towards the user), and
would appear physically closer to the user on the display screen. The friendly agent
was attributed higher scores on a variety of measures including trust, respect, and
affiliation.

Bee et al. have studied the dominance expressed by a virtual agent in a series
of studies [8, 9]. In the first study [8], they investigated the impact of various
expressions of emotions combined with different head positions and gaze directions
on the expression of dominance. In their second study [9], Bee et al. investigated the
combination of a dialogue model expressing different personalities (i.e. introvert
vs extravert, agreeable vs disagreeable) and a gaze model. They found that the
expressed attitude is more easily identified when the two models are used together.

Lee and Marsella have proposed a model for agents in different conversational
roles, based on Argyle’s attitude dimensions [46]. They collected data on behaviors
of bystanders and side-participants using participants acting in an improvisation
scenario where the acted characters would have different attitudes towards one
another (e.g. Rio is dominant towards Harmony). Using this data, they proposed
a set of rules for the behavior of these side-participants, depending on the attitudes
of the characters.

Cafaro et al. proposed a model for the expression of attitudes during greetings
[14]. They use previous works that studied proxemics [37] and greetings [41] to
define which behaviors should display at which distances in a greeting phase so that
it appears more or less friendly.

Ravenet et al. used a crowdsourcing method to build a computational model for
the expression of attitudes and communicative intentions. They design an online
interface where users chose the behaviors of an agent according to an instruction
(e.g. “Which behaviors should the agent display to ask a question while appearing
friendly?”). They collected almost 1000 answers from participants. Using these
collected data, they built a Bayesian network that represents the probabilities of
the occurrence of the considered behaviors depending on an attitude and a commu-
nicative intention. This network can be used to generate several combinations of
non-verbal signals to communicate an intention with a given attitude, increasing the
variability of behaviors of the virtual agent.

Chollet et al. proposed a behavior planning model for expressing attitude; the
behavior planning model plans entire sequences of non-verbal signals instead of
independent signals [20]. They call this model a Sequential Behavior Planner. The
Sequential Behavior Planner takes as input an utterance to be said by the agent
augmented with information on the communicative intentions and its attitude it
wants to convey. This technique relies on a dataset of sequences of non-verbal
signals that were annotated as carrying an attitude that were extracted from a multi-
modal corpus using a sequential pattern mining technique. An evaluation showed
that the model manages to convey friendliness, hostility, and dominance attitudes,
but that it fails to express submissiveness.
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Conclusion

In this chapter, we presented various works aimed at giving virtual agents the
capacity of expressing believable emotions and attitudes.

Researchers working on Embodied Conversational Agents created various com-
putational models used to trigger in an autonomous fashion, emotional and social
reactions within virtual characters. They also developed solutions for the expres-
sions of the associated behaviors (e.g. gestures, facial expression and speech). Their
models are based either on the findings of the literature on Human and Social
sciences or on collected data. These researchers ran experimental studies to verify
that the emotional and social behaviors exhibited by the virtual characters are
understood by users and corresponded to what was expected. Nowadays, games
still massively use scripted characters but as the level of realism of the narrative
experiences proposed by the developers is constantly increasing, the need for a
higher level of believability of their worlds is increasing too. Whereas the NPCs
can show powerful emotional behaviors during cinematographic sequences, they
usually lack of autonomy during interactive phases. The tools presented in this
chapter can be useful for game developers in order to go a step further in creating
highly immersive experiences. A player, convinced by the behavior exhibited by a
NPC, who can consider it to be more than a simple robot, might think carefully about
his/her actions in the game as they would impact his/her experience on an emotional
level [81]. The player would be able to build his/her own experience depending on
how s/he chooses to interact and bond with the NPCs. Game developers can benefit
from these models and moreover they can provide the research community with
valuable feedbacks on how the models perform in very rich applications.
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Chapter 9
Emotion-Driven Level Generation

Julian Togelius and Georgios N. Yannakakis

Abstract This chapter examines the relationship between emotions and level
generation. Grounded in the experience-driven procedural content generation frame-
work we focus on levels and introduce a taxonomy of approaches for emotion-driven
level generation. We then review four characteristic level generators of our earlier
work that exemplify each one of the approaches introduced. We conclude the chapter
with our vision on the future of emotion-driven level generation.

Introduction

Game levels are frequently capable of, and indeed designed to, elicit affective
responses. Such responses range from the sadness of traversing a desolate landscape,
to the feeling of achievement upon clearing a hard but fair challenge, to the delight
of finding a hidden treasure cache, to the frustration of butting ones head against
an abusively hard challenge, to the tense dread of exploring a dark maze where
a monster might appear any second. The player might experience different and
changing emotions while playing a single level. The affective response of players
to games are influenced by numerous factors—many of them detailed in this book,
such as sound effects, narrative and cinematography—but this particular chapter
will focus on level design. We will be looking at level design as the arrangement of
components or items from a given vocabulary in order to yield a space for the player
character(s) to progress through. This can be exemplified by the multitude of levels
designed in Super Mario Maker (Nintendo 2015), levels which share a common and
somewhat restricted set of items and affordances, but which explore a remarkably
large expressive range and give rise to a wide variety of player emotions.

The structure of this paper will build on our own experience-driven procedural
content generation framework, which describes how Procedural Content Generation

J. Togelius (P)
Department of Computer Science and Engineering, New York University, New York, NY, USA
e-mail: julian@togelius.com

G.N. Yannakakis
Institute of Digital Games, University of Malta, Msida, Malta
e-mail: georgios.yannakakis @um.edu.mt

© Springer International Publishing Switzerland 2016 155
K. Karpouzis, G.N. Yannakakis (eds.), Emotion in Games,
Socio-Affective Computing 4, DOI 10.1007/978-3-319-41316-7_9


mailto:julian@togelius.com
mailto:georgios.yannakakis@um.edu.mt

156 J. Togelius and G.N. Yannakakis

(PCG) methods can be used to adapt games according to models of player
experience [23]. From this perspective, computer games are dynamic media that
implement rich forms of user interactivity. They also allow for high levels of
player incorporation and yield dynamic and complex emotion manifestations. The
potential that games have to influence players is mainly due to the rich contextual
building blocks (i.e., game content) they offer and their ability of placing the
player in a continuous mode of interaction with the game. Players are continuously
presented with (and react to) a wide palette of content types that vary from sound
effects and textures to narratives, game rules and levels. This rich interactivity can
naturally accommodate mechanisms for real-time adaptation of game content aimed
at adjusting player experience and realizing affective interaction [23].

In the rest of this chapter we provide a brief taxonomy of approaches for
emotion-driven level generation by putting an emphasis on two core dimensions that
influence the relationship between level generation and affect modeling. First, we
distinguish between level generation that follows a player-centric approach and that
which follows a designer-centric approach. Second, we differentiate between level
generation approaches that consider affect directly and approaches that are built on
other aspects of player experience such as cognitive patterns and player behaviors.
We provide an example for each of the four possibilities. The chapter concludes
with a vision of the future of emotion-driven level generation.

Emotion-Driven Level Generation

Emotion-driven level generation can be viewed as an instance of the experience-
driven procedural content generation framework [23]. According to our definitions
in [23] player experience is the collection of affective patterns elicited, cognitive
processes emerged and behavioral traits observed during gameplay [22]. Game
content refers to all aspects of a game that affect the player experience but
are not non-player character (NPC) behavior or the game engine itself. This
definition includes game design, level architecture, visuals, audio, and narrative [9].
Procedural content generation (PCG) refers to the creation of game content—as
defined above—automatically (or semi-automatically), through algorithmic means.
As games offer one of the most representative examples of rich and diverse content
creation applications and are elicitors of unique user experiences we view game
content as the building block of games and the generated games as the potentiators
of player experience. Based on the above, the experience-driven PCG framework
[23] is defined as a generic approach for the optimization of player experience via
the adaptation of the experienced content.

To realize experience-driven PCG for level generation one needs to assess the
quality of the level generated (linked to the experience of the user), search through
the available level content, and generate a level that optimizes the experience for the
user (see Fig.9.1). In particular, the key components of experience-driven PCG for
level generation are:
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User Experience Model
First-Order (Player) | Second-Order (Designer)

Direct (Affect)

A

Level | [ Level | |
Representation | | Generator |
k- by

o

Fig. 9.1 The four key components of the experience-driven PCG framework [23] for level
generation. The four user experience modeling options are detailed in the taxonomy of section “A
Taxonomy of Emotion-Driven Level Generators”

* User experience model: user experience is modeled as a function of game
content and the user. The user considered can be either a player (i.e., first-
order level generation) or a designer (i.e., second-order level generation); see
section “First-Order vs. Second-Order Level Generators” for further details.
The modeling approach can be either direct or indirect depending on its level
of grounding in user affect; see section “Direct vs. Indirect Level Generators”
for further details. Section “A Taxonomy of Emotion-Driven Level Generators”
introduces the taxonomy of the four aforementioned user experience modeling
options for level generation, thereby, enriching the experience-driven PCG
framework.

* Level quality evaluator: the quality of the generated content (i.e., level) is
assessed and linked to the modeled experience.

* Level representation: the level is represented accordingly to maximize search
efficacy and robustness.

* Level generator: the generator searches through content (i.e., parameterized
level) space for content that optimizes the experience for the user according to
the acquired model.

With respect to the user experience component of the experience-driven PCG
framework, emotion-driven level design focuses on emotion and affect and takes
into consideration other aspects of experience only implicitly (as discussed
thoroughly in the following sections). With regards to the PCG component of
experience-driven PCG, emotion-driven level generation considers game levels and
their core architectural properties (functionality and aesthetics) as the content type
under consideration. In other words emotion-driven level generation investigates
the generation of game levels and their impact on gameplay and experience.
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A Taxonomy of Emotion-Driven Level Generators

According to the taxonomy presented in [19, 23] game content can be necessary
(e.g. game rules or a main quest) or optional (e.g. trees in a level, flying birds on the
background or a side quest). Necessary content needs to be completable or playable
by the player, and generators of necessary content therefore needs to assure the
completeness of the generated artefacts. We here consider levels to be necessary
content for a digital game as most game levels need to be completable. Further,
a generator can be either offline or online, random or based on a parametrizable,
stochastic or deterministic and finally it can be either constructive (i.e. content
is generated once) or generate-and-test (i.e. content is generated and tested). In
addition to the taxonomies provided in [19, 23]—which are applicable to level
generators—in this section we put an emphasis on the level design process and
derive two more dimensions for clustering level generation approaches. The two
dimensions are illustrated under the user experience model component of Fig. 9.1.

First-Order vs. Second-Order Level Generators

Arguably the level design process as a whole is, by nature, built and driven by
emotion. On the one hand there is a player that experiences a particular game level.
That interaction with the game level elicits affective responses, enables particular
cognitive processes and, as a result, yields to a particular playing behavior. Such
player emotional responses may, in turn, reflect on the player’s bodily reactions
(facial expression, posture) or affect changes in the player’s physiology. Those affect
manifestations caused (in part) by the design of the level can be captured via e.g.
physiological sensors or web cameras (see other chapters of this book) and can
be used as input to a model that predicts player emotion. Such a model can, in
turn be used for personalized level design. In this chapter, we refer to this player-
centric approach to emotion-driven level generation first-order. On the other hand
there is a level designer that has particular goals, intentions, preferences, styles and
expectations from her design [8]. Most importantly, the level designer incrementally
internalizes and builds a high level (or even rather detailed) model of expected
player experience during the design process that is used as a design guide. That
internal model is tested through piloting, and thorough play-testing. If via testing
a mismatch is found between the model of the expected player experience and the
actual player experience then two design options are applicable and can even concur:
either the level is adjusted accordingly or the designer’s expectations and goals about
the player experience are altered to match the actual experience. The game emotive
goals of the designer and aspects of that internal player experience model can be
captured in a similar fashion as with the player. The designer manifests bodily,
cognitive and behavioral responses to the design during the design process. Such
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responses can provide the input to computational representations of the designer’s
affective, cognitive or behavioral aspects (i.e. designer models [8]). We name that
designer-centric approach to player experience design as second-order since it is
based on an indirect modeling of player experience.

In summary first-order experience-driven level generators build on a model of
player experience, whereas second-order generators build on a model of designer
experience which may include intents, goals, styles, preferences and expectations
(see Fig.9.1).

Direct vs. Indirect Level Generators

Further to the distinction between first- and second-order approaches to emotion-
driven level generation we also identify two ways in which affect is incorporated
in level generation: the direct and the indirect approach (see Fig.9.1). According
to the direct approach the evaluation function of the level generation mechanism is
built on a computational model of the player’s affect. On the other hand an indirect
level generator instead considers other aspects of the player experience beyond
affect and emotion—such as behavioral traits and cognitive processes. These aspects
are seen as proxies of player experience, therefore the indirect label. Evidence (as
well as common sense) suggests that player (or designer) actions, decisions and
real-time preferences are interlinked to experience since the level may affect the
player’s or the designer’s cognitive processing patterns and cognitive focus. As
a result, cognitive processes and behavioral patterns may influence emotions and
vice versa as cognition, behavior and emotion are heavily interwoven [1]. Thus,
one may infer the player’s or the designer’s emotional state indirectly by analyzing
patterns of the interaction and associating user emotions with level context variables
[2, 3]. Given the interwoven relation of affect and cognition the boundaries that
distinguish between a direct and an indirect level generation approach are often
unclear. Figure 9.1 depicts this relationship via a gradient-colored pattern.

Exemplifying Emotion-Driven Level Generation

In this section we outline one critical emotion-driven level generation example per
each of the four categories derived from the taxonomy presented in section “A
Taxonomy of Emotion-Driven Level Generators”. Within the first-order level
generation approaches we describe the Super Mario Bros (direct) and the Mini
Dungeons (indirect) paradigms whereas within the second-order level generators
we present the Sonancia (direct) and the Sentient Sketchbook (indirect) tools for
level design.
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Super Mario Bros: First-Order, Direct Level Generation

Building on the experience-driven PCG [23] framework, the Super Mario Bros level
generator employs a direct and first-order approach to emotion-driven level design.
The work of Pedersen et al. [14, 15] and Shaker et al. [16—18] focuses on the
construction of models of player affect via crowdsourced gameplay traces and self-
reports of the player experience of several hundred Super Mario Bros players. The
resulting models fuse behavioral characteristics of gameplay with level parameters
and predict aspects of player experience such as player challenge, frustration and
engagement. These modes can, in turn, be used to generate personalized emotion-
driven levels by varying the level parameters considered by the player experience
models.

More specifically, the work of Shaker et al. [18]—which builds upon and extends
that of Pedersen et al. [14, 15]—mines a large set of crowdsourced gameplay data
of Super Mario Bros. The data consists of 40 short game levels that differ along six
key level design parameters. Collectively, these levels are played 1560 times over the
Internet and the perceived experience is annotated by participants via self-reported
rankings of engagement, frustration and challenge. The study explores dissimilar
types of features, including direct measurements of event and item frequencies, and
features constructed through frequent sequence mining. The fusion of the extracted
features allowed Shaker et al. to predict reported player experience with accuracies
higher than 70 %. The models of engagement, frustration and challenge contain level
parameters as their input and, thus, are directly applicable for the personalization of
game experience via automatic level generation. Exhaustive search within the level
parameter space has been used in [17] to achieve that aim.

In addition to the large data corpus of behavioral cues, level parameters and
subjective experience annotations a sequel article of Shaker et al. [16] investigated
the impact of player visual cues (obtained via a webcam) for the construction
of player experience models. Obtained results show that when players’ visual
and behavioral characteristics are fused highly accurate experience models can be
constructed as accuracies reach 91 %, 92 %, and 88 % for engagement, frustration,
and challenge, respectively. Using exhaustive search on the small level parameter
space models can be used to generate a sample of maximally (or minimally)
engaging, frustrating, and challenging levels (see Fig. 9.2a).

MiniDungeons: First-Order, Indirect Level Generation

MiniDungeons is a simple turn-based dungeon crawling game, in the style of
popular roguelikes such as Deskfop Dungeons (with similarities to games such as
Rogue and NetHack [4, 5]. The gameplay consists in navigating maze-like dungeons
to get from the entrance to the exit of each dungeon (see Fig. 9.2b). Typically, there
is more than one way of reaching the end and multiple dead ends. Scattered around
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Fig. 9.2 The example level generators discussed in this chapter. Super Mario Bros is a trademark
of Nintendo; all images used with permission. (a) A Super Mario Bros level that maximizes the
frustration of a particular player [16]. (b) Mini Dungeons: a screenshot from a generated level. (c)
Sonancia: a screenshot from a generated level. (d) The Sentient Sketchbook strategy map design
tool

the dungeon are monsters, treasures and potions. Monsters sometimes block the path
to the exit and need to be overcome to win the level, other times they block paths to
treasures or just stand around in the open. Fighting monsters drains health, which
can be regained by consuming potions. Importantly, the game can be played in many
different ways, depending on whether the player focuses on finishing levels quickly,
getting all the treasures, killing all the monsters etc., and also depending on how
risk-averse the player is.

Holmgérd et al. developed a method for modeling players’ behavior in the
MiniDungeons game (and, by extension, other games featuring tactical decisions)
from the perspective of bounded rationality. The model assumes a small number of
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objectives and takes parameters specifying how important each objective is to the
player. Using neuroevolution, agents can be trained to replicate a player’s style—at
least those aspects of player style which are captured by a set of objective weights.

Being able to replicate a player’s playing style is very useful for level generation.
Liapis et al. designed a level generator for MiniDungeons based on simulated
playthrough [6]. The generator uses evolutionary search for in level space, using
playthroughs of levels for evaluating them. By feeding the generator a specific
player model, the generator will create levels tailored to the modeled playstyle in
the sense that playstyle is very successful at that level. This is a first-order and
indirect level generator, because while it models the player, it does not model player
experience directly; instead, it models the player’s playstyle. It is assumed that the
player wants to play in the particular style they exhibit, and therefore that generating
levels that make that playstyle successful will increase player enjoyment.

Sonancia: Second-Order, Direct Level Generation

Sonancia [11, 12] is a system built for generating multiple creative domains of hor-
ror games, with the intention of creating tense and frightful experiences. Sonancia
procedurally generates the architecture of a haunted mansion (with rooms and doors
which may contain monsters or quest items) as well as the level’s soundscape by
allocating audio assets within the rooms and mixing them as the player traverses the
level (see Fig.9.2c). Level generation and soundscape generation are orchestrated
by notions of tension and suspense; the level generator attempts to match a designer-
specified progression of tension while the sound generator attempts to prompt the
player’s suspense in rooms where tension is low.

The Sonancia level and soundscape generation system is direct as it relies on
a function that maps sound and level features to a tension model. The tension-
driven level generation is also second-order as it explicitly depends on a designer’s
provided tension curve—which, in turn, implies the existence of an indirect model
of player experience. Further details about the current level and sound generation
algorithm behind Sonancia can be found in [11, 12].

Sentient Sketchbook: Second-Order, Indirect Level Generation

The last remaining quadrant of our taxonomy is occupied by the second-order,
indirect level generators. These are generators that model the designer, but not
the designer’s affective experience directly. In the following, we will discuss the
example of Sentient Sketchbook with its designer modeling component.

Sentient Sketchbook is an Al-assisted game design tool for strategy game maps,
such as those used in StarCraft (Blizzard Entertainment 1998) [7]. At the core,
there is a standard level editor featuring abilities to sketch a strategy map (see
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Fig.9.2d). The tool constantly measures the qualities of the current state of the
level design through several metrics related to exploration, area control and balance,
and provides real-time feedback to the designer as well as suggestions for changes
that the designer can choose to apply or ignore. In the graphical user interface, the
various metrics are visualized as meters that give the user instant feedback about
e.g how resource-balanced the current version of the level is, but there is also
a visualization in the actual editor pane for e.g. safe resources. The suggestions
are presented in a separate panel to the right of the editor, and the user can at
any time choose to use a suggestion. These suggestions are generated partly using
evolutionary algorithms, starting from the current level and trying to find level
variants that satisfy some of the level metrics better.

The designer modeling in Sentient Sketchbook [10] works by constantly tracking
the quality metrics of the level as it is being edited. The model then tries to estimate
the trend in the editing; essentially, estimate the gradient in multidimensional quality
space. This model is then used to influence what suggestions are generated. In a
nutshell, the suggestions are generated to mostly lie in the direction the user seems
to be pursuing. So if a designer using Sentient Sketchbook seems to be aiming for a
more asymmetric map where player A has the resources and player B has the more
advantageous terrain, most of the suggestions the tool presents will follow that trend
and be even more asymmetric in terms of resources and terrain.

In sum, Sentient Sketchbook with its designer modeling component implements
second-order indirect level generation, in that it models the designer’s intent and
acts on this model. The emotional expression of the levels and the elicited player
experience are assumed to be implicit in the intent of the designer, and the model is
helping the designer to implement this intent through the generation of suggestions.

Discussion

While the examples discussed here come from academic research, it is worth noting
that dynamic difficulty adjustment is a widespread practice within commercial
games of some genres. In particular racing games (such as Mario Kart 64 (Nintendo
1996)) frequently adapt their difficulty based on the performance of the player. Some
other commercial games include more complex mechanisms; in particular Left 4
dead (Valve 2008) uses a sophisticated dynamic difficulty adjustment mechanism
based on tension curves. Player experience, however, is a more complex synthesis
of affective and cognitive patterns than mere challenge and only certain aspects
of it have been modeled in games. Explicit player emotion-based adaptation exists
in commercial games such as the biofeedback-based game Journey of Wild Divine
(Wild Divine 2001) for relaxation purposes or the adventure horror biofeedback-
enhanced game Nevermind (Flying Mollusk 2015). A number of sensors are
available for affective interaction with those games including skin conductance and
heart activity. Nevertheless the emotion-based adaptation is realized either through
audiovisual aspects or the challenge offered to the player. At the time of writing, we
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are not aware of any commercial games that explicitly model player experience for
the purpose of generating levels.

In order for emotion-driven game adaptation through level generation to become
widespread in commercial-standard games, a number of questions need to be
answered, presumably through further research. These questions deal with what
features are effective for modeling player experience, how best to generate levels
given a particular experience model, and the stability and generality of acquired
models. Another critical question is how often particular level attributes should
be adjusted. The frequency can vary from simple predetermined or dynamic time
windows [21] but adaptation can also be activated every time a new level [17] or
a new game [20] starts, or even after a set of critical player actions—such as in
Fagade [13]. The time window of adaptation is heavily dependent on the game under
examination and the desires of the game designer.

Future Vision and Conclusion

We have outlined a taxonomy of approaches to emotion-driven level generation,
elaborating on our existing taxonomy of experience-driven procedural content gen-
eration. We have also discussed four examples of emotion-driven level generation,
one for each corner in our two-dimensional taxonomy. This is existing work, but it
would be safe to say that only very little of the potential of emotion-driven level
generation has been realized at this point in time. As so often, further work is
needed. Therefore, we would like to conclude this chapter with a brief vision of
what a game might look like in the future, when we have figured out emotion-driven
level generation sufficiently to make it work reliably on a large-scale commercial-
grade game.

You are playing an “open world’’ game, something like Grand Theft Auto V
(Rockstar Games 2013) or Skyrim (Bethesda Softworks 2011). Instead of going
straight to the next mission objective in the city you are in, you decide to drive (or
ride) 5h in some randomly chosen direction. The game makes up the landscape as
you go along, and you end up in a new city that no human player has visited before.
In this city, you can enter any house (though you might have to pick a few locks),
talk to everyone you meet, and involve yourself in a completely new set of intrigues
and carry out new missions. If you would have gone in a different direction, you
would have reached a different city with different architecture, different people and
different missions. Or a huge forest with realistic animals and eremites, or a secret
research lab, or whatever the game engine comes up with.

While creating those areas, the game takes your skills, preferences and emotional
state into consideration. All of those have been estimated earlier on through
recording your interactions with the game, using models of player affect inferred
from a large number of players’ interactions in multiple games. So the game
might infer that you are bored with the current selection of assassination quests,
and venture an educated guess that some opportunities for (in-game) romance
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might spice things up. Or decide that you need more, or less, challenge. Or that
your aesthetic sense might be stirred by some grand open vistas accompanied
by a bombastic score, or may a dark claustrophobic basement accompanied by a
minimalist electronic tune. Maybe you need more content and activities similar to
what you have already experienced; perhaps you had a tough day in the real world
and want the comfortable embrace of well-known (yet superficially new) in-game
territory and tasks.

Doing all of this right will require enormously wide-ranging and accurate
models. How far can we realistically get towards this goal given current technologies
and paradigms? We don’t know. All we know is that more research is needed.
While the methods we have today can already be implemented in constrained
domains and controlled environments (e.g., see the Super Mario Bros experiments
discussed above) there is no shortage of further research towards making the goal
of emotionally adaptive games a reality. In other words, you (and we) have a lot to
work on.
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Chapter 10
Emotion-Driven Narrative Generation

Brian O’Neill and Mark Riedl

Abstract While a number of systems have been developed that can generate
stories, the challenge of generating stories that elicit emotions from human audi-
ences remains an open problem. With the development of models of emotion, it
would be possible to use these models as means of evaluating stories for their
emotional content. In this chapter, we discuss Dramatis, a model of suspense. This
model measures the level of suspense in a story by attempting to determine the best
method for the protagonist to avoid a negative outcome. We discuss the possibilities
for Dramatis and other emotion models for improving intelligent generation of
narratives.

Introduction

Games are one of several common forms of entertainment that makes use of
narrative. Many game genres use fictional context to reinforce the immersion within
the game world and to motivate the player’s activities. These fictional contexts
answer the question, “Why am I, the player, engaging in a particular activity?” The
fictional context may further induce an affective response from a player: dramatic
tension over how events are unfolding, strong positive or negative feelings towards
virtual characters, or suspense over what might happen next.

In many game narratives, the narrative was pre-determined by the authors and
designers. The player has little or no capacity for affecting the events of the story,
because the game has a single, linear narrative arc. In contrast, interactive narrative
is a form of digital interactive experience in which users create or influence a
dramatic storyline through actions, either by assuming the role of a character in

B. O’Neill (P<)

Department of Computer Science and Information Technology, Western New England University,
1215 Wilbraham Road, Springfield, MA 01119, USA

e-mail: brian.oneill@wne.edu

M. Riedl

School of Interactive Computing, Georgia Institute of Technology, 85 Fifth Street, Atlanta,
GA 30308, USA

e-mail: riedl@cc.gatech.edu

© Springer International Publishing Switzerland 2016 167
K. Karpouzis, G.N. Yannakakis (eds.), Emotion in Games,
Socio-Affective Computing 4, DOI 10.1007/978-3-319-41316-7_10


mailto:brian.oneill@wne.edu
mailto:riedl@cc.gatech.edu

168 B. O’Neill and M. Riedl

a fictional virtual world, issuing commands to computer-controlled characters, or
directly manipulating the fictional world state. The simplest form of an interactive
narrative is a branching story, such as Choose-Your-Own-Adventure books and
hypertexts, in which plot points are followed by a number of options that lead
to different, alternative narratives unfolding. More complex interactive narrative
systems use artificial intelligence (Al) to construct the story on the fly in accordance
with the player’s desires. In Al-driven interactive narrative, a drama manager—an
omniscient background agent that monitors the state of the fictional world—
conducts a search through possible future narrative trajectories, determines what
will happen next in the game, and coordinates virtual characters to bring about
the best narrative possible. The difficulty lies within recognizing which of the
trajectories is most interesting to the player.

Good narratives are not simply a series of events—good narratives elicit emo-
tional responses from their audiences. However, generating stories that intentionally
elicit an emotional response is challenging. Maintaining an emotional level in an
interactive narrative requires interference from an intelligent manager, keeping the
story on trajectories that are expected to keep emotional content high. Models
of emotion could help address these issues. With an understanding of emotional
responses to stories, these models could be developed and used to generate emotion-
inducing stories. In this chapter, we describe Dramatis, a model of suspense. With
such a model, we can judge the level of suspense a reader or player would feel
from following the narrative of a particular trajectory. We will also discuss the
consequences for having such a model (or models of other emotions) for story
generation and interactive narrative.

Background

Before discussing the Dramatis system or how we can judge the suspense level
of a particular future trajectory, we must clarify what we mean by narrative and
suspense. We will also briefly discuss story generation and interactive narrative,
while providing examples of such systems that have attempted to address suspense
and related emotional responses.

Narrative

Narrative is ubiquitous in human culture. Narratives are used in a variety of forms
of entertainment, including books, films, and games. In addition to entertainment,
people create and share narratives in order to explain the world around them. Prince
defines narrative as follows [25]:
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Narrative: The representation ...of one or more real or fictive events
communicated by one, two, or several (more or less overt) narrators to one,
two, or several (more or less overt) naratees.

Put another way, a narrative is the communication of events (rather than simple
facts) from a narrator to a reader or listener. The key to the definition is the
requirement for events. A fact (e.g., “It is snowing.”) does not constitute a narrative.
By contrast, a single event (“I went to the store.”) is a narrative, albeit not one that is
particularly interesting. The “main incidents” of a narrative come together to form
a plot. Plots may follow a common structure, such as the traditional Aristotelian arc
[2], or Freytag’s triangle [11].

Narratologists distinguish between the events of the story (known as the fabula)
and the presentation of those events by the narrator(s) to the narratee(s) (known as
the sjuzhet). The fabula contains all events of the narrative, regardless of the order
of presentation, or whether they are presented to the audience at all. A sjuzhet is
a particular ordering and presentation of a subset of the events contained in the
fabula. It is common for the sjuzhet to exclude events from the fabula, or to alter
the order of events. A fabula may therefore have multiple sjuzhets, depending on
what the narrator chooses to include from the set of events and the order in which
they are told. As an example of fabula and sjuzhet, consider the original Back to
the Future film. The events of the film, including those not shown on-screen, make
up the fabula. The presentation shown to the audience is one sjuzhet. An alternate
sjuzhet would show the events in chronological order.

Story Generation and Interactive Narrative

Story generation refers to the ability of artificial intelligence to create new stories.
Computational approaches to story generation largely take one of two approaches:
search-based approaches [17, 23, 27, 31] or adaptive approaches [13, 22, 30].
Search-based systems explore a space of possible sequences of actions, using some
heuristic of quality to compare them. Adaptive systems start from a library of known
stories. These stories are modified or recombined into new stories, sometimes using
analogical reasoning. In some cases, story generation systems work to create both
a new fabula or sjuzhet. However, some systems focus on only creating one or the
other (e.g. generating a sjuzhet for a given fabula).

Interactive narrative is a form of story generation that features the audience as
a user who can influence the narrative as it progresses [26]. The user, typically in
the role of the protagonist, can take actions in the story-world, thereby affecting
the path and outcome of the story. Some interactive narratives give the user
control over the world as an observer, rather than giving them direct control
of a character. Non-player characters (NPCs) in the interactive narrative may
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be controlled by an experience manager, which affects the world in order to maintain
story quality. The definition of quality varies depending on the particular system,
but may include closeness to the author’s intended story or measures of player
experience, such as the expected emotional impact on the player.

A number of story generation and interactive narrative systems have attempted to
address audience emotion in some way. Suspenser [7] is a story generation system
which, given a fabula, attempts to identify the most suspenseful sjuzhet. Similarly,
Prevoyant [3] uses flashbacks and foreshadowing to reorder a story with the goal
of creating the most surprising sjuzhet from a fabula. Ware et al. [31] developed
a model of narrative conflict using planning, applicable to story generation and
interactive narrative. Facade [16] and Merchant of Venice [24] are interactive
narrative systems which establish ideal tension curves for the narrative. The drama
manager in each system affects the story by trying to get the tension in the story
to the pre-defined level. Other story generation and interactive narrative systems
[4,22] also use tension as a metric, though there is no consistent definition of tension
among them.

Suspense

Expert storytellers who craft their narratives for entertainment often structure their
sjuzhets with the intent of eliciting emotional responses from the narratees (readers,
game players, film viewers, etc.). The idea that story structure is correlated with
audience enjoyment dates to Aristotle [2]. Suspense is one of many commonly used
tools for creating emotional responses and has been found to contribute to reader
enjoyment [29]. There are many definitions of suspense, coming from the fields
of narratology [1, 6, 29], psychology [8, 12, 21], and entertainment theory [33], to
name a few. Rather than consider each of these definitions, we will highlight the
similarities in those definitions.

There are four attributes that are common among the various definitions of sus-
pense: (1) uncertainty about an outcome, (2) a particularly desirable or undesirable
possible result to that uncertain outcome, (3) an audience affinity for the character
whose outcome is uncertain, and (4) a disparity of knowledge between the characters
and the audience. The uncertainty of an outcome is the most important feature,
and there must be meaning behind this uncertainty. There must be a substantial
possibility of an undesirable state resulting for the character. However, there is no
suspense unless the audience cares about the character. If the audience does not like
the character or cannot identify with the character, then they will not feel suspense
about the character’s outcome. Finally, suspense can be generated by giving the
audience more knowledge about a situation than the characters have. In such cases,
the audience will be aware of the potential dire consequences of a situation, while
the characters may have no idea.

One definition of suspense that we wish to highlight comes from Gerrig and
Bernardo [12]
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Readers feel suspense when led to believe that the quantity or quality of paths
through the hero’s problem space has become diminished.

Gerrig and Bernardo generated this definition by studying the levels of suspense
self-reported by readers given different versions of story excerpts. Readers act
as problem-solvers on behalf of the protagonist, attempting to identify solutions
that avert a negative outcome for the protagonist. When readers struggle to find
solutions, or only find low-quality solutions, readers perceive more suspense. Thus,
in a sense, readers find themselves in an interactive narrative in their own mind, as
they evaluate potential future trajectories for the protagonist. However, unlike in an
interactive narrative, the reader lacks the ability to decide for the protagonist which
path to take.

Dramatis adopts a reformulation of Gerrig and Bernardo’s definition. This
reformulation is discussed in the “Reformulating Gerrig and Bernardo” section
below. Suspenser [7] applies Gerrig and Bernardo’s definition of suspense in its
attempt to find the most suspenseful sjuzhet for a given fabula. The system measures
suspense by projecting all possible future plans and determining the ratio of failed
plans to successful plans, with suspense increasing as the ratio increases.

Dramatis

Dramatis is a computational model of suspense felt by the reader of a story. The
model reads a story and calculates the level of suspense over time. The model uses a
reformulation of Gerrig and Bernardo’s definition of suspense (details of which are
discussed in the next section). Dramatis reads a discretized symbolic-logic version
of story events, determines whether characters are facing an undesirable outcome,
and generates and evaluates the quality of the best plan for avoiding that outcome.
The evaluation of quality is correlated with the level of suspense at that moment of
the story.

Reformulating Gerrig and Bernardo

Recall Gerrig and Bernardo’s definition of suspense, introduced above: “Readers
feel suspense when led to believe that the quantity or quality of paths through
the hero’s problem space has become diminished.” Gerrig and Bernardo describe
a search space, where the search is conducted by the reader on behalf of the hero
of the story. The search space consists of possible future states of the story world.
Readers, therefore, are searching through a series of potential storylines and judging
which one is best. Suspense is generated, in part, by how authors manipulate the
space.
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How do authors induce suspense? According to Gerrig and Bernardo’s definition
and their studies of readers, authors can manipulate the quantity and/or quality
of paths in the hero’s space. Authors may propose possible solutions, potentially
implying an increase in quantity or that the plan is high quality, before striking it
down, thereby diminishing the quantity of plans available. Authors may otherwise
indicate suggest plans that they know to be faulty in order to distract readers
from the solution that will ultimately be used by the hero. So authors create
suspense by manipulating the search space or how the reader traverses the search
space.

Gerrig and Bernardo’s definition of suspense is computationally intractable. It is
not possible to measure all paths through the problem space in terms of success and
failure and weigh the ratio, because paths may fail as a result of the search process
or the planning problem, rather than as a result of the conditions of the story world.
Additionally, Gerrig and Bernardo’s definition suggests that humans regenerate the
search space repeatedly while reading. However, many of the definitions of suspense
indicated that humans only search the space when prompted to do so by a potential
undesirable outcome. Further, regenerating the search space requires the ability to
identify the causal consequences of story events, an inference that can only occur
when the reader puts the story aside [14]. Finally, human memory is resource-
bounded, and they are therefore incapable of considering the entire space of possible
events, let alone constantly regenerating that search space as they read.

As a consequence, we reformulate Gerrig and Bernardo’s definition of suspense
as follows:

Given the belief that a character can face a negative outcome, one can assume
that this outcome will occur and search for the single most likely plan—the
escape plan—in which the protagonist avoids this outcome.

Gerrig and Bernardo refer to the quality of paths through the hero’s problem
space, though they are not precise with how quality is measured. We consider the
escape plan’s quality to be its perceived likelihood of success from the perspective
of the reader. Using perceived likelihood (rather than actual likelihood) allows us to
account for ways in which the author might manipulate the problem space, as well as
account for the disparity in knowledge between the characters and the audience. We
use a model of reader memory to calculate the perceived likelihood, working from
the concept that humans consider the first thought retrieved from memory to be the
most likely thing to actually occur [15]. Additionally, this reformulation requires
neither constant regeneration of the search space, nor generation of the total search
space. Finally, by searching for a single escape plan, there is no comparison between
the number of successful plans and the number of failed plans.
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Dramatis Algorithm and Inputs

Figure 10.1 shows the Dramatis algorithm for measuring suspense in a story.
Subsequent sections break down these steps in further detail. Dramatis reads
stories in a discretized symbolic format, which we call time-slices. Each time-slice
describes one action in the story and provides state information about the characters
and location of the scene. As Dramatis reads the story, it searches a library of scripts
to identify one whose sequence of events matches the events observed in the story-
so-far. The script provides information about what negative outcomes may occur in
the near future. Once a negative outcome has been predicted, Dramatis generates an
escape plan to avert the negative outcome. The perceived likelihood of the escape
plan’s success is correlated with the level of suspense at that moment. As the story
continues and new information is gained in the story, Dramatis revises its escape
plans and its measures of likelihood and suspense, potentially generating new plans
as old escape plans cease to be viable. At the conclusion of the story, we are left
with a curve showing suspense over time.

Let SL be a script library, OL be an operator library, and T be an ordered sequence of time-slices.
Let NM represent narrative memory, MS be a model of reader salience, and EP be an escape plan.

DRAMATIS(SL,OL,T):
NM 0
MS 0
EP+—@
EscapePlans|] + 0
Suspense|] 0
For each time-slicer € T
Read r into NM
Secr 4 Retrieve-Script(NM, SL)
MS + Update-Salience-Model(NM, Scr. MS)
If 1 is the next action in EP:
cost «— Recalculate-Plan-Cost(EFP,MS)
Else:
Links|] + Identify-Links-To-Break(Ser, NM)
For each link L € Links:
(plans|L],costs|L]) + Generate-Escape-Plan(L,MS,.NM,OL)
cost +— min(costs[L])
Let EP be the plan in plans[] with minimum cost in costs||
EscapePlanst] + EP
Suspenselt] « cost
Return (EscapePlans. Suspense)

Fig. 10.1 Dramatis algorithm
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Fig. 10.2 Example time-slice

Time-Slices

As input, Dramatis requires a story, which it receives as an ordered set of discretized
time-slices. Each time-slice describes exactly one action in the story. Time-Slices
contain a representation of the event in the form of an instantiated STRIPS operator,
the characters in the scene, the location of the scene, and the effects of the action that
occurred. After the time-slice is read, its contents are stored in narrative memory,
where Dramatis tracks the state of the story-world as it continues reading. In some
cases, a time-slice may also contain a reference to an opposing character’s plan.
These plans are used to infer possible negative outcomes that the protagonist may
face.

Figure 10.2 shows an example time-slice. In this time-slice, the STRIPS oper-
ator is named deliver-food, with the parameters Waitress, vodkaMartini,
and James_Bond. The location of the time-slice is Casino Royale, while
Waitress and James_ Bond are annotated as characters. The effects listed will
be added to narrative memory, along with the expected effects of the deliver-food
operator. This time-slice does not contain a reference to an opposing character’s
plan.

Scripts

In addition to the story, Dramatis receives a script library as input. In general, scripts
are conceptual frameworks used by people to navigate everyday situations (e.g.,
ordering food from a restaurant) [28]. When we go to restaurants, we are familiar
with the typical pattern of being seated, ordering drinks, ordering food, eating the
food, getting the check, and paying the check. However, when someone tells a
story about eating at a restaurant and leaves out of those steps from their story, we
are capable of inferring that it occurred. For example, when hearing a story about
someone eating steak at a restaurant, we are capable of inferring that the steak had
previously been ordered. This capacity for inference comes from scripts. Scripts,
therefore, are inherently useful in understanding stories [9].

Scripts are typically learned through personal experience. However, people may
also learn scripts through second-hand experiences or by hearing stories. For
example, one might learn, through reading several fairy tales, that princes rescue
damsels-in-distress. Thus, one could develop a script in which if a damsel is in
distress, then she may be saved by a prince.
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Traditionally, scripts are linear structures [28]. The scripts used by Dramatis are
more akin to graphs, containing multiple possible paths that a story could take.
Nodes in the graph represent events, while edges may represent temporal links or
causal links. A temporal link is a directed edge in the graph, indicating that the
source node occurs before the destination node in the graph. A causal link, also a
directed edge, indicates that the source node provides one of the causal conditions
necessary for the event in the destination node. The link is further annotated with
what that condition is. Dramatis will use these scripts to infer negative outcomes
(see “Predicting Negative Outcomes”). Nodes containing negative outcomes are
annotated as such. Additionally, the scripts will be used in order to determine the
goal situation for generating an escape plan (see “Generating Escape Plans”).

Planning Operators

Finally, Dramatis is given a set of STRIPS planning operators [10] as input. STRIPS
operators are described by an action, as well as the actors and objects needed to
complete them. The operators define what conditions must be true in the world
before the action can occur and what new conditions are true once the action has
been completed. We use STRIPS operators for two purposes. First, each node in
the script library represents an action and can therefore be bound to a STRIPS
operator. Second, we use STRIPS operators to represent the actions that are available
to characters when developing an escape plan.

Predicting Negative Outcomes

Dramatis reads a given story one time-slice at a time. As Dramatis reads, it attempts
to predict whether the reader should expect a negative outcome for the protagonist.
To make this prediction, Dramatis attempts to match the observed sequence of
events (collected from the time-slices) to one of the scripts in its library. When
choosing between scripts, Dramatis prefers scripts that make use of recently-
observed story events and contains actions matching those observed earlier in the
story. As the story continues, Dramatis tracks the script, maintaining a reference
to the event in the script that was most recently observed in the story. Dramatis
identifies the potential failure by traversing the script graph until a node is reached
that is labeled as a negative outcome. Dramatis can conduct a similar process that
makes use of knowledge of the antagonist’s plans (when such plans have been
relayed to the audience) rather than using a script. In such instances, the antagonist’s
plan is treated as though it were a script.
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Measuring Reader Salience

After reading a time-slice, Dramatis adds each story element in the time-slice
(characters, objects, locations, and events) to a model of reader memory. Dramatis
uses the Modified Event Indexing with Prediction (MEI-P) model, which is based on
previous psychological theories of the mental models of readers. Zwaan et al. [34]
developed the Event Indexing (EI) model in order to understand how readers’
conceptualizations of a story changed while they read. As part of his INFER system,
Niehaus created the Modified Event Indexing (MEI) model [18] to account for
narrative focus and readers’ ability to draw inferences about the story while reading.
MEI-P extends the MEI model by representing possible future events which are
extracted from scripts.

MEI-P is a spreading activation network, where greater activation of a story
element implies that the element is more salient in reader memory. Thus, a story
element that has greater activation is more easily retrieved from memory. This ease
of retrieval will be a factor in calculating the cost of actions when generating escape
plans.

After Dramatis reads a time-slice, it creates a new node in the network which
represents the new event. This node is connected to nodes representing the other
story elements in the time-slice, creating new nodes if necessary. Each new edge
in the network is given a weight of 1.0, while older connections in the network see
their weights decay over time. Node activations are recalculated after each time-slice
by giving them an initial activation of 1.0 and iteratively spreading node weights
according to edge weights until activation levels throughout the network stabilize.

MEI-P includes predicted future events as well as observed events. Predicted
events come from the script containing the negative outcome. Any event in the script
that may follow from the most recently observed event is included in the MEI-P
network. The salience of a predicted event decreases with how far in the future they
are expected to be from the most recent of the story, just as older events decay with
distance from the current event.

Generating Escape Plans

Let us review why Dramatis generates escape plans. The reformulation of Gerrig
and Bernardo’s definition of suspense states that when we can anticipate a negative
outcome for the protagonist, the level of suspense will be correlated with the
likelihood of the best plan that the reader (or Dramatis, simulating the role of the
reader) can generate to avert the negative outcome. We determine the likelihood of
a plan by determining the salience of story elements involved in the plan.

In order to generate an escape plan, we must first define the planning problem.
The initial state of the planning problem is defined as the current state of the story
world, constructed according to the information conveyed in time-slices. The goal
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situation is determined by identifying the causal links in the active script between the
most recently observed event and the negative outcome. If any of those links were
cut, then a causally necessary condition for the negative outcome would no longer
be true in the story world. As a consequence, it would no longer be possible for the
negative outcome to occur, at least on the current path through the script. Thus, the
goal situation is determined by negating the causal conditions in the script. Thus, an
escape plan is any series of actions that leads to a violation of one or more necessary
conditions for the negative outcome, thereby averting that outcome.

Each STRIPS operator’s cost is calculated using the level of activation of the
corresponding nodes in the MEI-P salience model. This includes the activation of
the characters and objects used in the operator, any locations referenced by the
operator, the preconditions and effects of the event represented by the operator, and
the activation of the event itself if it is part of the model. Recall that we assume that
the plan that is most easily retrieved from memory will be perceived as the most
likely plan to succeed [15]. Therefore, the plan that uses elements that are most
easily retrieved will be considered most likely to succeed. As a result, the cost of
an operator is inversely related to the activation of the story elements used by the
operator. The cost of the plan is equal to the sum of the action costs. The level of
suspense is equal to the total cost of the plan. Dramatis uses the Heuristic Search
Planner (HSP) [5] to generate escape plans, though any planner that can return a
near-optimal result for operators with non-uniform costs would suffice.

As Dramatis continues to read the story, it tracks the most recently generated
escape plan. When newly observed events conform to the events predicted by the
escape plan, then we recalculate the suspense level based on the remainder of
the plan and the updated MEI-P salience model. Otherwise, Dramatis generates a
new escape plan using the procedure described above. It is possible that Dramatis
generates the same escape plan, even though the newest event was not part of the
predicted escape plan. Thus, Dramatis generates an escape plan, and therefore a
suspense rating, after each time-slice of the story. We use these suspense ratings to
generate a suspense curve, showing the change in suspense over time. Dramatis
was evaluated by comparing the generated suspense curves to ratings produced
by humans reading text versions of the same stories [19, 20]. Figure 10.3 shows
a suspense curve created by Dramatis during this evaluation.

Future of Emotion-Driven Story Generation

Emotional models, such as Dramatis, provide an opportunity to increase the
emotional content of artificially generated stories and interactive narratives. Why
should these narratives be emotion-driven? Emotional content is more interesting
and more entertaining [29]. Without emotion, we have a sequence of boring events.
Emotional content, including suspense, makes stories worth hearing, reading, and
playing. Dramatis provides a model of suspense. With other models of emotion,
it will be possible to intelligently author narratives that can induce the entire
spectrum of human emotions from their audiences. Dramatis, and other models of
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Fig. 10.3 A sample suspense curve created by Dramatis

emotion, constitute a means of direct, theory-driven evaluation of the quality of story
content, under the Experience-Driven Procedural Content Generation (EDPCG)
framework [32]. Under that same framework, Dramatis is an example of a model-
based player—or perhaps in this case, audience—experience model. Dramatis does
not address other aspects of the framework—most notably, content generation.
However, Dramatis, or any other narrative emotion model, can easily serve as
heuristic or evaluation function for a story generation or interactive narrative system.

Additionally, a story generation or interactive narrative system could leverage
Dramatis by reasoning about the escape plans generated by the model. Suppose
Dramatis were given an incomplete story to evaluate. It would read the story,
generate an escape plan for the last known event of the story, and generate a suspense
rating. The story generation system would then consider what events to add to the
story-in-progress that would increase or decrease the level of suspense. Suspense is
increased by inserting events that reduce the viability and perceived likelihood of
the escape plan, while decreasing suspense requires making the escape plan seem
more likely to succeed. In the case of story generation, it may be possible to insert
or remove events from the middle of the incomplete story to alter the suspense level.
(This would be less valuable for interactive narrative, as it would require going back
in the story after the player has already progressed.) This process could continue
iteratively, adding events and regenerating escape plans, until a minimal threshold
of suspense is crossed, or until a pre-defined ideal suspense curve is matched. Future
emotional models may have elements (akin to Dramatis escape plans) that allow for
similar iterative processes.

Concluding Remarks

Stories that elicit emotion from their audiences are better, more entertaining stories.
The ability to generate emotional stories automatically leads to the capacity for good
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stories-on-demand. This ability bodes well for games. When games can be created
with emotional stories, both human-authored and intelligently generated, then it will
be possible for games to be tailored to an individual player’s emotions. A game can
be made with an unlimited supply of stories, where each story affects the player’s
emotions differently, and without the need to author the stories well in advance.
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Chapter 11
Game Cinematography: From Camera Control
to Player Emotions

Paolo Burelli

Abstract Building on the definition of cinematography (Soanes and Stevenson,
Oxford dictionary of English. Oxford University Press, Oxford/New York, 2005),
game cinematography can be defined as the art of visualizing the content of a
computer game. The relationship between game cinematography and its traditional
counterpart is extremely tight as, in both cases, the aim of cinematography is to
control the viewer’s perspective and affect his or her perception of the events
represented. However, game events are not necessarily pre-scripted and player
interaction has a major role on the quality of a game experience; therefore, the
role of the camera and the challenges connected to it are different in game
cinematography as the virtual camera has to both dynamically react to unexpected
events to correctly convey the game story and take into consideration player actions
and desires to support her interaction with the virtual world. This chapter provides
an overview of the evolution of the research in virtual and game cinematography,
ranging from its early focus on how to control and animate the virtual camera
to support interaction to its relationship with player experience and emotions.
Furthermore, we will show and discuss a number of emerging research directions.

Introduction

Cinematography, over the last two centuries, has undergone a constant evolu-
tion: from the first experiments with machines such as the zoetrope [28] to the
last advancements in three-dimensional cinematography and computer graphics.
Throughout its history, it developed into a complex field dealing with techniques
and methods to present the visual discourse. With the advent of three-dimensional
computer graphics, a new branch of cinematography developed called virtual cine-
matography. At first limited to special effects and short films, after the first release of
a fully computer generated film [43], virtual cinematography has gradually become
a field on its own, even if largely intertwined with its traditional counterpart.
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One of the most clear distinctions between the two fields lies in the differences
between a virtual and a real-world camera. A virtual camera is an abstract construct
that defines the way the virtual world is presented to the user; it is designed
to simulate the behaviour of a real-world camera and, at the current state-of-
the-art in computer graphics, images produced through a virtual camera can be
indistinguishable real footage. However, contrary to a real-world camera, a virtual
camera has no physical presence in the virtual world and its properties can change
over time and adapt to the events filmed [30].

These advantages allow virtual cameras to film scenes with much higher
freedom and expressiveness; however, this can potentially contrast with the filming
conventions developed in traditional cinematography. Such conventions describe
aspects like the way the camera should be placed or the way it should be moved to
make a transition between two different scenes, and adherence to these conventions
is often important to generate a cinematographic experience and not to disorient the
viewer — e.g. by crossing the line of action [1].

Furthermore, new application areas such as interactive narratives and computer
games have further expanded the difference between real and virtual cinematogra-
phy as new conventions and methods needed to be studied to address the specific
characteristics of these new media. Interactive narratives, for instance, reduce the
control of the designer over the mise en scene — i.e. the arragement of the elements
in the scene — thus requiring more flexible and intelligent methods to control the
camera.

Researchers have been studying effective and efficient solutions to address these
differences and assist virtual designers and programmers to translate cinemato-
graphic conventions to virtual cinematography. Early research works focused on
the problem of manually handling a virtual camera through input devices such as
a keyboard and a mouse [66]; thereafter, the focus gradually shifted towards the
problem of automating and assisting camera movements so that the camera could
be animated in complex and constantly changing environments [23]. This is the
case, for instance, of interactive narratives, in which the events of a story depend
on the choices and actions of the viewer. This medium, which can be in many ways
seen as natural evolution of films, is one of the dominant application areas in the
current state-of-the-art, and different researchers have investigated the translations
of classic cinematography conventions to this medium: [38], for example, have
investigated the automatic generation of shot plans for emergent stories, while [45]
have investigated automatic camera placement and animation in such contexts.

Beyond the differences in terms of unpredictability of the environment and
events, the purpose of virtual cinematography in interactive narratives is, in large
part, similar to non-interactive narratives: the camera has to support the storytelling.
However, if interactive narrative is analysed as a component of a medium such as
computer games, the focus of the cinematography and the purpose of the camera
shifts away from solely supporting narration.

Computer games are a highly interactive medium and the virtual camera is
responsible for supporting both the interaction and the visualisation of the game
events, and, while traditionally the virtual camera supports narration and interaction
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in different phases of a game [30], there are a number of commercial examples of
games in which these two aspects overlap [18, 49, 54, 65]. Furthermore, different
studies on the relationship between player emotions and cognition reveal that,
in computer games, virtual cinematography is deeply intertwined with player
experience. Evidence suggests that this relationship goes beyond the conventions
of classical cinematography [12, 17, 46].

Both the role of the player as well as its relationship with the virtual camera and
the visual experience define a clear distinction between classical cinematography
and game cinematography. In game cinematography, the player has an active role in
changing the game events thus it directly influences the movements of the camera.
Furthermore, to affect the player experience, in game cinematography, the camera
needs to be aware of the current state of the player both inside and outside of the
game, thus, creating an indirect relationship between the player and the camera.

In this chapter, we present the concept of game cinematography from its founda-
tions in virtual cinematography to the latest studies on player experience. We start
by giving an overview of the game industry’s perspective on game cinematography
in section “Camera Control in Computer Games”. In section “Automatic Camera
Control”, we present the state of the art in camera animation and placement. In
section “Story-Driven Interactive Cinematography”, we discuss different methods
to create plans of camera movements and shots to present an interactive story. In
sections “Camera and Player Interaction” and “Affective Cameras”, the focus shifts
on the relationship between the player and different aspects of game cinematogra-
phy. Finally, in section “Future Directions in Game Cinematography”, we highlight
a number of possible future directions of research in game cinematography.

Camera Control in Computer Games

Game cinematography has shown a low degree of experimentation in the game
industry, especially in comparison to other aspects such as rendering or physics.
With few exceptions, there is a strict dichotomy between interactive cameras and
cinematic cameras [30] in which the first one is used during the gameplay, while the
second one is used for storytelling during cut-scenes.

Christie et al. [23] divide the camera control styles in games in the following
three categories:

First person: The camera position and orientation corresponds to the player’s
location in the virtual environment; therefore, the camera control scheme follows
the character control scheme. Examples of games adopting such a camera control
scheme include Doom [36] and Halo: Combat Evolved [11].

Third person: The camera shows the events in the game from an external per-
spective. This perspective can be freely controllable by the player or bound to
specific locations, orientations or characters. Examples of games using such
type of camera control paradigm are action games such as Tomb Raider [24],
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Fig. 11.1 Examples of advanced camera control in modern computer games. (a) A screen-shot
from Heavy Rain [18], demonstrating usage of cinematographic techniques. Heavy Rain is a
trademark of Sony Computer Entertainment (Image used with permission). (b) A screen-shot from
Gears of War [6] during a running action; in such context the camera moves downward and shakes
to enhance the haste sensation. Gears of War is a trademark of Epic Games (Image used with
permission)

in which the camera follows the character from a fixed distance with different
angles to avoid obstacles in the environment, or strategy and sport games — e.g.
Starcraft [8] — in which the camera is freely movable by the player who can
select different targets. In another form of third-person camera control scheme,
which [30] calls pre-determined, multiple cameras are pre placed around the
environment and, during the game, the perspective switches between them —e.g.
Devil May Cry [40].

Cut-scenes and replays:  In these non-interactive phases of the games, the camera
focuses on representing the important elements of the story without the need to
support interaction. It is often used in sport games (replays) and in story-heavy
games (cut-scenes). Games featuring such a camera control scheme include
Metal Gear Solid [41] or most sport video games.

In recent years, the separation between interactive and cinematic cameras is
becoming less distinct as more games are employing cinematographic techniques
to portrait narrative and interaction in games. Examples such as Heavy Rain [18] or
Silent Hill [65] show extensive usage of cinematic techniques to frame the in-game
actions (see Fig. 11.1a). In such games, however, the cameras are set manually in
place during the development of the game; reducing heavily the movement and
the actions the player can take. Furthermore, achieving the same level of quality
in a game in which the content is not known in advance (e.g. it is procedurally
generated [56, 68] or crowd sourced, such as in World Of Warcraft [9]) is still an
open challenge.

Some custom dynamic techniques have been implemented in different games
to achieve a more cinematographic experience in more action oriented games. For
instance, in Gears Of War [6] (see Fig. 11.1b), the camera changes relative position
and look-at direction automatically to enhance some actions or to allow for a better
view of the environment. Another example is the slow motion feature implemented
in the Max Payne series [55]. One of the few examples of a general camera control
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system capable of handling aspects such as composition and camera movements in
dynamic environments has been developed by 10Tacle Studios [32] as an extension
of a system proposed by [10].

Automatic Camera Control

Under different labels, the research in virtual cinematography has distributed along
three main directions: planning and definition of the shots, automatic composition
and real-time camera animation. The first can be described as the task of defining a
sequence of shots to visualise one or more events in a virtual environment. The
second is the process of translating these shots in actual camera configurations,
while the last one is the process of animating the camera during the shots and
ensuring smoothness between them.

One of the first examples of a system addressing automatic camera placement
and animation was presented by [7] who designed a system to automatically
generate views of planets in a space simulator of NASA. Although limited in its
expressiveness and flexibility, Blinn’s work inspired many other researchers trying
to investigate efficient methods and more flexible mathematical models to handle
more complex aspects such as camera motion and frame composition [1].

More generic approaches model camera control as a constraint satisfaction
problem. These approaches require the designer to define a set of desired frame
properties, which are then modelled either as an objective function to be maximised
by the solver or as a set of constraints that the camera configuration must satisfy.
These constraints describe how the frame should look like in terms of object size,
visibility and positioning. Bares et al. [3] presented a detailed definition of these
constraints, which became the standard input of most automatic camera control
methods. Examples of a few of these constraints can be seen in Fig. 11.2: fore
example, in Fig. 11.2a, the projection size of the character is set to 37 % of the
frame area, while in Fig. 11.2b, the occluded area of the rightmost character is set to
a maximum of 10 % of its overall projected area.

Fraction of partial occlusion
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Fig. 11.2 Examples of frame constraints and their relative geometrical definition for a medium
three-quarter shot and three character shot (Image used with permission and adapted from [3])
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The problem of finding one or more camera configurations that satisfy a
given set of frame constraints has been initially tackled by [4] using a constraint
satisfaction method with a constraint relaxation technique to identify and unselect
incompatible constraints. This approach used a bi-dimensional spherical map, which
proved inaccurate when multiple far subjects were evaluated at the same time.
Bares et al. [3] extended this initial approach by defining a sub-space of valid
camera configurations for each constraint; the intersection of the valid spaces
is then sampled to find the best camera configuration. The same principle of
combining constraint satisfaction and search to find the best camera configuration
has been further extended by improving the volume selection and integrating more
sophisticated search algorithms [13, 45].

Pure optimization approaches, such as CAMPLAN [50] or the Smart Viewpoint
Computation Library [53], implement a more flexible search strategy that models
all frame constraints as an objective function (a weighted sum of each constraint)
allowing for partial satisfaction of any constraint. These approaches do not prune
any part of the search space and the satisfaction of the different frame constraints
is prioritized by associating a weight to each constraint. The flexibility of such
approaches comes with the price of a high computational cost. This aspect becomes
a particularly critical factor when the algorithm is intended to deal with real-time
dynamic virtual environments. In this context, the controller has to be able to
calculate a reasonable camera configuration at short intervals (a few milliseconds)
to be able to ensure synchronization with the scene changes and to have minimal
impact on the overall application execution.

A more efficient approach to optimization for camera composition consists of
employing local-search to find the best solution. Beckhaus et al. [5] investigated
first the application of local search algorithms to camera control. Their system
used Artificial Potential Fields (APFs) to guide the camera through a museum and
generate smooth virtual tours. Bourne et al. [10] proposed a system that employed
sliding octrees to guide the camera to the optimal camera configuration. Burelli and
Jhala [14] extended these two approaches to include frame composition and support
multiple-object visibility. Local search approaches offer reasonable real-time perfor-
mance as they perform a small sampling of all the possible camera configurations;
however, they are often unable to calculate correct camera configurations when
visibility for a specific subject is required on the frame [15].

Ensuring visibility of one or more subjects is one of the most critical objectives
of virtual camera composition as object visibility plays a key role in frame
composition [23]. Evaluation of a subjects’ occlusion can be either integrated in the
search process as one part of the objective function to be optimized or as an extra
heuristic to prune the search space or guide the search process. Bourne et al. [10]
propose to override the current search process in case of missing visibility of the
tracked subject by introducing a cut; their approach, however, considers just one
object of interest. Pickering [52] suggested a shadow-volume based approach to
identify volumes of space without occlusion: the search process would take place
only in these volumes. Christie et al. [22], in a similar fashion, prune the space of
the possible camera configurations by calculating a visibility volume — i.e. a space
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of camera configurations in which visibility is guaranteed — for one or more targets;
moreover, this approach takes into consideration also the temporal aspect of the
occlusion to make the camera more robust to temporary and sudden occlusions.

Story-Driven Interactive Cinematography

The research works described in the previous section focus primarily on the
translation of high-level cinematographic requirements (e.g. an object’s visibility
or its position on the screen) into low level camera parameters (e.g. position
and rotation). A number of researchers have instead focused on the problem
of identifying the best high-level requirements for a specific event in a virtual
environment with the objective of creating a coherent a cinematographically correct
visualisation of a given story. Figure 11.3 shows and example of a list of camera
actions described as abstract shots (third column on the left side), which should be
used to drive the camera and visualised the story described in the plan on the right
side of the picture.

The first research work focusing on shot planning was published by [21]: they
proposed a language (DCCL) to define shot sequences and to automatically relate
such sequences to events in the virtual world. Each shot is encoded in an idiom that
describes also the conditions in which the shot should be selected. He et al. [34]
extended the concept of idioms within DCCL by modelling them as hierarchical
finite state machines and allowing for richer expressiveness.

McDermott et al. [47] developed further this idea by allowing conditional
transitions between idioms and a visual definition of the shot for each idiom.
Likewise, [19] expanded the logic employed to select a shot by proposing a number
of semantic rules to prioritise the shooting of specific objects or actions during the
story. El-Nasr [27] followed a slightly different direction in her work, employing
reactive planning and focusing on the integration of the shot selection process and
scene lighting.

Based on the same principle — i.e. visualising a story from a given set of
events — different researchers have refined further the aforementioned planning
approaches [39] and have shown different applications such as comics genera-
tion [61] and game replays generation [25].

One common aspect among these approaches is their focus on story-
visualisation: on one hand only a handful of these studies explicitly target
non-interactive productions [25, 61], on the other hand, the studies that target
interactive narratives, focus primarily on the emergency aspect of the narrative
rather than the user’s interaction. In other words, user interaction is seen just as
the cause of the changes in the narrative that in turn drive the changes in the
cinematography, which aims at correctly supporting the communication of the new
narrative.
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Discourse: Initial State Initial

Fig. 11.3 An example of a cinematic discourse plan generated (left side) from a story plan (right
side) (Image used with permission and adapted from [39])

Camera and Player Interaction

Although, story-driven cinematography can be easily identified as the dominant
approach to virtual and game cinematography, a number of alternative approaches
taking into consideration player preferences and player interaction have been
proposed.

One of the first studies following this direction has been presented by [4]. In their
work, they investigated how the user can influence the cinematographic experience
and proposed a system that selects the most appropriate camera settings depending
on the user’s tasks in a virtual learning environment. Halper et al. [31] followed
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a similar direction by adjusting the camera to accommodate the player’s actions;
furthermore, they devised a mechanism to predict short-term player movements to
improve the camera animation smoothness.

Both the work by [31] and the one by [4] adapt the camera requirements based
on a number of predefined directives designed to support user interaction; however,
while the behaviour of the system would adapt depending on the task, the user
preferences and the effect on the user experience is not taken into consideration.
Bares and Lester [2] investigated the idea of modelling the camera behaviour
according to the user preferences to generate a personalised cinematographic
experience. In the system they proposed and evaluated, the user model construction
required the user to specifically express some preferences about the style for the
virtual camera movements.

The results of the evaluation of the work by [2] highlighted, for the first time,
the importance of the relationship between the viewpoint and user interaction and
suggested a direction to follow to leverage this relationship. However, the profile
building procedure suggested was explicit and required the users to be conscious
about the desired camera behaviour and also to be sufficiently competent to instruct
the system to achieve such a behaviour.

One method to extrapolate information about the above aspects has been
employed by [60] who conducted an experimental study to analyse players’ gaze
behaviour during a maze puzzle solving game. The results of their experiment show
that gaze movements, such as fixations, are heavily influenced by the game task.
They conclude that the direct use of eye tracking during the design phase of a
game can be extremely valuable to understand where players focus their attention,
in relation to the goal of the game.

Picardi et al. [51] and Burelli and Yannakakis [16] investigated the possibility
to employ players’ gaze to build user models of camera behaviour; in these works,
the virtual camera behaviour is modelled on the amount of time the player spends
framing and observing different objects in a virtual environment while playing
a game. Combining camera movements with eye movements (i.e. fixations and
pursuits) in a visually rich virtual environment such as a computer game, allows
to identify exactly which objects drive the player attention [37, 62] and, therefore,
can be used to build a user model of visual attention.

This model has been later employed by [17] who extended the idea of user
modelling of camera behaviour [2] by implicitly building the models from in-
game player behaviour and its relationship with the player’s eye movements. As
show in Fig. 11.4, through these models, the camera controller detects in real-time
what objects will the player desire to see and it can generate appropriate camera
requirements to keep these objects on screen. The results of the study by [17] show
that adapting the camera behaviour based on user models of visual attention has
the potential to improve the quality of the user experience. In particular, while not
effective for all users, the user models proved effective in supporting the player
interaction mostly improving the results achieved by the players.
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Fig. 11.4 Camera behaviour modelling and adaptation phases of the adaptive camera control
methodology proposed by [17] (Image used with permission and adapted from [17])

Affective Cameras

Another fundamental aspect of player experience that has been studied in relation-
ship to virtual cinematography is the player’s affective state, both in terms of the
ability of the viewer to understand character emotions and in terms of the effect of
the cinematographic choices on the viewer’s affective state.

Studies on emotions and cinematography in non-interactive media have inves-
tigated connections between low level cinematographic features and the viewer’s
experience; for instance, [57] studied the relationship between camera and object
motion and the emotional responses of humans, concluding that an increase of
motion intensity on the screen causes an increase in the viewer’s arousal. Hanjalic
and Xu [33] studied further the relationship between viewer’s emotions and
cinematography and developed a deterministic model of arousal and valence based
on a combination of on screen motion, shots rhythm and sound energy. Sun and
Yu [59] followed the same approach employing a non-deterministic method (i.e.
Hidden Markov Models) to model the relationship between the aforementioned
cinematographic features and four affective states: joy, anger, sadness and fear.

The first study exploring the role of emotions in interactive cinematography
has been presented by [64], who prosed a bottom-up approach to shot definition
based on a number of camera’s affective states. In CameraCreature, there is no plan
driving the movements of the camera, which is instead modelled as an agent moving
in the virtual environment and reacting to the actions of the other agents. The agent
controlling the viewpoint has an ethologically inspired structure based on sensors,
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emotions, motivations and action-selection mechanisms. The camera agent shares
this structure with all non-player characters (Actors) in the virtual environment and
is able, through virtual sensors, to detect their emotions and the type of action they
are performing. Tomlinson et al. [64] envision their work as “a first step toward
a future of interactive, emotional cinematography”, which can be seen as an early
definition of the concept of game cinematography. However, while the architecture
proposed is potentially flexible enough to consider player emotions and actions, no
directions are given on how this could be done.

Yannakakis et al. [67] studied the impact of camera viewpoints on player expe-
rience and developed a computational model to predict this impact, demonstrating
the existence of a relationship between player emotions, physiological signals and
camera parameters. However, the features employed in the model described cine-
matography using low-level camera parameters such as height or distance, which
are unable to express the content of the visualised images. Burelli [12] performed
a study that extended the aforementioned work by analysing the camera behaviour
in terms of composition and by extending the analysis across different genres with
richer game mechanics. The results confirm some of the findings revealed by [67],
but there is evidence that the relationship between camera behaviour and player
experience can be better explained by describing the cinematographic experience
through more high-level features, such as shot spacing or symmetry, as these
features allow us to understand what is the visual content that is reproduced on
screen. Furthermore, the results reveal that the task the player performs affects the
relationship between experience and visualisation.

Future Directions in Game Cinematography

Cinematographic games are a rising genre in the computer games industry and an
increasing number of titles published include some aspects of cinematography in
the gameplay or the storytelling. At the present state, camera handling in computer
games is managed primarily through custom scripts and animations, and there is an
inverse relationship between player freedom and cinematographic quality. However,
the studies described in the previous sections show that there is a strong potential
for improvement on the current state-of-art in game cinematography, especially
towards building a better understanding of the impact of cinematography on player
experience and how this could be leveraged to make better and new types of games.

Consequently, we see a number of future research directions that could be
pursued. For instance, to foster a stronger awareness in the application of cin-
ematography to games it would be extremely important to develop a taxonomy
of game cinematography similar to the one that has been developed in classic
cinematography throughout its history. Such taxonomy should be built following
the approach delineated by [67] and [12] as this would allow game designers and
developers to make choices on game cinematography with awareness of their impact
on player experience and player interaction.
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Furthermore, we envision a stronger interconnection of game cinematography
with procedural content generation: this would allow to further develop the pre-
sentation aspect of game generation helping to move the field towards complete
automatic game generation [63]. In order to do this, it would be necessary to extend
the focus of game cinematography research towards a more general analysis of
game presentation, including aspects such as visual aesthetics [44] and to study
its perception and its effects on the user’s understanding of the virtual world events.
For instance, investigating how semiotics and narrative cognition can be integrated
within the frameworks of automatic content generation and virtual cinematography,
would allow the generation and the visualisation to become one coherent process
which takes into account the signification of the content and the events [26].

Finally, following the trends in embodied artificial intelligence [20] and artificial
intelligence for physical games [29], it could be possible to investigate the appli-
cation of the results achieved in virtual game cinematography back to the physical
world. For instance, thanks to the recent advancements in fields such as computer
vision and robotics [35, 42, 48] and the introduction of ever more miniaturised
filming equipment, micro unmanned aerial vehicle could be used as intelligent
autonomous agents that could film a physical game for remote gaming or game
broadcasting and recording.

Conclusion

In this chapter, we have presented an overview of the field of virtual cinematog-
raphy and its application to computer games, and we defined what specifically
characterised game cinematography. Moreover, we have analysed how the focus
of the research in the field is shifting from pure algorithmic studies, focused on
developing more robust and efficient algorithms to automatically animate the virtual
camera, to studies which analyse different aspects of the relationship between
visualisation, story and player interaction. In particular, in both game and traditional
cinematography, there is a growing interest in understanding the impact on the
viewer’s cognitive processes and affective state of camera movements, editing and
other cinematographic aspects. Finally, we have highlighted a number of possible
future directions for game cinematography both towards a deeper understanding
of the player’s cinematographic experience and towards new applications of game
cinematography beyond traditional computer games.
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Chapter 12

From Sinewaves to Physiologically-Adaptive
Soundscapes: The Evolving Relationship
Between Sound and Emotion in Video Games

Tom A. Garner

Abstract This chapter examines the dynamic and evolving relationship between
sound and emotion within the context of video games. How sound in games has
been utilised to both infer and evoke emotion is discussed, commencing with an
historical review that traces back to video games’ humble beginnings. As we move
towards the present day this chapter looks at how biofeedback technology, that can
facilitate the control and procedural generation of game sound content by way of
player-emotion, is transforming the lateral affective interplay between player and
video game into something more circular.

The Power of Sound to Evoke Emotion During Video
Gameplay

Sound is a critical component to consider when developing emotionality as it is
directly associated with the user’s experience of emotions [1, 56]. It has been
posited previously that sound carries more emotional content than any other part
of a computer game [50]. Grimshaw and colleagues [29] discovered that players felt
significant decreases in immersion and gameplay comfort when audio was removed
from gameplay; an assertion also made by Jgrgensen [37] who, via observations and
conversations with players, revealed that an absence of sound caused a reduction
in engagement such that “the fictional world seems to disappear and [...] the
game is reduced to rules and game mechanics” (3). There are many acoustic and
psychoacoustic properties of sound that could be investigated as to their affect-
inducing potential. Some are quantitative, in that they can be objectively measured
and applied to synthesis and audio processing. For example, Cho and colleagues
[13] provided evidence that pressure level, loudness and sharpness of a sound can
directly affect emotional valence and intensity. Other properties are more qualitative

T.A. Garner (P<)
School of Creative and Cultural Industries, University of Portsmouth, Portsmouth, UK
e-mail: tom.garner@port.ac.uk

© Springer International Publishing Switzerland 2016 197
K. Karpouzis, G.N. Yannakakis (eds.), Emotion in Games,
Socio-Affective Computing 4, DOI 10.1007/978-3-319-41316-7_12


mailto:tom.garner@port.ac.uk

198 T.A. Garner

and relate to the interpreted meaning of sound. They can be influenced by factors
such as culture, experience, context and expectation.

Based upon the recent developments in games technology, there is certainly an
argument to be made as to the significant power of sound to facilitate affective
gaming by way of immersion. Sound possesses an innate ability to surround the
player as it infuses into (and resonates around) their physical space. The resultant
immersion fundamentally supports the affective potential of game content as the
process of bringing the player and the game world closer together imbues the content
with much greater meaning [36, 64]. The entertainment technology industries have
made several attempts to equal this particular strength of sound in visual hardware.
Recent attempts at vision-based immersion (that include curved screen technology,
revivals of 3D television and virtual reality headsets such as the forthcoming
Rift [49]) show that there is a great deal of investment going into generating an
immersive visual experience, to try and match that which has already been achieved
by sound.

8-Bit Affect: Sound and Emotion in Video Games’
Formative Years

Audio Technology and Its Sound Design and Composition
Affordances

In 1958, William A. Higinbotham embarked on one of the very first documented
attempts to configure a games application within a computer system. The Systron-
Donner analogue computer, primarily intended for executing military aerospace
applications, was deemed by Higinbotham to be lacking in dynamism and limited
in its ability to garner attention from research investors. To that end, he created
Tennis for Two, a rudimentary tennis simulation displaying full-motion graphics
by way of an oscilloscope (see [59]). The game was silent and subsequent games
systems would continue to be as such until 1971. The next landmark event occurred
in 1961 with the development of what is typically referred to as the first official video
game, Spacewar! The game ran upon the MIT developed PDP-1 (Programmed
Data Processor-1) and was intended to demonstrate the full range of the system’s
processing capabilities when pushed to the limit [27]. Whilst the PDP-1 did indeed
have the capacity to generate audio signals and was utilised for this purpose a couple
of years later (see [10]), Spacewar! did not incorporate sound. The silence continued
as games systems invaded the home and the Magnavox Odyssey became the world’s
first commercial video games console. As the PDP-1 before it, the Odyssey did not
incorporate audio into its games [58].

In 1971, arcade games went sonic with the advent of Computer Space (Nutting
Associates) followed a year later by Atari’s Pong (1972). Whilst the former of
these titles remains the foremost sound enabled game, its relatively weak popularity
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with audiences has arguably made Pong the more significant entry in the history
of game sound — with some sources even citing (albeit incorrectly) it as the first
ever game to produce sound. Pong presented three discrete monaural tones (sine
waves of varying frequency and duration) to coincide with in-game activity. The
limitations of the prototype system on which Pong was being developed meant that
no single component or section of the circuitry was intended to generate sound.
This required the engineers to creatively wire the system’s sync pulse generator to
an active speaker, enabling a component originally designed to determine aspects
of the visual output to simultaneously generate an accompanying sound [65]. The
subsequent step change occurred in the early 8-bit era of gaming, in systems such
as the Bally Astrocade (1977). This system demonstrated the first game to exploit
a microprocessor as a means of generating sound for a game, Gunfight (Taito
1977). The game utilised a single 3-voice channel plus a noise generator and a
vibrato modulator [63] which enabled a white-noise burst to sound each time the
player’s avatar fired their pistol and for two short monophonic melodies to sound
individually — one when the player successfully shoots the adversary, and another
when their avatar is killed.

The years that followed were undoubtedly dominated by Atari who in 1977
released their Video Computer System (commonly known as the 2600) before
unveiling the seminal Space Invaders (Atari 1978). The 2600 utilised the then
advanced Television Interface Adaptor (TIA) chip that provided two individual
monaural channels, each able to produce 4-bit (16 values) volume control, up to
32 different pitches and 16 alternative sound registers. This allowed the 2600 to
run games that performed both music and sound effects simultaneously and also
produced audio of a greater dynamic and compositional range. The 2600 was also
one of the first systems to enable the generation of square waves, giving the 2600
a very distinctive tone and founding the long standing affection many have for
the ‘chip tune’ sound [12]. A further development of significance arrived courtesy
of Magnavox’s sequel gaming system, the Odyssey? (1978). The Odyssey>’s
integrated audio hardware was limited (providing only a single monaural channel
of audio) in comparison to Atari’s 2600. However, an expansion module, The Voice,
could be plugged into the console cartridge port to facilitate voice synthesis [5].
The Voice module’s hardware included an integrated speaker and volume control,
playing only games built specifically to utilise the module. This enabled the system
to not only produce a much wider array of timbres, giving each game a more
distinct sonic quality, but also by way of the speech synthesis allowed the game
to communicate audible speech to the player [41].

As 8-bit moved into the 1980s, Atari’s 2600 successor, the 5200 (1982),
demonstrated that games audio technology was continuing to improve. The 5200
utilised the POKEY (Pot Keyboard Integrated Circuit — admittedly a rather loose
acronym) audio chip, facilitating four channels of audio and enabling multiple
strands of sound to be performed in parallel. The volume, frequency and waveform
of each channel could be modified independently and the chip also incorporated a
high pass filter. Consequently, music and sound effects could become more diverse
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and richly detailed as POKEY enabled full musical polyphony in tandem with sound
effects and the ability to compose music based upon the 12-tone equal temperament
scale.! This meant that game music could include a much greater range of melodic
and harmonic constructions (such as transposition) and accurately recreate classical
and contemporary/popular music pieces [4].

1983 saw a noteworthy development for game sound, this time not drawn from
advances in microprocessor technology, but from the media format. Dragon’s Lair
(Cinematronics 1983) originally debuted on arcade machines and played from a
Laserdisc as opposed to traditional cartridges. The hugely superior data capacity
of the Laserdisc allowed for pre-rendered sound effects and musical content to
be auditioned during gameplay. This meant that the aesthetic freedom of the
sound designers/composers was widened to the extent that almost any conceivable
soundscape could be created, from a symphonic orchestral swell to sound effects
that rivalled motion pictures. As the precursor to the Compact disc, the Laserdisc
was arguably, after a slight divergence in the 16-bit era, a sign of things to come.

Gaming largely returned to cartridge media in the 16-bit era and focussed
upon improving the quality of microprocessor-based sound synthesis. However,
this console generation is where we also observe the proliferation of sampling
technology that enabled systems to combine synthesised and pre-recorded audio
samples as a means to improving overall quality. This fourth generation of consoles
was largely dominated (to varying degrees of success) by the TurboGrafx-16 (NEC
1987), the Neo Geo AES (SNK 1991), the Mega Drive/Genesis (Sega 1988), and
the Super Famicom/Super Nintendo Entertainment System (Nintendo 1990). All of
these systems utilised comparable audio systems that incorporated much improved
synthesis capability over the prior 8-bit machines. This included a greater number
of audio channels, multiple channel types and introduced frequency modulation
synthesis, a technique that could generate more complex waveforms and therefore
produce a wider range of timbres). With regards to sound design, FM synthesis
greatly increased the number of musical instruments that could be synthetically
represented to an acceptable quality level. Keyboards (piano and organ), pitched
percussion and plucked instruments (guitar, pizzicato strings, etc.) were particularly
well received and as a result featured prominently in many 16-bit games (see [15]:
38). Additional 16-bit sound features included pitch-bend support and triangle-wave
channels that provided further expansion of the sound designer’s toolkit, enabling
an even wider range of timbres and modulations to be performed [12].

All of the above 16-bit systems supplemented their synthesis capabilities with
alternative forms of pulse-code modulation (PCM), bringing digital audio to home
consoles and enabling sampling to become part of the sound designer’s arsenal.
The primary differentiation between these systems can be observed in the number
of PCM channels and in each channel’s sampling rate as the developers had to

!'A form of tuning that spaces out each note within the octave equally along the frequency spectrum.



12 From Sinewaves to Physiologically-Adaptive Soundscapes: The Evolving. .. 201

balance high channel number (rich, detailed soundscapes) against high sampling
rates (high quality individual sound samples). In terms of sound control, 16-bit
systems were able to facilitate increasingly complex sound processing effects.
For example, the Super Famicom supported full envelope control of waveform
dynamics (designers could precisely control the attack, decay, sustain and release
[ADSR] of a sound), Gaussian interpolation (a processing technique that enabled
the upscaling of sampled audio to a higher sampling rate as a means of improving
quality without greatly increasing processor demands) and convincing echo effects.
Within this generation we also see the highly significant development of surround
sound beginning to appear, with Dolby Pro-Logic enabling the power to spatialise
game sound to an unprecedented degree [57].

As we progress into the fifth generation of 32-bit home console gaming there is
a distinct favour shown towards the compact disc as game media (acknowledging
of course Nintendo disrupting the order on two counts, both by entering a 64-bit
system into the mix and by continuing to employ the cartridge). Of the consoles
that populate this generation, the PlayStation (Sony 1994, commonly known as the
PSX) arguably rose to become the dominant force. Like the preceding generation of
consoles, the PSX’s audio hardware included a standalone sound processing unit
but with a doubling of processor memory from 8-bit to 16-bit plus a 44.1 kHz
sampling rate — effectively equalling the quality of commercial music CDs. The
impact of switching primarily to pre-rendered audio significantly changed the sound
designer’s working process as they were no longer required to have a working
knowledge of games architecture and sound programming. Instead they could
produce the desired music and sounds independently of the games system, then
the samples would be programmed in, typically by a separate developer [12].

The PSX sound processing unit supported advanced features that elevated it
notably from prior systems. In addition to full ADSR control, the PSX sup-
ported real-time digital looping and reverb to enable more flexible control over
pre-recorded samples. Whilst these improvements to digital audio control were
significant, the PSX sound processor was not solely reliant on samples and
also incorporated synthesis (specifically MIDI performance). This continued the
responsibility of game sound designers to balance the pros and cons of each output
type. However, unlike in the previous generation, which required a compromise
between quality and processor resources, the PSX trade-off was primarily between
quality and interactivity. Whilst pre-rendered digital audio enabled convincing
performances of elements such as musical instruments and speech, it provided very
little real-time flexibility. By comparison MIDI could be much more responsive to
the interactive nature of a game due to the fact that MIDI information consumed
much less disc space than samples, enabling many times more audio content to
be stored within the game media. Naturally, more available content could reflect a
greater number of game states, objects, events and transitions, thereby supporting
a much more responsive game sound environment. As a result, the way in which
the PSX’s audio hardware is implemented with regards to music, speech and sound
effects is significantly different from one game to another.
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Evoking Player Emotion Via Sound in the 8, 16 and 32-Bit Eras

The continuing evolution of game sound technology brought on an increasingly
wide array of compositional and sound design techniques as the limitations that had
plagued early generation designers were gradually lifted. These developments to the
craft of sound and music design present a most interesting frame from which we can
examine the changing approaches to evoking emotion by way of sound and relate
these approaches to auditory processing and emotion research.

The creation of Pong (1972) saw some of the first sounds in a video game, with
basic sine waves representing the ball hitting the paddles, ricocheting off of the
screen edges and passing the paddle as one player scored a point. Each action was
distinguished sonically by giving each event a sine wave of alternate frequency.
This basic sound design had little capacity to evoke player emotion by design
but the intention for such was certainly present, with Atari originally requesting
that when the player lost a point, a booing sound would play, with the intention
of stimulating frustration and competitiveness in the player in order to encourage
their continued engagement [65]. Examining several early-generation games with
regards to evoking emotion by way of music, it is apparent that established concepts
of musical affect are characteristically employed to evoke the desired emotional
response as dictated by the gameplay. For example, returning to Gunfight (1977),
when the player is shot and killed, the Funeral March by Chopin can be heard,
evoking the sensation of tragedy by way of exploiting semantic association (via
the cliché of the theme) and utilising a melody constructed from a minor key (see
[34]: 2).

Moncrieff and colleagues [45] reference attack-decay-sustain-release (ADSR)
as a quantifiable acoustic parameter that presents a significant correlation between
sound and specific emotional responses. This is in the context of broader dynamic
changes across an overall sonic environment. Specifically, the research suggested
that a period of silence (or very low overall intensity) followed by a sharp attack
and quickly releasing back to silence was characteristic of a startle response, whilst a
slow attack from low to high intensity that sustained at high was reliable for creating
suspense. This is further supported by Xu and colleagues [67], who suggest that an
audio shock is most effective when it is preceded by silence. These two techniques
can be observed in various games across the generations, from the Scissor-man
jumping from the bathtub in Clock Tower (Human Entertainment 1995) to the slowly
increasing loudness and harmonic tension of the strings as the player delves into the
dark recesses of Silent Hill (Konami 1999).

The release of Space Invaders (1978) is an excellent example of manipulating
periodicity (tempo) to elicit substantial affective change in players. As the alien
hordes descend towards you and the likelihood of ‘Game Over’ increases, so
does the tempo of the background music. This closely relates to the concept of
entrainment (see [1]) in which, by way of anxiety, the increasing musical tempo
causes the player’s heart rate to increase. Parker and Heerema [50] suggest that
an evolutionary survival instinct exists today that encourages humans to associate



12 From Sinewaves to Physiologically-Adaptive Soundscapes: The Evolving. .. 203

low-pitched sounds such as growls and rumbles with predators and, in response
to such sounds, are likely to experience fear. They also suggest that, by way of a
social association, human sounds that imply a horrific act (such as a scream) evoke
fear by way of an inherent empathic response. Exploitations of these concepts can
also be seen in earlier generations of gaming, such as the deep roar of the titular
antagonist character in Sinistar (Williams Electronics 1982) or the scream of Lara
Croft as she falls from too great a height in Tomb Raider (Eidos Interactive 1996).
With regards to early 8 and 16-bit games, implementing the pentatonic scale for an
earcon (a short musical phrase that forms part of the auditory display by consistent
association with a particular game event — see [33]) to generate a positive affect is
a common practice and can be exemplified by the ‘level complete’ sound of Super
Mario Bros (Nintendo 1983) and in Sonic the Hedgehog (Sega 1991), where the
three-tone ‘sparkle’ sound plays when a ring is collected. These examples do not
present an exhaustive list of techniques that reflect research into sound and emotion
but they do indicate that video games have consistently been a medium for affective
sound practices throughout their history. The following section moves us towards
the present day and reflects upon the more cutting edge approaches to eliciting
player-emotion by way of sound.

The Contemporary Sound-Emotion Relationship

With the technical resources currently available within video games systems, the
separation of audio programmer from sound designer/composer has reached its
logical conclusion with musicians, composers and foley artists’ now being brought
in from outside the video games industry to create content [12]. Sound now enjoys
research attention as a key component of the current developments being made in
procedural content generation, with sonification algorithms being developed that
can control various granular aspects of sound and music (instrumentation, pitch,
intensity, etc.) in real-time [42].

Modern Technical Developments in Games Audio Technology

As home consoles ‘levelled-up’ to the eighth generation with the release of the
PlayStation 4 (Sony 2013), Xbox One (Microsoft 2013) and Wii-U (Nintendo
2012) audio technology has been significantly enhanced. Several noteworthy devel-
opments have been accomplished that enable sound designers to create affective
content that bridges theory and technical possibility more than ever before. For
example, the PlayStation 4 utilises the TrueAudio [3] audio processing unit that

2 A designer responsible for recreating natural sounds in a studio.
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enables advanced digital signal processing (DSP) effects that include convolution
reverberation (a virtual recreation of an actual acoustic space by way of a stored
impulse response sample) — a processing effect that enables real-world acoustic
phenomena (e.g. the dampening/reflecting properties of different environmental
materials) to be more accurately modelled. With this effect, the player could walk
down a virtual corridor engaging in conversation with an Al and as they move from
a carpeted room to a polished wooden floor the audio engine can create a distinct
transformation in the timbre of the voices to match the environment. The increased
processing power available facilitates real-time control of multiple DSP effects
across numerous audio channels simultaneously, meaning that the virtual acoustic
environment can respond to game metrics and player actions to a much greater
degree than on earlier systems. Refinements made to multi-channel spatialisation
algorithms enable game sound events and objects to be easily discernible across
all three spatial axes, enabling players to more accurately perceive the position of
sounds be they above, below, in front, behind, proximate or distant. These real-
time processing capabilities also extend to music and modern games typically now
incorporate adaptive scores that emotionally match the game environment/situation
with a particular theme, variation or stab.?

Contemporary Approaches to Affective Experience in Gaming
via Sound

With the seemingly almost limitless potential of modern gaming technology to
craft soundscapes to a highly precise requirement, game sound design now has
the capability to reflect contemporary research perspectives with techniques that
are more complex, responsive and adaptive. For example, in a recent article Karen
Collins [16] explores how to make gamers cry, primarily suggesting that the solution
lies in creating an embodied interaction with music and sound as a means of
generating emotional involvement. Collins refers to the concept of mirror neurons:
the notion that the same neural pattern will potentially fire when an individual
observes (or in our case, hears) an action as will fire when they perform it. Collins
expands upon this concept to propose that game sound that is sufficiently tied, at a
semantic level, to a physical action will evoke an emotional response comparable
to that which would arise should the individual actually be executing that action. A
good example of this can be found in Tomb Raider (Eidos Interactive 1996) when
Lara Croft emerges for air after a prolonged period underwater and we hear her
gasp for air. The mirror neuron theory would suggest that part of the reason we
experience an intense sense of emotional relief upon hearing this sound is because
we associate it with a sound we ourselves have made in a comparable scenario (as

3 A singular, short and intense note or chord typically utilised to add dramatic impact.
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anyone who has competed with childhood friends in a lung capacity competition at
their local swimming pool will understand).

Research has also indicated that sound and emotion are connected at a
behavioural level. Going all the way back to the original Pavlovian experiment
it could certainly be suggested that the conditioned response to the ringing bell had
a significant emotional component. More recent research has examined this within
a gameplay context, revealing that sound has great potential to modulate emotional
arousal and stress levels by way of positive reinforcement. An experiment by
Dixon and colleagues [20] observed the behaviours of participants playing a digital
video slot machine. They revealed that when a particular sound was conditionally
associated with a win, performing that same sound in response to a loss often
resulted in the participant experiencing a positive emotional sensation despite
losing and, at the end of play, significantly overestimating the number of wins
they had experienced during their session. An almost reverse of this effect can be
observed in Shadow of the Colossus (Team Ico 2005) in which, after successfully
defeating Valus, the first colossus in the game, a prolonged silence followed by a
haunting refrain is performed as the creature falls. As a result, the player is initially
positioned to feel a sense of achievement and pride as they have essentially won the
game, but the significant shift in tone (as established by the score) creates a jarring
change in emotional state as the player considers that their victory is in fact a rather
profound loss.

Another concept suggests that the association of sounds or musical themes with
particular game elements, such as characters or locales, can bestow particular game
sounds with significant affective potential [60]. Left 4 Dead (valve 2008) exploits
this concept as a core aspect of the gameplay by endowing each of its ‘special’
adversaries with both a highly distinctive vocal timbre (such as the bloated bowel
lurch of the Boomer or the chocked, scratchy scream of the Smoker) and a leitmotif*
of comparable timbre to the vocal. These sounds all play when the particular
character is close by but not yet visible on screen, creating an acousmatic effect
that, upon repeat audition, creates an immediate emotional response in the player.
This then causes a direct change in their behaviour as they adjust their combat
strategy to manage the particular threat being indicated. In a review by Cole [14],
two games renowned for their affective content, Ico (Team Ico 2001) and Shadow
of the Colossus (Team Ico 2005) are analysed with regards to their sound content.
Cole notes that the characters within these games all display unique sonic profiles as
a means of establishing their personality and prompting emotional engagement from
the player. The review also comments upon the power of sound in absentia, positing
that well-placed silence can have an emphatically emotional impact. With regards to
Ico and Shadow of the Colossus, Cole argues that the use of silence and minimalist
soundscapes contributes particularly to a feeling of loneliness and isolation.

With the various parallels that exist between video games and cinema it is to be
expected that certain auditory concepts that originated from film studies have been

4 A short recurring musical phrase that has a designated association with a locale, event or character.
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applied to video games. For example, Connor [17] discusses non-linear sound in
film as an effective approach to evoking fear by way of manufacturing perceptions
of animals in distress, citing the coupling of Janet Leigh’s scream with Bernard
Herman’s string motif for the renowned shower scene from Hitchcock’s Psycho
(1960) as a prime example. The term ‘non-linear’ applies to sound when excessive
amplitude (typically greater than that which could be produced by the vocal chords
of an animal) causes the waveform to self-distort (by way of greater waveform
peaks than troughs) and gives the sound a raspy timbre (see [31]). This technique is
arguably prominent in video games such as Amnesia: The dark descent (Frictional
Games 2010) in which various sounds are heavily amplified until they distort, then
digitally compressed to avoid excessive decibel levels whilst retaining the non-
linear timbre. Another affective sound technique that has a heritage in cinema is
hyperreal sound. This term accommodates a range of techniques that range from
the digital post production of sounds (expanding the dynamic range, compression
to increase the ‘punch’, adding reverberation or delay effects, etc.), to the blending
of multiple source sounds to create a new ‘hybrid” sound. A great example of the
latter is the colossal roar of the tyrannosaurus rex in Jurassic Park (1993) which
began as the cry of an infant elephant, and the barking between velociraptors for
which copulating tortoises provided the foundation ([8, 22]: 287). With regards to
video games, it has been asserted that extended exposure to fictitious ‘Hollywood’
sounds has determined that genuine source recordings (shotgun blasts, footsteps in
the snow, etc.) in a game would be perceived as ‘flat’ and ‘lifeless’, with limited
capacity to immerse the player or evoke an emotional experience [56], suggesting
that the majority of modern game sounds are hyperreal by default.

Various facets of video games facilitate emotion types that are common to film
(see [61]), such as the F-emotion (fiction emotion: empathetic states also referred
to as ‘witness emotions’ because they arise from the individual’s observation of
the fictional environment/scenario) and the A-emotion (artefact emotion: derived
from appreciation of the artistry/craft that built the observed fiction, felt during
brief realisations that the film/game is not real). The interactive nature of video
games generates further emotion types in the R-emotion (representative emotion:
denoting states evoked from action/interaction within a fictional world, see [61])
and the G-emotion (gameplay emotion: emotions that arise from a hybridisation of
the F-emotion and R-emotion types, see [51]). For example, when undertaking the
role of Gordon Freeman in Half-life 2 (Valve 2004), we may witness the dystopia
within which we are placed as we read the headline of a newspaper cutting pinned
upon a board “Earth surrenders” (F-emotion). Stepping briefly outside the fictional
world, we may then admire the game’s graphical quality and the great level of detail
that the cutting reflects (A-emotion). We may also simultaneously reflect on the fact
that this environment is a direct consequence of our own prior actions (R-emotion)
and that in our continuing play of the game it is our responsibility to produce further
action to set things right (G-emotion).

Fear is a discrete emotion that has received particular research attention with
regards to sound and video games. Many such articles specifically examine the
spatial aspects of sound and their potential to evoke a fear sensation during
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gameplay. Localisation, specifically techniques that obscure the position of a sound
object (soundwave source) has been posited as critical when building suspense
and terror [7]. Building a lo-fi audio soundscape consisting of many interfering
sounds can increase disorientation and make cognitive processing significantly more
difficult which can decrease the player’s ability to cope with the in-game threat,
consequently priming the player to experience fear [23]. Utilising reverberation and
delay effects to increase positional ambiguity, particularly upon acousmatic sounds
is a very well established technique in contemporary horror games (see [50]).

The techniques documented above all focus upon utilising the game engine
exclusively as a means of controlling the soundscape and, consequently, player
emotion. In the instances, much of the content is designed to be fixed within the
game, creating what is often referred to as a cinematic experience. Whilst such
approaches are popular within contemporary gaming there is arguably a significant
interest in crafting more interactive, bespoke and responsive games content by way
of more procedural practices that can respond to more than just the player’s position
and behaviour within the game. The next section discusses biometric interfaces as
a strong candidate for supporting procedural sound generation in games and also
looks at biofeedback techniques that have already begun to realise their potential
for interpreting player emotion as a means of altering the game environment —
essentially creating a loop in which the game influences emotion and, equally,
emotion influences the game.

Psychophysiology and Biometric Game Control Interfaces

One significant new development with regards to contemporary games technology is
the implementation of biometric equipment intended to measure physiological state
in players and relay that information to the game engine as a means of influencing
game parameters. Our interest remains on sound content within video games but we
begin this section with a brief review of general biometric game applications before
examining sound specifically. Psychophysiology refers to study of the relationships
that exist between physiological events and psychological (cognitive, emotional and
behavioural) processes [9]. Biometrics typically denotes authentication processes,
utilising physiological characteristics within security and identification contexts (see
Woodward et al. [66]). However, within the context of video games, biometrics more
commonly associates more closely with the definition of psychophysiology and is
utilised primarily as a means of gauging user experience information by way of an
emotion-interpretation framework that attempts to predict affective and cognitive
state from physiological data (see [44, 47]). Whilst biometric technology has yet
to be incorporated directly into home consoles, the advent of motion-detection
hardware such as the Xbox Kinect (Microsoft 2010) and PlayStation Move (Sony
2010) is indicative of the commercial and consumer interest in innovative video
games technologies. Motion-detection technology has generated associations with
video game sound in both research (for example Yoo et al. [69], who explore the use
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of the Kinect to enable gesture-controlled sound creation) and commercial games
such as Child of Eden (Ubisoft 2011) in which the player uses gesture to manipulate
the game’s sound as a central element of gameplay.

User experience testing is by no means the limit for implementations of
this technology and much interest has begun to grow with regards to potential
biofeedback applications in games. Recent research reveals this interest by way
of exploring various benefits of game biofeedback systems, including: controlling
attention and relaxation in people suffering from Attention Deficit Hyperactivity
Disorder [2], modulating game control mechanics to facilitate deeper immersion
[39] and altering in-game content as a dramatic device [48]. This section will first
outline the specifications of the most commonly employed biometrics in gaming
before examining how this technology is being implemented (both with regards to
research and commercial video games development) and what these advances mean
for the sound-emotion relationship in games.

Principles and Mechanics

One prominent principle of psychophysiology states that, when attempting to
accurately predict psychological states from physiological signals, multiple types
of measurement should be acquired in parallel as this will enable one measurement
to verify the other [21]. As such, much biofeedback research implements multiple
measures to the extent that we cannot review them all within this space. Therefore
we shall focus upon the biometrics that most consistently feature within con-
temporary research as the primary measure, namely electrodermal activity (EDA,
commonly known as skin response) and electroencephalography (EEG).

Electrodermal activity makes associations with psychological state by way of
the peripheral nervous system that connects the extremities of the human body
to the spinal cord and brain (see [47]). Looking at functional rather than regional
aspects of the nervous system, EDA has been attributed to the sympathetic nervous
system (a set of autonomic processes that govern excitation and prepare the body
for fight-or-flight action) and is consequently associated with arousal [53]. EDA
sensors detect the conductance levels of the skin as they alternate as a result of
variations in sweat production from the eccrine glands [40], with increased sweat
lowering the resistance levels of the skin thereby increasing electrical conductivity
[55]. Essentially, emotionally arousing stimuli activates the sympathetic processes
of the nervous system, which in turn activates the glands; releasing greater volumes
of sweat and leading to increased electrical activity which is then measured by
the biometric hardware (see [25]). The association between EDA and arousal is
well established and EDA is currently the most commonly employed measure
being utilised as a means of quantifying arousal [54]. Specifically as a measure of
emotion-related arousal, limbic brain regions have been associated with EDA [68]
and more recent research has argued that both affective and cognitive processes can
be associated with EDA [18].
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Electroencephalography (EEG, often referred to as a brainwave measurement)
also examines electrical activity, but this time directly from the brain itself.
Electrodes are placed in particular arrangements across the scalp and detect the
voltage oscillations that result from neural activity. The difficulty of intentional user-
manipulation or suppression of brainwave activity positions EEG as an excellent
biometric for examining subconscious processes and subverting attempts by the
user to present a false response [46]. EEG is often compared against brain imaging
techniques such as functional magnetic resonance imaging (fMRI) or positron
emission tomography (PET) and is evaluated to be superior for video games
studies due to its much greater portability, ease of use, temporal resolution (able
to record thousands of states per second) and affordability [30]. Much like EDA
(and much unlike fMRI and PET), the process of measuring EEG is relatively un-
distracting as the equipment produces very little noise, does not obscure vision
and is comfortable enough for the wearer to retain focus upon the test stimuli
[24]. Whilst EEG is not without methodological difficulties, developments of
this technology are continuing to reduce or overcome such issues. For example,
the spatial resolution of EEG is relatively low in comparison to other imaging
techniques, limiting our confidence when attempting to correlate specific regions
of the brain and particular psychological processes. However, reducing the size
of EEG sensors (increasing the number of sensors that can be fitted into an EEG
cap) and refining the algorithms that process the EEG signal significantly improves
spatial resolution [62]. An increasing volume of research experiments have drawn
associations between emotion and EEG, with it being asserted that EEG has the
potential to not just detect the presence of an emotion but to identify the discrete
class of emotion such as happiness or fear (see [35]). Classification of human
emotion within a video game context has also been examined with connections
made between specific patterns of EEG activity and player-frustration [26] and also
perceived levels of difficulty [11].

Utilising Biofeedback to Connect Player-Emotion
to Game Sound

Biometric development reaches beyond our understanding of the affective potential
of game sound to the concept of emotion-biofeedback loops: automated systems
capable of amalgamating physiological responses with game state data (from
individual events to overarching situations and surrounding virtual environments)
to accurately and reliably infer emotional states during computer gameplay and
feed that information back into the system. The game engine can then respond with
changes to, potentially, any conceivable parameter of the game; from generating
a sunrise in response to a player’s happy state, to increasing the avatar’s physical
action statistics (run faster, jump higher) in response to a player’s aggressive state.
If such a system were utilised within modern games titles: increased concentration
could enable the bullet-time function in F.E.A.R (Monolith 2006) or Max Payne
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(Remedy 2001), elevated relaxation could increase your speed and chance of
success in defusing a bomb in Rainbow Six: Vegas (Ubisoft 2006), and an angry
emotional state could unlock additional ‘renegade’ conversation options in Mass
Effect (Bioware 2007). Game sound within biofeedback systems has received
comparatively little specific attention but it often remains a component of the game
content that is manipulated by the affective interpretations received from biometric
data (see [19]). Headlee and colleagues [32] do present a sound-centric, multiplayer
biofeedback game in which electrocardiogram (ECG) data is used to control the
overall soundscape quality, as players attempted to regulate their heartbeat to
transition from an intense urban soundscape to one that is more relaxed. Their
findings indicated much potential, as players were able to successfully utilise the
biometric controls to achieve game tasks. Headlee and colleagues do concede that
control using biometrics is difficult and inconsistent but also state that there is much
opportunity for future improvement.

Whilst EEG has found favour as a means of discrete emotional classification,
EDA has become well established as a reliable indicator of affective intensity.
Changes in musical expression have been shown to reliably produce spikes in EDA
[38] whilst non-musical sounds (sound effects) that were identified qualitatively
by listeners as either emotionally intense or flat, reliably produced correspondingly
high or low skin conductance levels [6]. In an experiment by Dekker and Champion
[19] heart rate and EDA hardware was integrated into the Half-life 2 (Valve 2004)
game engine, enabling physiological indicators of emotional arousal to control
particular aspects of the game’s content. For example, when the player was in a
low arousal (bored/calm) state, this was detected by way of a drop in heart rate
and skin conductance which, when these measures reached a pre-set threshold,
communicated with the game engine to perform a virtual proprioceptive heartbeat
loop (and spawn an additional enemy for good measure). Recent research has also
examined cardiovascular activity (specifically heart rate and heart rate variability) as
a means of computationally modelling typical gameplay affective states such as fun,
challenge, boredom and excitement [52]. This is, of course, not an exhaustive list
of biometrics/biofeedback in games research. However, it does highlight common
themes and preferences with regards to the biometric measures utilised and the
particular emotions investigated. At the time of writing, such technology is yet to
be implemented into the home console market and remains primarily a research
and development area rather than an established commercial technology. Despite
this, there is much reason to believe that the near future will bring many significant
changes that will transform the nature of both affective gaming and game sound, as
we briefly discuss in the closing section of this chapter.

The Future of Sound and Emotion in Video Games

Biometrics within video games is currently at a developmental stage but it is
anticipated that within 10 years the technology will become mainstream; the central
application of this technology being an adaptive system, capable of learning the
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preferences, motivations, and emotional temperaments of individual players and
with that information creating unique and evolving gameplay experiences [43].
Biofeedback systems facilitate the potential for radically improved artificial intelli-
gence that could empower non-player characters (NPC) with emotional intelligence.
NPCs could react appropriately in real-time to players’ emotion states, enabling the
player to interact with characters like never before and simultaneously opening up
a world of possibilities for new game mechanics. Biofeedback has the potential to
allow a player to: intimidate or calm a suspect during an interrogation, barter with a
passing traveller over the cost of a new plasma rifle, or convince a friendly character
to believe in and join your crusade, all by way of feeding physiological information
into the game engine that is then translated during gameplay into an appropriate
NPC response. This has particular exciting potential for all aspects of game
sound including how speech, sound effects and music are presented. Empowering
NPCs with empathic abilities by way of biometrics could enable them to generate
conversational responses perfectly nuanced to the player’s affective state. As the
game detects the players attention levels by way of EEG and pinpoints the subject
of their attention via eye-tracking, the mix and equalisation of the soundscape could
adapt in real-time to emphasise the sound object under focus, bringing that particular
object into the auditory foreground. Adaptive musical scores could respond to the
player’s biometric output by mirroring certain timbral and rhythmic qualities of
their physiology (such as their heart beat or respiration), or based upon the system’s
affective interpretation, regulate the emotional content of the music to either support
a kind of emotional homeostasis (an attractive proposition for those who enjoy
survival horror games but find them too intense) or to try and push the player to
extreme intensities of emotional experience.

At present, we are approaching an exceptionally exciting point in affective
video game sound as the progress of technology has enabled the realisation of
highly complex concepts and frameworks of acoustics and auditory processing.
Furthermore, such concepts are themselves continuing to develop as we refine
our understanding of sound as a phenomenon. We are beginning to consider
sound within contemporary psychological perspectives as an embodied experience,
determined not only by the material acoustic component of sound (the soundwave),
but also by countless factors within the mind, the body and the environment [28].
For video game sound this type of perspective is highly integrative and promises to
support richer gameplay experiences in which sound content is deeply connected to
both the player and the game. By way of biofeedback technology, this perspective
could be realised in future games to create a deeply immersive and emotionally
engaging experience. As you (the player) walk across the room and approach the
cellar door, you fear for what you may find on the other side. As you move in
closer a faint scratching from behind the door makes your palms begin to sweat.
The EDA sensor feeds this information into the game, which contextually detects
the emotion by cross-analysing your physiological change of state with game data.
A distorted string motif begins to crescendo and the rhythm of your heart beat is
matched perfectly by the score’s underlying percussion. The door creaks open and
you stare into the darkness, scanning the environment. A shrouded figure just visible
in the corner of the room stands motionless and does not move until the event related
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potential, generated the moment that your attention is directed to the figure, causes
the figure to lurch forward at the perfectly terrifying moment. As you try to defend
yourself, the figure removes their shroud and identifies as a friendly Al. You realise
it is all a prank and begin to relax; the game detects this and so the Al ‘knows’ this.
They then stop trying to calm you down but all of a sudden, begin to look concerned,
noticing that you’ve suddenly become terrified again. They ask you why you’re still
afraid; it was only a joke after all. Unfortunately you’ve spotted something else
lurking in the darkness, moving closer. . .
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Chapter 13
Emotional Appraisal Engines for Games

Joost Broekens, Eva Hudlicka, and Rafael Bidarra

Abstract Affective game engines could support game development by providing
specialized emotion sensing (detection), emotion modeling, emotion expression
and affective behavior generation explicitly tailored towards games. In this chapter
we discuss the rationale for specialized emotional appraisal engines for games,
analogous to having specialized physics engines. Such engines provide basic emo-
tion modeling capabilities to generate emotions for Non Player Characters (NPCs),
just like the Havok engine provides physics-related special purpose processing. In
particular, such engines provide NPCs with an emotional state by simulating the
emotional meaning of an event to an NPC in the context of the game’s storyline, the
NPC’s personality, and relationships with other NPCs. We discuss why such engines
are needed, present an example approach based on cognitive appraisal, and show
how this appraisal engine has been integrated in a wide variety of architectures for
controlling NPCs. We conclude with a discussion of novel gameplays possible by
the more sophisticated emotion modeling enabled by an emotion appraisal engine.

Introduction

Emotions are arguably the most important element of gaming and game design
[1-6]. Players experience a wide range of emotions during the entire gameplay
process. This begins even before playing the game in the form of anticipation (hope)
raised by advertisement or previous experiences and disappointment or confirmation
of the hope raised by developer blogs about the expected game features. Then the
process of ordering (unpacking) and installing involves a wide variety of affective
experiences including frustration, eagerness, anger, relief, and concentration. The
first actual contact with the game can involve feelings of awe and belonging (e.g. in
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the case of a well-designed sequel). Thus by the time we are actually playing the
game, we have gone through an important process of emotional investment in the
game. This creates a bond between the game and the player, sometimes so strong
that this bond can have serious negative consequences for the player and his/her
surroundings. On the other hand that same bond creates a willingness to invest
time and effort in playing the game and generates unique positive experiences not
possible with any other media.

All four of the core areas of affective computing can contribute to a more
immersive and engaging gameplay experience: emotion sensing and recognition,
emotion modeling, emotion-driven Non Player Character (NPC) behavior and
expression of emotions by NPCs, as well as affective player modeling. Other
chapters in this volume discuss emotion sensing and recognition in gaming as
well as emotion-driven expression and NPC behavior, and affective content. This
chapter focuses on emotion modeling proper, that is, the simulation of emotions
for the Non Player Characters in a game. “Simulating emotions” refers here to
the process of automatically determining when an NPC should express (or behave
according to) a particular emotion and with what intensity. This includes two broad
categories of underlying processing: generation of NPC emotion in response to some
set of emotion-eliciting stimuli within the gameplay, and modeling of the effects
of these emotions on the NPCs’ internal processing (e.g., perception, decision-
making, planning) and, ultimately, behavioral choices. In other words, we refer to
computational modeling of emotion in the sense proposed by Hudlicka [7, §]. In
this chapter we focus on the first process: the generation of emotion in response to
emotion-eliciting stimuli, called appraisal. Further, we focus on the “when to, what
to, and how much to express”, not on the “how to express and what to do”; i.e., in this
chapter we are not concerned with rendering emotional expressions or generating
particular behavior that should follow particular emotions (e.g., fear followed by
the behavior of fleeing). These aspects of emotional processing fall within emotion
expression processing and are addressed in other chapters in this volume.

NPCs in many existing games do possess emotional behavior (expression,
actions). However, these emotions are typically scripted, event-triggered, or built-
in within the storyline. As such, emotions in NPCs are more often considered
a cosmetic feature, related to rendering and behavioral realism, rather than an
integral component of the game mechanics that can influence gameplay. The
lack of emotional complexity and flexibility in existing NPCs severely limits
their affective realism, and, consequently, the realism and immersive potential of
the resulting gameplay. To address this limitation, NPCs need to include deeper
models of affective processing, as outlined above. Such model-based emotions can
simulate plausible emotional reactions at appropriate moments during gameplay
automatically, thereby increasing the believability of the non-player character
[9, 10] by increasing the variability of NPC behavior [11] and enabling novel forms
of gameplay [12—14]. For a more in-depth analysis of the rationale for including
deeper models of emotions in NPCs, as well as existing approaches, see [3, 15, 16].
By “plausible emotional reaction” we mean that the emotion of the NPC should
make sense to the player; i.e., the emotion should be psychologically valid, within
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the context of the gameplay. Note that psychological validity does not imply that
the emotion must be “normal”, according to what normal individuals would feel in
a particular setting. Rather, by a psychologically valid model we mean that NPC
emotions are simulated by a model that is based on what is known about human
emotional appraisal. This includes the possibility of generating unusual, abnormal
or pathological characters, including plain evil characters, as these often fulfill
important roles in a game’s narrative.

In this chapter we discuss why specialized emotional appraisal engines for
games are needed (section “Why Are Model-Based NPC Emotions Rare in Com-
mercial Games?”) and possible (sections “Emotional Appraisal Engines as Plug-in
Modules”, “Integrating Emotional Appraisal Engines with NPC Control”, and
“Appraisal Engines Enable Novel Gameplays and Genres”). The term ‘appraisal
engine’ refers to specialized game engines that support modeling of emotions in
NPCs, in a manner that does not require a commitment to a particular NPC archi-
tecture. In other words, emotional appraisal engines provide a modular approach to
augmenting NPCs with emotion, analogous to a plug-in.

The term ‘appraisal engine’ contrasts with the term ‘affective game engine’ [11].
As originally envisioned, affective game engines would provide a broad range of
tools to support the development of affective and affect-adaptive games by providing
functionalities to facilitate implementing all four of the core areas of affective
computing: recognition of player emotions, emotion modeling in NPCs (including
both emotion generation and modeling of emotion effects on the NPCs internal
processing and behavior), expression of emotions by NPCs, and affective player
modeling. Currently, no game engine exists that provides all of these functionalities.

While many computational models of emotion are available [17—19] that could
be used in games and experimental games exist that use some of these models
[13, 20], commercial games have not incorporated model-based emotions (with
some exceptions, see [3, 15]). We believe this is due to several reasons including:
challenges associated with integrating cognitive appraisal models with existing NPC
Al lack of standard testing and development tools, resulting in perceived high risk
and development costs; the need to understand the mechanisms mediating emotion
elicitation; lack of examples of novel gameplays enabled by emotional NPCs; and,
the conviction that gamers don’t ask for emotional NPCs.

Support for these arguments can be found in a recent pilot study in which we
investigated game designers’ perspectives on emotional characters. Results from
this study will be discussed in more detail in section “Why Are Model-Based
NPC Emotions Rare in Commercial Games?”. To show how these causes can be
mitigated, we discuss recent projects in the area of development and integration of
emotional appraisal engines. In section “Emotional Appraisal Engines as Plug-in
Modules”, we briefly present a recent approach towards developing an emotional
appraisal engine [15]. We show how this approach addresses several of the issues
outlined above, specifically: how it eliminates the dependency between existing
NPC AI and the mechanisms required for dynamic emotion simulation; how it
reduces the need to understand the emotion elicitation process; and how it enables
control over the emotional behavior of NPCs. In section “Integrating Emotional
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Appraisal Engines with NPC Control” we show that proper encapsulation of emo-
tional appraisal enables integration with widely different NPC control mechanisms.
In section “Appraisal Engines Enable Novel Gameplays and Genres”, we present
examples of novel gameplays enabled by NPCs augmented with model-based
emotions. Some of these novel types of gameplays can be considered novel genres
[14] that go beyond the traditional emotional deepening of the relationship between
the player and the NPC [5].

Why Are Model-Based NPC Emotions Rare in Commercial
Games?

We believe there are several reasons why NPCs with emotions based on a computa-
tional model are rare in commercial games. These reasons are technical, conceptual
and financial (see list below). These reasons can also been seen as a list of concerns
regarding the feasibility of implementing model-based emotions in NPCs, and thus
provide a set of requirements for affective game engines in general, and appraisal
engines in particular.

1. Most emotion models are dependent on particular NPC Al: complexity and
modularization (technical)

2. Lack of tools for design, development, and testing: dev. support (technical)

3. Complexity of modeling emotion elicitation: complexity of emotions (concep-
tual)

4. Lack of emotion-enabled gameplay innovation: gameplay (conceptual)

5. Players do not demand emotional NPCs: market demand (financial)

6. Waiting for a big game publisher to bite the bullet: financial risk (financial)

From a technical point of view, emotion modeling is rarely adapted to the
game development process. Even though emotion modeling, especially based on
the Ortony, Clore and Collins model (OCC) [21], has been used [22] and analyzed
extensively [23-25] in research, none of these approaches have led to emotion
simulation in games by means of computational modeling.

A major reason is that emotion modeling in research usually adopts a particular
type of Artificial Intelligence NPC architecture, with its associated representational
and reasoning mechanisms (e.g., fuzzy logic, BDI-agents), as basis for the com-
putational model of emotion. However, just as a game developer does not want
its destroyable assets to follow a particular morphology when they use a special
purpose physics engine to simulate destruction, game developers also do not want to
use a particular type of Al for their agents when simulating emotions. These aspects
of game design need to be, and can be, decoupled [15]. A successful appraisal
engine thus needs to be an Al-independent module, with a clear Application
Programming Interface (API).



13 Emotional Appraisal Engines for Games 219

A second major reason is that developing a game involves a great deal of design
and testing and the tools supporting these activities are lacking. It is also unclear
how one should go about debugging emotions of NPCs in the first place. What kind
of visualizations are needed? What kind of aggregation over NPCs and over time is
needed to quickly get an idea of what happens emotionally to a set of NPCs? What
is the exact behavior of a particular computational model in different settings? Just
as a physics engine has predictable behavior with regards to physics (at least to a
certain extent), an emotion simulation engine also needs some way of giving the
game designer a sense of control over the resulting NPC behaviors. The difficulties
associated with testing of emotional behavior of NPCs have also been confirmed
with our pilot study (Fig. 13.1). A successful appraisal engine needs to incorporate
design and testing tools that give the game developer insight into the range of

Test Value =3
Statement t df | Sig. (2-tailed) | Sig. (1-tailed) | Mean [(Dis)Agree
| am interested in developing games with emotional NPCs 2420|112 0.03 0.02 3.7 Agree
| am familiar with the concept of emotional NPCs and how they
. .762(12 0.46 0.23 3.2
generate emotions.
| see the purpose of emotional NPCs in games. 3.825|12 0.00 0.00 3.8 Agree
| understand how emotional NP n enhance th min,
u de: stand how emotional Cs can enhance the gaming 2.020| 12 0.01 0.01 37 Agree
experience for players.
Apart from emotion expression, emotions in NP! not
part from emotion expression, emotions Cs do not add _485| 12 0.64 0.32 28
value to gameplay.
Players demand emotional NPCs. -3.317| 10 0.01 0.00 2.0| Disagree
Players will not notice emotional capabilities in NPCs .562| 12 0.58 0.29 3.2
Players do not care if NPCs have emotional capabilities. -1.148( 12 0.27 0.14 2.8
Publishers are not putting emotional NPCs on their feature lists. 1.600| 12 0.14 0.07 3.6
| would use emotional NPCs if my competitors start using them -1.328( 12 0.21 0.10 2.6
| understand the cost associated with adding emotional NPCs to
0.000( 12 1.00 0.50 3.0
my games.
The initial investment (licenses, etc.) to add emotional NPCs to
. 1.477]12 0.17 0.08 3.3
my games is steep.
The extra game assets required for emotional NPCs are
N 2.856|12 0.01 0.01 3.8 Agree
expensive.
I understand how to develop emotional NPCs. 21012 0.84 0.42 3.1
Incorporating emotional NPCs to the game design is
P 9 9 9 3.207|12 0.01 0.00 3.9 Agree
complex.
Progl.'ammers do not have the necessary knowledge to develop _485| 12 0.64 0.32 28
emotional NPCs.
Games with emotional NPCs are hard to test. 1.443|12 0.17 0.09 3.4
|'t is hard to test the behavior of emotional NPCs. 2.889|12 0.01 0.01 3.6 Agree
| am confident in releasing games where the NPCs have
. . -457(12 0.66 0.33 2.8
autonomous emotional behavior.
My confidence in emotional NPCs behaving appropriately would
. K - . . . -519(12 0.61 0.31 2.8
increase if a specialized testing suite was available.
If standard development methodology was available | would start
adding emotions to my NPCs. -457(12 0.66 0.33 28

Fig. 13.1 (Dis-) agreement with statements about emotional NPCs based on 13 subjects (5
international, 8 Dutch) from different game development companies. Subjects rated agreement
on a 5-point scale. (Dis-) agreement (bold rows) was decided based on statistical significance of a
1-tailed T-test (test value = 3)
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emotions, the intensity of emotions, and the causes for emotions at different levels
of aggregation (individual NPCs, groups of NPCs, and even game world areas).

For non-specialists, it is difficult to understand what emotion modeling really
is, and what it can bring to the gameplay. For example, if one assumes that NPC
emotions serve to evoke deep player-NPC interaction (an opinion explicitly voiced
in our pilot experiment by one of the participants, as well as in [5]), then of course
modeled NPC emotions are limited to adventure and RPG-like genres. However,
this is not the case. Even simple puzzle games can benefit from, or even completely
revolve around, emotion simulation ([14], and section “Appraisal Engines Enable
Novel Gameplays and Genres”). If one assumes that modeled emotions are always
psychologically plausible, and that this means that the emotions are those of
healthy and sane individuals, this excludes emotion modeling for antagonists, as
these characters usually are mean, deranged, mad, or otherwise not normal. It
also excludes the possibility of developing serious games for psychotherapy, which
may require the modeling of abnormal affective reactions and behavior motivated
by emotion dysregulation. However, this is also not the case. Computational
models of emotion are based on an understanding of affective processes based on
psychological emotion theories, and these theories can also be applied to simulating
“bad guys” in entertainment games, and pathological affective behavior of NPCs
in therapeutic games. Psychological plausibility simply means that the emotions
resulting from the model are predictable from a psychological point of view, not
that they are “normal” or appropriate to experience at a particular moment in time.
Physics engines can model realistic destruction just as easily as realistic movement;
the laws of physics don’t change and the laws of emotion don’t change either. If
one assumes that it is difficult to add emotional NPCs to the game design (see pilot
results), that emotion simulation means that a full range of affective characteristics
must be included (mood, personality, etc.), or that expensive additional game
assets are needed for emotions to bring a noticeable difference to the player (pilot
study), then one puts up unnecessary walls. Even simple emotions, generated by a
rudimentary appraisal engine, can provide interesting game mechanics ([14], and
section “Appraisal Engines Enable Novel Gameplays and Genres”). An appraisal
engine for games should hide the complexity of emotion elicitation, and provide easy
to use functionality and flexible control for simple and complex cases of emotional
NPCs.

Putting up such walls limits the designers’ creativity. A telling indication that this
occurs is that game developers state that even though they see how emotional NPCs
could be used in games, players don’t demand emotional NPCs (pilot study). For
these walls to crumble, different emotion-based gameplays need to be developed
and games need to hit the charts. In fact this has happened already with one
emotional game genre in the form of the The Sims series by Electronic Arts. The
Sims’ emotions illustrate how emotion models can be used to add realism and
fun to the characters in a management/simulation type game. Although successful,
this is only one way in which emotions can impact gameplay. Perhaps there is a
perceived risk for other developers in adding emotion modeling to NPCs because
this means entering the domain of another developer. This risk is real. Apart from
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the effort to add novel technology that needs to pay off at some point, a company
might risk “collateral damage” to its reputation for “trying but failing” to do a better
job. To understand the potential of adding emotions to NPCs, experimenting with
novel game design and novel gameplays in smaller and simpler games is essential.
Developing a computational model of emotion that “runs” is not sufficient. A
successful emotion engine for games should make explicit how the engine facilitates
novel gameplay, otherwise the engine does not have perceived value.

In the remainder of this chapter we discuss how some of the concerns about
model-based emotions for NPCs can be addressed. We do this by discussing our own
work, because we know this work best. We do not claim we are the only ones trying
to address these issues. In our view, these concerns revolve around three aspects
of emotion modeling: the need for a black-box, easy to use emotional appraisal
engine; the need for easy integration in different NPC architectures; and the need for
seeding creativity with novel emotion-enabled game genres. A black-box emotional
appraisal model that is easily integrated in different settings is needed to resolve the
problem of AI dependency. Novel game genres are needed to explore whether there
is a market for games with emotional NPCs. If potential players are not presented
with interesting games with novel gameplays, then demand for such games will
never arise. Recall that no players asked for Pac-Man either.

Emotional Appraisal Engines as Plug-in Modules

To facilitate the development of emotional NPCs, an emotional appraisal engine
needs to support the development of both simple and complex emotional NPCs,
as well as hide the complexity of the emotion generation process, and simulate
the emotions in an Al-independent way. In addition it should be high performing
and scale efficiently [26]. In other words, the emotion engine should function
analogously to a physics engine: it should provide emotion simulation functionality
with a clearly defined API that would not depend on the Al used for controlling
the NPCs in the game, as this would limit the engine’s capacity to operate in a
wide variety of games. To demonstrate that this is feasible, we have developed an
emotion appraisal engine, GAMYGDALA [15]. Below we briefly describe how the
basic assumptions of this appraisal engine help achieve the aforementioned goals.

GAMYGDALA (available in Java, Javascript, and C#) provides three main
functions: emotion generation via cognitive appraisal based on the OCC model;
dynamic relationships among NPCs, based on a simple like/dislike scheme; and
NPC affective dynamics modeling including integration of emotional appraisal over
time, intensity and decay, and a translation of the categorical emotional state to a the
dimensional abstraction defined by the dimensions of Pleasure, Arousal, Dominance
(PAD).

To use GAMYGDALA, a game developer first defines the NPC’s set of goals
(these can include achievement, maintenance and avoidance goals, and can change
over time). The developer then decides how particular game events impact these
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goals, and sends these annotated events to the appraisal engine for processing. These
specifications are sufficient to elicit emotions in the NPC. In addition, the developer
can configure relationships among NPCs (relationships also develop as a result of
emotional appraisal). The NPC relationships then form the basis for social emotions
such as feeling resentment (negative relation towards another and a positive event
happening to that other) or feeling happy-for another agent (positive relation and
positive event). Goals and events need to be specified only for the event appraisal
necessary for emotion generation, and need not be related to the game Al.

GAMYGDALA is game-Al independent because it only performs a “black-
box” appraisal function. It defines the minimum interface needed to implement (a
subset) of the OCC model and addresses a baseline level of affective dynamics.
To demonstrate GAMYGDALA’s Al independent nature, we discuss in section
“Integrating Emotional Appraisal Engines with NPC Control” its integration with
a cognitive agent programming language [27], a system for defining semantic game
worlds [28], a narrative generation engine [29], and with Phaser (a Javascript game
engine). In all cases the same interface was used based on the annotation of events
and the definition of agent goals, as outlined above.

It is possible to simulate emotions for a diverse range of NPCs, especially
simpler cases of NPCs, where the set of goals for one NPC is limited [14].
More complex cases, such as when an agent has a large set of goals that include
achievement and avoidance goals, when it is important that the agent interpret
the event in relation to previous events, or when an event acts on two different
goals in opposing directions (e.g., where one is an achievement and the other an
avoidance goal), need to managed by the game developer. “Managed” in this case
means that the developer needs to decide which event to appraise in relation to
which goals, because GAMYGDALA is simply a black-box appraisal engine, and
does not implement any reasoning, memory or attentional processing itself. While
this limits GAMYGDALA’s functionality, implementing these functionalities in an
appraisal engine would necessitate making assumptions about game Al and NPC
behavior generation, and would violate GAMYGDALA’s objective of maintaining
independence from the existing NPC Al architecture.

Integrating Emotional Appraisal Engines with NPC Control

In this section we demonstrate the notion of emotional appraisal engine indepen-
dence from the NPC Al by illustrating how an emotional appraisal engine can be
used with widely different ways of controlling NPC behavior. In particular, we show
how we used GAMYGDALA to model the emotions of NPCs developed with the
Phaser game engine framework, with the cognitive agent programming language
GOAL [27], a system for generating semantic worlds and crowds called Entika [28],
and with narrative generation [29]. This section thus serves as proof for the claim
that black-box appraisal is an approach that enables reusability of the emotional
appraisal functionality and can encapsulate emotion modeling complexity.
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Simulating Emotions in Semantic Worlds

Creating a virtual world where interaction with almost every object is possible poses
many difficult challenges that are far from being solved, including the complexity
of maintaining all possible interactions with, and among, the game entities [30].
In particular, to enable the objects with which the player interacts to have an
emotional impact on an NPC requires defining some meaning, or semantics, for the
objects and for those interactions. One approach aimed at solving this problem is
semantic game worlds [28]. These worlds are designed by defining and choosing
the entities populating them from among specific classes, each with their own
unique properties, such as attributes, roles and services [31]. With this approach,
the objects within the game world themselves carry the information of what they
are actually useful for, or able to. It is therefore possible for NPCs to query the
game world and discover usable objects for their purposes. In order to facilitate the
creation of semantic worlds, a framework called Entika was developed [28], that
supports a simple and intuitive definition of semantics, promotes re-usability and
facilitates object behavior customization. More recently, this framework has been
applied to the specification and simulation of the motion behavior of a crowd of
agents. For this, a semantic crowd editor was developed aimed at defining crowd
templates in a portable way, allowing their reuse for virtually any environment in
which the available objects are spontaneously used by other agents in a meaningful
manner. This is achieved by having each agent query the environment in order to
find whatever objects are deemed suitable to fulfill its goals [32].

With this basis, implementing NPC emotions in a game world involves support-
ing and integrating two essential elements: semantics and emotions. The semantics
component involves creating a semantic game world, populated with entities (living
or otherwise) with clearly defined semantics. The emotions component involves
analyzing how (un-)desirable the interaction with objects an actors is for the goals of
each character, and generating the corresponding emotion(s) accordingly. Semantics
in the context of emotion simulation can be rephrased as the information needed to
perform emotional appraisal. This is the approach behind the integration of Entika
and GAMYGDALA.

Goals are instrumental to the simulation of emotion, and, because every NPC in
a game should have some goal(s), defining goals for an NPC is a natural feature
of a game world with living entities. Further, whatever happens to the NPC can
be seen as an event, which consists of an action performed at a given moment in
time, involving one or more entities. In addition, events can be associated with
several other attributes, so that it becomes possible to specify the goals influenced
by the event, as well as to indicate whether this influence is positive or negative.
The integration boils down to the following: Entika is used to specify events and
NPC goals, and GAMYGDALA processes these events and appraises them in the
relation of NPC goals at runtime. The flexibility of Entika is leveraged to defining
semantic game worlds, while the emotional appraisal functionality is provided by
GAMYGDALA to emotionally interpret what happens in the world.
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For the configuration of the appraisal engine, various parameters are involved
that are provided by Entika such as belief likelihood, modeled as the credibility of
an event happening; utility, specified for each goal of an NPC, indicating the degree
(positive or negative) to which the entity wants a given goal to be fulfilled; and
goal compatibility, i.e., the extent (either positive or negative) to which an event
influences the likelihood of a goal being achieved.

The coupling between Entika and GAMYGDALA demonstrates two concepts.
First, that appraisal can be easily embedded in a semantic world. For this, abstrac-
tions that are relevant to an agent’s emotional state are very naturally developed
using semantics. Notions such as goals, beliefs and agents can be semantically
tied to one another in a way that is generic, scalable, intuitive and independent of
implementation platform. Second, that it is feasible to define virtual environments
based on semantics, which yield plausible emotional states for NPCs by using a
generic emotional appraisal engine. For the full report of this study see [33].

Simulating Emotions in Phaser, a Javascript Game Engine

Phaser is a Javascript-based game engine. A Javascript plug-in for Phaser has been
developed as a wrapper around GAMYGDALA'’s public APIL. Using this plug-in
one can configure the appraisal engine to appraise events in the following way. For
every NPC that needs emotions, the game developers generate an agent entity in
the appraisal engine. The developer then creates goals for each agent, including a
goal utility ([-1, 1]). Finally, if needed, the developer creates a positive or negative
relationship ([1—, 1]) between NPCs, using a single createRelation method. When
an event needs appraising, the developer calls the appraise method, and defines how
the event impacts particular goals. GAMYGDALA then determines which agents
are affected and what emotions result from the appraisal, as well as how the NPCs’
relationships are affected. This simple API allows the generation of emotional
NPCs in a way that shields the developer from the complexity of appraisal itself,
and is another example of how black-box appraisal can facilitate the integration
of emotions in a different type of NPC development environment. Of course, the
integration approach is the same as for the integration with Entika: define agents,
define goals and define how the events impact the goals.

Simulating Emotions in Cognitive Agent Programming

A very different setting for the controlling of NPC behavior is cognitive agent
programming. Here an agent (or NPC) is controlled using cognitive reasoning in
the form of rules that trigger actions based on preconditions that need to be met
in order for the rules to fire. In the agent programming language GOAL [27], such
agent behavior is specified by a programmer who defines rules, goals and domain
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knowledge. An agent has a current mental state, representing the state of affairs, and
the agent reasons using a rule set about what to do next based on this current mental
state. When a rule fires, it triggers an action. Examples of actions are movements,
firing bullets, or anything else that can be implemented by the physical embodiment
of the agent in its environment. GOAL has been used to control game bots in, for
example, Unreal Tournament [34]. GAMYGDALA has been added to GOAL in two
different ways: as an integration in the reasoning cycle, and, as a plug-in emotional
appraisal module. Here we only explain the integration as a plug-in.

The appraisal engine GOAL plugin works in a similar manner as the integration
with Entika. At the creation of a GOAL agent instance (after launching a world
with its agents), GOAL launches the plug-in and creates a GAMYGDALA agent
instance. At design time, the agent programmer defines GOAL program rules in
which the appraisal plug-in is instructed to add and remove goals, as well as
appraise events. These instructions are implemented as built-in GOAL actions
with similar arguments as described for the Entika and Phaser integration above.
These actions call the appraisal’s plug-in functionality, and after each appraisal
the resulting emotions are added to the agent’s mental state as belief predicates,
e.g., emotion(happy, 0.8). Again, this integration takes place in a very different
development environment, but the integration approach is the same.

Simulating Emotions in Narrative Generation

A different approach to integrate appraisal was used in the affective storyteller, a
system that generates stories with simulated actor emotions based on the events that
happen to the actors in the story [29]. In this system, GAMYGDALA is integrated
into the story generation process. The story generation is driven by actors taking
actions based on their goals and the current state of the story. Actors and goals are
also configured in the appraisal engine, and whenever an event occurs in the story
it is automatically annotated and sent to the appraisal engine for processing. The
automatic annotation is possible because event likelihood and goal congruence are
derived from the story at runtime. Goals are annotated with a utility at design time.
This means that once the story domain has been set and the actors are configured,
the appraisal engine will fully automatically generate emotions. This is a different
example of an integration, where the integration is more closely coupled to the Al
than in the previous examples. Here, the appraisal engine gets all of its information,
except the goal utilities, from the Al that generates the story.

Appraisal Engines Enable Novel Gameplays and Genres

The discussion above outlined the motivation for, and benefits of, augmenting NPCs
with more sophisticated models of emotions and providing a specialized emotional
appraisal engine to facilitate this modeling. The appraisal engine discussed here
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focuses on a subset of the emotion modeling: emotion generation via cognitive
appraisal. (A full-fledged emotion engine would also provide the tools to facilitate
incorporating the effects of emotions on the NPCs behavior and internal information
processing, including perception, decision-making and planning.)

Below we discuss how even relatively simple emotional appraisal engines, such
as those discussed in this chapter, can enhance gameplay. We also highlight novel
gameplays, even novel game genres, made possible by dynamic models of affective
processing in NPCs. We provide examples of such novel gameplays for several of
the more popular game genres, and highlight in particular the benefits of explicit
emotion modeling in NPCs in serious games.

Action-Adventure Games (e.g., Legend of Zelda, The Witcher)

These games involve a combination of exploration and puzzle/problem solving,
where the puzzles/problems range in complexity from simple, concrete tasks
(unlock door to retrieve object) to complex interactions with NPCs. Dynamic
generation of even the basic emotions in the NPCs would enable them to display
more variability in behavior, thereby providing both increasing affective realism,
and “surprises” during the gameplay. Models of more complex social emotions
would also provide the opportunity for creating sophisticated ‘social puzzles’, where
the player’s progress in the game would necessitate inducing a particular emotion in
the NPC, thus shifting the realm of the puzzles from manipulating physical objects
to creating and managing complex social interactions. Games like Crusader Kings
II already take up such an approach, where management of relationships is an
important aspect in growing the player’s medieval empire.

What an appraisal engine can bring to this is the straightforward way of modeling
how NPCs react to attempts to manipulate their emotional state. This would allow
the game developers to embed this enhancement in the gameplay, even in games
where emotion is not a key focus. It would also allow the generation of “emotional
puzzles” for example as a proper mini game. See [14] for an implemented example
of such an emotional puzzle game.

Fighting and First-Person Shooter Games (e.g., Mortal Combat,
Doom)

Both of these genres focus on direct combat with and/or killing of the opponent.
The player typically views the opponent directly, although some games provide a
third-person view of the gameplay. The affective realism of the NPCs in this genre
is limited to rudimentary expressions of aggression, and, less frequently, fear. In
existing games these emotions are typically scripted, and little variability or nuanced
NPC behavior is possible. Games augmented with model-driven emotion generation
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would enable the NPCs to vary their emotional reactions to the evolving context,
both in terms of which emotion is displayed when, and the intensity of that emotion;
again, providing less predictable behavior and thus more engaging gameplay.

While the NPCs’ display of aggression and rudimentary fear may be adequate
for most FPS players, one can imagine an interesting evolution of this genre, where
the opponent NPCs could display more complex dynamics of these emotions, and
include additional emotions, such as sadness, guilt, envy, happiness or pride. Display
of this broader set of emotions would not only enrich the player experience, but
could also ‘humanize’ the typical FPS gameplay. Also, such social emotions could
impact NPC capabilities later in the game (e.g., guilty NPCs fight less aggressively
or adopt different tactics). While this might not be the experience sought out by
most current FPS players, such augmentation could be a welcome development in
this genre and might mitigate the violence de-sensitization effects that are attributed
to FPS games.

In general, NPC opponents could adopt different strategies depending on their
emotional state. For example, a fearful NPC opponent that is immune to particular
player moves, because fear makes the NPC react more quickly and move in a more
random manner. Beating the fearful NPC would mean chasing it until exhaustion,
while beating an angry NPC could be done with a few well-placed special blows.
The player could manipulate the emotional state of the NPC before or during the
combat scene, by manipulating the game objects or via interaction with other NPCs.
Such gameplay would be easily supported by an appraisal engine and would require
relatively simple additional game assets to display the NPC emotional state to the
player.

Real-Time Strategy Games (RTS) (e.g., Age of Empires,
Warcraft)

RTS games involve a competition with another player or NPC for some set of
resources. It is easy to see how increased affective sophistication of the NPCs would
enhance the gameplay. As in the action adventure games above, not only would the
element of surprise, enabled by model-driven emotion generation, provide a more
engaging experience, but the possibility of inducing distinct emotions in the NPCs
to motivate them to engage, or not engage, in specific behavior would create an
entirely distinct domain for player behavior: the social domain. In contrast to the
current RTS physical domains, where physical objects or resources are manipulated,
the addition of a social domain, enabled by the NPCs affective realism, would allow
the players to ‘manipulate’ and control social resources, such as the NPCs’ good or
ill will. This capability would create much more believable gameplays, reflecting
more accurately the reality of political and military strategies this genre aims to
emulate. This is in line with, for example, Crusader Kings II (a turn-based strategy
game), where relationships play an important role in how the political and military
struggles unfold over the different generations.
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Role-Playing Games (RPGs) (e.g., Baldur’s Gate, Skyrim)

RPGs are fantasy-adventure games where the player(s) engage in a complex series
of tasks to achieve the ultimate game goal (e.g., save humanity from a plague, defeat
an evil cult, etc.). Novel gameplays enabled by emotion modeling in NPCs include
those outlined above for the real-time strategy games. However, the realm of social
interaction and the possibility of achieving affective and social tasks is even more
important in RPGs, since the player has the opportunity to develop deep interactions
with the NPCs over the course of playing through different quests [5]. In addition,
a variety of emotional state manipulation can be implemented and quests can be
(de)activated based on the emotion of particular NPCs, thus making emotional
manipulation a key element of the quest progression. The same applies to simulation
games such as The Sims.

Arcade and Platform Games (Pac-Man, Mario Bros)

Even basic emotion simulation can enhance arcade-like gameplay. Behavior of
“baddies” in the game world can be made dependent on their emotional state. This
is analogous to the influence of emotions on NPCs in the FPS and Fighting genre.
For example, emotion-augmented baddies might grow to hate or like you depending
on what items you gather in a level. Levels could be built around the idea that the
player has to manipulate the emotions of NPCs in such a way that certain baddies
become a threat while others do not. An example of such gameplay is presented in
[14] in the form of a game called friend or foe.

Serious Games

Currently, games are used primarily for entertainment purposes. Increasingly how-
ever, games are being adapted for instructional, training and therapeutic purposes.
In fact, serious gaming is the fastest growing segment of the game industry. All
of the above genres can be adapted to serious gaming and the increasing affective
sophistication of the NPCs, facilitated by affective game engines, is even more
relevant in serious gaming contexts, particularly in therapeutic serious games,
including games used to augment psychotherapy.

The objective of serious games in psychotherapy is to support and augment face-
to-face therapy, by providing opportunities to both experience problematic situations
and to practice new behavior and coping strategies [35, 36]. The immersive quality
of games, particularly games that use elements of virtual reality (e.g., head-mounted
displays) provide a unique means of creating customized physical and social
situations that induce undesirable behavior, and the opportunities to develop, in
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virtuo, strategies to cope with these situations. The simulation of psychologically
plausible emotions is especially relevant for simulation of complex social situations.

An emotion game engine that would support the development of these function-
alities in a manner that is verified with respect to psychological plausibility would
be especially useful for developing serious games, because it would enable the game
designers and developers to focus on the core of the training or treatment, while the
implementation of the psychologically plausible NPC emotions would be provided
by the emotion simulation module.

Final Remarks

In this chapter we have motivated the need for specialized emotional appraisal
engines for games, to facilitate the modeling of dynamic and more complex affective
behavior in NPCs. We focused on modeling emotion generation via cognitive
appraisal and presented evidence that when appraisal is approached in a black
box fashion, where the appraisal process is decoupled from the logic controlling
the NPCs, it is possible to embed the appraisal process as a plug-in in many
different NPC architectures. This chapter is limited to a discussion of emotion
generation models, and focused on discussion of approaches that would facilitate
the development of model-driven emotions for NPCs. The effects of emotions on
the NPCs internal processing and behavioral choices, also part of emotion modeling,
have not been addressed.

Currently, the state of the art in emotion modeling literature is not advanced
enough to have standard and agreed upon models of how emotion influences agent
behavior. (See [37, 38] for a discussion of existing efforts and challenges in this
area.) Future emotion engines for games should also include explicit models of the
effects of emotions on the NPCs internal information processing (e.g., perception,
decision-making, planning), as well as behavior choices. These models could then
be used by game developers to bias the NPCs’ reactions in the game environment,
including the social environments; that is, the NPCs’ reactions to the behavior of
the player and other NPCs. As is the case with models of emotion generation, here
it would also be important to hide complexity of these models. Just as a black-box
appraisal plug-in, a black-box emotion effects plug-in should also be independent
of the Al used to control the NPC, and this is perhaps an even greater challenge.
Existing efforts in this area provide the basis for facilitating this type of modeling
in emotion game engines. For example, the MAMID modeling methodology [39,
40] provides a means of encoding the effects of a broad range of factors, including
emotions and personality traits, on internal processing. The parameters control the
speed, capacity and biasing within individual architecture modules, and facilitate not
only the modeling of the distinct effects of emotions on NPC behavior, but also the
rapid construction of a wide variety of distinct NPC personalities. These capabilities
would provide additional tools for the game developer to facilitate the construction
of increasingly affectively realistic NPCs.
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Finally, an aspect we have not touched upon is testing and debugging emotional
appraisal. Insight into how one can debug and test emotional models is needed to
manage the risks involved in having autonomously behaving entities in a game.
This is of specific importance in large, procedurally generated worlds, where game
designers set constraints for the game generation but do not have full control over
how the game world and its inhabiting NPCs are configured.

Notwithstanding these limitations, we have shown the potential of emotional
appraisal engines to transform the development of affective games. Model-based
emotion generation for NPC can take the use of emotions in game design to the next
level, and can be a basis for many novel gameplays.
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Chapter 14
Emotion and Body-Based Games:
Overview and Opportunities

Nadia Bianchi-Berthouze and Katherine Isbister

Abstract In this chapter we examine research and theory concerning body move-
ment as a means for expressing emotion, and techniques for recognizing expressions
of emotion in the context of games. We discuss body movement as a means for
biasing emotional experience and encouraging bonding in social interaction. Finally,
we discuss gaps and opportunities for future research. Promising directions include
broadening the scope of body-based games and emotion to take proprioception into
account, as well as other less explored body channels such as muscle activation and
action-related sound.

Introduction

The last two decades have witnessed an increased interest in studying emotion
in many research fields (e.g., psychology, neuroscience, computing, engineering,
design, medicine, philosophy, HCI). This growing interest in emotion is due to
the recent appreciation of the close interaction between cognition and emotion
and how emotion is indeed critical to many cognitive processes [1]. Among the
various aspects of emotion that are being investigated, of particular interest to game
researchers is the relation between emotion and the body as a channel of input
and feedback [2]. This interest is driven by the fact that the last 10 years have
brought robust body movement-tracking to all of the major game consoles, and
have ushered in an era of increasingly sophisticated movement tracking capabilities
in smartphones. This has made it possible to create and release games that take
advantage of body position and movements, as core mechanics and also as feedback
systems for understanding player response. There has been a proliferation of games
in this space, and also of research about such games.
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Given the strong relationship between movement and emotion, researchers have
been exploring the opportunities that such games might provide. Using terms such
as exergames [3] and exertion games [4], researchers have been investigating how
physical activity could become more enjoyable and affordable through the use of
games in either the comfort of one’s home or in the outdoor environment. They
have attracted a lot of interest from the research community and from the industry,
and are seen as an opportunity to address health challenges (e.g., diabetes) that
characterise our society. More broader terms such as body games [5] and movement-
based games [6] have been subsequently introduced to consider other benefits of
movement such as its general positive effect on emotional and social well-being as
well as the opportunities that it offers for the design of the game itself.

For the purposes of this chapter, we use the umbrella term ‘body-based games’
to take a broad perspective of what the body is, how it expresses and biases our
own emotions and the emotions of others, as well as how it can be tracked by
sensing technology. Rather than providing a definition of what emotion is and what
body-based games are, this chapter aims to provide an overview of the relationships
between these two concepts. There is in fact a great deal of research that establishes
a link between body positioning and motion, and emotion. And there is a body of
game-based research that explores motion as a way to generate emotions in players,
in games for entertainment as well as ‘serious’ purposes. This chapter covers both
sets of terrain, building bridges between them and establishing areas for future work.

We begin by examining research and theory concerning body movement as a
means for expressing emotion, and techniques for recognizing these expressions
in the context of games. Then, we discuss body movement as a means for biasing
emotional experience. Next, we cover body movement as a means for bonding in
social interaction. Finally, we discuss gaps and opportunities for future research,
given this overview. This includes broadening the scope of body-based games and
emotion, to take proprioception into account, as well as other less explored body
channels such as muscle activation and action-related sound, when considering
design and evaluation of games.

The Body as a Means for Expressing Emotions
Theory

Even if the term emotion is commonly used both in everyday life and in research,
there is still much debate and disagreement concerning what emotions are [7, 8].
In this chapter, rather than providing an overview of the different definitions of
emotion and related affective processes, we focus on how these can be measured or
can be regulated. An emotion, or more generally an affective state, is accompanied
(or defined) by neural, physiological and behavioural changes triggered in response
to the evaluation of an event. For example, research in digitally augmented physical
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playgrounds [92] has shown that specific physiological measurements correlate
well with and allow quite reliable predictions of the player’s preferences while
using the playground [93]. They also showed that these characteristics differ to a
certain degree from the ones triggered by exertion. Beyond physiological and neural
changes, a growing accumulation of research has shown that body expressions (and
not just facial expressions) are an important channel for affective communication
(see [9] for a review). De Gelder [2] argues that, differently from facial expressions,
body expressions tell us not only how a person feels but also how the person is ready
to respond (action tendency) to an emotional event. In this chapter, we focus mainly
on body movement as an affective modality since it is the one that is used to control
the body-based games and that is visible to others.

Two main approaches are used to characterise emotional expressions: dimen-
sional and discrete. Initial work by Ekman and Friesen [10] suggested that the
body may be better at communicating broader dimensions of affect than discrete
categories. Subsequent studies (e.g., [11-14]) on both acted and naturalistic body
expressions confirmed that people do indeed used affective dimensions such as
arousal, valence, potency and action tendency when describing these expressions.
However, perceptual studies also showed that people do describe body expressions
by using discrete emotions with level of agreements well above chance and at levels
similar to the ones observed for other modalities (e.g., [15—17]). In fact, a recent
study by Aviezer et al. [18] has further confirmed similar results from previous work
([9] for a review) showing that body expressions rather than facial expressions allow
us to discriminate between intense positive and negative emotional states.

Various coding models have been proposed to facilitate the analysis of affective
body expressions. They aim is to capture the body configuration (its form) as well
as its dynamics. Neuroscience studies show that these two types of features may
be partially redundant but in combination they help to recognize more complex
expressions or solve inconsistencies (e.g., [19-21]). Those studies also show that
form alone provides stronger cues for the emotional categorization process than
dynamic cues do.

The second main distinction between body description approaches is the use
of high-level versus low-level descriptors. The first, often based on the Laban
approach [22], describes body expressions through coarse dimensions such as
Openness, Jerkiness, Directness. The second approach instead aims at describing
body expressions by providing a more precise measure of the distances between
body joints and angles between body segments [16, 23]. The review by Kleinmsith
et al. [9] provides a set of detailed summary tables of these approaches listing high-
level and low-level features and their relationship to both discrete emotions and
affective dimensions. While high level descriptors are very useful as they provide
a compact description of the expression, the emergence of full-body tracking
technology makes low-level descriptions a feasible and possibly richer approach
to describe body expressions. A body of work relating these low-level features to
emotions is indeed emerging (for an in depth discussion on this topic see also [24].
The study by Kleinsmith et al. [12] show that nuances of emotions can be explained
in terms of variation of low-level postural features.
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An attempt to provide a more comprehensive multilevel framework for coding is
proposed by Fourati et al. [25, 26]. This framework combines both high-level and
low-level description of body expressions and includes anatomical, directional and
posture/movement descriptors. In this work, they investigate both the use of body
tracking technology to provide continuous and rich description of the expressions, as
well as qualitative gross descriptors provided by human observers. They argue that
such a unified framework is crucial to facilitate the investigation of body expressions
of emotion in everyday action and when studying multiple types of action at the
same time. Through the use of the framework, they show the existence of a hierarchy
of features important in the categorization of emotional expression in everyday
action. A feature hierarchy has also been found by Kleinsmith et al. [12, 27] in
prototypical body expressions of emotions.

Finally, as with other modalities, factors such as gender, culture and age among
others may affect the way we use our body to express an emotion, as well as how we
interpret other people’s body expressions. A study by Kleinsmith et al. [15] showed
that cultural differences exists in the way certain body expressions are interpreted in
terms of their valence and arousal level. This is also supported by the more recent
work by Volkova et al. [94] on perception of body expressions in story-telling.

Practice

These findings, together with the ready availability of body-based game controllers,
have led game designers to consider the opportunities that the body channel offers
to personalize the game experience for the player to heighten emotional impact.
For example, games that incorporate improvisational movement into the core game
mechanic allow for a broad range of emotional expressions. Yamove! (Fig. 14.1)
is an instance of this approach [28]. Dancers can modulate the emotional tenor of
their movements based on the music they are listening to, and how they are feeling
(or how they want spectators to feel). Yamove! does not track and recognize player
emotions—it simply offers a range of expressive possibilities to players. However,
other research teams have built on initial work in the field of affective computing,
toward building systems able to automatically discriminate between affective body
expressions (e.g., early work by Camurri et al. [29] in the dance context; and
Bianchi-Berthouze et al. [23] for acted postural expressions). For a more complete
review see surveys on automatic perception and recognition of affective expressions
[9, 30].

More recently, researchers have started to tackle the problem of recognizing
naturalistic body expressions in order to create systems that can be applied to real-
life situations. Table 14.1 provides a summary of the studies discussed here, as
well as the datasets that were used and that are generally available to the research
community upon request from the authors. A study that aims at detecting emotional
states from non-acted body expressions in full-body games (Nintendo Wii sport
games) is presented in [13]. The aim was to recognize four player’s emotional state
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Fig. 14.1 Yamove! [28] encourages improvisation from players, allowing for a range of emotional
expression. The game’s core mechanic is improvised dance. Two dance pairs compete against each
other in a dance battle. Each pair makes up moves that they can do well together—scoring is based
on synchrony of movement, as well as creativity and pace (Image used with permission)

and levels of affective dimensions during replay windows, i.e., when the player is
observing and re-evaluating his/her performances in the game. As the context is
quite static, the system was built to recognize the affective message conveyed by the
configuration of static postures. Full body motion capture sensing technology was
used to this purpose. The results showed correct average recognition rate just above
60 % for four affective states (concentrating, defeated, frustrated and triumphant)
and 83 % for two affective dimensions (arousal and valence). The results were
comparable with human observers’ level of agreement reached for the discrete
emotions (67 %) over the same set of stimuli and around 85 % for valence and
arousal dimensions. In a subsequent study [31], they show that in these semi-static
situations, the form features led to performances similar to agreements between
human observers even when those were rating the animated clips rather than the
apex postures. Moving to a more dynamic situation, Savva et al. [32] investigated the
recognition of four emotional states while playing the game. Using dynamic body
features, the system performance reached an overall accuracy of 61.1 % comparable
to the observers’ agreement (61.49 %). Zacharatos et al. [33, 34] repeated similar
investigations using different motion capture systems in the context of Microsoft
full body Kinect games. In [33], they investigated the possibility of discriminating
between low arousal and high arousal states. A vision-based system rather than a
mocap system was used to track and measure the body expressions of the player.
Laban-informed dynamic features were used to describe the movement. The results
from two studies show on average recognition performances just above 90 %. In
[34], through postural features captured by the MS Kinect skeleton, they modeled
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three of the emotional states used in [13] with a performance level of 56.4 % despite
the use of a simpler skeleton model. All these studies show performance well above
chance levels, and in most cases well close to human agreement as it can be seen in
Table 14.1.

Still in the area of exertion body technology, work by Aung et al. [35, 36]
and Olugbade et al. [37, 38] investigated the possibility of detecting pain-related
behaviour and fear of movement to inform the design of affective-aware technology
for gamified physical rehabilitation. By using mainly gross level body features
measured from data from mocap suit and EMG sensors worn by the patients, they
were able to predict well above chance level the pain level (discretized into none,
low, high) self-reported at the end of each physical exercise and pain behaviour (e.g.,
guarding) as rated by physiotherapists. Though not specifically in a computer game
situation, emotions related to playful multi-person interaction are studied in Griffin
et al. [39, 40]. They explored the possibility of automatically classifying laughter
types from body expressions. Results show that combining form features with
energy features led to recognition performances for three laughter types (hilarious,
social, fake laughter) and no laughter in both standing and sit-down situations
that were comparable with humans’ agreement levels. By adding directional form
features and kinematic features, the results were further improved. Whilst this work
is based on low-level features, Mancini et al. [41] and subsequently Niewiadomski et
al. [42] explored high level features of body laughter. An implementation of laughter
recognition capabilities in the context of computer games with an artificial co-player
is provided in Mancini et al. [43]. The avatar receives multimodal signals from the
players to understand when they are laughing and when it is appropriate to laugh and
how to laugh (e.g., mimicry) in response with its body [44, 45]. Other multimodal
databases including full body movement in a two-person (non-computer) game
scenario is reported in [91] aiming to foster research on automatic recognition of
social interaction predicates. All these studies provide evidence of a clear increase
in focus not only on body as an affective modality but also on the move towards
real-life complex situations, a very important step toward being able to deploy such
recognition capabilities in real-life applications.

The Body as a Means for Biasing Emotions

Theory

Theories of embodied cognition [46] suggest a dual role of body expressions. Body
expressions not only convey to others how we feel, but also affect how we feel
and related cognitive processes. As body expressions were recognized to have an
important role in communicating emotions, Risking et al. [47] investigated how
a person’s confidence level could be manipulated by asking them to held a body
position that reflected a specific emotional state: a slumped position reflecting
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submissiveness and an upright position reflecting confidence. These results were
confirmed more recently by the work of Brinol et al. [48] showing that an enacted
affective body position biased people’s attitudes towards the enacted emotion.

This biasing effect has also been observed in relation to judgment of objects or
events a person is asked to evaluate. Early work by Cacioppo et al. [49] observed
that arm gestures performed during the evaluation of neutral objects affectively
biased their appreciation. Arm gestures that are generally associated to an approach-
motivational orientation lead to more positive judgement of the neutral objects
than arm gestures associated with an approach-withdrawal orientation. Memory
processes are also seen to be facilitated by related affective body expressions.
Casasanto and Dijkstra [50] showed that moving objects with upwards facing
hands facilitated the retrieval of positive emotions whereas downwards hands
led to faster retrieval of negative emotions. Similarly, positively-valenced body
movements were shown to lead to be more easily persuaded [51]. Recent work by
Carney et al. [52] investigated the biological processes underlying these biasing
mechanisms. They found that the production of hormones related to the readiness
of an emotional response (e.g., attacking vs. withdrawing) was affected by the
enactment of body expressions that reflected such emotional states (highly confident
vs highly submissive).

The effect of body expressions on emotion can be also modified by altering
the perceptions of one’s body. Recent neuroscience studies on sensory feedback
integration show that people continuously update the perception of their own body
(e.g., [53, 54]). Building on these findings, Tajadura-Jimenez et al. ([55] showed
that people’s perception of the length of their body and body parts (perceiving
longer arms) can be manipulated by altering the sound of one’s body action with
a consequent effect on people’s behaviour and emotional states.

Practice

Building on this body of work, researchers in the field of body-based technology
and in particular in game design have started to investigate how such biasing
mechanisms could be exploited to design better player experiences. Lindley et al.
[56] showed a relationship between ‘naturalness’ and freedom of movement and
the emotional experience of a game. Their study found that an input device that
encouraged more ‘natural’ body movements (i.e., Donkey Konga Bongos) led to an
increase in emotional expressions and social interaction. These were measured both
in terms of vocal and non-verbal behaviour. Similar results had been previously
observed in Berthouze et al. [57] within a different playing context and using a
different type of body movement controller. Both studies showed also that the use of
body movement control related to the story of the games led players to freely enact
other strongly emotionally valenced context-related expressions that could even
distract from the main aim of the game, facilitating a broader affective experience.
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Pasch et al. [58] and Nijhar et al. [59] build further on these findings showing that
the emotional experience a player was looking for led to a different appropriation
of the movement recognition precision offered by the game controller. For players
motivated to win, the body movements that the game required were used to win the
game. Instead, players playing to relax made used of increased recognition precision
of the game controller to engage with their own body movement. Melzer et al. [60]
and Isbister [61] developed on this further by looking at how body movements may
affect the emotional component of the gaming experience. Their studies found that
games that encourage body movement leads to higher levels of emotional arousal
than those that use a standard controller stand standard controller. Building on this
body of work and on the theory of embodied cognition, Berthouze [62] suggests
a framework that extends previous engagement models presented in the game
literature to include the role of proprioceptive feedback. She proposes five categories
of body movements that affect the player’s experience: movements necessary to play
the game, movements facilitating the control of the game, movements related to the
role-play the game offers, affective body expressions and social gestures.

The recent work on sensory integration and body representation update has
pushed the boundaries for exergames and their use further into contexts where emo-
tional experience is critical. Singh et al. [63] investigated the use of psychologically-
informed movement sonification to change people perception of movement capabil-
ities during chronic musculoskeletal pain physical rehabilitation. When using the
proposed tracking and sonifying wearable device, people reported to feel more
confident in moving, to perform better (even when this was not the case) and
demonstrated higher copying capabilities, i.e., being more ready to take on more
difficult challenges [64]. The effect of sound on emotion and behaviour was also
demonstrated by Bresin et al. [65]. By altering the sound produced by a person’s
walking steps, they were able to alter the person’s perception of the walking surface
material (e.g., snow) and this was reflected in a congruent change in walking style
and reported emotional state. In Tajadura-Jimenez et al. [66], the authors showed
that through the use of special shoes (Magic Shoes — Fig. 14.2) embedded with
microphones to capture and deliver back to people (via headphone) the altered
sound of their footsteps, they could control people’s perception of their own body
e.g., (higher frequency sound made people feel thinner) and alter accordingly
their walking behaviour (e.g., faster movement) and their emotional states (more
positive).

The Body as a Means for Social Bonding

Theory

Incorporating social interaction into a movement-based game adds a layer of com-
plexity to understanding the emotional impact of the game. Emotional expression
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Microphone  FSRsensors

Headphones

Manipulating Sound Feedback i

Fig. 14.2 Magic shoes: altering one’s body perception through manipulation of sounds made by
the sensed body actions [66] with permission of reprint

Microphones Accelerometer

and signalling is an important aspect of human interaction; therefore in a social play
context we must examine emotions as they unfold socially. We need to understand
not just the individual’s feelings, but also, the effect these have on fellow players and
spectators, and vice versa. Researchers have demonstrated that when we observe
another person enacting an emotion with the face and/or body, we experience their
emotions to some degree—a phenomenon referred to as ‘emotional contagion’ [67].
Thus, movement mechanics in games that encourage the performance of particular
emotional states can be expected to induce some emotional response not just in the
player, but also in fellow players and in spectators. Researchers have also found
that particular emotional effects can be evoked through encouraging or inducing
movement synchrony between people [68, 69]. Specifically, inducing coordinated
movement increases compassion and empathy for one another, and social con-
nection to one another. Finally, there is literature that links the manipulation of
interpersonal distance—the space between people as they interact—to emotional
responses [70, 71]. Bringing people closer together than is socially appropriate in a
given cultural context, for example, can lead to strong negative emotions.

Game designers and researchers have developed theory that can be useful in
understanding the impact of social movement-based play on emotions, towards
designing better social movement and ‘exer’ games. At a fundamental level,
game researchers have postulated that games provide a safe ‘magic circle’ within
which alternate social movement practices are acceptable and even desirable
[72, 73]. This can allow interplay between the emotions a person would nor-
mally have about an interaction, and how they feel given that what is happen-
ing is ‘only a game’, opening up interesting terrain for exploring and working
with emotions that might otherwise be overwhelming or unacceptable. Taking
a close look at the social interaction that happens around games, researchers
have separated explicitly social play from sociability that is happening in and
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around that play [74]. For example, I might give a fellow player a happy ‘high
five’ after winning a round, and that would be sociability, whereas the game
Dance Central actually uses a ‘high five’ performed between opposing players
to begin a game-play round—this is ‘social play’. In either case, the movement
may result in emotions, but the tenor of these emotions could differ depending
upon whether the movement was spontaneous or was required in the service of
gameplay.

Researchers have also pointed out that not all player movement is accurately
detected by many movement-based games, so therefore much of the movement
players engage in is actually ‘gestural excess’ [75] that is not analysed and made
use of by the game system. Players often put more movement expressivity than is
necessary into movement-based games [62]. As players’ emotions can be strongly
related to the manner in which they perform the game’s movement mechanics [6,
76], cultivating this gestural excess through designing the social framing of the
game can be seen as an important component of designing social movement-based
games [56, 77]. Researchers have also pointed out that we must consider spectators
when we design social games [78]. Games that involve physical performance
often generate a spectacle that other potential players observe before playing. So
successful design of such games needs to include conscious consideration of the
game’s emotional effects upon spectators as well as players. Finally, there is work
investigating the design values and properties of ‘supple’ interfaces from the Human
Computer Interaction literature, which has relevance to evoking social emotions
with movement games [79]. Suppleness is a use quality that is defined as including
the use of subtle social signals, emergent dynamics, and a focus on moment-to-
moment experience (as opposed to end goals or tasks). Successful movement-based
social games may be more likely to have suppleness as a characteristic, and
suppleness may be of value in guiding design decisions for movement-based games
meant to evoke positive emotions.

Practice

In the past 10 years, there has been a rapid acceleration in the number of movement-
based social games created for both research and commercial purposes. This
has been facilitated by the introduction of movement-controllers for the major
game consoles (Nintendo Wii, Sony Move, Microsoft Xbox Kinect), and by the
rapid spread of sensor-enabled smart phones and increased bandwidth of network
connections (see for example the indie game Bounden, Fig. 14.3). Researchers
interested in the emotional effects of social movement games have been able to
use these platforms and other readily available components and hardware elements
to construct games with which to study the impact of social movement mechanics.
Some examples include The Exertion Games Lab’s I-dentity and Musical Embrace
[80, 81]; the NYU Game Innovation Lab’s Wriggle, Yamove!, and Pixel Motion [61,
82, 83]; and the Oriboo [5]; and the socially aware interactive playground work
done at Twente University [84].
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Fig. 14.3 Bounden (2015) is a smartphone-based game that requires two players to each have their
thumb on the screen, working together to keep a virtual sphere visible and move it through a path of
rings by tilting and rotating the device together. The moves that result were actually choreographed
by the Dutch National Ballet, ensuring a (somewhat) graceful result; image used with permission

There has also been some effort to aggregate findings about the design and
impact of social movement games. Mueller and Isbister engaged in an aggregation
of best design practices in the form of ten movement game guidelines [6, 76], which
include information about designing to facilitate social fun. Marquez-Segura and
Isbister wrote a chapter aggregating recent research on co-located physical social
play, which includes detailed descriptions of the Yamove! the Oriboo systems and
accompanying research work [77]. This chapter highlights the importance of making
the best use of technology, setting, and players as design material; allowing for and
embracing player influence and impact when shaping gameplay; and encouraging
and protecting the ‘we’ in social play.

Future Work

Improving Sensing of Emotional Cues

As discussed in section “The Body as a Means for Expressing Emotions”, systems
are becoming capable of interpreting the emotional content expressed through non-
verbal behavior, including body expressions. However, this capability has not yet
been extensively engaged by computer games, though examples have begun to
appear. As sensors become cheaper and ubiquitous, there is still the need to fully
understand which affective dimensions can be captured through the set of sensors
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available (e.g., full body motion capture system vs smartphone), especially when
these provide minimal datapoints.

At the same time, as games are ubiquitous, it is also time to consider that
the sensing technology available to track people’s body expressions may not be
predefined, and that different devices may be available at different stages of a game’s
life cycle. This is particularly important not just in the entertainment context. A
recent study by Singh et al. [63] show that gamified physical rehabilitation should
be designed with a mobile and ubiquitous model in mind, to facilitate transferring
of skills from physical exercise sessions to everyday functional movements. In
addition, the social aspects also suggest and invite researchers to consider measuring
not just individual players’ emotions but group emotions as well as audience
emotions. For example, new body-based measures able to capture the level of
bonding within the group, and congruency of emotions between people in the group
are needed. It could be interesting to detect the emotion group leader and support
that person in altering or regulating the emotional states of the group.

Most work is still focused on measuring visible body expression, missing
important information that is not easy to track using motion sensors. For example,
tension of the muscles in the arms, which may indicate readiness to act in a specific
way. Work by Huis in t’Veld [85, 86] has shown the existence of muscle activity
patterns that relate to particular emotions. This work is still very preliminary and
calls for using games as ways to study this relationship and to exploit it toward
better personalization of the game experience. Finally, an affective channel not
fully exploited in the game context even if ubiquitously present, and increasingly
finely measured, is touch behaviour. A large body of research shows that touch
is a powerful affective modality through which people express their emotion,
communicate emotions to others [87] and also express what they feel about objects
[88]. For example, Sae-Bae et al. [89] showed that touch-based authentication
gestures were more pleasurable as well as more secure than standard text-based
passwords. Gao et al. [90] shows that using touch behaviour during a touch-based
smartphone game, the system could detect people’s affective states with very high
performance (see Table 14.1 for details).

Improving Body-Based Game Evaluation for Social Games

In studying movement-based social games, researchers use game logs, video
recordings, interviews, and post-play surveys to understand impacts on players.
Understanding of players’ emotions has been a small part of the overall set of
research questions and measures in extant studies, and so there is as yet very
little detailed information about how to evoke particular social emotions given
particular design choices. Designers need to be able to unpack at a reasonably
granular level what is happening emotionally and when for players, so they can
build emotional evaluation into prototyping and iteration of these games. So far, this
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is time consuming and difficult—it can take many hours to code video logs, and not
all emotions are legible using these records. Self-report of emotion during gameplay
disrupts the experience and post-surveys and interviews can only give more fuzzy,
aggregate impressions [77]. There is a continuing need for more sophisticated
evaluation techniques for capturing the nuances of social emotions during gameplay.
Ideally, researchers could use some combination of unobtrusive physiological and
self-report measures, triangulated with game log data, to get a good picture of what
is happening emotionally for players and why.

In terms of design practices, there is a continuing need for dialog between
commercial game developers and academic researchers, toward capturing craft-
based tacit knowledge and propagating it more broadly to future social movement
game designers, including those in the games for impact sector who must make
their design process and criteria more explicit, tethering these choices to desired
outcomes [6, 76].

Conclusions

This chapter provided an overview of the current state of the art in understanding
body-based emotion cues and their use in exergames and other body-based game
design. Much research has been conducted in support of reading basic emotional
signals from the body, and some progress has been made in incorporating this
knowledge into game design choices. There are substantial future opportunities for
broadening emotion sensing capabilities, designing emotion into body-based games,
and evaluating their impact. To date, there has not been much crossover between
research communities considering input sensors and game outputs, and those that
consider affective user experience sensing and analysis. In future, it could be fruitful
to merge these lines of thought, in order to more richly understand what is happening
for players, and become more methodical and sophisticated about designing body-
based effects in games, including therapeutic and other ‘serious’ games uses (for
example, sensory integration, pain management, and self perceptions related to the
body). Merging these perspectives might also allow for increased sophistication in
evoking complex emotions, enabling the examination of and design for higher order
constructs such as creativity and team feeling.
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Chapter 15
Games for Treating and Diagnosing Post
Traumatic Stress Disorder

Christoffer Holmgard and Karen-Inge Karstoft

Abstract This chapter describes the use of games for addressing Post Traumatic
Stress Disorder, a syndrome with a strong emotional component, characterized by
among other things hyper-arousal. A number of games and game-like tools for
treating Post Traumatic Stress Disorder are described. Subsequently, the chapter
describes the design, development, and testing of a specific game for addressing
Post Traumatic Stress Disorder which uses emotion recognition to characterize and
target patient treatment. In clinical testing the game is found to elicit stress in
patients suffering from Post Traumatic Stress Disorder based both on self-reports
and physiological indicators of stress and arousal. Further, it is shown that features
extracted from the physiological signals can be combined with patient background
information to predict measures of Post Traumatic Stress Disorder severity. This
suggests that the combination of games and measurement of physiological indica-
tors of emotional responses holds potential for creating novel tools for treating and
diagnosing mental health disorders.

Introduction

In this chapter, we describe the use of games and game-like artefacts to address
the condition known as Post Traumatic Stress Disorder. We describe a study
aimed at measuring and changing emotional responses through a custom developed
game: StartleMart. The StartleMart game is a virtual environment tailored for
producing emotionally salient experiences for patients suffering from Post Trau-
matic Stress Disorder. The game exposes patients, veterans traumatized during
service deployment, to stimuli carefully crafted in collaboration with domain
experts: veterans, psychologists, and psychiatrists. Based on detailed recordings
of in-game parameters the game uses physiological indicators of stress to identify
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which stimuli have the largest emotional impact on each individual veteran and to
estimate syndrome severity. These personal stress response profiles then allow for
future selection in stimuli, allowing for an individualized presentation of the most
efficacious stimuli for each veteran.

In the following sections, we first describe the syndrome of Post Traumatic
Stress Disorder (PTSD). We move on to provide an overview of a number of
game-based approaches to the treatment of PTSD. Then, we describe how our
own game environment, StartleMart, was designed to address PTSD, and how
emotion recognition was designed as an integral part of the game system. From
there, we describe the special characteristics of physiological manifestations of
emotional responses in PTSD sufferers, how we used these characteristics to tailor
the emotion-recognizing features of StartleMart, and the experiments we designed
to test these capabilities. Finally, we present the results from our study and discuss
their implications for the future design and use of games for addressing mental
health through emotion recognition and stimulation.

Posttraumatic Stress Disorder

Posttraumatic Stress Disorder (PTSD) is a debilitating mental health disorder that
occurs in some individuals after exposure to a traumatic event [16]. Exposure
to combat places military personnel at significant risk for PTSD [10], resulting
in a significant minority of deployed military personnel developing severe PTSD
psychopathology that can be unremitting across the life course [27] and cause severe
disability.

Hallmark symptoms of PTSD include re-experiencing the traumatic event
(i.e. nightmares, intruding thoughts, flashbacks and physiological arousal when
reminded of the event), fear-based avoidance of potential triggers (i.e. making an
effort to avoid thoughts and external reminders of the event), emotional numbing,
and physiological hyperarousal (i.e. being easily startled, being tense or on edge, and
sleep and concentration problems). The combination of re-experiencing, avoidance,
and hyperarousal symptoms have been found to be efficiently targeted in exposure-
based cognitive therapy [9].

The need for effective treatment for PTSD is evident, however, a large proportion
of individuals with PTSD do not benefit from the gold standard psychotherapeutic
treatment. Therefore, new approaches to treatment of PTSD should be developed,
tested and validated [7].

Games for Mental Health and PTSD

Recent years has seen increasing interest in and research on applying com-
puter games for health related purposes, including mental health [15]. Games
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and game-like artefacts have successfully been used as mental health interven-
tions by appropriating commercial games [11] and by developing specialized
solutions [13].

Specifically for PTSD, efforts in applying games have been centered around
two approaches: psychoeducation with promotion of help-seeking behavior and
variations of exposure therapy. In the case of psychoeducation, games such as
Family of Heroes have been shown to increase the occurrence of help seeking in
American veterans experiencing post-deployment stress [1]. The game educates
veterans as well as family members about post-deployment stress and appropriate
responses, helping the veteran take initiative to seek help when necessary and/or
helping family members support this process. For exposure therapy, most work has
been centered on using computer game engines and virtual reality technology to
facilitate exposure therapy.

Virtual Reality Therapy for Treating PTSD

In recent years, Virtual Reality (VR) perspectives have found their way into
prevention and treatment of PTSD following military combat. Earlier research has
demonstrated the usefulness of virtual environments for treating veterans’ PTSD
with virtual reality therapy, an extension of exposure therapy [12, 19, 33].

More specifically, VR has been suggested as a potent mean for conducting
exposure-based therapy [25], as well as for the training and resilience building of
soldiers before deployment through Stress Inoculation Training [24, 31]. Notable
examples are the Virtual Iraq and Virtual Afghanistan applications that have shown
promising results in clinical testing [22, 23].

It is known from the PTSD literature that exposure to standardized audiovisual
trauma cues causes heightened physiological arousal seen as higher heart rate (HR)
and elevated Skin Conductance Response (SCR) in PTSD patients compared to
controls [21]. VR provides an excellent means for mimicking and cueing the original
trauma, thereby creating physiological arousal assumed to be somewhat similar to
that created by exposure to the actual trauma stimuli. This VR-induced physiolog-
ical arousal can then be targeted through well-validated cognitive techniques by a
trained clinician [19].

One problematic issue in PTSD is the generalized stress response that in the
aftermath of deployment occurs not only in response war-related triggers, but also
in everyday situations that may not be similar to the original war trauma. While
soldiers after home coming from deployment are most often not confronted with
war-like stimuli in their everyday life, they continue to experience heightened
arousal when performing everyday activities [17]. Therefore, targeting arousal
arising in everyday situations might be even more important than targeting stress
responses arising in the context of war-related triggers.
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Here, we aim to target the stress-response arising in relation to an everyday
activity combined with stress-response arising to specific war-situations from
a deployment zone. More specifically, we investigate the physiological arousal
arising when combat soldiers with a PTSD-diagnosis play a computer game
centered on grocery shopping in a supermarket, and immersed with flashback
scenes from Afghanistan. For hyperarousal assessment, we record skin conductance
response (SCR) throughout the gaming session and in relation to specific events in
the game.

StartleMart: A Virtual Scenario for Assessing Stress Response
in PTSD

Shopping for groceries is a daily task reported to be challenging for individuals
suffering from PTSD [14]. Supermarkets are rich, unpredictable environments with
multiple visual, auditory, olfactory and tactile stimuli. Further, avoiding social
and physical contact with other grocery shoppers is virtually impossible. This
multifaceted impact from the environment is perceived as stressful for many
individuals with PTSD. Hence, to create a game environment that is likely to induce
everyday stress reactions, we build the game scenario as a virtual supermarket (see
Fig. 15.1a, c, and e).

To target the hallmark PTSD symptoms of re-experiencing, fear-avoidance, and
hyperarousal, the game includes a number of stressful events. Re-experiencing
of the traumatic event is targeted through flashback-like scenarios, i.e. with the
aim of giving the player a feeling of being back in the traumatic situation. More
specifically, we present three different war scenarios expected to mimic typical
distressing experiences from war zones (see Fig. 15.1b, d, and f). Fear-avoidance
behavior is targeted in the game by designing the supermarket with hidden angles
preventing the player from gaining full overview of the location. Co-shoppers
wander around and will sometimes block the way of the player. One co-shopper
acts angrily towards a child, other co-shoppers are staring angrily at the player, and
one is walking aggressively towards the player. To address hyperarousal, a dog is
barking aggressively at the entrance to the supermarket, and during the game, at one
or more occasions, a loud sound of breaking glass is heard.

To support player immersion, we adopt a first-person perspective, with the
player acting as a shopper in the supermarket. Specifically, the player walks around
the supermarket and is instructed via a shopping list to pick up and eventually
buy a number of items. This ensures that the player is moves around and visits
most locations in the virtual supermarket. At set locations in the supermarket, the
flashback scenarios are activated. Further, a countdown watch is visible to the player
at all times in the upper right corner of the screen.
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Fig. 15.1 The three traumatic experience cues of the game (b, d, f) and the immediately preceding
stressful scenes from everyday life (a, c, e). Elements of the everyday life scenes bleed into the cue
scenes, referencing re-experience, a symptom typical for PTSD. (a) Sound of ventilator blowing
overhead. (b) Sound of wind blowing. (¢) Man walking angrily toward player. (d) Afghan running
toward player. (e¢) Man staring at player. (f) Wounded soldier staring at player

Assessment of Physiological Arousal, Subjective Stress
Response, and PTSD Symptomatology

To gain thorough insight on the psychological as well as physiological arousal
experienced by the player during the game session, we include subjectively reported
distress as well as physiologically recorded arousal. Before starting the game,
the player is asked to anchor a scale from O to 100 by considering an event
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or situation that evokes “no stress or anxiety, completely relaxed” (0), an event
or situation that evokes “the highest level of stress or anxiety you have ever
experienced, with significant physiological symptoms” (100), and an event that
evokes a state in between the two, i.e. “moderate stress or anxiety” (50).

Immediately before the session, the player is asked to rate on this personally
anchored scale how distressed he is feeling. Immediately after each round, the player
is asked to report how high on the scale his stress level was when it peaked during
the game, and what event elicited that response. Finally, the player is asked to report
the current level of stress immediately after finishing the round.

To assess physiological arousal, we measure skin conductance (SC). SC is a
useful measure of stress and has previously been used to asses soldier stress [20].
Activation of sweat glands is due to activation of the sympathetic nervous system
and linked to the reaction to threats. Hence, SC is related to emotional states such
as fear and anxiety, or, in more general terms, arousal.

We expect to see relations between PTSD severity and measures of subjective
distress and physiological arousal during the game. Specifically, we expect a
positive correlation between level of PTSD symptomatology, subjective distress,
and physiological arousal. To assess PTSD symptom severity, all participants fill
out a self-report measure of PTSD, the PTSD Checklist prior to playing the game.
The PTSD checklist is a questionnaire with 17 items corresponding to the diagnostic
criteria for PTSD in DSM-1V [2, 30].

In summary, we use SC to obtain information on sympathetic nervous system
activation. Further, we use the subjectively obtained information to evaluate agree-
ment between subjectively perceived distress and objectively obtained physiological
arousal.

Clinical Trials Using StartleMart

In order to evaluate StartleMart’s ability to support the assessment of stress
responses a clinical trial was conducted. The trial had the objective of testing
whether physiological indicators of arousal may be used to predict PTSD symptom
severity as measured by PCL.

Participants and Inclusion Criteria

Since the game was designed specifically to elicit stress in veterans suffering from
PTSD, and the literature shows that their stress response patterns should be expected
to be significantly different from veterans not suffering from PTSD, a clinical
trial including actual PTSD patients was necessary. Thirteen male PTSD patients,



15 Games for Treating and Diagnosing Post Traumatic Stress Disorder 263

veterans from Danish Armed Forces’ military operations in Afghanistan were
recruited for the clinical trial. All patients qualified for the PTSD diagnosis, were
undergoing regular psychiatric treatment, and were only admitted into the trial after
careful evaluation by their regular psychiatrist. All subjects were medicated with
Selective Serotonin Reuptake Inhibitors (SSRI) which are known to generally lower
sympathetic activity [28]. This means that any recorded physiological responses are
assumed to be equal to or lower than the expected responses from unmedicated
patients.

Collected Features

A number or features were collected from the participants, falling in five different
categories: patient profile features, session features, event behavioral features, self-
reported stress response features, and SC stress response features collected from the
experimental sessions. The complete feature set for each patient, session, and event
is outlined in Table 15.1 along with an indication of each feature’s data type and
values.

Patient Profile Features

For building the patient profile the patient was subjected to the PTSD Module
of the Structured Clinical Interview for the DSM (SCID) [8] and completed the
military version of the PTSD Checklist-IV (PCL-M) [5], a 17-item questionnaire
that yields a PTSD symptom severity score in the interval 17-85. All patients were
also profiled in terms of age, number of deployments (i.e. war missions) experienced
Nyep, and the number of days since their return from their latest deployment Ny,
The average, standard deviation and range values of the PTSD profile features
across all patients are presented in Table 15.2. For the veteran PTSD patients,
traumatized by experiences during deployment in this study, we assume that Ny,
may be considered an adequately precise measure of the time passed since the
traumatizing experience. The deployment situation as a whole may be considered
a highly stressful experience and as such part of the traumatizing situation. This
means that the age of the trauma for all purposes here is assumed to be equivalent
to Nday~

Session Features
Session features simply indicate what session number the recordings (1 — 6) are

derived from and the intended stressfulness of the particular session, coded as an
ordinal value (1 — 3).
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Table 15.1 Features extracted from the patient’s PTSD profile, reported stress, sessions, and
events. The table also indicates their symbols, data types and values

Feature Symbol | Type and values

Patient profile features

Drawn from patient anamnesis

Age Age Interval, integer
PCL score PCL Interval, integer
Number of deployments experienced Naep Interval, integer
Number of days since deployment Naay Interval, integer

Session features
Derived from game log

Session number of the patient (1-6) S, Ordinal, integer

Intended stress of session (1-3) Sstress Ordinal, integer

Behavioral features

Derived from game log

Event type Erype Nominal, binary vector
Event number E, Ordinal, integer

Player position X Epysx Interval, float

Player position Z Eposz Interval, float

Distance to closest NPC at event time Enpc Ratio, float

Time elapsed in session E, Ratio, float
Self-reported stress features

Self-reported by player

Patient’s rating of session stressfulness Piiress Interval, integer
Patient’s indication of most stressful event Pevent Nominal, binary

SC stress-response features
Derived from continuous decomposition analysis [3]

Event response activation Ephasic Ratio, float
Event response latency Eu Ratio, float
Event responses in window Eyn Interval, float
Tonic SC across window Epnic Ratio, float
SC mean in event window Escmean Ratio, float
Maximum deflection in event window Egefiect Ratio, float

Table 15.2 PTSD profile

. Feature | Average | Standard deviation |Range
feature values of the subjects

who participated in the Age 26.8 25 22-32
StarteMart experiment PCL 58.0 4.9 50-65
Ny | 18 0.7 1-3

Niay 1001 432 113-1685
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Behavioral Features

For each of the predefined stimulus events taking place in the game, the following
features are recorded: The event-type, Eryp, and the order of the event in the total
session, E,, the time elapsed since the beginning of the session, E;, the location of
the player’s avatar in the virtual supermarket (Ep,sx, Eposy), and the distance to the
nearest non-player character (NPC) in the supermarket, Eypc.

Self-Reported Stress Response Features

Before, immediately after, and following a short break after each of the three
sessions, the patient is asked to provide a rating of his subjectively experienced
stress level, Py, on the Subjective Units of Distress Scale (SUDS) [32] in a range
from 0 to 100 with O representing complete absence of stress and 100 representing
the most stressful experience the patient can recall. Additionally, the patient is
asked to indicate which singular event, P,,.,, during the session was considered
the most stressful, if any. This self-report is subsequently reduced to one of the four
event categories: social, sound, pickup, and flashback or set to null if no event was
indicated.

SC Stress Response Features

Typical trough-to-peak analysis of skin conductivity response (SCR) amplitude,
area or similar measures, can be subject to super-positioning of phasic and tonic
activity. This may necessitate the subtraction of baseline measures or other forms
of signal correction [6]. It has been suggested that even with such corrections one
may still confound phasic and tonic SC which is undesirable in a study focusing
predominantly on event-related activation [3].

In order to address this potential issue features of the player’s skin conductivity
at the time of the event are extracted using Continuous Decomposition Analysis
(CDA) as described in [3]. The method allows for the deconvolution of phasic and
tonic electrodermal activity. It initially separates superpositioned phasic and tonic
components of the raw SC signal. Subsequently it adapts a general model of the
human skin’s impulse response function (IRF) to the phasic activity by sampling the
tonic component around the event response to establish a local baseline and fitting
the IRF to the shape of the phasic component. The result is expressed in a phasic
driver measured in LS that approximates the phasic response affecting the signal
within the event window. As such, the phasic driver across the event window can be
interpreted as a locally baseline-corrected measure of the patient’s SC response to
the event. As a result of the deconvolution procedure the phasic driver can take on
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Fig. 15.2 Continuous deconvolution analysis of Player 5, Session 3. The fop figure shows the full
session from the beginning to the end. The bottom figure shows a detailed view of an excerpt from
the same session. Both figures show three components extracted from the raw SC signal: phasic
activity (yellow), tonic activity (orange), and the phasic driver (red) of the SCRs

negative values.! A detailed example from the CDA process is provided in Fig. 15.2.
More details about the CDA method can be found in [3].

A 1 — 4 s after-event response window is applied, meaning that only activation
occurring with this window is considered relevant to the event (see Fig. 15.2). A
minimum phasic driver threshold value of 0.05 WS is used, meaning that only
events with a phasic driver value exceeding this threshold are considered significant
and counted as SCRs. From this procedure the following features are extracted:
The mean event response activation amplitude across the event window, E,aqic,
the number of significant SCRs within the response window, Ey, the latency of
the first significant SCR, Ej,, the mean tonic SC within the response window,
Eipnic, the mean SC within the response window, Egcieqn, and the maximum
positive SC deflection within the response window, Eg...,—see Fig. 15.2 for the
detailed description of all SCR extracted features. Combined, these features yield
information about the particular event response as well as the general arousal state
of the player at the time of the event.

'A related method that avoids negative phasic driver values, Discrete Decomposition Analysis, has
been developed [4], but is generally not recommended by the authors as it is less robust toward
artifacts than Continuous Deconvolution Analysis.
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Experimental Setup and Protocol

In this section we describe the experimental equipment and configuration used
to present StarleMart to the participants and the experimental protocol that was
followed for each session.

Equipment and Configuration

The StartleMart Game was presented on an external 25” flat-screen monitor. Users
were placed approximately 35 cm from the screen. Audio stimuli were presented
through supra-aural headphones, individually configured to a level that users
reported as loud, but not unpleasant. The game was controlled using a standard
keyboard (W,A,S.D keys) and mouse, a control scheme typical for first-person
perspective computer games.

For recording physiological signals, users were fitted with the Wild Divine IOM
biofeedback device. The IOM device records skin conductance (SC) through sensors
attached dryly to the little and middle fingers of the user’s hand. The values were
transmitted to a dedicated recording computer at a rate of 30 Hz via USB. The
clock of the recording computer was synchronized to the clock of the computer
running StartleMart using a local network time protocol server to ensure that events
in StartleMart could be accurately mapped to physiological responses.

Experimental Protocol

All patients who took part in the study were invited to participate in two separate
experimental trials which were scheduled to take place approximately 14 days
apart. Each trial included three unique sessions with StartleMart. Trials were
conducted in a dedicated room at the offices of the patients’ regular psychiatrist.
Two experimenters, trained psychologists, participated in each trial. One exper-
imenter would mainly interact with the patient, while the second experimenter
mainly monitored and managed the experimental setup. The experimenters would
welcome the patients and inform them of the nature and purpose of the study.
Following the introduction, the patient would complete the diagnostic interview.
The experimenters collected background data from the patient and ensured that
the patient still met the inclusion criteria for the study. Subsequently, the patient
was introduced to the experimental setup and the experimenters would ensure that
the patient was familiar with controlling first-person perspective computer games.
The measurement device would be attached to fingers of the patient’s keyboard
operating hand, and the patient would be allowed to familiarize himself with the
game controls.

From here, three sessions were completed each following the same template:
Firstly, baseline physiological data was collected from the patient. Secondly, the
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patient was asked to rate his subjective experience of stress. Thirdly, the patient
played through the session in StartleMart. Fourthly, immediately after completing
the session, the patient was again asked to subjectively report his experienced
stress level. Fifthly, the patient used a four-alternative-forced-choice interface to
rank all in-game events of the session in terms of stressfulness. Sixthly, the patient
reported his subjective experience of stress a third time, before moving on to the
next session if any remained. After three sessions, the experimenters debriefed the
patient, ending the session.

Results

In order to study the complex relationship between the stress perceived by PTSD
patients, the severity of their symptoms and their physiological responses to events
in the StartleMart game, we use Multi-Layer Perceptrons (MLPs) to draw the
mapping from event context, session and physiological recordings to PCL scores,
indicating symptom severity. The prediction accuracy of an MLP inform us to which
extent a set of input features is related to the target output while an analysis of
its structure and parameters (topology and weights) can reveal the form of this
relation. MLPs are versatile tools that allow us to use interval, nominal and ordinal
target outputs which are represented by the three types of reports in our dataset.
In addition, previous work has demonstrated the usefulness of MLPs of varying
complexity in constructing models of affective states [18, 29, 34, 35] motivating
their use in this study.

The training of the multi-layer perceptrons is preceded by a model-specific
combination of automatic and manual feature selection (FS) in order to eliminate
features that are not relevant for the prediction of the target output. We use
backpropagation (BP) [26] to train the weights of the MLPs. Backpropagation may
suffer when the distribution of target outputs is unbalanced. For this reason we
resolve class imbalances in the prediction of the most stressful event by randomly
under-sampling the dominant class while including all instances of the minority
class to achieve an equal number of instances. These experiments were performed
using the machine learning toolkit WEKA.?

Automatic feature selection (FS) is a standard procedure in data mining and
machine learning studies used to remove those input features that are not relevant
for the prediction, and thus facilitating the next model training phase. For all
experiments we use greedy hill-climbing algorithms that start with an empty set
of features and sequentially add the best performing feature to the set until no
improvement is gained. For the experiments with ordinal data, we applied the
algorithm on its basic form (sequential forward FS) while for the rest we added
the possibility of backtracking up to five levels (sequential forward floating FS).

Zhttp://www.cs.waikato.ac.nz/ml/weka/
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Table 15.3 Features selected

o Feature Symbol
for predicting PCL, after Intended ¢ ion (1-3 s
(manual and automatic) ntended stress of session (1-3) ciress
feature selection as described Patient’s rating of session stressfulness Pitress
in section “Results” Patient’s indication of most stressful event | P,yens
Event number E,
Tonic SC across window Eonic

The performance of each feature subset is calculated as the prediction accuracy
of an MLP trained on that subset. The feature selections for these experiments were
run with 10-fold cross-validation. The included features are indicated in Table 15.3.

Predicting PTSD Severity

As mentioned above, the PCL score of a PTSD patient is the de facto standard
tool for assessing syndrome severity and for tracking progress during therapy. Thus,
the ability to predict the patient’s PCL score from interaction with the StartleMart
game defines a useful feature for psychiatrists using the game for treatment and
diagnosis. Estimating a PCL score from game sessions would prove useful in
tracking syndrome development, providing another point of triangulation for the
evaluation of the patient’s status. To enable the prediction of PTSD symptom
severity from the collected features, an MLP with a single output is trained. All
session features, behavioral event features, and SCR event features (see Table 15.1)
are subjected to sequential forward feature selection in order to find the most
appropriate features for the model. Selection and training are not performed on any
patient profile features, since the PCL score of the patients was only sampled once
during the course of experimentation and including this information would arguably
implicate training the model to recognize patients rather than predict the PCL score
from event responses.

The automatic feature selection results in the selection of the features E,,, Epnic,
Sitresss Pstress> Pevenr- NOtably, only two event-level features are selected, while all
other features pertain to the whole session, and of special interest is the fact that the
phasic response to the events of the game, Epjqqic, is not picked by the automatic
feature selection, but the tonic SC Ej,,;. is included in the feature set. This may
suggest that the PCL construct captures aspects of the patient’s general state rather
than the patient’s typical response pattern to individual stressor events.

Different topologies of MLPs are systematically attempted through experimen-
tation, the best performing one being a single hidden-layer 5-7-1 network. The
network is trained on 428 event instances for 10,000 epochs and tested with 10-
fold cross-validation. The final model achieves a correlation of 0.91 between actual
and predicted values, with a root mean squared error of approximately 2.1 points
on the PCL scale (which ranges from 17 to 85 in general, but only 50-65 in this
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sample, see section “Patient Profile Features” and Table 15.2), and a root relative
squared error of approximately 42.9 % indicating that the model allows for precise
predictions of unseen PCL values from the five aforementioned features.

As noted above, the PCL instrument is comprised of 17 questionnaire answer
items, each yielding a score between 1 and 5 points, which are summed to provide
the PCL score. In lieu of this, we consider a mean error of approximately 2 points
to constitute a high degree of precision in predicting the PCL score from the
StartleMart features, since a two point difference will make very little difference
to a therapist in practice, unless the score is close to a cut-off point for the PTSD
diagnosis. Typically, a cut-off score of 50 is used in diagnosing PTSD [30].

Discussion

In this chapter we presented a holistic approach to stress detection and PTSD
profiling via a game. The analysis shows that it is possible to approximate a
patient’s PTSD symptom severity based on features extracted from responses to in-
game events. This indicates that game-based environments implementing affective
computing can be useful tools for diagnosing PTSD. The finding that phasic SCR
does not contribute significantly to the model predicting PCL may seem surprising,
as patients with a more severe PTSD theoretically should exhibit stronger responses
to stressful stimuli. We speculate that this may owe to the fact that the PCL
value is a broad indication of the patient’s syndrome state and as such, event-level
responses might be too specific to capture this high-level information about the
patient’s relation to stressful environments, while measures of change over longer
time spans—in this case a full session—are better indicators of the patient’s general
state.

It may seem that using a simulation and physiological measurement equipment
is an unpractical and cumbersome method of arriving at a screening value for
PTSD symptom severity that can also be obtained through a semi-structured
interview and/or a questionnaire. Still, we find it important to consider that tools
like StartleMart may potentially allow for PTSD symptom severity screening in
settings where trained mental health care professionals are not available, and that
some patients might be more inclined to engage with the simulation than to engage
with a therapist. In the specific case of soldiers, some may also have an interest in
downplaying the severity of their symptoms, since future career opportunities and
deployments may hinge upon scoring below certain threshold values. As such, any
tool contributing to the process of diagnostic triangulation could potentially be of
value to psychiatric practice. The results obtained in the analysis should, however, be
read with the caveat that the obtained sample of PTSD patients exhibits a variation
of PCL scores ranging only from 50 to 65.

A game-based experimental design such as StartleMart necessarily places a
significant amount of agency in the hands of the player, making it challenging to
ensure that patients are presented with particular experiences in a predetermined
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order or at predetermined times in a manner that is coherent with the universe of the
game. Though challenging, this is an aspect of the current protocol that should be
addressed and improved in future work.

An obvious extension of the presented work would be to extend the applied
methods and generated models to larger samples of PTSD patients, possibly even
moving beyond veteran soldiers to a patient sample with a more varied etiology.
This would allow us to validate the generalizability of the results which, as touched
upon above, is currently unknown with the available data. A challenge would
be the recruitment of patients for further studies, as obtaining PTSD patients for
suitable for experimental exposure studies is logistically challenging and requires
a significant amount of ethical concern. In lieu of this challenge, we consider this
study a successful investigation into game-based diagnosis and treatment of PTSD
in spite of its inherent limitations.

At the more general level, the study presented here shows that there are signifi-
cant opportunities in using rich, dynamic, game-based environments that allow for
high degrees of involvement and immersion. PTSD patients exhibit physiological
stress responses to the virtual environment and subjectively experience challenge
and stress. This immersion comes at the price of complicating the paradigm. Where
more classical, tightly controlled, stimulus-exposure paradigms allow for a well-
known and well-ordered, or randomized etc., presentation of stimuli, a game-based
exposure environment makes it inherently more difficult to make assumptions about
what the patient is experiencing at any given time. The richness of the simulated
environment adds to this challenge, making it quite possible for multiple events to
occur simultaneously or for the patient to attribute significant meaning to content
that was not intended as a stimulus. One option for addressing this issue in future
studies could be to construct more restricted game-based environments, returning
more control over the exposure situation to the hands of the experimenter or
therapist. Whether this would reduce the immersion of the patient is an open
question and defines an interesting research question in itself. A second option
would be to reverse a central aspect of the paradigm and eschewing the idea
of conducting analyses based on predefined events. Instead, it might be possible
to identify significant events from the physiological signal, self-reports, and the
simulation log. With such an approach it would seem likely that one could
obtain a higher number of events and a higher variation in the types of events
though the approach would entail a significant effort in terms of data mining and
treatment.

Conclusion

In this chapter, we have presented a set of key findings on PTSD profiling and
stress detection via games from a sample of 13 clinical PTSD patients interacting
with the StartleMart game. Previous work has demonstrated that this game has
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an ability to instigate and detect stress in patients to a degree that scales with
PTSD symptom severity [12]. The work presented here develops methods for
predicting patient symptom severity and subjective experience from behavioral
data, physiological responses and game logging data through feature selection and
multilayer perceptrons. Using these methods we demonstrate that it is possible to
predict patient symptom severity on validated scales with an average deviation of
2 % on the range of the PCL scale.

These findings demonstrate that the approach of using the StartleMart game, and
by extension games simulating everyday situations, holds potential for psychiatric
practice for diagnosing and possible treating PTSD. The game, combined with
physiological measurements that can manifest stress responses, provides a tool
for obtaining accurate indications of symptom severity from a novel method. The
study also demonstrates the challenges of fusing interactive environments with a
stimulus exposure approach, since the agency afforded to the player significantly
impacts the experimenter’s or therapist’s control over the flow of events. However,
the performance of the computational models of PTSD severity and reported stress
derived from the StartleMart dataset indicate that these trade-offs may be useful,
since it allows for the construction of an environment that seems to be broadly
applicable across patients with variant syndrome manifestations.
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Chapter 16
Understanding and Designing for Conflict
Learning Through Games

Rilla Khaled, Asimina Vasalou, and Richard Joiner

Abstract Conflict resolution skills are fundamental to navigating daily social life,
yet means to learn constructive conflict resolution skills are limited. In this chapter,
we describe Village Voices, a multiplayer serious game we designed that supports
children in learning and experimenting with conflict resolution approaches. Drawing
on experiential learning as an underlying learning philosophy, and based on Bodine
and Crawford’s six-phase model of resolving conflict, Village Voices puts players in
the role of interdependent villagers who need to work their way through conflicts
and quests that arise in the game world. In this chapter, we first present Village
Voices through the design qualities of competitive collaboration, local familiar
multiplayer, playing around the game, reimagining the real, and persistence. We
then present a case study that examines the learning experiences of players over
four weeks, focusing on the role of time, emotion, the relationship between in-game
conflict and learning, and requirements for learning moments.

Introduction

Conflict resolution skills are fundamental to navigating daily social life, but
many of us acquire them only piecemeal and indirectly, over a lifetime of social
interactions with others. In this chapter, we describe Village Voices [19], a mul-
tiplayer serious game designed to support children in learning the social skills
necessary to constructively engage in conflict resolution. Drawing on experiential
learning as an underlying learning philosophy, and based on Bodine and Crawford’s
six-phase model of resolving conflict [3], Village Voices puts players in the role
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of interdependent villagers who need to work their way through conflicts and
quests that arise in the game world. In this chapter, we first present Village Voices
through the design qualities of competitive collaboration, local familiar multiplayer,
playing around the game, reimagining the real, and persistence. We then discuss
a case study drawing on examples of game play to show how the game developed
children’s social emotional skills.

Conflict Education and Games

Our work concerns expressing and learning about conflicts through game experi-
ences. We understand conflict as a process that is initiated when two or more parties
involved in an interaction perceive that one member shows or feels strong opposition
to the interaction [27]. Such an opposition can arise in relation to parties having
different goals. For example, Deutsch states that “a conflict of interests occurs when
the actions of one person attempting to reach his or her goals prevent, block, or
interfere with the actions of another person attempting to reach his or her goals” [5].

Bodine and Crawford, amongst the most influential voices in conflict resolution
education for children, propose the following six-phase process to facilitate young
people in dealing with their conflicts proactively and effectively: Setting the
stage: Assuring students that they will be listened to and not judged, and that
all the parties are equally valued; Gathering perspectives: Collecting as many
points of view as possible; Identifying interests: Using communication abilities to
determine the underlying sources of conflict, and to focus on people’s interests
rather than positions; Creating options: Using creative-thinking abilities to come
up with imaginative, mutual gain solutions to conflict-related problems; Evaluating
options: Using critical-thinking abilities to apply objective criteria for determining
the suitability of a conflict resolution option; and, finally, Generating agreement:
Coordinating integrated deployment between the two opposing parties, across all of
the foundation abilities [3]. Crucially, Bodine and Crawford’s process puts young
people in the position of resolving their own conflicts.

In the early phases of our user research, we observed that little of Bodine and
Crawford’s advice was being put into practice in schools. Disputes tended to be
settled by third party mediators, responses only came into effect once conflicts
had reached critical points, and the breaking of school rules served as a key focal
point for determining when a conflict was taking place. Additionally, we learned
that many schools have no specific conflict education, and teachers often have
no guidance on how to approach conflict resolution in the classroom [28]. This
highlighted the potential contribution digital games could make in this space.

Games for conflict resolution have been the topic of previous research. In
FearNOT!, which focuses on bullying, the player is an invisible friend of a non-
player character (NPC) who is a victim of bullying. The player’s role concerns
advising the NPC on how to cope with bullying-related problems [1]. Choices
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and Voices is a role-playing game in which players experiment with peer pres-
sure management and resistance strategies, decision making in moral dilemmas,
and critical assessment of advice [20]. The interactive scenarios are integrated
into a narrative, where players must make a range of decisions and consider
different points of view. Quandary is a digital card game that presents ethical
issues and conflicts involving NPCs for the player to reason through from a
mediator perspective, requiring critical thinking, perspective taking, and decision
making [7].

In evaluating these existing serious games and how they approached teaching
conflict resolution, we identified a number of shortcomings. First, while they
included other characters, they were all single-player games, thus not requiring
players to deal with other players in exploring and resolving emergent, shared
conflicts. Conversely, best practice conflict resolution training frequently puts
participants in activities involving other participants because it requires them to
practice how to resolve conflicts with other (real) individuals. Second, the games
placed players in an advisory or mediator role. On the one hand, this relieved
players of encountering the effects of conflict directly, and invited them to approach
decision-making in a more objective manner. On the other hand, it did not place
players in situations in which they experienced conflict. Formulating and enacting
conflict resolution behaviours when personal stakes are involved is considerably
more complex than theoretically knowing possible desirable response behaviours.
Finally, these games presented conflicts that had been pre-established and set during
the game design phase. There was no adaptation to a particular player’s sense
of conflict: whether a player was experiencing low or high conflict, the game
progressed the same way for all. In the next section, we examine the design of our
game in light of the aforementioned design opportunities and the design qualities
they give rise to.

Village Voices

Village Voices is a four-player open world game that takes place in a fictional village
set in a pre-industrial society. It is designed to be played in a classroom setting by
players who know one another, under teacher supervision. On the surface, the game
is about survival and prosperity in the village. On closer inspection, however, the
game is about friendship and reputation management in the village, and mastery of
conflict resolution. The game makes use of player models that drive the adjustment
and selection of quests for each player. As such, it provides a personalized learning
experience for its players, providing them with game quests appropriate to their
conflict resolution abilities. Here we examine how competitive collaboration,
local familiar multiplayer, learning around the game, reimagining the real, and
persistence inform the design of our game.
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By competitive collaboration, we mean game dynamics that invite both competitive
and collaborative strategies amongst players. While competition is synonymous
with how many people think of games, mixes of competitive and collaborative game
mechanics are not unusual in mainstream multiplayer games [30]. Notably, Garzotto
points out that in the context of children’s learning games, such mixes increase
player motivation [9]. With regards to collaborative game mechanics specifically,
El-Nasr et al. observe that common player behaviours include helping each other,
working out joint strategies, and waiting for each other [23].

The competitive-collaborative combination resonates both with how conflict is
understood and how conflict resolution skills are taught. Definitions of conflict, such
as the ones we provided earlier, typically foreground the notion that involved parties
pursue goals in ways that interfere with those of others [5, 27]. As such, competition
is intrinsically connected to conflict, as it too concerns preventing others from
obtaining goals. At the same time, best practice conflict resolution approaches
advocate solution seeking that satisfies all parties, i.e. collaborative action [3].

We leveraged this mix in designing Village Voices, in order to highlight tensions
between independent and interdependent goals. As part of daily life in the village,
players are required to undertake various actions related to maintenance of their
characters’ livelihoods (see Fig. 16.1). For example, the alchemist character must
tend to his crop of magic mushrooms, and collect and eat fruits to stay healthy.

Fig. 16.1 The Blacksmith in the process of mining for metal (Image used with permission from
the FP7 Siren consortium [29])
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Players must also complete quests related to their responsibilities within the village.
Continuing the example, the alchemist may be in the process of collecting and
processing items to build a wall to keep wolves out of the village, which involves
trading with other characters. All the while, situations inevitably arise that trigger
conflicts or exacerbate existing ones. For example, in order to complete the barrier
wall, the alchemist may need to obtain an item from the innkeeper, who he is not
on good terms with due to a previous theft incident involving the innkeeper helping
herself to the alchemist’s mushrooms. While players may initially be faced with
simple quests involving no trades or only one trade with other characters, more
difficult quests involve trades with all three of the other characters.

Importantly, the game itself does not preach to players about particular ways to
behave. Indeed, the mix of competitive and collaborative goals problematises the
notion that there is always a correct way to resolve a conflict.

Local Familiar Multiplayer

By local familiar multiplayer, we mean multiplayer games that are played by co-
located players who have existing histories of social dynamics with one another.
As various games scholars have noted, in learning contexts multiplayer games can
lead to rich, meaningful, emotionally-charged, and memorable game experiences
[6, 16, 24]. Also within the education literature, voices have argued for the merits of
co-located peer learning [18], even if it involves arguments [22].

For reasons described above, we had decided to pursue a multiplayer game
design. A concern raised by one of the authors, however, was that a multi-player
design might lead to situations in which previous or ongoing conflicts between
individuals could be exacerbated. Realising that there was no way to prevent this
from happening, instead we embraced it as a design dynamic, and considered how
we could safely expose existing uncomfortable social dynamics and transform them
into learning opportunities.

Village Voices allows players to exhibit destructive as well as constructive
behaviours. For example, it is possible to steal from other players and spread
rumours about them, as well as give gifts. After each significant interaction with
another player, players are asked to update their current feelings towards that player,
as well as to gauge the current level of conflict they are feeling (see Fig. 16.2). This
acclimatises them towards introspection and self-awareness of their own emotional
states but also informs inform how quests are chosen. As players demonstrate
progressive competence with regards to resolving conflicts, they are presented with
increasingly complex quests relying on negotiation with other players with whom
they might have traditionally had problematic relationships offline. We hypothesized
that resolving conflicts in-game with known players would be dramatically more
memorable and meaningful as learning experiences than those with unknown
players, due to their heightened emotional importance and relevance.
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How high do you think the overall
comflict leval is?

-

e 1234547810

Fig. 16.2 The Blacksmith player being asked to gauge the current level of conflict (Image used
with permission from the FP7 Siren consortium [29])

Learning Around the Game

By learning around the game, we suggest that learning does not only take place
while players are engrossed in a game world, or even while game software is
running. Learning can take place around play, for example, as a result of reflection
or conversation after play. In fact, in the context of simulation gaming, Crookall
and Hofstede et al. point out that post-game debriefs, discussion sessions in
which the learning implications of games are explicitly addressed, are an essential
(and often overlooked) component of unpacking, contextualising, and making
sense of simulation gaming experiences [4, 15]. Games with debrief stages are
generally more effective in terms of learning transfer than games that lack such
a stage.

In their six phase conflict resolution process, Bodine and Crawford place much
emphasis on critical thinking and communication skills with either one or both
required during the phases of gathering perspectives, identifying interests, creating
options, evaluating options, and generating agreement [3]. But it is currently hard
to intuit when critical thinking is taking place via game actions, and developing
in-game communication systems that are as expressive as spoken communication
remains an unsolved research problem.

Working within these limitations, as well as our research findings on the typical
infrastructure of social and emotional learning lessons at school, we designed
Village Voices play sessions to last approximately 30 min and to take place once a
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week over a series of weeks. In each 30 min session, active “play time” was designed
to last around 15 min, coinciding with the approximate length of time required to
complete one quest. The remainder of the time was set aside for a debrief session to
be led by a learning instructor. During the debrief, events that had taken place during
play would be reviewed and discussed. Players would be invited to address issues
raised, relate game experiences back to life experiences, reason through and advise
one another on alternative resolution strategies, and collectively negotiate rules to
guide future play sessions.

Needless to say, such a design places an onus on learning instructors to be
actively engaged during play sessions and to be ready to unpack play behaviours
in post-play contexts. While this may run counter to the vision of “learning in a
box” that many teachers and parents have of how learning games function [6], it
is reflective of contemporary theories of learning such as situated cognition [25]
and distributed cognition [17], as well as ecological approaches to perception and
learning [12]. In these paradigms, learning takes place as a result of rich social
interaction, and media such as games are understood as tools for learning that exist
within broader ecosystems.

Reimagining the Real

By reimagining the real, we mean recontextualising real world events within the
game world by way of game mechanics, events, narratives, and language. As the
literature on learning transfer shows, it is crucial that contextual similarities exist
between learned content and application context for connections to be forged and
learning to be transferred [8, 26]. At the same time, the idea of creating a school
simulation was not appealing from an engagement perspective. In addition, the
psychology literature on minimally counterintuitive concepts — concepts that are
counterintuitive but not too much so — posits that they are easier to recall and repeat
than either completely intuitive or completely counterintuitive concepts [2, 13].
Furthermore, Gee argues that what makes games a potentially powerful medium for
learning is that they situate meaning in worlds of experience, associating meaning
with actions, experiences, images, and dialogue [10].

We dealt with this in Village Voices by establishing a game world that was, in
some ways, though not all, isomorphic to the school experience. In the Village
Voices world, characters must act both independently and interdependently in order
to survive and not be ostracized from the rest of the player community. Beyond this,
however, we modelled many of the game’s mechanics on events that we observed
taking place at school during the user research phase. The most common types of
conflicts we observed concerned accidental harm and jokes gone wrong, deception,
friendship, and property disputes [28]. Accordingly, in Village Voices it is possible
to destroy other characters’ dwellings, to deceive others about trades or rumours, to
“gang up” on others and also register dissatisfaction with them, and to steal from
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others or eat food from their land. Likewise, we made it possible for players to
respond in ways that we observed at school. As such, it is possible to be physically
aggressive in-game by way of property damage as well as verbally aggressive in-
game by spreading rumours and demanding particular friendship allegiances of
other players. It is also possible to avoid other players by refusing to trade or
collaborate with them.

In recontextualising familiar events within a fantasy medieval setting in which
survival is the key objective, we created a minimally counterintuitive but situated
learning experience that retained a shared context with daily school life.

Persistence

By persistence, we mean games with persistent state that continuously track and
respond to player action, and are intended to be played over long periods of
time. Serious games are frequently described as “safe environments™ for risk-free
exploration of behaviours [11, 21]. But an unintentional corollary can be that in-
game behaviours have no consequences [14]. While in the context of conflict
resolution learning, it is important that players are afforded some degree of safety
[3], at the same time, we were wary of creating an environment that felt safe at the
expense of feeling important.

We struck a balance by making Village Voices a persistent game world in
which the same group of four players co-exist together in the village for weeks,
and are required to continuously provide updates about their relationships with
other players. In this way, both constructive and destructive in-game behaviours
have lasting consequences, and players are reminded of their impact on the social
climate.

Another motivation underpinning our use of persistence was to invite players to
reflect on, and revisit their behaviours. Given that Village Voices is designed to be
played over a number of weeks, we hoped that the lapses in time between sessions
coupled with debriefs would give players a chance to observe their own behaviour
from afar. Furthermore, we envisioned that players might plan strategies with other
players, and even establish codes of conduct for everyone to follow.

Case Study

The Village Voices game was played by five groups in the UK, each with four
children (a total of 20 children). In this chapter we present findings from one of
those groups, composed of four late primary school students (three boys and one
girl) between the ages of 9—10. Students played the game once a week for a period
of 4 weeks in a private room at their school. Each session lasted approximately
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60 min, of which 10 min were dedicated towards setup, 40 min of which involved
gameplay, and the remaining 10 min of which were used for a debrief conversation.
Students were seated across from each other such that they could engage in active
dialogue during gameplay. Each play session was video recorded. At the end of
each session, a research assistant who had been present as an observer conducted
a post-game reflection. Our analysis is inductive, and draws on the dialogue during
and around gameplay to understand the impact of the game on children’s conflict
resolution skills.

Conflict Experiences and Skills Become More Nuanced Over
Time

Over the 4 week period, players’ experience of conflict in the game evolved in
pace with their involvement in it. During the first week, whenever players engaged
in a conflict, they expressed detached amusement about their actions. By the
second week, however, and until the end of the study, players were demonstrating
emotional investment in their characters and had clearly defined relationships
with other player characters in the game. As a consequence, they often became
emotional about the conflicts they experienced with others, arguing during game
play when they perceived themselves to be in the role of the victim. Initially, players
defaulted to employing competitive strategies with one another. As the weeks
passed, collaboration became more frequent as a strategy. Notably, it never fully
replaced competition, but rather became progressively intertwined with competitive
strategies during and between play sessions.

In-Game Conflicts Do Not Always Engender Learning Moments

During the first session, players began to play the game by applying competitive and
collaborative strategies without actively reflecting on their choices. On application
of the strategies, however, players did not necessarily pause to reflect on the
consequences they engendered. For example, the innkeeper wanted wood from other
players. The carpenter replied to say that he had wood, but before he had a chance
to offer a trade, the innkeeper destroyed his house. The carpenter in turn responded,
“Why did you destroy my house? That’s it, 'm going to get the innkeeper,
kill the innkeeper!” The carpenter mirrored the innkeeper’s competitive strategy
without considering the option of negotiation. Thus we suggest that encountering
a conflict during play is a necessary but not sufficient condition in prompting
players’ understanding of the consequences involved, or the benefit of using more
collaborative strategies.
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Learning Moments Are Shared, Communicated, and
Emotionally Challenging

Collective consequences: As players became more fluent with the game’s compet-
itive strategies (e.g. stealing), as a group they were often unable to progress in the
game as each player employed a ‘tit-for-tat’ approach that led to intense episodes of
conflict. But on observing the detrimental consequences of competition on the game
as a whole, children started to use more collaborative strategies.

Communication skills: By offering a strategy for stealing, Village Voices also
offered a zero-sum approach to conflict. Players often broadcasted their intention
to steal with one another. For example, in one session the carpenter threatened,
“Whose house is the innkeeper’s house? If you don’t tell me I will be stealing from a
random house”. After repeated exchanges between the carpenter and the innkeeper,
the innkeeper communicated a negotiation strategy using game language that would
fulfill the carpenter’s goals: “Don’t steal, don’t steal from my house. .. Don’t steal.
Trade.” He thereby convinced the carpenter to trade so that both parties could gain
from the interaction.

Emotion as a learning trigger: During the first 2 weeks of play, the alchemist
instigated the majority of conflicts. In the second session, after the alchemist had
stolen grain from the innkeeper, the carpenter in turn stole it from the alchemist and
offered it back to the innkeeper. This forged an alliance between these two players
against the alchemist, which continued for the remaining sessions. Eventually this
alliance escalated into a targeted theft from the alchemist’s house. Imploring other
players stop stealing his resources, the alchemist said, “Can everyone please stop
taking stuff from me? Now the innkeeper is taking all of my stuff. This is getting
ridiculous. Everybody is taking my stuff. If everybody keeps taking my stuff I'm
going to quit the game.” Despite the plea, by the end of the session the other players
had stolen everything from the alchemist’s house and he broke down in tears. The
following week, when students returned for another session, they demonstrated that
they had reflected on their own house rules, as the game system itself leaves many
rules open to debate. Negotiating his boundaries, the alchemist argued that he was
willing to accept some competition: “Okay guys, you have 2 min to steal whatever
you want from me”. In response to this, however, the innkeeper declined on the
grounds that such an action might escalate into collective conflict: “No, don’t steal
or we’re all going to end up stealing”.

Discussion and Conclusion

Over the course of the 4 week evaluation period, our observations of player
behaviour revealed that Village Voices invited behaviours from several of the phases
advocated for in Bodine and Crawford’s approach to conflict education. These
included communication, gathering perspectives, identifying interests, creating
options, and generating agreement.
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In line with our design quality of competitive collaboration, we observed players
using both competitive and collaborative actions in responding to conflict, with
collaboration being the preferred strategy as the weeks progressed. For players
to experience conflict, it was necessary for one or more players to make use
of competitive actions. But competitive actions alone were not enough to create
a perception of conflict, as players approached their conflicts with a sense of
detachment during early play sessions. Instead, perception of conflict was tied to
how emotionally committed players were to their characters and their relationships
with other player characters. We suggest this arose as a result of the persistence
inherent in the design of the game, which afforded enough time for players to
become acclimated to the game and for character attachments to form, as well
as the local familiar multiplayer design, which leveraged players’ existing social
relationships with one another.

Reflection on conflict, however, seemed to be largely prompted when players
were able to draw connections between their actions in-game and their conse-
quences, in keeping with reimagining the real. We observed this happening both
in terms of game progress (e.g. when ‘tit-for-tat’ approaches stalled progress) as
well as player responses to game events (e.g. when players ganging up against
another player resulted in the target breaking down in tears). The latter highlighted
the importance of learning around the game and persistence. Between the second
and the third sessions, players who had previously been favouring competitive
approaches clearly experienced a change of heart and began session three by
collectively negotiating acceptable, constructive play strategies, drawing on their
previous play experiences to justify their approach. Crucially, the decision to play
more collaboratively and less competitively came from the players themselves,
which stems from the local familiar multiplayer nature of the game.

In closing, in this chapter we have examined the design of Village Voices, our
multiplayer serious game that supports children in learning and experimenting
with conflict resolution approaches. Specifically, we showed how the qualities of
competitive collaboration, local familiar multiplayer, playing around the game,
reimagining the real, and persistence informed the game’s design. We then pre-
sented a case study of the experiences of four student players between the ages
of 9-10 over a four week period. As well as showing how the design qualities
came to life, we observed that conflict experiences and skills became more
nuanced over time, in-game conflicts did not always engender learning moments,
and that the most powerful learning moments were shared, communicated, and
emotionally challenging. We believe that the design qualities profiled here alongside
our qualitative findings can help in the design of serious games beyond the
domain of conflict education strengthening the growing and crucial design direction
of learning games focused on soft skills, collaborative dialogue, and emotional
intelligence.
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Chapter 17
Games Robots Play: Once More, with Feeling

Ruth Aylett

Abstract In this chapter we first examine the requirements for social game-play
robots in three game scenario types: robot play companions, robots and digitised
games, robots and augmented reality. We consider issues relating to affect recog-
nition, affective modelling in the robot, and robot expressive behaviour. We then
discuss work in each of the three scenario types and how it has attempted to meet
the requirements advanced. Finally the chapter considers key research issues for the
future.

Requirements for Social Game-Playing Robots

Discussion of robots in the context of digital gaming may seem a little paradoxical.
After all, the major characteristic of robots is that they are part of the real
physical world and not the virtual digital world. So how can they be involved in
digital games? Indeed, RoboCup football is the most obvious intersection between
robots and games. However this is a specialist area and as it involves robot-robot
collaboration rather than human-robot interaction, it is not the topic of this chapter.

Three areas of application come to mind. The first and earliest extends the
definition of game into play, and involves the creation of robot play-companions
for children. The second draws on new collaborative display technologies such as
multi-touch surfaces. Here, a robot acts in the real world in the roles a human might
otherwise occupy, from fellow-player in digitally-supported board games [33], to
intelligent tutor in serious games with educational purposes [34]. Finally, if the
purely digital is moved into the real world via augmented reality approaches, then
one can consider a robot actor that becomes part of an overall game experience
containing both real and virtual elements.

All of these roles put the robot firmly into the relatively new research domain of
social robotics [13]. A social robot can be defined as: “a physical entity embodied
in a complex, dynamic, and social environment sufficiently empowered to behave
in a manner conducive to its own goals and those of its community” [9]. Clearly
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affect is a fundamental human characteristic in social situations, with a particular
impact on non-verbal behaviour. In the human case, the three areas just mentioned
could involve for example a human player gloating about the success of their move
in a collaborative board game, a child ‘telling off> a robot doll for bad behaviour, a
human player in an augmented reality scenario expressing encouragement to a robot
actor in a shared scenario.

It is considering these concrete scenario types that allows us to derive some
generic requirements for game-playing robots. These relate to capturing user
affective state, modelling the state of the user on the robot side, and robot expressive
behaviour.

All three scenario types suggest that a social game-playing robot requires
information about the affective state of the humans with whom they are interacting.
Without this information it is very hard to respond appropriately, impacting the
success of the robot’s action-selection mechanism. Detecting the affective state of
a human interaction partner can be viewed as a difficult problem in social signal
processing (as discussed in part II of this book), and remains work in progress.
The current state-of-the-art [42] is based on multi-modal approaches that try to fuse
data from facial expression, voice, and sometimes, physiological data such as skin
conductivity. However levels of accuracy on a small set of affective states (four or
five) remain well below the 95 % needed and this raises problems for social game-
playing robot applications for which specific solutions must then be engineered.

There are theoretical problems as well as signal processing problems in assessing
the affective state of a user. The term state may itself be one of them, given that
human interaction partners move through a dynamic affective process in which
affect is typically not very strong and more likely to be irritation than anger,
boredom than fear, and amusement rather than outright happiness. A second well-
known problem is that mapping between the behaviour captured by the robot’s
sensors and the affective state of the user is not straightforward. A smile is a
relatively easy expression to capture with modern sensors, but smiles are one of
the most ambiguous facial expressions [21], able to express embarrassment, SOrrow,
anger and social welcome or agreement, among other things, as well as happiness.

Fortunately, a game-playing robot has a big advantage over a robot in less
structured social situations. This is because the context for interaction is a game,
with known rules and moves. As we will see later in the chess-playing companion
robot, this helps a great deal because it becomes possible to infer affective state
with a high likelihood of accuracy. In general, a combination of inference and sensor
processing seems a promising approach, especially given the evidence for the human
use of expectations in processing interaction data [38].

As well as trying to capture the affect of interaction partners, there are strong
arguments for a game-playing robot itself attempting to impact the user’s affective
state [39]. This may be for dramatic or pedagogical reasons, but it may also be a way
of simplifying the sensor-processing problem just discussed. If a robot performs a
game-action that is intended to please a human player, and the human then smiles,
this makes happiness the most likely interpretation of the smile.
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Both inferring user affect from situation and changing user affect via actions
require a robot that has a model of affect [1] such that it is able to carry out some
aspects of Theory of Mind (ToM) processing [7] about the situation of the human
interaction partner. This need not be an explicit model [25] — it could be embedded
in a set of behaviour rules or stimulus-action pairs. It could be as specific as a rule
that takes the metric of goodness of a chess move and maps that onto the likely
happiness of the person that made the move. However there are advantages in an
explicit model where the game-playing robot needs to use natural language outputs
as part of its action repertoire and where the robot has a more flexible set of roles
and functions rather than specialising in one thing, like playing chess. Cognitive
appraisal models [31] are useful in this context, especially because running in one
direction they can generate robot expressive behaviour, while running in the other,
they offer a simulation view of ToM affect issues (e.g. “What does my model say I
would feel if I did that?”) [7, 30, 35].

There are a number of reasons for wanting the robot to be able to generate
contextually appropriate robot expressive behaviour. One is that communicating the
robot’s affective state is one way of impacting that of its interaction partner. Thus
robot expressive behaviour can be perceived by human players as a commentary on
the game-actions of the robot, but also as comment on the game-actions of human
players. However there is also a more generic reason for producing expressive
behaviour.

Each of the three scenario types above supports a set of game-based social roles
both for the robot and its human interaction partners, and each role has an associated
set of expectations about behaviour and goals. A robot can signal adherence to its
expected role by creating transparency about its current goals and by advertising
its coming behaviours before it executes them. One could do this verbally, but in
smooth human-human interaction, this is far from the only or even the dominant
modality. Taking an intentional stance [6] means that in human-human interaction
the participants are continuously monitoring each other’s goals and updating their
expectations about behaviour, largely through the use of non-verbal behaviours such
as gaze, facial expression, posture, gesture, non-verbal vocalisations [29].

While the generation of expressive behaviour has been extensively researched for
graphical characters [32], and attempts have been made to create standard interfaces
supporting expressive mark-up languages [19, 40], social robots raise a set of new
issues, primarily due to the very variable physical embodiments they may involve.
Indeed, issues relating to embodiment are fundamental throughout HRI research.
For a reasonably humanoid robot like the Nao, it may be feasible to apply similar
methods as for graphical characters [22]. However robots need not be humanoid —
they could be more animal in form, as in the case of the Kismet [3] or Paro [16]
robots, or very machine-like in design. There is no absolute requirement that they
have facial features (the Nao has almost none) or indeed anything like a face;
limbs with which to gesture; or an articulated body supporting posture. If issues
of naturalism are moot with graphical humanoid characters, they are much more so
in general with robots.
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While we have argued that games help with some of the problems of affective
processing in social robots, there is at least one area in which they may make
these problems more difficult. Games provide a rare example of a social situation
in which participants may be entitled to deceive fellow players about their goals
and likely behaviour [7]. The card game Poker is an obvious example, but there
are many others: board games such as Risk where secret alliances between players
may be formed, and Mafia/Werewolf, where the point is to dissimulate if you are a
Mafia member/Werewolf [7]. In these cases, generating robot expressive behaviour
requires a more indirect mapping between what the affective model says and what
the robot expresses. ToM processing is needed for the robot to assess the likely
impact of its choice of deceiving behaviour. Assessing the expressive behaviour of
human players also becomes a much more difficult problem.

In the rest of this chapter we consider recent work in the three game types just
outlined, focusing on the interplay between embodiment and expressive behaviour,
and to its relationship to empathic engagement between robot and human interaction
partners. We conclude with a look at the most significant continuing research issues.

Robots as Play Companions

The introduction of robots as play companions has come both through the evolution
of actual toys in the direction of robot functionality and through the development of
research prototypes.

Graphical artefacts such as the Tamagotchi [8] of the later 1990s established that
human-like or even sophisticated embodiment is not required to evoke attachment
to a play character. The Tamagotchi was a small and very low-resolution graphical
artefact on a small plastic key-fob, loosely based on a chicken. Its behaviour
appeared autonomous; the human was responsible for feeding it virtual food and
giving it caring behaviour through frequent interactions to which it would respond.
If neglected or ‘old’ it would ‘die’. Its small behaviour repertoire was wholly
expressive of its inner state since there was no functional content, no ‘task’ that
a Tamagotchi had to carry out. These behaviours were enough to create a caring,
empathic relationship on the human side and there were anecdotal accounts of
children mourning when their Tamagotchi ‘died’, raising ethical issues that had not
been addressed in the design [37].

This was followed in 1999 by the Sony Aibo [14], marketed as a robot
pet/adult toy and embodied as a mechanical-looking dog. A design criterion was
‘lifelikeness’: this could have been trivially addressed by making the appearance
more naturalistic, for example by providing a furry exterior. However instead this
was interpreted as a behavioural requirement, that of ‘maximising the complexity of
responses and movements of the robot [14]. This did have embodiment implications.
Complex movement requires a higher number of degrees of freedom so that different
body parts can be moved in different combinations. Complex responses also require
sufficient sensor input. In addition, designers saw the need for multiple motivations
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for movement, and mechanisms for producing non-repetitive behaviour so that the
Aibo did not become predictable like a normal machine.

Again, almost all Aibo behaviour was expressive, driven by four ‘instincts’:
affection, investigation, exercise, and appetite and expressing the six Ekman ‘basic
emotions’: joy, sadness, anger, fear, surprise and disgust. Emotions allowed different
behaviours to be produced in the same external situation because they reflected the
impact of earlier interactions and thus altered the context. Thus a happy Aibo would
produce a paw extension behaviour when its sensors detected a hand in front of it,
while an angry Aibo would not. This underlines the close relationship between an
architectural model of emotion in a robot and the generation of a rich behavioural
repertoire.

The Aibo was a relatively successful consumer product by the standard of social
robots, though never on the scale of Sony’s other range of devices, which may
explain why it was eventually discontinued. The scale and type of engagement
with Aibos was researched by a number of groups, and in [15], analysis of more
than 2000 forum postings by Aibo owners suggested a high degree of affective
engagement.

Other robot toys have followed, with the Pleo, a small and relatively cheap
dinosaur, having some commercial success. However analysis of Pleo in the home
brought out quite sharply the current limitations of robots as free-play toys. After
the novelty effect had worn off, the Pleo’s limitations led to diminishing use over
time [11]. These limitations included straightforward issues like short battery life.
The Pleo could not act as a toy when it was being recharged because its battery had
to be extracted from its belly and put into a charger. The Aibo had a much more
sophisticated autonomous charging system in which the robot would move itself
into the charger, but this reflected its much higher cost. Even then, it too could not
act as a plaything while being charged.

While this is an issue of embodiment rather than robot game-behaviour, it
also seems likely that such robot toys still have too little flexibility for a child’s
open-ended play as well as too little functionality to be able to drive the play
interaction themselves for more than a limited period. These limitations motivated
the development of the iCat Chess Companion developed in the EU project LIREC
[27] between 2008 and 2012.

The iCat [4], designed as a research tool by the Philips Eindhoven laboratory, was
what is known as an interface robot, designed to rest on a desk and communicate
rather than to move around. It took the form of a small yellow plastic cat with
programmable head movement, eyes, mouth and eyebrows. The cat had a schematic
body but no legs (see Fig. 17.1). It was capable of flexible facial expressions, glance
and head movement as well as speech output. Only a limited number were produced
and it was never commercially available. The design is not naturalistic and raises no
expectations of real cat behaviour.

An iCat was developed into a chess opponent for children in a Portuguese chess
club. An advantage of this application is that the role of a chess opponent is well
understood and also quite limited. The game is turn-based. Functionally, such a
robot needs to be able to play chess, an easy requirement to meet given many
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Fig. 17.1 iCat chess
companion

mature chess engines are already available. To avoid the more difficult physical
functionality of moving the pieces, the child player was asked to move the piece for
the iCat.

However though being able to play chess is the starting point for a chess
opponent, as a child’s leisure activity it also has a social dimension, with comment
about the moves and how each player is doing. Thus it is a tractable environment in
which to explore the impact of robot expressive behaviour and the development of
an empathic engagement, in which the child player is willing to assign to the robot
an ability to understand how they, the child, feel.

The iCat first used the game state reported by the chess engine to adopt a sad or
happy expression depending on whether its game position was strong or weak. A
study [24] showed that this allowed the child player to more accurately assess the
game state than in a version without the happy and sad expressions. Next, an affect
detection system was developed so as to assess the engagement of the child player
so that the iCat could respond empathically, that is, with actions taking the child’s
affect into account.

The difficulty of generalised affect detection is not the only reason for developing
a scenario-dependant system, as was done in this case. The affective states of interest
are themselves scenario dependant [5], concerned both with the content of the
interaction (playing chess in this case) and with other interaction parameters such as
whether the user is standing or sitting, moving or stationary, one or many, facing or
not the social robot. Many affect systems have been developed using actors; in this
case the aim was to use in-the-wild data of children actually playing chess.
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A person-independent Bayesian learning system was developed using a video
corpus of children playing chess, but knowledge from the task and the social context
was also included and improved the recognition rates [5]. Smiles, gaze at the robot,
game state and game evolution were used to generate probability values for the
child’s positive, neutral and negative valence at each turn. The iCat would generate
an expected next move for the user, and then compare the actual move to this
expectation. In the style of cognitive appraisal, this comparison was used to generate
an iCat emotion and an accompanying expressive behaviour for it. There were nine
of these depending on whether the next move was better or worse than expected
[5]: Excited, Confirm, Happy, Arrogant, Think, Shocked, Apologise, Angry, Scared.
Some of these — Happy, Angry, Scared — correspond to straightforward emotions,
and others — Confirm, Think, Apologise — do not. This underlines the point that
affect for a social robot is frequently based around quite complex affective states.
Evaluation showed that the child players noticed the empathic elements of the iCat
interaction, and had a more positive attitude to it as a result [23]. An interesting
aspect was that though the iCat had no speech recognition capabilities, the child
players did not remark upon this and it did not seem to impact the interaction.

Robots and Digitised Games

The second area involving robots and digital games identified above generalises the
iCat example into a robot player of digital board games. This exploits the growing
availability and popularity of large multi-touch surfaces that allow a board game to
be ported into a digital form. A characteristic of such games is that they are often
multi-player so that social interaction is correspondingly more substantial and more
complex than in a two-player game like chess.

Given that full natural language interaction using speech is well beyond the state
of the art and one cannot expect a social robot to sustain a conversation, this may
seem likely to worsen the problems already discussed. However one should bear
in mind that in multiple player games, human-human interaction becomes more
important. With two human players and a robot, human-human interaction occupies
a third of the possible interactions space. With three human players and a robot
it is half of the possible interactions space. Thus the robot is no longer wholly
responsible for the social experience.

Moreover multi-person conversation in a game context is often fairly unstruc-
tured, with stereotypical speech actions like announcing whose turn it is, and
repartee, rather than sustained conversation, around the game state.

Early work on a social robot for a multi-player game took place in the LIREC
project [27] in which an EMYS robot head (see Fig. 17.2) was incorporated into a
multi-touch surface version of a game called Risk [33]. This is a popular board game
for three to six players in which players run armies and try to conquer territories.
Successful play involves the creation of informal alliances and joint attacks as well
as deception and betrayal.
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Fig. 17.2 EMYS robot playing a game of risk

Believable verbal and non-verbal behaviours were seen as key requirements and
a robotic embodiment as a way of supporting non-verbal behaviours. As in this
article, the ability to model affective state was specified as a requirement, as well
as the ability to simulate social roles commonly found in board games. These roles
included Helper, a role already discussed for the iCat chess companion, but also
Dominator, in which the agent tries to influence a human player to take a specific
action. A role not so far discussed was Exhibitionist — behaviour intended to grab
attention. Finally, a role specific to a multi-player game was Negotiator — mediating
between two other players.

A requirement also present in the iCat chess companion and clearly very
significant for any social robot in or out of a game was that of being able to
recognise the human players, with an associated ‘greet’ behaviour, and to remember
interactions with them over time [33].

Again, this is in principle a more difficult requirement in a multi-player game
than in a single-player one, where the robot has no choice of player with whom to
interact. However in a turn-based board game, players normally play in a fixed order
and sit in a stable configuration round the board, so sophisticated facial recognition
is not needed. The game context comes to the rescue once more. In addition, a
microphone array can determine which player is speaking, though in a multi-player
game overlapping utterances and interruptions are very common.

This allows a gaze behaviour to be developed so that the game-playing robot can
‘look’ at the player with whom they are interacting. As the iCat chess companion
showed, this is a very powerful social behaviour and is probably one of the factors
supporting acceptable social interaction without speech recognition. In a board
game, players also often look at active areas of the board, and on a multi-touch
surface it is relatively easy for a robot to determine which these are given the use of
touch to make a move.
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Fig. 17.3 An Aldebaran Nao torso-only robot plays enercities

Fortunately it is a great deal easier to generate speech utterances for a social
game-playing robot than it would be to recognise the speech of the other players.
The game itself can be used to determine when the robot should speak, and in the
work described here, a relevance value was used to select significant game events
and prevent the robot tediously commenting on everything. Highly relevant events
included game attacks on the robot’s forces, or conquests by a player the robot
disliked. Like and dislike were established via alliances and attacks. A further source
of utterances was the die roll, where ‘good’ or ‘bad’ values often produce human
utterances about luck.

This work has been extended into a serious game environment in the EMOTE
project [10], in which the sustainable energy game Enercities [17] was converted
from a single-user web-based system to a multi-player touch-table based game [34].
The robot is a torso-only version of the Aldebaran Nao (Fig. 17.3).

Where the robot player of Risk was simple a player in a similar role to the human
players, in Enercities, the robot player is expected in addition to play a tutorial role.
This underlines that a Robot Digital game player may sometimes be more than just
a player, and its model of the game may need to be more sophisticated than telling
it which is the best move in relation to the game rules. In the Enercities case, there
may be cases where the robot should play a non-optimal move from the point of
view of game score if this produces good teaching for the human players. The social
roles involved are now different from the those of the peer-player robot of Risk: for
example an Exhibitionist role becomes wholly inappropriate, while the Negotiator
role is folded into a pedagogical approach in which the trade-off between possible
player-choices are one of the learning points. Careful analysis of social roles is
needed as much as game rule competence for a successful digital game-playing
robot.
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Robots and Augmented Reality Game Experiences

The vision of Pervasive Gaming is to take digital games out of the computer-
based virtual world and into the real physical world using an augmented reality
approach [28]. This has so far largely involved the use of handheld devices, but the
incorporation of actor-robots seems an interesting and logical step to contemplate.
Most initial work in this field has focused on theatre [12, 18, 26], and there are good
reasons why this should be so.

A theatrical stage is a much more controlled environment than a pervasive game,
which could be room-based but often takes place in the normal physical world. The
stage is a privileged environment to which extra resources can be added, for example
to give robot actors other information than that directly available to their sensors. In
addition, theatrical drama is usually pre-scripted, and while this does not remove the
need for real-time responsiveness, interacting with human actors following a script
is much less difficult than interacting with improvising pervasive game players. In
particular, the problem of speech-based natural language interaction is finessed by
knowing in advance what utterances fellow actors will make.

However it is also true that a theatrical performance is required to engage a
large audience of spectators, where a pervasive game involves a much smaller
number of participants. Participants must themselves take timely actions and are
therefore more able to cope with robot actor errors, as long as they are not too
frequent and substantial. As we saw in the case of the iCat and digital board
game robots, as long as relevant robot utterances are combined with appropriate
expressive behavior, especially glance, participants may overlook the absence of
natural language interaction. However, spectators are likely to notice robot actor
errors very quickly and these are more likely to impact their enjoyment. For this
reason, much theatrical robot work involves a greater or lesser degree of tele-
operation, especially where a real-world performance is involved [41].

One approach that is argued can help humans to accommodate robot actor errors
is clearly signaling the behavior it is about to carry out and then expressing a reaction
to its success or failure, much as animators do with graphical characters [18]. Robot
actors make a good testbed for exploring this approach since it is common in human
drama too, and is an example of how integrating robots into game environments
may have a useful spin-off for more general social interaction.

A profound difference between this type of scenario and the ones so far
considered is that the robot must navigate. Robot toys may move but they do not
have to navigate, and they could, equally, be moved by the child. Robot board-
game players should not move away from the board. Robot actors must move
according to the logic of the dramatic situation, whether to specific locations, or
in order to interact with specific human players. It is possible to design a drama
or indeed a game around the known limitations of the robot, but the experience a
2014 performance in Pittsburgh involving the HERB robot revealed that precisely
because the robot had wheels and could move, the audience expected it to do so in
performance [41].
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Fig. 17.4 Migration from robot to graphical character

A novel approach top dealing with robot movement constraints explored migra-
tion — a transfer of the robot ‘character’ into a graphical embodiment and back
[20]. This was applied to a treasure hunt game in which an Emys robot (as in
Fig. 17.4) was transferred in the form of small animated version to a handheld
device the accompanied the player as they collected clues [2]. This has not been
tried in theatre applications, where it seems inappropriate for a static audience, but
could be a promising approach for pervasive games.

This work demonstrated that although a robot has greater physical presence than
a graphical character [36], a common appearance and voice are strong-enough cues
for users to assume a continuity of personality between very different embodiments.
A study in which one version of the migration allowed the character to refer
to memories across embodiments while another version had the character forget
interactions from earlier embodiments, showed that this had no effect at all on the
user perception of it being ‘the same’ character [2].

Key Research Issues

In this article we have looked at three possible ways in which robots can be involved
in digital games: as a robot toy, as a board game play companion, and as an actor
in pervasive games. Research work has already been carried out in the first two
scenario types, though much of it is still some way from real-world application. The
third scenario-type is still very much in the area of future research.
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A common theme in all three is the difficulty in knowing the state of the human
interaction partners involved. The level of difficulty is dependant on the exact
application, with the iCat chess companion a good example of an application in
which it is less difficult and a pervasive game one in which it is more difficult.
Social signal recognition is related to basic configuration issues — whether the user
is sitting, moving around, one or many; to the specific signals to be detected — easier
for some facial expressions such as smiles, harder for many others; and above all to
the social context. This context encompasses the overall social framework, which
includes the rules and gameplay in the case of games, the specific interaction taking
place in its game context, and the social roles involved.

A continuing research challenge is finding applications in which these factors
allow successful incorporation of the game-playing robot without requiring func-
tionality too far away from the current state-of-the-art.

As with other robotic applications, running an application over the long-term
rather than in short lab-based experiments is also a challenge. This is partly related to
obvious constraints like battery life and the need for recharging, as discussed earlier.
Running complex robot software continuously over periods of weeks is a further
technical challenge. However there are more interesting social issues. Robots have
a pronounced novelty effect because most people rarely interact with them and have
often never come across a real-world example. This produces an untypical social
interaction over the short-term. Continuing social interaction beyond the novelty
effect is a research issue that is only slowly being confronted.

Even a relatively successful game-playing robot such as the iCat chess compan-
ion was less successful as time passed and the novelty effect faded. Child players
looked at it less, smiled at it less, and commented upon its behaviour less as time
went on [23]. It is likely that this was related to the range and variety of its social
behaviour and that over time it became too predictable. Thus developing the social
repertoire of a game-playing robot requires careful thought if it is to succeed over
the longer term.

This is a difficult design problem but also a difficult evaluation problem. Iterating
and reiterating a design that may take several weeks to evaluate requires a substantial
commitment of research resource as well as access to a large number of willing
participants over long periods.

We finish by reiterating the generic requirements discussed above. Expressive
behaviour underpinned by affective processing is at least as crucial to functional
and engaging game-playing robots as an ability to play good moves.
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Chapter 18
Lovotics: Love and Sex with Robots

Adrian David Cheok, David Levy, and Kasun Karunanayaka

Abstract The publication of the book “Love and Sex with Robots”, late in 2007 by
Dr. David Levy, heralded a new era in this somewhat controversial field. Human-
Robot intimate relationships were no longer pure science fiction but had entered the
hallowed halls of serious academic research. This book chapter presents a summary
of significant activity in this field during the recent years, and predicts how the field
is likely to develop. We will also detail about our research in physical devices for
human-robot love and sex communication.

Introduction

The publicity department at Harper Collins in New York, who had published the
original English language edition of the book “Love and Sex with Robots™ [1],
found an eager public in North America who wanted to know more. During the
period immediately prior to publication of the book and for a few months afterwards,
the topic caught the imagination of the media, not just in the USA and Canada
but on a worldwide scale. During those months Dr. David Levy gave some 120
interviews, by telephone, email and in person; to newspapers, magazines, radio, and
TV stations and to electronic media. Television interviews included an appearance
on The Colbert Report [2]; as well as visits to Dr. David Levy’s home by TV crews
from Russia, Canada, Austria, France, Germany, Switzerland and other countries.
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There was also, not surprisingly, a flurry of interest from women’s magazines,
including Elle and Marie Claire. And the coverage in general science publications
included articles in IEEE Technology and Society Magazine, MIT Technology
Review, Scientific American, and Wired.

In the academic world there has already been sufficient coverage of the topic
to demonstrate rather convincingly that it is of interest not only for mainstream
media. An academically rewritten version of the book became Dr. David Levy’s
PhD thesis “Intimate Relationships with Artificial Partners” — at the University of
Maastricht, where the thesis defense in October 2007 attracted more media publicity
than any previous PhD in the university’s history. Conferences on robotics, Al and
other Computer Science related subjects began to accept and even invite papers
on the subject, and there have thus far been two conferences devoted specifically
to Human-Robot Personal Relationships. In 2014 the First International Congress
on Love and Sex with Robots was held in Madeira. The academic journals that
have since chosen to publish papers on the topic have included: Accountability
in Research, AI and Society, Artificial Intelligence, Current Sociology, Ethics
and Information Technology, Futures, Industrial Robot, International Journal of
Advanced Robotic Systems, International Journal of Social Development, Inter-
national Journal of Social Robotics, International Journal of Technoethics, New
Media and Society, Phenomenonology and the Cognitive Sciences, Philosophy
Technology, Social Robotics, Technological Forecasting and Social Change, and
various publications from the IEEE, Springer and other highly respected technology
stables. One paper, from Victoria University of Wellington, New Zealand, achieved
a high profile in the general media when it appeared in 2012 for its entertaining
depiction of a future scenario in the red light district of Amsterdam — a life, in
2050, revolving around android prostitutes “who are clean of sexually transmitted
infections (STIs), not smuggled in from Eastern Europe and forced into slavery, the
city council will have direct control over android sex workers controlling prices,
hours of operations and sexual services” [3].

Since the initial burst of media interest late in 2007 there have also been TV
documentaries and feature movies in which sex with robots, virtual characters, or
with life-sized sex dolls was the dominant theme: Lars and the Real Girl, Meaning
of Robots (which had its premiere at the 2012 Sundance Festival), My Sex Robot,
Her (2013), and the BBC TV documentary Guys and Dolls as well as the 2004
remake of The Stepford Wives. This points out that it is the sexual nature of the
subject matter which is responsible. Sex Sells.

Following the storm of publicity created by the launch of the Dr. David Levy’s
book and the defense of his thesis in 2007, the subject of human-robot romantic and
intimate relationships rapidly developed into an academic research discipline in its
own right. The subject was named “Lovotics”, a term coined during discussions at
the National University of Singapore between Adrian David Cheok, Sam Ge and
Hooman Samani, and first mentioned in the literature in 2009 [4]. In his PhD thesis
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in 2011, Adrian David Cheok’s student Hooman Samani explored certain aspects
of Lovotics, and describes the design and development of a hardware platform — a
robot — which was capable of experiencing complex and human-like biological and
emotional states that were governed by artificial hormones within its system [5].
Samani’s robot was a novel advanced artificial intelligence system and is described
in a little more detail in Sections below.

The interest in this field from the academic community resulted, in 2013, in the
founding of a journal and e-journal devoted entirely to the subject, whose Editor-
in-Chief is Adrian David Cheok. Lovotics [6] defines its own domain as “Academic
Studies of Love and Friendship with Robots” (Fig. 18.1).

LOVOILICS

Academic Studies of
Love and Friendship & &
with Robots 4 y

\

Fig. 18.1 Journal lovotics, academic studies of love and friendship with robots (Image used with
permission)
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The First Crude Sex Robot

One of the most often asked questions in media interviews with the Dr. David
Levy in 2007-2008 was this: “How soon do you think the first sex robots will
be on the market?” His consistent response was that the technologies necessary to
create a crude sex robot were already available, and therefore it would probably
not be more than 2-3 years before some enterprising entrepreneur(s) put these
technologies together. For example, a sex doll with certain parts vibrating and some
sexy synthetic speech would be a significant step up for those customers who have
hitherto purchased just a static sex doll. This applies equally to a malebot as to a
fembot — the worldwide commercial success of female vibrators indicates that a
male sex doll endowed with a well-designed vibrating penis would be a good start
in that direction.

Late in 2009 publicity began to appear in the media about a “sex robot”
developed by a New Jersey entrepreneur, Douglas Hines. His web site
www.truecompanion.com proudly proclaimed that

We have been designing “Roxxxy TrueCompanion”, your TrueCompanion.com sex robot,
for many years, making sure that she: knows your name, your likes and dislikes, can carry
on a discussion and expresses her love to you and be your loving friend. She can talk to you,
listen to you and feel your touch. She can even have an orgasm!

Other amazing claims on the truecompanion.com site included:

She also has a personality which is matched exactly as much as possible to your personality.
So she likes what you like, dislikes what you dislike, etc. She also has moods during the
day just like real people! She can be sleepy, conversational or she can “be in the mood”!

and

Roxxxy also has a heartbeat and a circulatory system! The circulatory system helps heat the
inside of her body.

and

She can talk to you about soccer, about your stocks in the stock market, etc.

For millions of men eagerly awaiting the next major technological development
that would enhance their sex lives, the announcements about Roxxxy probably
seemed too good to be true. And they were! The press launch of Roxxxy took place
at the Adult Entertainment Expo in Las Vegas on January 9th 2010, but it posed more
questions than it answered. It appeared, for example, that touching Roxxxy’s hand
caused it to exclaim that “I like holding hands with you”, but what does that prove?
Only that an electronic sensor was linked to some sort of recorded sound output. It
was not a demonstration of the speech technology that would be needed in a talking
conversational robot. And furthermore, Hines’s behaviour during the demonstration
prompted the question — how much of the technology was inside Roxxxy and how
much in the computer or whatever electronics were located behind the prototype?


http://www.truecompanion.com/
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The media hype surrounding Hines’s launch in Las Vegas seems to have
attracted the attention of many prospective customers for Roxxxy’s supposedly
seductive charms. At the beginning of February 2010 Hines’s web site started
to take orders for Roxxxy, advertising the product at a “sale price” of $6,495,
which it claimed represented a reduction of $500. Accompanying the invitation to
place an order, the site also presented a “Master Agreement” that extended to 15
clauses of legalese, covering the purchase of Roxxxy and subscriptions to associated
services, but the “RETURNS, REFUNDS AND CANCELLATION POLICY” of
that agreement (clause 12.1) made it clear that once production of a customer’s
Roxxxy commenced, the purchaser could not get any of their money refunded. This
begs the question — why would any prospective customer be willing to part with
their money without any possibility of recovery, when there had been no public
demonstration or independent product review of a fully working Roxxxy that could
perform as advertised?

Shortly after truecompanion.com started taking orders for Roxxxy, various news
sites posted comments such as:

Roxxxy won’t be available for delivery for several months, but Hines is taking pre-orders
through his Web site, TrueCompanion.com, where thousands of men have signed up.

Doubts about Roxxxy persist to this day (July 2015). Dr. David Levy wrote
an exposé entitled “Roxxxy the ‘Sex Robot’” — Real or Fake?” and posted it on
www.fembotcentral.com. And the Wikipedia entry for Roxxxy [7] includes the
following:

According to Douglas Hines, Roxxxy garnered about 4,000 pre-orders shortly after its

AEE! reveal in 2010. However, to date, no actual customers have ever surfaced with a

Roxxxy doll, and the public has remained skeptical that any commercial Roxxxy dolls have
ever been produced.

If it is true that Hines received 4,000 pre-orders then he would have raked in
something over $20 million for those orders, since his web site demands payment in
advance. But as the above extract from the Wikipedia entry indicates, neither Hines
himself or any of his customers has demonstrated, in public or to reputable media,
the advertised features of Roxxxy actually working. Three years after its “launch”
there still appears to be absolutely no sign of a demonstrable product that can talk
about Manchester United (as Hines claimed Roxxxy could do) or perform in the
other ways that Hines’s advertising blurb claimed for Roxxxy.

Despite all the negative aspects of Hines’s operation and of the product itself, the
launch of Roxxxy at the January 2010 Adult Entertainment Expo can be viewed as
some sort of milestone — a vindication of the forecast for a 2—-3 year time span from
late 2007 to the launch of the world’s first commercially available sex robot. Hines
has proved that there is indeed a significant level of interest in sex robots from the
buying public.

! Adult Entertainment Expo
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Hooman Samani’s PhD thesis describes the design and development, of a robot
aimed at imitating the human affection process so as to engender attraction, affection
and attachment from human users towards the robot [5]. In his thesis abstract
Samani summarizes the design of the robot thus:

The artificial intelligence of the robot employs probabilistic mathematical models for the
formulation of love. An artificial endocrine system is implemented in the robot by imitating
human endocrine functionalities. Thus, the robot has the capability of experiencing complex
and human-like biological and emotional states as governed by the artificial hormones
within its system. The robot goes through various affective states during the interaction with
the user. It also builds a database of interacting users and keeps the record of the previous
interactions and degree of love.

The artificial intelligence of the Lovotics robot includes three modules: the Arti-
ficial Endocrine System, which is based on the physiology of love; the Probabilistic
Love Assembly, which is based on the psychology of falling in love; and the
Affective State Transition, which is based on human emotions. These three modules
collaborate to generate realistic emotion-driven behaviors by the robot.

The next four subsections summarize the formulation of love that underpins
much of Samani’s work, as well as the three software modules of the system
mentioned above. The combined effect of these modules is to provide an artificially
intelligent model that can display a range of emotions, adjusting its affective state
according to the nature and intensity of its interactions with humans. The goal is to
develop a robotic system that can exude affection for the user and react appropriately
to affection from the user.

The Formulation of Love

The robot’s intimacy software employs parameters derived and quantified from five
of the most important reasons for falling in love [1]: proximity, repeated exposure,
attachment, similarity and attraction. Intimacy in the robot is thereby related to
those same factors that cause humans to fall in love. The robot utilizes audio and
haptic channels in order to provide these different types of input which communicate
the user’s emotional state to the robot [8]. The audio channel carries data for five
audio parameters that characterize emotional cues within a human voice. The haptic
channel carries data relating to the user touching the robot — the area of contact
between robot and human and the force of that touch.

The Lovotics robot includes mathematical models for those five causal factors of
love, creating a mathematical formula to represent each factor as well as a single
“overall intimacy” formula which combines these five individual formulae into
one. As an example of the five models, the proximity formula incorporates various
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distances between robot and human that indicate, inter alia, how closely the robot
and human are to touching each other, and how close they are emotionally.

The Probability of Love

The robot algorithm has taken account of the various factors that can engender
human love, in order to develop a systematic method for assessing the level of
love between a robot and a human. This is achieved by formulating probabilistic
mathematical models for these factors, which in turn enable the robot to determine
the level of intimacy between humans and robots. These models can be represented
in a Baysian network that depicts the relationship between love and its causal
factors. The factors involved in this model include: proximity — the physical
distance between human and robot; propinquity — spending time with each other;
repeated exposure — this can increase familiarity and liking in the other individual;
similarity — this is directly related to the feeling of love; etc.

The probabilistic nature of these parameters allows a Baysian network to be
employed to link the parameters to relevant audio, haptic and location data, leading
to an estimate of the probability of love existing between robot and human. For
example, audio proximity is employed in the calculations to emulate the effects of
physical distance.

From the various causal parameters, the system calculates the probabilistic
parameters of love, resulting in an appraisal of the level of love between human
and robot [9].

The Artificial Endocrine System

The human endocrine system is a system of glands that secretes different types
of hormones into the bloodstream. The purpose of those hormones is to maintain
homeostasis, i.e. to regulate the internal environment of the body in order to keep
certain functions stable, such as body temperature, metabolism and reproductive
functions.

The Lovotics artificial endocrine system is based on the human endocrine system,
employing artificial hormones to create a simulation of the human system. The
artificial hormones are software simulations of those human hormones which are
related to the emotions — Dopamine, Seratonin, Endorphin and Oxytocin, inter
alia. The levels of these artificial hormones change dynamically due to the robot’s
interactions with users and according to its awareness of its emotional and physical
circumstances.
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The Affective State Transmission System

The affective state of the Lovotics robot depends largely on the various inputs it
receives that are caused by its interactions with humans. Every interaction provide
input data that is mapped onto a combination of six basic emotional parameters:
happiness, sadness, disgust, surprise, anger and fear. These six emotions are widely
employed and described in the emotion literature.

The manner in which the robot’s emotional state changes with the various inputs
it receives is controlled by a model of emotion referred to as Affective State
Transition [9]. The Lovotics robot has a novel transition system which governs
the immediate emotional changes in the robot. Their transition system functions
in collaboration with the “probabilistic love assembly” module in order to control
the overall emotional state of the robot. The short-term affective state of the robot
is thereby transformed repeatedly into other affective states which are determined
by the robot’s previous affective states, its current mood, and the influences of
the various input data it received during its interactions with humans, including
audio and touch, and with its environment. For example, temperature could be one
environmental input that might be programmed to influence the robot’s affective
state, if it “dislikes” being cold.

The Kissenger

In order for robots, such as the Lovotics robot, to have realistic physical interactions
with humans, technology needs to be developed for human — machine kissing. Thus,
we have developed a kissing robot messenger or “Kissenger” (Fig. 18.2).

We live in a global era, and more and more couples and families are apart due to
work and business. New technologies are often employed to help us feel connected
with those whom we care about, through an increasing interest in touch and feeling
communication between humans in the human-computer interaction community.
Research like “Hugvie” [10] and the “Hug over a Distance” project [11] tested the
feasibilities of telepresence and intimacy technology. However, these are big, bulky,
and impractical.

There is some commercial work like “Hug Shirt” [12] and “Huggy Pajama”
[13], which explore hugging in remote with loved ones using wearable fashion
technology. But these still lack a proper interface for “abstracted presence”. Thus,
we propose a new system to feel the real presence using communication over
internet for humans or robots.

Kissing is one of the most important modes of human communication as it
conveys intimacy and many deeply feel positive emotions such as respect, greeting,
farewell, good luck, romantic affection, and/or sexual desire through the physical
joining or touching of lips by one individual on another individual’s cheek, forehead,
lips, etc. [14].
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Fig. 18.2 The concept of kiss communication

The first practical device to be developed by the Lovotics community in Asia
was unveiled at the Designing Interactive Systems Conference in Newcastle in June
2012 [15]. Its development was started in the Mixed Reality Lab by Professor
Adrian David Cheok and his team. It would be possible to integrate the Kissenger
technology into a sex robot but initially its use will be in teledildonic products for
enabling lovers to kiss each other via the Internet.

The Kissenger employed soft, pressure sensitive, vibrating silicone lips which,
in the early prototypes, stood out from the surface of a smooth plastic casing shaped
somewhat like a human head. Those early prototypes have since been replaced by a
version for mobile phones.

Considering this missing dimension in today’s communication technologies, we
aim to design a new device to facilitate the exchange of emotional content to
feel a closer sense of presence between people who are physically separated, thus
integrating their interpersonal relationships further.

When a user kisses the device on its lips, the changes in shape of the lips are
detected by sensors and the resulting data is transmitted over the Internet to a
receiving Kissenger, which converts the data back to lip shapes. This reproduces
the changes in the kisser’s lip shape, changes which are felt by the kisser’s partner.

The Kissenger technology could perhaps be enhanced with an idea from a rather
more ambitious haptic device of the same ilk which has been developed in Tokyo at
the Kajimoto Laboratory in the University of Electro-Technology. Their invention
is a French-kissing device whose prototypes are not yet at a stage where they are
likely to inspire erotic thoughts, being based on a straw-like tube that moves when
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Fig. 18.3 Kissenger usage scenario A

in contact with a user’s tongue. But we can expect to see an enhanced form of this
idea in a future version of the Kissenger and similar inventions — enhancements
under consideration at the Kajimoto Laboratory include adding taste, breath and
moisture to the experience.

During a kiss, along with its strong emotional and affectionate connections, a
series of physical interactions takes place. The touch of the lips exchanges the
pressure, softness, and warmth of each lip in a convincing way. We approached this
design problem carefully, given the intimate nature of the interaction and iteratively
designed Kissenger which consists of two paired devices that can send and receive
kisses simultaneously as shown in concept images Figs. 18.3 and 18.4.

After studying the biological and psychological parameters of a kiss, a series
of exploratory form factors were drawn to help visualize the possible interfaces.
Figure 18.5 shows some of our initial concept designs.

At this stage, we looked for designing a system that effectively transmits the
same sensation of kiss to one another. The one key issue was that the use of the
device should be comfortable and not distract or obstruct the natural interaction
of the kiss. Hence, we decided to integrate the initial concept design for a lip-like
portable device with a minimalistic shape. However, one of the main concerns was
the lip needed to be equipped with sensors and actuators. Hence, we looked into the
possible technologies and sizes which could be fit into the form factor of our device.
Figure 18.6 shows the 3D depiction of the proposed device with a new shape which
can attach to a smart phone, allowing a video call and virtual kiss simultaneously.
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Fig. 18.4 Kissenger usage scenario B

Design Features

The interaction mechanism for Kissenger was devised with a number of features
that we believe will make kiss communication between two users more meaningful.
The system consists of following key features:

* Lip sensor push and pull reverse feedback for kiss behavior.
* Lip rotation force feedback
* Sending scents.
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Fig. 18.5 Preliminary concept designs of Kissenger

Fig. 18.6 The new design of Kissenger which can attach to a mobile phone
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* Feeling LED light color communication (red, orange, green, and blue)

* Apps for kiss communication with video chat (Facetime, Google + Hangouts,
Skype, Facebook, Zoom, etc. . . .)

* Changing the user characters and voices (face images)

* One-to-one pair and one-to-many user connections

* Recording the behavior of the partner’s lips.

* Scent tank changes the scent to suit the partners.

* Soft silicone cover made with gel for kiss communication.

Design Flow

The hardware design of Kissenger with all the features listed above specifies the use
of a LED light, pressure sensors, actuators, a vibration motor, a scent tank, and a
smartphone connector in the Kissenger design flow. Their design role is as follows:

Input Kiss Sensing

The front of the lip has pressure sensors placed just below the outer surface to
initiate the Kissenger for the transmitter (the kissing person), the receiver (the kissed
person), and also to sense varying levels of soft touches. The features for the lip
sensor push and pull reverse feedback for kiss behavior as shown in Fig. 18.7.

Upon initialization, the front end of Kissenger can be tilted to a maximum of 18°
to replicate different styles of kissing. Thus, this design simplifies the interface and
enables users to form a correct and semantically meaningful mental representation
of the system with great feasibility for real kissing. The system also can be used for
kissing a robot or a virtual 3D character.

User A User B

Fig. 18.7 Lip sensor push and pull reverse feedback for kiss behavior
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Control and Wireless

Each Kissenger device is equipped with lip sensors (pressure sensor + heat sensor),
a scent tank, a smartphone connector and voice speaker (Fig. 18.8) connected to
an embedded circuit that controls the sensors and actuators with your phone and
thereon with other Kissenger devices through the internet. Data from the pressure
sensors is read continuously until a change is detected. If there a substantial change,
the resulting increase is transmitted wirelessly to a receiver circuit that then actuates
a servo motor array to produce similar motion of the lips.

Output Kiss Actuation

The kiss sensation on receiver (the kissed person) is produced through the movement
of servomotors that distend the surface of the lip. Simultaneously, the scent tank.
LED light, and voice speaker are actuated with pheromones, colors and sounds
respectively to depict different moods (Fig. 18.9). Pheromones are the scents used
in Kissenger that are capable of acting outside the body of the secreting individual
to impact the behavior of the receiving individual, giving the feel of real presence of
the partner. The shape and size of the lip cover hide the inner electronics that go into
the sensing, control, and actuation of the device. Thus all these features make the
user more amicable to this device and help evoke emotional responses and feelings
for kiss communication.

Communication

Two or more Kissenger devices are wirelessly connected to each other via the
smartphone Kissenger app, which are internally connected to their respective
Smartphones as shown in Fig. 18.10. One of the unique added features of the
app is that it allows one-to-many user communication along with one-to-one user
communication as shown in Fig. 18.11. With the Kissenger app, the user can also
actuate and transmit different colors to their partners to depict different moods with
different scents thus giving a real sense of kissing.

An assessment of the new proposed shape and its implementation was conducted
with a wide variety of people including researchers not involved in our project, mall
shoppers, and friends over a period of time with around 50 people from different
cultural backgrounds, age, and sexes participated in the evaluation process and
provided feedback for the proposed shape and features. The major feedback is to
integrate the size to make it more portable and user-friendly and to provide room for
asynchronous kissing. There is the ability for the device to store a kiss that can be
read at a later time on which we will be working in the future for the social impact
of our project.
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Fig. 18.8 Key design features of Kissenger
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User’s Feeling

LED Color Image

Blue: (Chat start)
Feeling: Normal
Chat Time:
0s~120s

Number of Kiss 0
Number of Sent 0

Green:

Feeling: Peace
Chat Time:
120s~240s
Number of Kiss 1~3

Number of scent 1

Orange:

Feeling: Empathy
Chat Time:
240s~300s

Number of Kiss 3~5

Number of scent 2

Red:

Feeling: Love
(sincerely)

Chat Time:
300s~
Number of Kiss 5~

Number of scent 3 more]
(1/s)

Fig. 18.9 LED light feeling sensor color depiction
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Fig. 18.10 Kissenger system diagram

=)
<&
[ One-to-one Commurication |
=)
=
[ One-to-one Communication |
=
-

OR

l,',i

One-to-one Communication One-to-many user Communication

OR '
One-to-one Communication

One-to-many user Communication

Fig. 18.11 User communication via Kissenger app
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The Ethical and Legal Debate

The ethics of robot sex were first aired in an academic forum at the EURON
Workshop on Roboethics in 2006 [16—-18]. The following year, Dr. David Levy
has discussed five aspects of the ethics of robot prostitution at an IEEE conference
in Rome [19]: the ethics of making robot prostitutes available for general use;
the ethics vis a vis oneself and society in general, of using robot prostitutes; the
ethics vis a vis one’s partner or spouse, of using robot prostitutes; the ethics vis
a vis human sex workers, of using robot prostitutes; and the ethics vis a vis the
sexbots themselves, of using robot prostitutes. Since the last of these issues is only
of significance if robots are eventually developed with (artificial) consciousness, it
is also relevant when considering this particular issue to contemplate the ethical
treatment in general of artificially conscious robots [20].

A somewhat broader airing of the ethical impacts of love and sex machines was
presented by John Sullins in 2012 [21]. Sullins explores the subject partly on the
basis that such entities are programmed to manipulate human emotions “in order
to evoke loving or amorous reactions from their human users”. He submits that
there should be “certain ethical limits on the manipulation of human psychology
when it comes to building sex robots”, and accordingly he identifies three design
considerations which he proposes should be applied to the development of robots
designed for love: (i) robots should not fool people into ascribing more feelings to
the machine than they should; (ii) robot designers should be circumspect in how
their inventions exploit human psychology; and (iii) robots should not be designed
that intentionally lie to their users in order to manipulate their user’s behaviour.

A considerably more strident attitude to the ethics of robot sex pervades a 2012
paper by Yusuff Amuda and Ismaila Tijani [22], which views the subject from an
Islamic perspective. These authors appear to have no doubts that “having intercourse
with robot is unethical, immoral, uncultured, slap to the marriage institution and
respect for human being.” While many might not concur with the robustness of
their position on the subject, it cannot be denied that the question of robot sex within
the confines of marriage, or indeed within any existing human sexual relationship,
is a serious issue. The question most often asked of the present author in media
interviews has been: “Is it cheating for someone who is married or in a committed
relationship to have sex with a robot?”

In this author’s opinion the answer is a resounding “No”. A partner or spouse
who has sex with a robot is no more guilty of cheating on their other half than
are any of the tens of millions of women who use a vibrator. But not everyone
agrees with this position, and in parallel with the possibility that sex with a robot
should be regarded as cheating on one’s spouse, there comes an interesting legal
question which has been flagged by the California lawyer Sonja Ziaja [23]. Could
a sex robot be legally regarded as the enticing protagonist in a law suit brought for
the enticement of one’s spouse? In the eight states of the USA where this type of
law is still on the statute books, where they are called amatory or “heart balm” laws,
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Ziaja questions whether a sex robot could be held to be the cause, or a contributing
cause, to the breakdown and dissolution of a marriage, and if so, who should be held
legally liable to pay whatever damages a court might assess? Ziaja suggests a few
obvious possible culprits for cases of enticement by a robot: the robot’s inventor, its
manufacturer, its owner, or even the robot itself. But the attribution of liability for
a wrong wrought by a robot is an extremely complex issue, one which this author
believes will not be adequately solved in the foreseeable future. Instead it has been
suggested [24] that robot wrongs could be compensated by an insurance scheme,
much akin to that which works well for automobiles and other vehicles.

The only form of punishment considered by Ziaja for transgressing the American
heart balm laws is to compensate the plaintiff, which is a notion that pales into
insignificance when compared to the punishments discussed by Amuda and Tijani.
They point out that, under Sharia law, judges are permitted to invoke lashes or
even capital punishment for having sex with a robot, provided there is sufficient
credible evidence of the crime [23]. “To this study, death penalty by hanging may
not be applicable and implemented unless there are enough and credible evidences
to justify the death by hanging of robot fornicator or adulterer.”

Ziaja’s paper largely avoids discussing punishment in relation to enticement
cases in which a robot is the protagonist, preferring to prevent the problem from
occurring by having robots designed in such a way as to incorporate feelings of
heartbreak together with the goal of caring for those in its owner’s circle of friends
and relatives. “In order for robots to enter into human romantic relationships in a
way that is consistent with the values underlying the heart balm torts, it may also
need to experience heartache and empathy as we do.” Ziaja’s position thus supports
that of John Sullins.

An in-depth consideration of whether or not human-humanoid sexual interactions
should be legally regulated was discussed by Anna Russell in Computer Law and
Security Review [25]. The very fact that such a discussion should appear in the
pages of a respected legal journal points to the seriousness with which the legal
profession is viewing the legal implications of the human-robot relationships of the
future. Russell suggests that:

“Regulation of human-humanoid sexual interaction either by the state or federal gov-
ernment’ will be sought when the level of interaction either (1) mimics human sexual
interactions currently regulated or (2) will create a social harm if the interaction is not
regulated ... currently, in places where humans are using robots for pleasure in a sexual
way that pleasure is either not regulated or is regulated in the way the use of any sexual
device may be regulated” but that when more advanced robots — humanoids — are used
for sexual pleasure, “then in many places, traditional norms and social mores will be
challenged, prompting the development of state regulation. Will such regulation, then, be at
odds with accepted notions of rights and freedoms?”

’In the USA.
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Russell then delves further into the question of how regulation of human-
humanoid sexual encounters would work, and highlights some of the questions that
will arise, including:

How many rights will humans allow if humanoids clamor for sexual freedoms? How will

humanoids be punished for sexual transgressions? Will humanoids need legal protection
from the abuse of human sexual proclivities?

Russell’s conclusion is a call for the

. early discussion of the ramifications of a future species’ demand for legal rights . . . the
legal profession should develop legal arguments before attest case occurs in order to avoid
the illogic and danger of arguments that stem from species bias.

In 2011 the MIT Technology Review conducted a poll on people’s attitudes to
the idea of loving a robot. Nineteen percent of those questioned indicated that they
believed they could love a robot, 45 % said “No” and 36 % responded ‘“Maybe”.
When it came to a question of whether or not people believed that robots could
love humans, 36 % said “Yes”, only 23 % responded “No”, and 41 % “Maybe”. So
already the idea of human-robot love was taking root as a serious proposition.

In a later poll, this one about robot sex rather than robot love, which was
conducted in February 2013 by The Huffington Post and YouGov among 1,000
American adults, 9 % of respondents indicated that they would have sex with a robot,
and 42 % opined that robot sex would constitute cheating on one’s human partner
(31 % said “No” to the cheating question, while 26 % said they were uncertain). This
can be taken as further evidence that a significant portion of the population already
regards robot sex as a serious subject. Just how serious can perhaps be judged by a
news story that hit the media in March 2013 about an online auction for the virginity
of a Brazilian sex doll called Valentina [26] which was inspired by a 20-year-old
Brazilian woman, Catarina Migliorini, who had auctioned her own virginity for
$780,000 (sold to a Japanese buyer). True, a sex doll is only an inanimate product,
lacking all the interactive capabilities of the sex robots of the future. But the level of
interest demonstrated by this news story bodes well for the commercial possibilities
of sex robots.

For the Brazilian sex doll auction, the online retailer Sexdnico offered a complete
“romantic” package for the successful bidder, which included a one-night stay with
Valentina in the Presidential Suite at the Swing Motel in Sao Paulo, a candlelit
champagne dinner, an aromatic bath with rose petals, and a digital camera to capture
the action. If the successful bidder lived outside Sao Paulo, Sexdnico also offered to
provide a round trip air ticket. Valentina’s charms were not able to match the great
commercial success of Ms Migliorini, but considering that most sex dolls retail at
prices in the range $5,000-10,000 the final bid of $105,000 was still a good result
for Sexdnico, not to mention the value of all the media exposure they attracted.
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Robot Love

In parallel with the developments we have discussed in the field of robot sex
and teledildonics, there is a continuing and burgeoning research interest in robot
love. Amongst the fundamental conditions for engendering human love, physical
appearance and attractiveness rank highly. The translation of these conditions to the
field of robotics have a champion in Professor Hiroshi Ishiguro, whose research
teams are based at the Graduate School of Engineering Science at Osaka University
and at the Hiroshi Ishiguro Laboratory in the Advanced Telecommunications
Research Institute International in Kyoto.

Ishiguro is famous for, inter alia, the amazingly lifelike robots he has developed
in various human images [27]. These include one in his own image which is
sometimes sent to deliver his lectures when he is too busy to do so himself. Another
of his robots, called “Geminoid-F” (Fig. 18.12), is made in the image of an attractive
young woman who can blink, respond to eye contact, and recognize and respond
to body language [28]. Ishiguro is encouraged in this aspect of his work by his
conviction that Japanese men are more prone than are western men to develop
amorous feelings towards such robots because, in Japan, with the influence of
the Shinto religion, “we believe that everything has a soul and therefore we don’t
hesitate to create human-like robots”.

Another strand of Ishiguro’s research into artificially engendering feelings of
love in humans is concerned with promoting romantic forms of communication.
The “Hugvie” [29] is a huggable pillow, shaped in a somewhat human form, that
is held by a user close to their body while they speak to their human partners

Fig. 18.12 “Geminoid-F” robot
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via their mobile phone, located in a pocket in the Hugvie’s head.’ The Hugvie
incorporates a vibrator to simulate a heartbeat, and the vibrations emanating from it
are synchronized with the sounds of the partner’s voice. This allows the simulated
heartbeat to be changed according to the volume of the partner’s voice, with the
result that the listening user feels as though they are close to their partner. The
comfort felt by holding the cushion, the sense of hugging one’s partner, hearing
one’s partner’s voice close to one’s ear, and the simulated heartbeat aligned with
that voice, all these combine to create a sense that the partner is in some way present,
which in turn intensifies the listener’s feelings of emotional attraction for their
partner. Ishiguro expects this intensified affinity to increase the sense of intimacy
between couples who are communicating through their respective Hugvies. Ishiguro
shared in a breakthrough study that the Hugvie could decrease blood cortisol levels,
therefore reducing stress [30]. Integrating the Hugvie technology into the design of
an amorous robot might therefore enable a human user of such a robot to experience
an enhanced feeling of a humanlike presence and a greater sense of intimacy from
and for the robot.

Yet another direction of Ishiguro’s research into having a robot engender
emotions in humans is his investigation of the emotional effects, on a human user,
of different facial expressions exhibited by a robot [31]. That research is currently
in its early stages but there is already some indication that it will be possible for
robots, by their own facial expressions, to affect a user’s emotional state. Emotional
facial expression is also a hot topic at the MIT Media Lab, where the Nexi robot
was developed [32].

Predictions

Robot Sex

Clearly a significant sector of the public is now ready for the advent of commercially
available sex robots, and the public’s interest in and appetite for such products seems
to be growing steadily. We have noticed a steady increase in the number of requests
for media interviews on the subject during the past 2 years. Also growing steadily
is the interest within the academic research community.

In our opinion nothing has occurred since the publication of Love and Sex with
Robots to cast doubt on his 2007 prediction that sophisticated sex robots would be
commercially available by the middle of this century. On the contrary, the increase in
academic interest in this field has reinforced Dr. David Levy’s conviction regarding
that time frame.

What will be the next significant steps in this field? Intelligent electronic sex toys
are gaining in popularity, for example the Sasi Vibrator, which “comes pre-loaded

3The Hugvie project grew out of an earlier Ishiguro project called “Telenoid”
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with sensual intelligence which learns movements you like, specifically tailoring a
unique experience by remembering movements that suit you.”; and the “Love Glider
Penetration Machine” which can be purchased from Amazon.com at around $700
and which is claimed to “give you the most comfortable stimulating ride you will
ever have!” The Amazon web site also offers a very much more primitive looking
sex machine at around $800, a machine of the type seen in many variations on the
specialist site www.fuckingmachines.com, and which “supports multiple positions,
has adjustable speeds, strong power, remote control.*”

Another research direction that perhaps offers even greater commercial potential
comes from a combination of augmented reality with digital surrogates (“dirro-
gates”) of porn stars. A recent (June 2013) posting by Clyde DeSouza [33] posits
that the 3D printing of human body parts will enable the downloading, from “hard-
drives in Hollywood studios” of “full body digital model and ‘performance capture’
files of actors and actresses”. DeSouza continues:

With 3D printing of human body parts now possible and blue prints coming online with
full mechanical assembly instructions, the other kind of sexbot is possible. It won’t be long
before the 3D laser-scanned blueprint of a porn star sexbot will be available for licensing and
home printing, at which point, the average person will willingly transition to transhuman
status once the ‘buy now’ button has been clicked.

If we look at Digital Surrogate Sexbot technology, which is a progression of interactive
porn, we can see the technology to create such Dirrogate sexbots exists today, and better
iterations will come about in the next couple of years. Augmented Reality hardware when
married to wearable technology such as ‘fundawear’ [34] and a photo-realistic Dirrogate
driven by perf-captured libraries of porn stars under software (AI) control, can bring endless
sessions of sexual pleasure to males and females.

Fundawear is a prime example of the increase in popularity of intelligent
electronic sex toys and teledildonic devices. It is a wearable technology project
currently under development by the condom manufacturer Durex, which allows
lovers to stimulate their partner’s underwear via their respective mobile phones.
Such products seem likely to benefit from the increased academic interest in
Lovotics, which will surely lead to at least some of the academic research in this
field being spun off into commercial development and manufacturing ventures. And
the more prolific such products become in the market place, the more the interest in
them and in fully fledged sex robots will grow. How long will it be before we see
a commercially available sexbot much more sophisticated than Roxxxy? Almost
certainly within the next 5 years.

“4The sole review on Amazon.com as of May 2013 suggests that this product is poorly made and
describes it as “a piece of junk”.
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Robot Love

The past few years have seen a surge of interest in research projects aimed at
different aspects of love-with-robots. One aspect is concerned with enabling humans
to convey amorous feelings to artificial partners, or to remotely located human
partners with whom they communicate by artificial means (i.e. technology). Another
aspect works in the opposite direction, enabling artificial partners to exhibit their
artificial feelings, including love, to human partners. Some of this research has
already demonstrated promising results, for example the experiments conducted
with Hugvie by Ishiguro and his team in Japan. They plan further research with
the Hugyvie to investigate how vibration can further enhance the feeling of presence
experienced by a user. Additionally they plan to employ tactile sensors to monitor
the emotional state of a user, which will provide feedback for the Hugvie and
thereby enhance its ability to influence a user’s emotions. Ishiguro’s team has
already found that hugging and holding such robots “is an effective way for strongly
feeling the existence of a partner”.

Another domain to become an important catalyst for the development of human-
robot emotional relationships, is what might be called girlfriend/boyfriend games.
An example of this type of game is “Love Plus”, which was first released in 2009
for the Nintendo DS games console, and subsequently upgraded for re-release.
A recent (February 2013) article describes the relationship between a 35-year-old
Tokyo engineer, Osamu Kozaki, and his girlfriend Rinko Kobayakawa [35]. When
she sends him a message

. his day brightens up. The relationship started more than three years ago, when

Kobayakawa was a prickly 16-year-old working in her school library, a quiet girl who shut
out the world with a pair of earphones that blasted punk music.

Kozaki describes his girlfriend’s personality as being

. the kind of girl who starts out hostile but whose heart gradually grows warmer. And
that’s what has happened; over time, Kobayakawa has changed. These days, she spends
much of her day sending affectionate missives to her boyfriend, inviting him on dates, or
seeking his opinion when she wants to buy a new dress or try a new hairstyle.

But while Kozaki has aged, Kobayakawa has not. After 3 years, she’s still 16.
She always will be. That’s because she is a simulation; Kobayakawa only exists
inside a computer.

Kozaki’s girlfriend has never been born. She will never die. Technically, she has
never lived. She may be deleted, but Kozaki would never let that happen.

Because he’s “in love.”

Conclusion

In this chapter, we discussed about the possibility of human robot intimate rela-
tionships and humanoid robot sex. We detailed Lovotics, which is a new research
field that studies emotions of robots with an artificial endocrine system capable
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of simulating love. We also presented the design and principle of Kissenger,
an interactive device that provides a physical interface for transmitting a kiss
between two remotely connected people. Finally we have discussed ethical and legal
background and future predictions of love and sex with robots.
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