
Chapter 2
Multilabel Classification

Abstract This book is concerned with the classification of multilabeled data and
other tasks related to that subject. The goal of this chapter is to formally introduce
the problem, as well as to give a broad overview of its main application fields and
how it have been tackled by experts. A general introduction to the matter is provided
in Sect. 2.1, followed by a formal definition of the multilabel classification problem
in Sect. 2.2. Some of the main application fields of multilabel classification are por-
trayed in Sect. 2.3. Lastly, the approaches followed to face this duty are introduced
in Sect. 2.4.

2.1 Introduction

Multilabel classification is a predictive data mining task with multiple real-world
applications, including the automatic labeling of many resources such as texts,
images, music, and video. The learning from multilabel data can be accomplished
through different approaches, such as data transformation, method adaptation, and
the use of ensembles of classifiers.

This chapter begins by formally defining the multilabel classification problem,
introducing the mathematical notation and terminology that will be used throughout
this book. Then, the different areas in which multilabel classification is applied
nowadays will be outlined, and the repositories this kind of data can be obtained
from are introduced.

The learning from multilabel data is being currently faced through disparate
approaches, including data transformation and adaptation of traditional classifica-
tion methods. The use of ensembles of classifiers is also quite popular in this field. In
addition, some specific aspects, such as the use of label dependency information, the
problems of high dimensionality, and label imbalance, must be considered. All these
topics will be further described, along with an enumeration of the main multilabel
software tools currently available.
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2.2 Problem Formal Definition

The main difference between traditional1 and multilabel classification is in the out-
put expected from trained models. Where a traditional classifier will return only
one value, a multilabel one has to produce a vector of output values. Multilabel
classification can be formally defined as follows.

2.2.1 Definitions

Definition 2.1 Let X denote the input space, with data samples X ∈ A1 × A2 ×
... × A f , being f the number of input attributes and A1, A2, ..., A f arbitrary sets.
Therefore, each instance X will be obtained as the cartesian product of these sets.

Definition 2.2 Let L be the set of all possible labels. P(L) denotes the powerset of
L, containing all the possible combinations of labels l ∈ L including the empty set
and L itself. k = |L| is the total number of labels in L.
Definition 2.3 LetY be the output space, with all the possible vectors Y , Y ∈ P(L).
The length of Y always will be k.

Definition 2.4 LetD denote a multilabel dataset, containing a finite subset of A1 ×
A2× ...× A f ×P(L). Each element (X,Y ) ∈ D|X ∈ A1× A2× ...× A f ,Y ∈ P(L)
will be an instance or data sample. n = |D| will be the number of elements in D.

Definition 2.5 Let F be a multilabel classifier, defined as F : X → Y . The input
to F will be any instance X ∈ X , and the output will be the prediction Z ∈ Y .
Therefore, the prediction of the vector of labels associated with any instance can be
obtained as Z = F(X).

2.2.2 Symbols

From these definitions, the following list of symbols, which will be used in this
chapter and the next ones, is derived:

D Any multilabel dataset (MLD).
n The number of data instances in D.
L The full set of labels appearing in D.
l Any of the labels in L.
k Total number of elements in L.
X The set of input attributes of any instance.

1In general, we will refer to binary and multiclass classification, which are the most well-known
classification kinds, as traditional classification.
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f The number of attributes comprising X .
X The full input space in D, consisting of all X instances.
Y The set of output labels (labelset) of any instance.
Y The full output space in D, comprised by all Y instances.
Z The labelset predicted by the classifier.

While referring to specific individual instances, the usual notationDi will be used.
Analogously, Yi will make reference to the true labelset of instance i , Zi the labelset
predicted by the classifier to the ith instance, and so on.

The metrics aimed to evaluate the performance of a classifier (they will be
described in the next chapter) compute the differences between Yi and Zi , that is, the
real labelset associated with each instance and the one predicted by the classifier. The
goal while training a multilabel classifier would be reducing the error ratio brought
by these metrics.

2.2.3 Terminology

In addition to the previous notation, the following terms will be frequently used
throughout the text:

• MLD/MLDs: Any multilabel dataset or group of multilabel datasets.
• MLC: Any multilabel classifier or multilabel classification algorithm.
• Instance/sample: A row in an MLD, including its input attributes and associated
labelset.

• Attributes/features: Generally used to refer to the set of input attributes in the
MLD, without including the output labelset.

• Label: Any of the output attributes associated with an instance.
• Labelset: A vector of labels {0, 1}k whose length will be always k.
• True labelset: The labelset a sample in the MLD is annotated with.
• Predicted labelset: The labelset an MLC is giving as output for a new sample.

2.3 Applications of Multilabel Classification

Once the main concepts linked to multilabel classification have been introduced, the
next question arising possibly is what can it be used for. As has been explained in
the previous section, a multilabel classifier aims to predict a set of relevant labels for
a new data instance.

In this section, several application areas that can take advantage of this function-
ality are portrayed. In the following chapter, specific use cases belonging to each one
of these areas will be detailed.
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2.3.1 Text Categorization

Multilabel classification has its roots as a solution for organizing text documents into
several not mutually exclusive categories. This is why there are so many publications
regarding this topic [15, 21, 40–42]. Most of them will be further described in the
next chapter.

Textual documents can be found anywhere, from big companies which store all
kind of agreements and reports to individuals filing their invoices and electronic mail
messages. All published books and magazines, our historic medical records, as well
as articles in electronic media, blog posts, question–answering forummessages, etc.,
are text documents also. Most of them can be classified into more than one category,
thus the usefulness of multilabel classification to accomplish this kind of work.

The usual process to transform a set of text documents into an MLD relies on
text mining techniques. The source documents are parsed, uninformative words are
removed, and vectors with each word occurrence among the documents are com-
puted. At the end of this process, each document is described by a row in the MLD,
and the columns correspond to words and their frequencies or some other kind of
representation such as TF/IDF (TermFrequency/Inverse Document Frequency, [47]).

2.3.2 Labeling of Multimedia Resources

Although documents containing only text were the most frequent ones in the past,
nowadays images, videos, and music are commonly used resources due to the huge
growth experienced by storage and communication technologies. Attending to 2015
YouTube statistics, an estimated 432 000 new videos are uploaded every day. The
number of new music and sound clips published each day is also impressive, and
new images and photographs posted everywhere, from blogs to Web sites such as
Tumblr, reach the millions per day barrier.

Multilabel classification has been used to label all these types of resources [5, 7,
28, 48, 56, 58], identifying the objects which appear in sets of images, the emotions
produced bymusic clips, or the concepts which can be derived from video snips. This
way, the huge number of new resources can be correctly classified without needing
human intervention, something that would be rather expensive.

Even though an image can be represented as a vector of color values, taking each
pixel as a column, usually they are preprocessed in order to obtain the most relevant
features. For doing so, segmentation techniques aimed at extracting boundaries are
applied, the image can be convoluted to transform the pixel space into an energy
space, etc. Similar procedures are put in practice with other multimedia resources.
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2.3.3 Genetics/Biology

Proteomics and genomics are research fields which have experienced a huge growth
in late years. As a result, immense databases with protein sequences have been
produced, but only a small fraction of them have been studied to determine their
function. Analyzing protein properties and gene expression is a very costly task, but
DM techniques can accelerate the process and make it cheaper.

The application ofmultilabel classification in this area [25, 29] aimed at predicting
the biologic functions of genes. Each gene can express more than one function at
once, hence the interest in using MLC techniques to face this problem. The features
used as predictors are usually the protein’s motifs, which are traits about its internal
structure. Structural motifs indicate how the elements in a secondary structural layer
are connected. Certain patterns, such as short chains of amino acids, can be identified
and used as predictive features.

2.3.4 Other Application Fields

In addition to the ones referenced in the previous sections, multilabel classifica-
tion has been utilized in many other applications, both with public and with private
datasets, sometimes ad hoc generated for a specific need. Most of them could be
included in the first two categories, since eventually the goal is to categorize texts,
sounds, images, and videos. The following are among the most interesting ones:

• The analysis of nonverbal expressions in speech is the focus in [49], aiming at
detecting how people feel. The goal is to predict several not mutually exclusive
affective states at once. The predictive attributes are a set of vocal features such
as intonation and speech rate.

• In [19], the authors propose a system to automatically classify patent records. The
addressed problem is easing the search of previous documents according to inven-
tive principles. In the end, this proposal can be seen as another text categorization
solution.

• Themethod presented in [50] aims to improve the process of searching for relevant
information in Twitter. Five different labels are defined to classify twits, including
news, opinions, and events. Several of them can be assigned simultaneously to the
same twit.

• Analyzing complex motion in events is the goal of the system proposed in [17].
It combines trajectory and multilabel hypergraphs of moving targets in video
sequences, detecting the relationship between the low-level features and high-
level concepts which are to be predicted.

In general, multilabel classification could be suitable for any scenario in which
some kind of information, no matter its type as long as it can be processed by an
MLC algorithm, is assigned to two or more categories simultaneously.
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2.3.5 MLDs Repositories

Usually, when new datasets are generated, the authors of each original work publicly
provide the MLDs they have produced, so that other researchers can use them in
their own studies. Notwithstanding, most MLDs can be obtained directly from some
of the following data repositories:

• MULAN: Thewell-knownmultilabel learning package [55] has an associated data
repository [54]. As of 2016, more than 20 MLDs are available in it. These MLDs
are in ARFF2 (Attribute-Relation File Format), and each one has an associated
XML file describing the labels and their relationships. The XML file is needed,
since the position of the attributes acting as labels is not assumed to be at the end.

• KEEL: KEEL [2] is a open source software providing lots of preprocessing and
DM algorithms. It has an associated data repository [1] with almost 20 MLDs.
Along with the full datasets, 10-fcv and 5-fcv partitions are also supplied. The
KEEL file format, based on ARFF, includes the name of output attributes in the
header; therefore, a separate XML file is not needed.

• MEKA: MEKA is a multilabel software developed on top of WEKA [37]. As the
previous ones, it has also associated a data repository [45] with over 20 MLDs.
The file format is also ARFF based, and the information needed to know which
attributes are the labels, specifically the number of labels, is included in the header.
Some multidimensional datasets are included.

• RUMDR: R Ultimate Multilabel Dataset Repository [11] provides a compilation
of allMLDspublicly available, aswell as anRpackagewhich eases the partitioning
and exporting to several formats, including MULAN, KEEL, MEKA, LibSVM,
and CSV.

A common group of MLDs is available in any of the aforementioned repositories,
but in the MULAN and MEKA repositories, some specific ones, not available in
the other sites, can be found. The partitions used in the experiments conducted in
following chapters can be downloaded from the GitHub repository associated with
the book [12].

2.4 Learning from Multilabel Data

The process to obtain a multilabel classification model is similar to that used for
traditional classification, usually following supervised learning techniques. Most
algorithms rely on an initial training phase. It depends on previously labeled samples
to adjust the parameters of the model. Once trained, the model can be used to predict
the labelset for new instances.

2ARFF is the file format used by WEKA [37].
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When it comes to learning from multilabel data, two main approaches have been
applied: data transformation and method adaptation. The former is based on trans-
formation techniques which, applied to the original MLDs, are able to produce one
or more binary or multiclass datasets. These can be processed with traditional clas-
sifiers. The latter aims for adapting existent classification algorithms, so they can
deal with multilabel data, producing several outputs instead of only one. A third
alternative, which naturally emerges from the first one, is the use of ensembles of
classifiers.

A topic closely related to MLC is label ranking [57], whose goal is to map each
instance in a dataset to a set of labels, establishing a total order relationship among
them. That is, the output of these algorithms is a ranking of labels, assigning to each
one a certainweight. Amultilabel classifier can use this label ranking to decidewhich
labels are relevant to the instance, applying a cut threshold that has to be computed in
some way. In [8, 30, 38], different proposals on how to do multilabel classification
founded on label rankings are presented.

This section introduces the three main approaches to MLC: data transformation,
method adaptation, and ensembles of classifiers. In addition, it also advances some
of the aspects most often alluded to in multilabel learning, as is taking advantage
of label correlation information, the high-dimensionality problem, and the learning
from imbalanced data task.

2.4.1 The Data Transformation Approach

MLC is a harder task than traditional classification, since the classifier has to predict
several outputs at once. One of the first approaches to arise for solving this problem
was to transform it, producing one or more simpler problems. The transformation
idea is all about to get an MLD and generate datasets that can be processed by binary
or multiclass classifiers. Commonly, the output produced by those classifiers has to
be backtransformed in order to obtain the multilabel prediction.

Some of the simplest methods originally proposed in the literature are the ones
described below:

• Selecting a single label: It is the transformation namedModel-s in [5], s standing
for single label. When a sample is associated with a set of labels, one of them is
chosen as single class. This selection can be random or be based on some heuristic
method. The result produced by this transformation is a multiclass dataset having
the same number of instances than the original one, but each sample has only one
class.

• Ignoring multilabel instances: Dismissing all the samples associated with more
than one label, this transformation obtains a new dataset of multiclass nature, with
only one label per instance. It is introduced asModel-i in [5], i standing for ignore.
The resulting dataset usually will have less instances than the original one, unless
none of the samples had two or more labels. Since there is only one label per
instance, any multiclass classifier can be used.
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• Unfolding samples with multiple labels: Introduced in [53] as PT5 (Problem
Transformation 5), this method decomposes each instance into as many instances
as labels it contains, cloning the input attributes and assigning to each sample one
of the labels. A weight can be optionally assigned to each label, depending on its
distribution on the MLD. The output of this transformation is also a multiclass
dataset, in this case containing more samples than the original one.

• Using the labelset as class identifier: Instead of discarding labels or samples, the
method presented in [5] asModel-n, the n standing for new class, proposes using
each different combination of labels (each labelset) as identifier of a new class. The
resulting dataset has the same number of instances, but only one class. Therefore,
it can be processed with any multiclass classifier. Nowadays, this transformation
method is best known as LP (Label PowerSet).

• Applying binarization techniques: Binarization techniques were already used to
deal with multiclass classification using binary classifiers; thus, they were a clear
choice also for multilabel classification. The most usual approach, used in [35],
consists in training k classifiers, each for one label, taking the instances in which
the labels appear as positive and all the others as negative. Another proposal,
called cross-training in [5], also trains k classifiers but prefers to use samples
with multiple labels always as positive. The former way is currently known as BR
(Binary Relevance), and it is possibly the most common transformation method.

For each specific transformation, a method to build the predicted labelset has to
be defined. For instance, if the BR transformation is applied to the original MLD, the
individual predictions obtained from the binary classifiers have to be joined making
up the corresponding labelset.

In late years, the LP and BR transformations have been the foundation for
multiple MLC solutions, including many of which are based on ensembles of
binary and multiclass classifiers. Additional details related to these techniques
will be provided in Chap. 4, along with some experimental results.

2.4.2 The Method Adaptation Approach

Automatic classification [26] has been a traditional DM task for years. Throughout
this time, several families of algorithms [18] have been gradually developed, tested,
and fine-tuned. These algorithms are an essential foundation to develop new, more
specific ones, including those aimed at working with MLDs.

Some classification models were initially designed to solve binary problems and
then extended to also consider multiclass cases [4, 31]. An example of this is SVM
[9]. By contrast, other approaches are able to deal with several classes with great sim-
plicity. A kNN classifier [20], for instance, can predict the most frequent class among

http://dx.doi.org/10.1007/978-3-319-41111-8_4
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the neighbors of the new instance, whether there are two or more classes. Analo-
gously, trees, classification rules, neural networks, and statistical models, among
others, have been used to tackle both binary and multiclass classifications.

The lessons learned from adapting binary classifiers to the multiclass scenario,
such as binarization, voting methods, and divide-and-conquer procedures, have been
also useful while adapting proven algorithms to tackle multilabel classification. The
main difficulty is to build a model capable of predicting several outputs at once.
Again, some approaches are easily adaptable, whereas others require more effort.
A kNN-based algorithm can take the multiple outputs present on its neighbors to
elaborate its own prediction, but a SVM has to find the maximummargin boundaries
between multiple labels.

Proposals of new multilabel classifiers based on the adaptation approach have
proliferated lately [34]. Many of them will be introduced in Chap. 5, and the
most representative ones will be detailed and experimentally tested.

2.4.3 Ensembles of Classifiers

Classification ensemble is a widespread technique aimed to improve the performance
obtained by individual classifiers. An ensemble is compounded by a set of classifiers,
whose output is usually combined byweighted or unweighted averaging [24, 46]. The
point is that a group of weak classifiers, with different biases, is able to perform better
than a strong classifier, following the famousWolpert’sNoFreeLunchTheorem [59].
One key aspect in ensemble construction is diversity. Themore diverse the individual
classifiers are, the more likely they have different biases. Diversity can be achieved
through training homogeneous models with different data, for instance with bagging
techniques [6], or alternatively by using heterogeneous classification models.

Ensembles of binary classifiers have been used to face multiclass classification
[31], either by way of OVA or by way of OVO decompositions. Furthermore, ensem-
bles are usually applied to fight with problems such as imbalance [32]. Therefore, it
is not surprising that ensemble techniques are also applied in the multilabel field. In
fact, it is the most usual approach to do multilabel classification.

As will be shown in Chap.6, a plethora of ensembles, made up of binary and
multiclass classifiers, have been defined in the literature as a way to fulfill the
multilabel classification needs. Some of the best-known proposals are ensem-
bles of classifier chains [44] and ensembles of pruned sets [43]. Both will be
further detailed along with other related ideas.

http://dx.doi.org/10.1007/978-3-319-41111-8_5
http://dx.doi.org/10.1007/978-3-319-41111-8_6
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2.4.4 Label Correlation Information

Many of the published multilabel classification algorithms rely on a process to sim-
plify the original problem, producing several easier to confront ones. Through this
process, usually a complete independence between the labels is assumed. However,
most researchers highlight [3, 22, 52, 60] the importance to take into account label
dependency information. Allegedly, these correlationswould help in designing better
classification models.

The BR transformation method, as well as many algorithms based on it, builds an
individual classifier for each label. The classifiers are completely independent, so the
prediction made by one of them does not influence how the others make their work.
This is a first approach to label dependency, which consists in assuming that they
are fully independent. However, there are use cases where the presence of a certain
label could determine whether another one is also more likely to be present or not.
In scene labeling, for instance, the probability of the label beach would be higher
if the label sea is also relevant.

A second mechanism is to implicitly incorporate label dependency information
into the classification process. The LP transformation, and some other algorithms
based on taking full or partial labelsets as class identifiers, follows thisway. Since sets
of labels are treated like a unit, the dependency among them is implicitly embedded
into themodel through the training process. A similar approach, but relying on binary
classifiers instead of multiclass ones, is the one based on chains of classifiers [44].
This technique introduces the label predicted by one classifier into the data given as
input to the next one, as will be detailed in Chap.6.

Explicit procedures for taking advantage of label correlation information have
been also developed. The authors of the CML (Collectible Multilabel) algorithm
[33], for instance, propose the use of conditional random fields to model correlations
between label pairs. The authors of [36] define conditional dependency networks
to capture correlations among labels. Similar statistical models are being used to
explicitly represent this information.

2.4.5 High Dimensionality

High dimensionality is a problem which affects multilabel classification even more
than it does in traditional classification. Usually, three dimensionality spaces are
considered:

• Instance space: There are MLDs with millions of instances, but this is something
increasingly common in all contexts, including traditional classification, due to
the rise of big data.

• Input feature space: Although there are binary and multiclass datasets with many
input features,MLDs stand out in this area as they usually have dozens of thousands

http://dx.doi.org/10.1007/978-3-319-41111-8_6
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of features. The dimensionality of this space is what mostly makes difficult the
learning process.

• Output attribute space: Before multilabel classification was considered, the clas-
sifiers only had to deal with one output attribute. Whether it was binary or mul-
tivalued, there was only one output, always. By contrast, all MLDs have several
outputs and many of them have thousands, one for each label. Due to this fact,
the dimensionality treatment in MLDs is a more complex topic than in traditional
classification.

That learning from a high-dimensional input space (i.e., a large number of fea-
tures) imposes serious difficulties is something well known. Even there is an ad hoc
expression to name this problem, the curse of dimensionality. Therefore, it is an
obstacle deeply studied and analyzed in DM, with dozens of different proposals to
face it to some extent [51].

There are non-supervised methods, such as Principal Component Analysis (PCA)
[39] and Latent Semantic Indexing (LSI) [27], able to reduce dimensionality by ana-
lyzing only the input features. These can be applied to MLDs, since no knowledge
about the output variables is needed. The supervised approaches, characterized for
using the output attributes to infer which input features provide more useful infor-
mation, have to be adapted prior to be used in the multilabel context.

Dimensionality in the label space is the least studied problem until now, with
only a few proposals. Most of them will be detailed in Chap.7, specifically
devoted to this topic.

2.4.6 Label Imbalance

The learning from imbalanced data is another of the casuistics intrinsically linked to
multilabel classification. Like high dimensionality in the input feature space, imbal-
ance is also a well-studied problem in traditional classification. There are many
proven techniques to face imbalance in binary classification, and many of them have
been adapted to work with multiclass datasets. A few of these techniques will be
described in Chap.8, including how some of them have been adjusted to deal with
MLDs.

The differences among label distributions in MLDs arise firstly by their own
nature. In an MLD with thousands of labels, for instance categorizing text docu-
ments, it is usual that some of them are much more frequent than others. More
specialized documents would have rare labels, which will be in minority against the
most common ones.

Secondly, the transformations applied tomultilabel data tend to increase the imbal-
ance between labels. This is the case of BR. Taking as positive only the instances in
which a certain label appears and as negative all other samples, the original distri-

http://dx.doi.org/10.1007/978-3-319-41111-8_7
http://dx.doi.org/10.1007/978-3-319-41111-8_8
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bution changes affecting the representation of the considered label. The situation is
even worse if this label is already a minority label.

Imbalance in multilabel classification is one of the specificities more recently
tackled in the literature. Specific metrics [13] and several methods to balance
label distributions [14, 16, 23] have been proposed. Most of them will be
presented in Chap.8.

2.5 Multilabel Data Tools

To conclude this chapter, in which the topics of what multilabel classification is, what
it is used for, and how it has been faced have been dealt, the main tools currently used
to work with this kind of information are briefly introduced. They will be explained
in more detail in Chap.9.

Although multilabel data can be analyzed and multilabel classification conducted
with any ad hoc software, specifically designed to accomplish a certain task, there
are also available some generic tools. Many researchers and practitioners have relied
on them in late years. The most noteworthy are the following:

• MULAN: Presented in 2010 [55], it is the most mature multilabel software and
probably the most widely used. MULAN is an open source library written in Java.
It provides a programming interface (API) to help in the development of multilabel
classification applications, including also evaluation of results and label ranking
generation. Several of the most common transformations andMLC algorithms are
already included, ready to use. UnlikeWEKA [37], the tool it is based on,MULAN
does not offer a graphic user interface (GUI) to ease the accomplishment of these
tasks.

• MEKA: AsMULAN,MEKA [45] is also founded onWEKA, but unlikeMULAN
it supplies a GUI from which the user can load MLDs, perform some exploration
tasks, and apply different MLC algorithms. Since the GUI is very similar to that of
WEKA, WEKA users will immediately feel comfortable with this tool. It is also
open source and has been developed in Java.

• mldr: R is one of the most used tools to explore and analyze data nowadays, but
it lacked the ability to present the specificities of MLDs. The mldr [10] package
adds this functionality to R, providing functions to load, modify, and write MLDs,
as well as general exploratory analysis methods. The package also includes a
Web-based GUI from which most tasks can be easily performed.

• mldr.datasets: Built upon the infrastructure provided by the preceding one, this
R package [11] eases the process of obtaining multilabel datasets. In addition,
it provides methods aimed to retrieve basic information about them, including
citation data, as well as to facilitate the partitioning process.

http://dx.doi.org/10.1007/978-3-319-41111-8_8
http://dx.doi.org/10.1007/978-3-319-41111-8_9


2.5 Multilabel Data Tools 29

• scikit-multilearn: Based on the well-known scikit-learn Python module, scikit-
multilearn3 is an extension still in early development. The current version is 0.0.1
and it provides BR, LP, and RAkEL implementations, with many other methods
whose development is in progress.

As mentioned above, the details about how to use these tools to explore MLDs
and conduct experiments with them are the main topic of Chap.9.
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