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Preface

The huge growth of information stored everywhere, from mobile phones to
datacenter servers, as well as the large user base of many Internet services, such as
social networks and online services for publishing music, pictures, and videos,
demands automated systems for categorizing and labeling all this information.
A common characteristic of texts published in news sites and blogs, videos, images,
and pieces of music is that all of them can be assigned to multiple categories at
once. Hence, the need to have algorithms able to adequately classify the data
assigning it the proper labels.

Multilabel classification is a data mining area that encompasses several tasks
specific for this type of data, including custom metrics aimed to characterize
multilabel datasets and also to evaluate results, specialized preprocessing methods
able to solve the peculiarities of multilabeled data, and also specific classification
algorithms qualified for learning from this type of data, among others. Most of these
techniques are pretty new and many of them are still in development.

Multilabel classification is a topic which has generated a notable interest in late
years. Beside its multiple applications to classify different types of online infor-
mation, it is also useful in many other areas, such as genomic and biology.
Consequently, the demand for multilabel techniques is constantly growing. This
book will guide the reader to the discovery of all aspects of multilabel classification.

Based on the experience of the authors after several years focused on multilabel
learning techniques, this book reviews the specificities of this kind of classification,
including all the custom metrics and techniques designed to deal with it, and
provides a comprehensive reference for anyone interested in the field.

After portraying the context that multilabel classification belongs to, in the
introduction, a formal definition of this problem along with a broad view on how it
has been faced and the fields it has been applied to are provided in the second
chapter. The third one is devoted to introducing most of the publicly available
multilabel use cases, as well as the metrics defined to characterize and evaluate
them. Chapters 4–6 review multilabel classification methods grouping them into
three groups, depending on the approach followed to tackle the task, data

vii

http://dx.doi.org/10.1007/978-3-319-41111-8_4
http://dx.doi.org/10.1007/978-3-319-41111-8_6


transformation, method adaptation, or the use of ensembles. Two of the most
relevant obstacles in working with multilabel data, high dimensionality and class
imbalance, are discussed in Chaps. 7 and 8. Chapter 9 introduces several software
tools and frameworks aimed to ease the work with multilabel data, including
obtaining this kind of datasets, performing exploratory analysis and conducting
experiments.

Although multilabel learning is still in an early development stage with respect
to other data mining techniques, the amount of proposed algorithms, most of them
classification methods, is impressive. In the foreseeable future, it predictably will
further expand to additional application fields, and the volume of new techniques
grows almost every day.

The intended audience of this book are developers and engineers aiming to apply
multilabel techniques to solve different kinds of real-world problems, as well as
researchers and students needing a comprehensive review on multilabel literature,
methods, and tools. In addition to the text itself, the authors supply the readers with
a software repository containing data, code, and links, along with two R packages
as tools to work with multilabel data.

We wish to thank all our collaborators of the research groups “Soft Computing
and Intelligent Information Systems” and “Intelligent Systems and Data Mining.”
We are also thankful to our families for their helpful support.

Granada, Spain Francisco Herrera
Granada, Spain Francisco Charte
Jaén, Spain Antonio J. Rivera
Jaén, Spain María J. del Jesus
May 2016
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Chapter 1
Introduction

Abstract This book is focused on multilabel classification and related topics. Mul-
tilabel classification is one specific type of classification, classification being one of
the usual tasks in the data mining field. Data mining itself can be seen as a step into
a broad process, the discovery of new knowledge from databases. The goal of this
first chapter is to introduce all these concepts, aiming to set the working context for
the topics covered in the following ones. A global outline to this respect is given in
Sect. 1.1. Section1.2 provides an overview of the whole Knowledge Discovery in
Databases process. Section1.3 introduces the essential preprocessing tasks. Then,
the different learning styles in use nowadays are explained in Sect. 1.4, and lastly
multilabel classification is introduced in comparison with other traditional types of
classification in Sect. 1.5.

1.1 Overview

The technological progress in late years has propelled the availability of huge
amounts of data. Storage and communication capabilities have grown exponentially,
increasing the needs to automatically process all these data. Due to this fact, machine
learning techniques have acquired considerable relevance. In particular, the automatic
classification of all kind of digital information, including texts, photos, music and
videos, is in growing demand. Multilabel classification is the field where methods
to perform this task, labeling resources into several non-exclusive categories, are
studied and proposed.

This book presents a review of multilabel classification procedures and related
techniques, including the analysis of obstacles specifically tied to this class of meth-
ods. Experimentation results from the most relevant proposals are also provided. The
goal of this first chapter is to set the context multilabel classification belongs to. It
starts from the wide view of the whole Knowledge Discovery in Databases (KDD)
process, then narrowing the focus until nonstandard classification methods, where
multilabel classification is introduced.

© Springer International Publishing Switzerland 2016
F. Herrera et al.,Multilabel Classification,
DOI 10.1007/978-3-319-41111-8_1
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1.2 The Knowledge Discovery in Databases Process

The daily activity of millions of users, working and interacting with businesses
and institutions, is digitally recorded into databases known as Online Transaction
Processing systems. This has led to the availability of huge amounts of data in all
kinds of corporations, no matter whether they are small or big companies. Extracting
useful knowledge from these data by manual means is extremely difficult, if not
impossible. This is whyDataMining (DM) techniques are increasing their popularity
as an automatic way of getting the knowledge hidden in the data. This knowledge
can be very valuable to support decision-making systems, to describe the structure
of the information, to predict future data, and so on.

DM is a very-well-known and solid discipline nowadays, usually seen as one of
the steps in the process known as KDD. In [14], KDD is defined as a non-trivial
process of identifying valid, novel, potentially useful, and ultimately understandable
patterns in data. These patterns would be the result obtained at the end of the process
and can be of disparate nature as will be explained below.

Extracting new and useful insights from a database is a process that can be divided
into multiple stages. These have been schematically represented in the diagram in
Fig. 1.1. The starting point should be understanding the domain the problem belongs
to, specifying the goals to achieve. From here, the following steps would be:

1. Data gathering and integration: The data needed to accomplish the established
objectives can reside in heterogeneous sources, such as relational databases,
spreadsheets, comma-separated value files. Once all the data have been gathered,

Fig. 1.1 The steps the KDD process is usually divided into
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it has to be correctly integrated in a common representation, suitable for next
steps in the pipeline.

2. Data Preprocessing: Some of the information gathered from data sources can
be inconsistent and/or irrelevant. Differences in scales, noise presence, and other
anomalies have to be adequately addressed through cleaningmethods.By remov-
ing unimportant data, only the useful and truly relevant information is selected
for further steps. In addition, depending on its nature, several preprocessing
methods for data reduction can be applied to data. All of them aim to prepare
the data in order to ease the learning conducted in the next phase.

3. Data Mining: This is the most known step in the KDD process, and some
authors [19] view it as the main stage in the KDD process. Working with the
data previously integrated, cleaned, selected and transformed, a DM algorithm
has to be chosen to learn from this data. Depending on the objectives set at the
beginning, the algorithm can be aimed to group the data samples according to
some attributes, learn a model able to automatically classify new samples, etc.
In Sect. 1.4 a general overview of DM tasks is provided.

4. Evaluation and analysis: The results obtained from the previous step have to
be evaluated and analyzed. Interpreting them will assist the user to achieve the
desired goals, also easing the overall problem understanding. This would be the
useful and non-trivial knowledge extracted from the data.

As the diagram in Fig. 1.1 denotes, all the steps in the KDD process can jump
backwards into the pipeline, depending on different conditions. As a consequence,
each stage can be applied several times until a certain status is met, aiming to improve
data quality in each iteration.

Although DM is considered the essential stage in KDD, most of the effort and
time is usually spent in preprocessing tasks [17]. These are responsible of dealing
with problems such as missing values, noise presence, outliers, feature and instance
selection, and data compression. In the following, a deep analysis of preprocessing
and DM tasks is provided.

1.3 Data Preprocessing

Once the data have been retrieved from the source it is stored into, frequently the first
step is to prepare it through one or more preprocessing methods. We are generically
referring here as data preprocessing to several integration, cleaning, transformation,
and other data preparation and data reduction tasks. These methods will be run
before applying any DM algorithm, easing the process of extracting some useful
information.

According to the following statement from [17], data preprocessing duties can be
divided into two groups entitled data preparation and data reduction. Identifying the
proper preprocessing to administer to the data can improve the results obtained in
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subsequent steps of the KDD process. In this section, the main preprocessing tasks
are briefly introduced conforming to this grouping criteria.

Data preprocessing includes data preparation, compounded by integration, cleaning, nor-
malization, and transformation of data; and data reduction tasks; such as feature selection,
instance selection, and discretization. The result expected after a reliable chaining of data
preprocessing tasks is a final dataset, which can be considered correct and useful for further
data mining algorithms.

DataPreprocessing inDataMining, Springer 2015

Data preparation comprehend several assorted tasks, including data cleaning and
normalization, dealing with missing values, addressing of noise, and extreme value
detection. The main data preparation methods are depicted in Fig. 1.2 (reproduced
here with authorization from [17]).

The most usual data normalizations are applied over numeric attributes. The goal
is to ease the learning process of DM algorithms, normalizing the scales of val-
ues. Normalization is a simple transformation technique whose goal is to adjust the
attribute values in order to share a common scale, making them proportional and
comparable.

Missing values can be present in a dataset for disparate reasons. They can exist
due to a failure in previous data transcription steps, or simply because someone has

Data Cleaning

Data Transformation

Data Integration

Data Normalization

Missing Values Imputation

Noise Identification

Fig. 1.2 Usual data preparation methods aimed to produce the data before applying any DM
algorithm. These would be used just after the data gathering step
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left empty a form item. The cleaning can consist in removing the instances with
missing values or following some data imputation scheme, usually replacing the
missing value by an estimation model.

Noisy data are identified as class noise or attributes containing values which are
clearly incorrect, frequently showing random variations that cannot be explained.
The techniques to clean noise are similar to the ones aforementioned for missing
values.

Building a model from a dataset with a large number of features or instances has
a high computational cost. For this reason, data reduction techniques are among the
most popular preprocessing methods. These methods can be grouped into the three
categories depicted in Fig. 1.3 (reproduced here with authorization from [17]).

Feature selection algorithms aim to reduce the number of features, removing those
that are redundant. Reducing the number of features usually helps in simplifying
further data mining tasks.

Dimensionality reduction techniques are an alternative to explicit feature selection
in some cases, creating a set of artificial features via linear or nonlinear feature com-
binations. Deep learning methods [24] such as Stacked Autoencoders and Restricted
Boltzmann Machines can be also useful for this task.

Fig. 1.3 Visual
representation of the three
categories that data reduction
methods can be grouped into

Feature Selection

Instance Selection

Discretization
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The number of samples in the dataset can be reduced mainly through instance
selection techniques [17]. They find the most representative instances in the dataset,
selecting them as prototypes prior to applying DM algorithms.

Discretization is a process able to translate a continuous numeric value into a set
of adjacent subranges, thus reducing the number of distinct values to consider. The
result can be interpreted as a qualitative attribute, instead of a numeric one.

Although the discussed in this section can be considered the most common pre-
processing tasks, there are a few more that can be applied when a DM algorithm
cannot deal with the data in its current form. Some of them, specific to multilabel
classification, will be fully described in Chap.2.

1.4 Data Mining

The ultimate aim of the data preparatory phases in the KDD process is to apply
some DM methods [14], whose duty would be learning from the data to produce
useful knowledge. Currently, there is a large collection of proven DM algorithms
available. These can be grouped attending to several criteria, depending on the data
being labeled or not, the kind of result aimed for, and the model used to represent
the knowledge, among others.

In this section, a brief overview of the most remarkable techniques, attending to
the aforementioned three grouping standards, is provided.

1.4.1 DM Methods Attending to Available Data

The nature of the available data will affect the kind of DM methods which can be
used, also determining the goals that can be set as targets of the learning process.
Three main cases can be considered, as depicted in Fig. 1.4. These three categories
are as follows:

• Supervised learning: The data instances have been previously labeled [9] by
an expert in the problem domain. The DM methods can use this information to
infer the knowledge needed to label new, never seen before, data instances. In this
context, the label could be a continuous numerical value or a discrete value. The
selected DM method has to work with the data in order to detect relationships
between the input attributes, which determine the position of each instance in the
solution space, and the target label. Supervised DM methods usually divide the
dataset into two (training and test) or three (training, validation and test) disjoint
subsets. The label of instances in the test set is not given to the algorithm, being
used only to assess its performance.

http://dx.doi.org/10.1007/978-3-319-41111-8_2
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Fig. 1.4 DM Methods attending to the available data nature

• Unsupervised learning: All data instances are unlabeled [8], so the DMmethods
cannot use expert knowledge as foundation of their learning. Since only input
attributes are available, there is no point in looking for mappings between inputs
and outputs. The values in input attributes are studied to group data instances or
search for certain patterns, instead.

• Semi-supervised learning: When the dataset contains both labeled and unlabeled
samples, DM methods can combine techniques from the two previous categories
to accomplish semi-supervised learning tasks [33]. Labeled data instances can be
used to induce amodel, as in supervised learning, then refining it with the informa-
tion from unlabeled samples. Analogously, unsupervised tasks can be improved
by introducing the clues given by the labeled instances.

1.4.2 DM Methods Attending to Target Objective

From the understanding of the problem domain, starting point in the KDD process,
the experts have to specify one or more objectives to achieve. Depending on what
kind of target objective is set, a group of DM methods could be applied. The target
goals can be grouped into two main categories:

• Predictive tasks: The objective is to infer an output value from the information
given by the input attributes. The best-known predictive DM tasks are classifica-
tion and regression. The data samples given to the algorithms have to be labeled,
so predictive tasks are usually linked to supervised or semi-supervised learning
techniques.

• Descriptive tasks: The goal is to extract information about the inner structure of the
data samples, represented by the values of their features, or the relationships among
them.Thisway the data can be clustered, patterns can bemined as association rules,
anomalies can be detected, and dimensionality can be reduced, among other tasks.
These are almost always unsupervised learning tasks, although supervised and
semi-supervised learning also have applications in this area.
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The individual objective of the learning process, whether it is performed in a
supervised, unsupervised or semi-supervised way, is usually one of the following:

• Classification: It is a predictive task [1] whose aim is to learn from labeled
instances to be able to predict the label for new ones. The label, also known
as class, is a discrete value. Since the main topic of this book is a specific type of
classification, this is a matter that will be further detailed in Sect. 1.5.

• Regression: As classification, this is also a predictive task. However, the output to
predict is a numerical value [9], usually a continuous value, instead of a discrete
label. The samples the DM method will learn from are annotated with the value
associated to each one as output attribute.

• Clustering: This is probably the best-known descriptive task [6]. It is usually
performed in a unsupervised way, following some kind of similarity metric among
the samples features. In addition to its most used application, which is separating
the samples in a certain number of groups as similar as possible, clustering is also
useful for detecting rare patterns (outliers).

• Pattern mining: It is also a descriptive DM task. The discovery of unknown
relationships among data instances, and between features inside the same instance,
is a technique able to extract interesting patterns. These patterns can be expressed as
association rules [30], or be used as away to remove redundant and not informative
features, thus reducing the data dimensionality. Supervised techniques can also
be used to induct descriptive rules [25] when the patterns have been previously
labeled. When the mined data come as a sequence of items, for instance while
working with DNA and protein sequences, some specific approaches [13] can be
used to obtain useful patterns.

• Time series forecasting: Data in time series [22] are compounded by patterns with
a chronological relationship. Time series forecasting is a predictive task [12]which
has some specific components, such as trends presence, and stationary behavior.
These makes it very different from other predictive jobs, such as classification and
regression.

1.4.3 DM Methods Attending to Knowledge Representation

Once the task at glance is identified according to the two previous grouping criteria,
e.g., the data are labeled and the goal is to classify new instances through super-
vised learning techniques, a specific representation for the obtained knowledge has
to be selected. This will be the last step prior to choosing a particular DM algorithm.
Generally, a plethora of algorithms exists for each representation model. The knowl-
edge can be represented as a decision tree, for instance, and there are many distinct
algorithms to generate this type of model.

Most models will generate a decision boundary aiming to group the data samples.
This boundary can be as simple as a linear one, and as complicated as the ones
produced by artificial neural networks in a complicated space. Assuming a plain 2D
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Fig. 1.5 Decision boundaries resulting from some of the best-known learning models

space and samples belonging only to two classes, in Fig. 1.5 the aspect of some of
these boundaries has been depicted.

Without aiming to be exhaustive, below some of the most well-studied knowl-
edge representation models are enumerated, along with several of the algorithms
associated to them:

• Instance-based learning: The most popular algorithm in this category is kNN
(k Nearest Neighbors) [11]. Depending on the specific algorithm, a bare bones
kind of model can be built, e.g., getting the a priori probabilities for each class, or
the task can be accomplished without any model. When a new pattern arrives, its
nearest neighbors in the search space are obtained, attending to some similarity
function, and the class or regression value is predicted from the labels or values
present in them.

• Trees: Algorithms to induce trees [28] have been applied to classification, regres-
sion, and rule discovery, among other DM tasks. A tree recursively divide the
search space into smaller groups of instances, following a divide-and-conquer
strategy, choosing the best dividing feature in each step according to some quality
metric. C4.5 [26] and CART [7] are algorithms used to generate classification trees
and regression trees, respectively.

• Support Vector Machines: SVMs, also known as SVNs (Support Vector Net-
work), are models which maximize the margin between data instances and an
hyperplane acting as division boundary [10]. The algorithms aimed to generate
this hyperplane are instance-based learners, but the distances are used to adjust
the boundary position, instead of getting the most similar neighbors. This model
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was originally designed for linear separable problems, but through the so-called
kernel trick can be also applied to nonlinear scenarios which are linear separable
in higher dimensions.

• Neural Networks: Artificial Neural Networks (ANN) [27] are models inspired in
how the human brain works, specifically in its structure of interconnected cells
(neurons) and how their outputs are activated depending on their inputs. ANNs
have been applied to solve classification, regression, and clustering problems,
among others. ANNs are complex models which can follow disparate structures,
needing algorithms able to optimize the weights connecting neurons. Some of the
possible models are Multilayer Perceptrons, Models, Modular Neural Networks,
and Self-Organizing Maps, among others.

• Bayesian models: Statistical graphical models based on Bayes theorem [5] have
several DM applications, being applied in classification and regression tasks. The
simplest model in this category is naïve Bayes, which is limited to work with
categorical attributes and assumes total independence between feature values.
Bayesian networks [23] are more complex and powerful approaches, based essen-
tially on the same principle.

• Regressionmodels: Regressionmodels [9] emerged in the field of statistics, being
defined as an iterative procedure to adjust a certain mathematical function to a set
of patterns, usually minimizing a precise error metric. They are among the oldest
DM models. Some of the most common algorithms generating them are Ordinary
least-squares regression, Linear regression, and Logistic regression.

• Rules: The research in rule-based systems [15] started more than 50 years ago,
being used both for descriptive and predictive tasks. Rule-based classification
models are a set of if-then rules, with the features as a conjunction in the precedent
and the class label in the consequent. The main advantage of these classifiers is
the ease to understand the produced model. Association rules, on the other hand,
are aimed to communicate the frequency of patterns in the dataset, as well as the
relationship (concurrence, implication, etc.) between them. A set of association
rules provides insight about the internal structure of the instances and can be used
to describe the data, predict some values from the others presence, group similar
samples, etc. The first algorithm aimed to produce this kind of rules was A priori
[2]. FP-Growth [20] is also a popular algorithm for association rule mining.

In order to produce the best possible model from the available data, the methods
that generate them rely on two foundations, an evaluation metric and an optimization
approach. Both will depend on the kind of model to be produced. The evaluation
metric can be accuracy for classificationmodels, squared error for regressionmodels,
likelihood for Bayesian models, etc. Some common optimization approaches are
gradient based methods and evolutionary algorithms, among others.
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Table 1.1 Classification problems attending to the output to be predicted

Number of outputs Output type Classification kind

1 per instance Binary Binary

1 per instance Multivalued Multiclass

n per instance Binary Multilabel

n per instance Multivalued Multidimensional

1 per n instances Binary/Multivalued Multiinstance

1.5 Classification

Classification is one of the most popular DM topics. It is a predictive task, usually
conducted by means of supervised learning techniques [1]. Classification aims to
learn from labeled patterns a model able to predict the label (or class) for future,
never seen before, data samples. Some classification algorithms, such as the ones
founded on instance-based learning [3], can afford this work without previously
building a model.

The set of attributes in a classification dataset is divided into two subsets. The
first one contains the input features, the variables that will act as predictors. The
second subset holds the output attributes, the so-called class or label assigned to
each instance. Classification algorithms induce the model analyzing the correlation
between input features and output class. Once a trained model is obtained, it can be
used to process the set of features of new data samples getting a class prediction.

Depending on the nature of the second subset of attributes, that containing the
class, several kinds of classification problems can be identified. Table1.1 summarizes
themost commonconfigurations, depending on the number of outputs and their types.
In the following subsections, eachoneof them is succinctly described, including some
of their applications.

1.5.1 Binary Classification

This is a easiest classification problem we can face [1]. The instances in a binary
dataset have only one output attribute, and it can take only two different values. These
are usually known as positive and negative, but can also be interpreted as true and
false, 1 and 0, or any other combination of two values. A classical example of this
task is spam filtering (see Fig. 1.6), in which the classifier learns from the messages’
content which ones can be considered as spam.

A binary classifier aims to find a boundary able to separate the instances into
two groups, one belonging to the positive class and the other to the negative one.
In practice, depending on the input feature space, the distribution of samples can
be much more difficult, thus needing additional frontiers between instances. Current
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Fig. 1.6 Spam filtering is a typical binary classification problem. The classifier learns from the
messages text and predicts if it is spam or not. The problem could be not linear separable, as in this
simple example

applications of binary classification are e-mail filtering, to eliminate spammessages,
loan analysis, deciding if the customer is economically reliable or not, medical eval-
uation, determining if a patient has a certain disease or not, and the recognition of
all kinds of binary patterns.

1.5.2 Multiclass Classification

A multiclass dataset also has only one output attribute, like in the binary datasets,
but it can hold any from a certain set of predefined values. The meaning of each
value, and the value itself, would be specific to each application. The set of classes
will be finite and discrete, on the contrary the task would not be classification but
regression. Class values could have an order relationship or not. One of the best-
known multiclass classification examples is iris species identification (see Fig. 1.7).
From four characteristics of the flower, i.e., the petal and sepal lengths and widths,
the classifier learns how to classify new instances into the corresponding family.

Many multiclass classification algorithms rely on binarization [16], a method that
iteratively trains a binary classifier for each class against the others, following a
One-vs-All (OVA) approach, or for each pair of classes, using a One-vs-One (OVO)
way.

Multiclass classification can be seen as a generalization of binary classification.
There is only one output, but it can take any value, while in the binary case it is
limited to a subset of two values.
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Fig. 1.7 Iris species categorization is a classical multiclass classification problem. The classifier
learns from the length and width of petal and sepal, predicting which of the three species the flower
belongs to

1.5.3 Multilabel Classification

Unlike the two previous classification models, in multilabel classification [18, 29,
31] each one of the data instances has associated a vector of outputs, instead of only
one value. The length of this vector is fixed according to the number of different
labels in the dataset. Each element of the vector will be a binary value, indicating if
the corresponding label is relevant to the sample or not. Several labels can be active
at once. Each distinct combination of labels is known as labelset. Figure1.8 depicts1

one of the classical multilabel applications, image labeling. The dataset has four
labels in total and each picture can be assigned any of them, or even all at once if
there were a picture in which the four concepts appear.

Multilabel classification is currently applied in many fields, most of them related
to automatic labeling of social media resources such as images, music, video, news,
and blog posts. The algorithms used for this task must be able to make several
predictions at once, whether it is by transforming the original datasets or by adapting
existent binary/multiclass classification algorithms.

1The pictures used in this example are public domain images taken from the http://www.
publicdomainpictures.net website.

http://www.publicdomainpictures.net
http://www.publicdomainpictures.net
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Fig. 1.8 Image labeling is an usual multilabel classification task. Two or more labels are assigned
to each image, depending on the elements it contains. There are several overlapping boundaries,
one associated to each label

1.5.4 Multidimensional Classification

This type of task canbe seen as a generalization of the previous one.Multidimensional
datasets [6] also have anoutput vector associated to each instance, rather thanonly one
value. However, each item in this vector can take any value from a predefined set, not
being limited to be binary. Therefore, the relationship betweenmultidimensional and
multilabel classification is essentially the same previously mentioned for multiclass
and binary classification.

Multidimensional techniques are closely related to that used on the multilabel
field, with transformation methods taking a relevant role to face this task. The range
of potential applications is also similar. Multidimensional classification is used to
categorize images,music, texts and analogous resources, but predicting for each label
a value in a larger set than multilabel classification.

1.5.5 Multiple Instance Learning

Unlike all other classification kinds described above, the multiple instance learning
paradigm [4], also known as multiinstance learning, learns a common class label
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for a set of input features vectors. It is a very different problem, since each logical
data instance is defined not only by a vector of input features, but for a collection of
physical instances, each one with a set of input attributes. Each group of instances
is usually known as bag. The associated class label belongs to the bag, instead of to
the individual data instances it holds.

Among the applications of this classification paradigm, one of the most easily
understandable is image categorization. The original images are divided into regions
or patches, so each image is represented by a set of vectors, containing each one the
data of a patch. The associated class label could depend on certain objects appearing
in some of the patches.

Multiple instance learning can be extended considering multiple class labels as
output, rather than only one. From this, casuistic emerges variations such as mul-
tiple instance multilabel classification [32]. In the same way, a multiple instance
multidimensional classification task could be considered.

In addition to traditional classification methods, such as the binary and multi-
class cases described in this section, there are many other nonstandard classifi-
cation problems. Multilabel, multidimensional, and multiple instance learning
are among them. An enumeration of most of the existent nonstandard classifi-
cation problems up to now can be found in [21].
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15. Fürnkranz, J., Gamberger, D., Lavrač, N.: Foundations of Rule Learning. Springer (2012)
16. Galar, M., Fernández, A., Barrenechea, E., Bustince, H., Herrera, F.: An overview of ensemble

methods for binary classifiers in multi-class problems: experimental study on one-vs-one and
one-vs-all schemes. Pattern Recogn. 44(8), 1761–1776 (2011)

17. García, S., Luengo, J., Herrera, F.: Data Preprocessing in Data Mining. Springer (2015)
18. Gibaja, E., Ventura, S.: A tutorial on multi-label learning. ACM Comput. Surv. 47(3) (2015)
19. Han, J., Kamber, M., Pei, J.: DataMining: Concepts and Techniques. Morgan Jaufmann (2011)
20. Han, J., Pei, J., Yin, Y., Mao, R.: Mining frequent patterns without candidate generation: a

frequent-pattern tree approach. Data Min. Knowl. Disc. 8(1), 53–87 (2004)
21. Hernández-González, J., Inza, I., Lozano, J.A.: Weak supervision and other non-standard clas-

sification problems: a taxonomy. Pattern Recogn. Lett. 69, 49–55 (2016)
22. Hyndman, R.J., Athanasopoulos, G.: Forecasting: Principles and practice. OText books (2013)
23. Koller, D., Friedman, N.: Probabilistic Graphical Models. Principles and Techniques. MIT

Press (2009)
24. LeCun, Y., Bengio, Y., Hinton, G.: Deep learning. Nature 521(7553), 436–444 (2015)
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Chapter 2
Multilabel Classification

Abstract This book is concerned with the classification of multilabeled data and
other tasks related to that subject. The goal of this chapter is to formally introduce
the problem, as well as to give a broad overview of its main application fields and
how it have been tackled by experts. A general introduction to the matter is provided
in Sect. 2.1, followed by a formal definition of the multilabel classification problem
in Sect. 2.2. Some of the main application fields of multilabel classification are por-
trayed in Sect. 2.3. Lastly, the approaches followed to face this duty are introduced
in Sect. 2.4.

2.1 Introduction

Multilabel classification is a predictive data mining task with multiple real-world
applications, including the automatic labeling of many resources such as texts,
images, music, and video. The learning from multilabel data can be accomplished
through different approaches, such as data transformation, method adaptation, and
the use of ensembles of classifiers.

This chapter begins by formally defining the multilabel classification problem,
introducing the mathematical notation and terminology that will be used throughout
this book. Then, the different areas in which multilabel classification is applied
nowadays will be outlined, and the repositories this kind of data can be obtained
from are introduced.

The learning from multilabel data is being currently faced through disparate
approaches, including data transformation and adaptation of traditional classifica-
tion methods. The use of ensembles of classifiers is also quite popular in this field. In
addition, some specific aspects, such as the use of label dependency information, the
problems of high dimensionality, and label imbalance, must be considered. All these
topics will be further described, along with an enumeration of the main multilabel
software tools currently available.
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2.2 Problem Formal Definition

The main difference between traditional1 and multilabel classification is in the out-
put expected from trained models. Where a traditional classifier will return only
one value, a multilabel one has to produce a vector of output values. Multilabel
classification can be formally defined as follows.

2.2.1 Definitions

Definition 2.1 Let X denote the input space, with data samples X ∈ A1 × A2 ×
... × A f , being f the number of input attributes and A1, A2, ..., A f arbitrary sets.
Therefore, each instance X will be obtained as the cartesian product of these sets.

Definition 2.2 Let L be the set of all possible labels. P(L) denotes the powerset of
L, containing all the possible combinations of labels l ∈ L including the empty set
and L itself. k = |L| is the total number of labels in L.
Definition 2.3 LetY be the output space, with all the possible vectors Y , Y ∈ P(L).
The length of Y always will be k.

Definition 2.4 LetD denote a multilabel dataset, containing a finite subset of A1 ×
A2× ...× A f ×P(L). Each element (X,Y ) ∈ D|X ∈ A1× A2× ...× A f ,Y ∈ P(L)
will be an instance or data sample. n = |D| will be the number of elements in D.

Definition 2.5 Let F be a multilabel classifier, defined as F : X → Y . The input
to F will be any instance X ∈ X , and the output will be the prediction Z ∈ Y .
Therefore, the prediction of the vector of labels associated with any instance can be
obtained as Z = F(X).

2.2.2 Symbols

From these definitions, the following list of symbols, which will be used in this
chapter and the next ones, is derived:

D Any multilabel dataset (MLD).
n The number of data instances in D.
L The full set of labels appearing in D.
l Any of the labels in L.
k Total number of elements in L.
X The set of input attributes of any instance.

1In general, we will refer to binary and multiclass classification, which are the most well-known
classification kinds, as traditional classification.
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f The number of attributes comprising X .
X The full input space in D, consisting of all X instances.
Y The set of output labels (labelset) of any instance.
Y The full output space in D, comprised by all Y instances.
Z The labelset predicted by the classifier.

While referring to specific individual instances, the usual notationDi will be used.
Analogously, Yi will make reference to the true labelset of instance i , Zi the labelset
predicted by the classifier to the ith instance, and so on.

The metrics aimed to evaluate the performance of a classifier (they will be
described in the next chapter) compute the differences between Yi and Zi , that is, the
real labelset associated with each instance and the one predicted by the classifier. The
goal while training a multilabel classifier would be reducing the error ratio brought
by these metrics.

2.2.3 Terminology

In addition to the previous notation, the following terms will be frequently used
throughout the text:

• MLD/MLDs: Any multilabel dataset or group of multilabel datasets.
• MLC: Any multilabel classifier or multilabel classification algorithm.
• Instance/sample: A row in an MLD, including its input attributes and associated
labelset.

• Attributes/features: Generally used to refer to the set of input attributes in the
MLD, without including the output labelset.

• Label: Any of the output attributes associated with an instance.
• Labelset: A vector of labels {0, 1}k whose length will be always k.
• True labelset: The labelset a sample in the MLD is annotated with.
• Predicted labelset: The labelset an MLC is giving as output for a new sample.

2.3 Applications of Multilabel Classification

Once the main concepts linked to multilabel classification have been introduced, the
next question arising possibly is what can it be used for. As has been explained in
the previous section, a multilabel classifier aims to predict a set of relevant labels for
a new data instance.

In this section, several application areas that can take advantage of this function-
ality are portrayed. In the following chapter, specific use cases belonging to each one
of these areas will be detailed.
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2.3.1 Text Categorization

Multilabel classification has its roots as a solution for organizing text documents into
several not mutually exclusive categories. This is why there are so many publications
regarding this topic [15, 21, 40–42]. Most of them will be further described in the
next chapter.

Textual documents can be found anywhere, from big companies which store all
kind of agreements and reports to individuals filing their invoices and electronic mail
messages. All published books and magazines, our historic medical records, as well
as articles in electronic media, blog posts, question–answering forummessages, etc.,
are text documents also. Most of them can be classified into more than one category,
thus the usefulness of multilabel classification to accomplish this kind of work.

The usual process to transform a set of text documents into an MLD relies on
text mining techniques. The source documents are parsed, uninformative words are
removed, and vectors with each word occurrence among the documents are com-
puted. At the end of this process, each document is described by a row in the MLD,
and the columns correspond to words and their frequencies or some other kind of
representation such as TF/IDF (TermFrequency/Inverse Document Frequency, [47]).

2.3.2 Labeling of Multimedia Resources

Although documents containing only text were the most frequent ones in the past,
nowadays images, videos, and music are commonly used resources due to the huge
growth experienced by storage and communication technologies. Attending to 2015
YouTube statistics, an estimated 432 000 new videos are uploaded every day. The
number of new music and sound clips published each day is also impressive, and
new images and photographs posted everywhere, from blogs to Web sites such as
Tumblr, reach the millions per day barrier.

Multilabel classification has been used to label all these types of resources [5, 7,
28, 48, 56, 58], identifying the objects which appear in sets of images, the emotions
produced bymusic clips, or the concepts which can be derived from video snips. This
way, the huge number of new resources can be correctly classified without needing
human intervention, something that would be rather expensive.

Even though an image can be represented as a vector of color values, taking each
pixel as a column, usually they are preprocessed in order to obtain the most relevant
features. For doing so, segmentation techniques aimed at extracting boundaries are
applied, the image can be convoluted to transform the pixel space into an energy
space, etc. Similar procedures are put in practice with other multimedia resources.
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2.3.3 Genetics/Biology

Proteomics and genomics are research fields which have experienced a huge growth
in late years. As a result, immense databases with protein sequences have been
produced, but only a small fraction of them have been studied to determine their
function. Analyzing protein properties and gene expression is a very costly task, but
DM techniques can accelerate the process and make it cheaper.

The application ofmultilabel classification in this area [25, 29] aimed at predicting
the biologic functions of genes. Each gene can express more than one function at
once, hence the interest in using MLC techniques to face this problem. The features
used as predictors are usually the protein’s motifs, which are traits about its internal
structure. Structural motifs indicate how the elements in a secondary structural layer
are connected. Certain patterns, such as short chains of amino acids, can be identified
and used as predictive features.

2.3.4 Other Application Fields

In addition to the ones referenced in the previous sections, multilabel classifica-
tion has been utilized in many other applications, both with public and with private
datasets, sometimes ad hoc generated for a specific need. Most of them could be
included in the first two categories, since eventually the goal is to categorize texts,
sounds, images, and videos. The following are among the most interesting ones:

• The analysis of nonverbal expressions in speech is the focus in [49], aiming at
detecting how people feel. The goal is to predict several not mutually exclusive
affective states at once. The predictive attributes are a set of vocal features such
as intonation and speech rate.

• In [19], the authors propose a system to automatically classify patent records. The
addressed problem is easing the search of previous documents according to inven-
tive principles. In the end, this proposal can be seen as another text categorization
solution.

• Themethod presented in [50] aims to improve the process of searching for relevant
information in Twitter. Five different labels are defined to classify twits, including
news, opinions, and events. Several of them can be assigned simultaneously to the
same twit.

• Analyzing complex motion in events is the goal of the system proposed in [17].
It combines trajectory and multilabel hypergraphs of moving targets in video
sequences, detecting the relationship between the low-level features and high-
level concepts which are to be predicted.

In general, multilabel classification could be suitable for any scenario in which
some kind of information, no matter its type as long as it can be processed by an
MLC algorithm, is assigned to two or more categories simultaneously.
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2.3.5 MLDs Repositories

Usually, when new datasets are generated, the authors of each original work publicly
provide the MLDs they have produced, so that other researchers can use them in
their own studies. Notwithstanding, most MLDs can be obtained directly from some
of the following data repositories:

• MULAN: Thewell-knownmultilabel learning package [55] has an associated data
repository [54]. As of 2016, more than 20 MLDs are available in it. These MLDs
are in ARFF2 (Attribute-Relation File Format), and each one has an associated
XML file describing the labels and their relationships. The XML file is needed,
since the position of the attributes acting as labels is not assumed to be at the end.

• KEEL: KEEL [2] is a open source software providing lots of preprocessing and
DM algorithms. It has an associated data repository [1] with almost 20 MLDs.
Along with the full datasets, 10-fcv and 5-fcv partitions are also supplied. The
KEEL file format, based on ARFF, includes the name of output attributes in the
header; therefore, a separate XML file is not needed.

• MEKA: MEKA is a multilabel software developed on top of WEKA [37]. As the
previous ones, it has also associated a data repository [45] with over 20 MLDs.
The file format is also ARFF based, and the information needed to know which
attributes are the labels, specifically the number of labels, is included in the header.
Some multidimensional datasets are included.

• RUMDR: R Ultimate Multilabel Dataset Repository [11] provides a compilation
of allMLDspublicly available, aswell as anRpackagewhich eases the partitioning
and exporting to several formats, including MULAN, KEEL, MEKA, LibSVM,
and CSV.

A common group of MLDs is available in any of the aforementioned repositories,
but in the MULAN and MEKA repositories, some specific ones, not available in
the other sites, can be found. The partitions used in the experiments conducted in
following chapters can be downloaded from the GitHub repository associated with
the book [12].

2.4 Learning from Multilabel Data

The process to obtain a multilabel classification model is similar to that used for
traditional classification, usually following supervised learning techniques. Most
algorithms rely on an initial training phase. It depends on previously labeled samples
to adjust the parameters of the model. Once trained, the model can be used to predict
the labelset for new instances.

2ARFF is the file format used by WEKA [37].
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When it comes to learning from multilabel data, two main approaches have been
applied: data transformation and method adaptation. The former is based on trans-
formation techniques which, applied to the original MLDs, are able to produce one
or more binary or multiclass datasets. These can be processed with traditional clas-
sifiers. The latter aims for adapting existent classification algorithms, so they can
deal with multilabel data, producing several outputs instead of only one. A third
alternative, which naturally emerges from the first one, is the use of ensembles of
classifiers.

A topic closely related to MLC is label ranking [57], whose goal is to map each
instance in a dataset to a set of labels, establishing a total order relationship among
them. That is, the output of these algorithms is a ranking of labels, assigning to each
one a certainweight. Amultilabel classifier can use this label ranking to decidewhich
labels are relevant to the instance, applying a cut threshold that has to be computed in
some way. In [8, 30, 38], different proposals on how to do multilabel classification
founded on label rankings are presented.

This section introduces the three main approaches to MLC: data transformation,
method adaptation, and ensembles of classifiers. In addition, it also advances some
of the aspects most often alluded to in multilabel learning, as is taking advantage
of label correlation information, the high-dimensionality problem, and the learning
from imbalanced data task.

2.4.1 The Data Transformation Approach

MLC is a harder task than traditional classification, since the classifier has to predict
several outputs at once. One of the first approaches to arise for solving this problem
was to transform it, producing one or more simpler problems. The transformation
idea is all about to get an MLD and generate datasets that can be processed by binary
or multiclass classifiers. Commonly, the output produced by those classifiers has to
be backtransformed in order to obtain the multilabel prediction.

Some of the simplest methods originally proposed in the literature are the ones
described below:

• Selecting a single label: It is the transformation namedModel-s in [5], s standing
for single label. When a sample is associated with a set of labels, one of them is
chosen as single class. This selection can be random or be based on some heuristic
method. The result produced by this transformation is a multiclass dataset having
the same number of instances than the original one, but each sample has only one
class.

• Ignoring multilabel instances: Dismissing all the samples associated with more
than one label, this transformation obtains a new dataset of multiclass nature, with
only one label per instance. It is introduced asModel-i in [5], i standing for ignore.
The resulting dataset usually will have less instances than the original one, unless
none of the samples had two or more labels. Since there is only one label per
instance, any multiclass classifier can be used.
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• Unfolding samples with multiple labels: Introduced in [53] as PT5 (Problem
Transformation 5), this method decomposes each instance into as many instances
as labels it contains, cloning the input attributes and assigning to each sample one
of the labels. A weight can be optionally assigned to each label, depending on its
distribution on the MLD. The output of this transformation is also a multiclass
dataset, in this case containing more samples than the original one.

• Using the labelset as class identifier: Instead of discarding labels or samples, the
method presented in [5] asModel-n, the n standing for new class, proposes using
each different combination of labels (each labelset) as identifier of a new class. The
resulting dataset has the same number of instances, but only one class. Therefore,
it can be processed with any multiclass classifier. Nowadays, this transformation
method is best known as LP (Label PowerSet).

• Applying binarization techniques: Binarization techniques were already used to
deal with multiclass classification using binary classifiers; thus, they were a clear
choice also for multilabel classification. The most usual approach, used in [35],
consists in training k classifiers, each for one label, taking the instances in which
the labels appear as positive and all the others as negative. Another proposal,
called cross-training in [5], also trains k classifiers but prefers to use samples
with multiple labels always as positive. The former way is currently known as BR
(Binary Relevance), and it is possibly the most common transformation method.

For each specific transformation, a method to build the predicted labelset has to
be defined. For instance, if the BR transformation is applied to the original MLD, the
individual predictions obtained from the binary classifiers have to be joined making
up the corresponding labelset.

In late years, the LP and BR transformations have been the foundation for
multiple MLC solutions, including many of which are based on ensembles of
binary and multiclass classifiers. Additional details related to these techniques
will be provided in Chap. 4, along with some experimental results.

2.4.2 The Method Adaptation Approach

Automatic classification [26] has been a traditional DM task for years. Throughout
this time, several families of algorithms [18] have been gradually developed, tested,
and fine-tuned. These algorithms are an essential foundation to develop new, more
specific ones, including those aimed at working with MLDs.

Some classification models were initially designed to solve binary problems and
then extended to also consider multiclass cases [4, 31]. An example of this is SVM
[9]. By contrast, other approaches are able to deal with several classes with great sim-
plicity. A kNN classifier [20], for instance, can predict the most frequent class among

http://dx.doi.org/10.1007/978-3-319-41111-8_4
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the neighbors of the new instance, whether there are two or more classes. Analo-
gously, trees, classification rules, neural networks, and statistical models, among
others, have been used to tackle both binary and multiclass classifications.

The lessons learned from adapting binary classifiers to the multiclass scenario,
such as binarization, voting methods, and divide-and-conquer procedures, have been
also useful while adapting proven algorithms to tackle multilabel classification. The
main difficulty is to build a model capable of predicting several outputs at once.
Again, some approaches are easily adaptable, whereas others require more effort.
A kNN-based algorithm can take the multiple outputs present on its neighbors to
elaborate its own prediction, but a SVM has to find the maximummargin boundaries
between multiple labels.

Proposals of new multilabel classifiers based on the adaptation approach have
proliferated lately [34]. Many of them will be introduced in Chap. 5, and the
most representative ones will be detailed and experimentally tested.

2.4.3 Ensembles of Classifiers

Classification ensemble is a widespread technique aimed to improve the performance
obtained by individual classifiers. An ensemble is compounded by a set of classifiers,
whose output is usually combined byweighted or unweighted averaging [24, 46]. The
point is that a group of weak classifiers, with different biases, is able to perform better
than a strong classifier, following the famousWolpert’sNoFreeLunchTheorem [59].
One key aspect in ensemble construction is diversity. Themore diverse the individual
classifiers are, the more likely they have different biases. Diversity can be achieved
through training homogeneous models with different data, for instance with bagging
techniques [6], or alternatively by using heterogeneous classification models.

Ensembles of binary classifiers have been used to face multiclass classification
[31], either by way of OVA or by way of OVO decompositions. Furthermore, ensem-
bles are usually applied to fight with problems such as imbalance [32]. Therefore, it
is not surprising that ensemble techniques are also applied in the multilabel field. In
fact, it is the most usual approach to do multilabel classification.

As will be shown in Chap.6, a plethora of ensembles, made up of binary and
multiclass classifiers, have been defined in the literature as a way to fulfill the
multilabel classification needs. Some of the best-known proposals are ensem-
bles of classifier chains [44] and ensembles of pruned sets [43]. Both will be
further detailed along with other related ideas.

http://dx.doi.org/10.1007/978-3-319-41111-8_5
http://dx.doi.org/10.1007/978-3-319-41111-8_6
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2.4.4 Label Correlation Information

Many of the published multilabel classification algorithms rely on a process to sim-
plify the original problem, producing several easier to confront ones. Through this
process, usually a complete independence between the labels is assumed. However,
most researchers highlight [3, 22, 52, 60] the importance to take into account label
dependency information. Allegedly, these correlationswould help in designing better
classification models.

The BR transformation method, as well as many algorithms based on it, builds an
individual classifier for each label. The classifiers are completely independent, so the
prediction made by one of them does not influence how the others make their work.
This is a first approach to label dependency, which consists in assuming that they
are fully independent. However, there are use cases where the presence of a certain
label could determine whether another one is also more likely to be present or not.
In scene labeling, for instance, the probability of the label beach would be higher
if the label sea is also relevant.

A second mechanism is to implicitly incorporate label dependency information
into the classification process. The LP transformation, and some other algorithms
based on taking full or partial labelsets as class identifiers, follows thisway. Since sets
of labels are treated like a unit, the dependency among them is implicitly embedded
into themodel through the training process. A similar approach, but relying on binary
classifiers instead of multiclass ones, is the one based on chains of classifiers [44].
This technique introduces the label predicted by one classifier into the data given as
input to the next one, as will be detailed in Chap.6.

Explicit procedures for taking advantage of label correlation information have
been also developed. The authors of the CML (Collectible Multilabel) algorithm
[33], for instance, propose the use of conditional random fields to model correlations
between label pairs. The authors of [36] define conditional dependency networks
to capture correlations among labels. Similar statistical models are being used to
explicitly represent this information.

2.4.5 High Dimensionality

High dimensionality is a problem which affects multilabel classification even more
than it does in traditional classification. Usually, three dimensionality spaces are
considered:

• Instance space: There are MLDs with millions of instances, but this is something
increasingly common in all contexts, including traditional classification, due to
the rise of big data.

• Input feature space: Although there are binary and multiclass datasets with many
input features,MLDs stand out in this area as they usually have dozens of thousands

http://dx.doi.org/10.1007/978-3-319-41111-8_6
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of features. The dimensionality of this space is what mostly makes difficult the
learning process.

• Output attribute space: Before multilabel classification was considered, the clas-
sifiers only had to deal with one output attribute. Whether it was binary or mul-
tivalued, there was only one output, always. By contrast, all MLDs have several
outputs and many of them have thousands, one for each label. Due to this fact,
the dimensionality treatment in MLDs is a more complex topic than in traditional
classification.

That learning from a high-dimensional input space (i.e., a large number of fea-
tures) imposes serious difficulties is something well known. Even there is an ad hoc
expression to name this problem, the curse of dimensionality. Therefore, it is an
obstacle deeply studied and analyzed in DM, with dozens of different proposals to
face it to some extent [51].

There are non-supervised methods, such as Principal Component Analysis (PCA)
[39] and Latent Semantic Indexing (LSI) [27], able to reduce dimensionality by ana-
lyzing only the input features. These can be applied to MLDs, since no knowledge
about the output variables is needed. The supervised approaches, characterized for
using the output attributes to infer which input features provide more useful infor-
mation, have to be adapted prior to be used in the multilabel context.

Dimensionality in the label space is the least studied problem until now, with
only a few proposals. Most of them will be detailed in Chap.7, specifically
devoted to this topic.

2.4.6 Label Imbalance

The learning from imbalanced data is another of the casuistics intrinsically linked to
multilabel classification. Like high dimensionality in the input feature space, imbal-
ance is also a well-studied problem in traditional classification. There are many
proven techniques to face imbalance in binary classification, and many of them have
been adapted to work with multiclass datasets. A few of these techniques will be
described in Chap.8, including how some of them have been adjusted to deal with
MLDs.

The differences among label distributions in MLDs arise firstly by their own
nature. In an MLD with thousands of labels, for instance categorizing text docu-
ments, it is usual that some of them are much more frequent than others. More
specialized documents would have rare labels, which will be in minority against the
most common ones.

Secondly, the transformations applied tomultilabel data tend to increase the imbal-
ance between labels. This is the case of BR. Taking as positive only the instances in
which a certain label appears and as negative all other samples, the original distri-

http://dx.doi.org/10.1007/978-3-319-41111-8_7
http://dx.doi.org/10.1007/978-3-319-41111-8_8
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bution changes affecting the representation of the considered label. The situation is
even worse if this label is already a minority label.

Imbalance in multilabel classification is one of the specificities more recently
tackled in the literature. Specific metrics [13] and several methods to balance
label distributions [14, 16, 23] have been proposed. Most of them will be
presented in Chap.8.

2.5 Multilabel Data Tools

To conclude this chapter, in which the topics of what multilabel classification is, what
it is used for, and how it has been faced have been dealt, the main tools currently used
to work with this kind of information are briefly introduced. They will be explained
in more detail in Chap.9.

Although multilabel data can be analyzed and multilabel classification conducted
with any ad hoc software, specifically designed to accomplish a certain task, there
are also available some generic tools. Many researchers and practitioners have relied
on them in late years. The most noteworthy are the following:

• MULAN: Presented in 2010 [55], it is the most mature multilabel software and
probably the most widely used. MULAN is an open source library written in Java.
It provides a programming interface (API) to help in the development of multilabel
classification applications, including also evaluation of results and label ranking
generation. Several of the most common transformations andMLC algorithms are
already included, ready to use. UnlikeWEKA [37], the tool it is based on,MULAN
does not offer a graphic user interface (GUI) to ease the accomplishment of these
tasks.

• MEKA: AsMULAN,MEKA [45] is also founded onWEKA, but unlikeMULAN
it supplies a GUI from which the user can load MLDs, perform some exploration
tasks, and apply different MLC algorithms. Since the GUI is very similar to that of
WEKA, WEKA users will immediately feel comfortable with this tool. It is also
open source and has been developed in Java.

• mldr: R is one of the most used tools to explore and analyze data nowadays, but
it lacked the ability to present the specificities of MLDs. The mldr [10] package
adds this functionality to R, providing functions to load, modify, and write MLDs,
as well as general exploratory analysis methods. The package also includes a
Web-based GUI from which most tasks can be easily performed.

• mldr.datasets: Built upon the infrastructure provided by the preceding one, this
R package [11] eases the process of obtaining multilabel datasets. In addition,
it provides methods aimed to retrieve basic information about them, including
citation data, as well as to facilitate the partitioning process.

http://dx.doi.org/10.1007/978-3-319-41111-8_8
http://dx.doi.org/10.1007/978-3-319-41111-8_9
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• scikit-multilearn: Based on the well-known scikit-learn Python module, scikit-
multilearn3 is an extension still in early development. The current version is 0.0.1
and it provides BR, LP, and RAkEL implementations, with many other methods
whose development is in progress.

As mentioned above, the details about how to use these tools to explore MLDs
and conduct experiments with them are the main topic of Chap.9.
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Chapter 3
Case Studies and Metrics

Abstract Multilabel classification techniques have been applied inmany real-world
situations in the last two decades. Each one represents a different case study for
MLC, using one or more MLDs. After the general overview provided in Sect. 3.1,
this chapter begins by briefly describing in Sect. 3.2 themost usual case studies found
in the literature. As a result, a full list of available MLDs will be obtained, and the
usual characterization metrics are explained and put in use with them in Sect. 3.3.
Then, a practical use case is detailed in Sect. 3.4, running a simple MLC algorithm
over a few MLDs. Lastly, the usual performance evaluation metrics for MLC are
introduced in Sect. 3.5 and they are used to analyze the results obtained from this
experiment.

3.1 Overview

The main application fields of MLC were introduced in the previous chapter from
a global perspective. The goal in this chapter was to delve into each one of these
fields, enumerating every one of the publicly available MLDs and stating where they
come from. In addition to this basic reference information, it would be interesting
to get some general characteristics for each MLD. For doing so, most of the charac-
terization metrics described in the literature are going to be introduced, along with
their formulations and discussion about their usefulness. Several extensive tables
containing each measurement for every MLD will be provided.

In the following chapters, several dozens of MLC algorithms will be described,
and some of them will be experimentally tested. Therefore, how to conduct such
an experiment, and the way the results can be assessed to evaluate the algorithms’
performance, are fundamental aspects. Once the availableMLDs and theirmain traits
are known, a basic kNN-based MLC algorithm is introduced and it is run to process
some of these MLDs.

Multilabel predictive performance evaluation metrics have to deal with the pres-
ence of multiple outputs, taking into consideration the existence of predictions which
are partially correct or wrong. As will be expounded, these metrics can be grouped
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into several categories according to distinct criteria. Then, most of the MLC eval-
uation metrics are explained along with their formulation, using them to assess the
results obtained from the previous experiments.

3.2 Case Studies

In the previous chapter, the main application fields for MLCwere portrayed. Attend-
ing to the grouping criterion then established, in this section most of the case studies
found in the specialized literature will be enumerated. Table3.1 summarizes these
case studies, giving their original references and the place they can be downloaded
from.1

Some of these case studies have associated several MLDs, whose names and
characteristics will be analyzed later. The same MLD can be available in different
formats,2 for instanceMULAN,MEKA, and KEEL, depending on the repository the
user refers to.

The following subsections cover each MLC application field. The case studies
are alphabetically enumerated inside each category conforming to the name of the
MLD or set of MLDs belonging to them.

3.2.1 Text Categorization

Categorizing text documents into one or more categories is a very usual need. It is
the task at the root of MLC. This is the reason for the existence of many datasets
associated with this use case. The case studies mentioned below have been used in a
considerable portion of the multilabel literature. Some of them have associated more
than one MLD.

• 20ng: This dataset, known as 20 Newsgroups, has its origin in the task [28] of
filtering news group messages. The dataset has become a classical problem for
testing text clustering and text-labeling algorithms. It contains over a thousand
entries for each one of 20 different news groups, making a total of almost 20 000
data instances. Some of the news groups are closely related, so some messages
were cross-posted to more than one group. The input attributes, there are more
than a thousand, are the terms extracted from all the documents. For each instance,
those terms appearing in the message are set to 1, while the others are set to 0.
This representation is known as boolean bag-of-words (BoW) model. There are

1All datasets are available at RUMDR (RUltimate Multilabel Dataset Repository) [10], fromwhich
can be downloaded and exported to several file formats.
2The differences among the main file formats, all of them derived from the ARFF format used by
WEKA, and how to use each of them, will be detailed in Chap. 9.

http://dx.doi.org/10.1007/978-3-319-41111-8_9
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Table 3.1 Case studies and their categories and references

Case study Category References Download

20ng Text [28] [33]

bibtex Text [26] [3, 43]

birds Sound [7] [43]

bookmarks Text [26] [3, 43]

cal500 Sound [44] [43]

corel Image [5, 20] [3, 43]

delicious Text [40] [3, 43]

emotions Sound [48] [3, 33, 43]

enron Text [27] [3, 33, 43]

EUR-Lex Text [30] [43]

flags Image [24] [43]

genbase Gen/Bio [19] [3, 43]

imdb Text [32] [33]

langlog Text [31] [33]

mediamill Video [35] [3, 9, 43]

medical Text [18] [3, 33, 43]

nus-wide Image [17] [43]

ohsumed Text [25] [33]

rcv1v2 Text [29] [3, 9, 43]

reuters Text [31] [33]

scene Image [6] [3, 9, 33, 43]

slashdot Text [32] [33]

stackexchange Text [15] [12]

tmc2007 Text [37] [9, 43]

yahoo Text [47] [43]

yeast Gen/Bio [21] [3, 9, 33, 43]

20 labels, corresponding to the news groups the messages have been taken from.
Only a handful of instances are assigned to more than one label.

• bibtex: Introduced in [26] as part of a tag recommendation task, it contains the
metadata for bibliographic entries. The words that presented in the papers’ title,
authors names, journal name, and publication date were taken as input attributes.
The full vocabulary consisted in 1 836 features. The data origin is Bibsonomy,3

a specialized social network where the users can share bookmarks and BibTeX
entries assigning labels to them. bibtex is the dataset generated from the data
contained in the BibTeX entries, being associated with a total of 159 different

3http://www.bibsonomy.org.

http://www.bibsonomy.org
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labels. The boolean BoWmodel is used to represent the documents, so all features
are binary indicating if a certain term is relevant to the document or not.

• bookmarks: This MLD comes from the same source [26] that the previous
one. In this case, the data are obtained from the bookmarks shared by the users.
Specifically, the URL of the resource, its title, date, and description are included
into the dataset. The vocabulary consisted in 2 150 different terms, used as input
features. The tags assigned to the bookmarks by the users, a total of 208, are taken
as labels. The main difference between bibtex and bookmarks is the size of
the MLD, having the latter more than ten times the number of instances that the
former.

• delicious: The authors of this dataset [40] are the same of the previous one,
and its nature is also similar to bookmarks. This time the links to Web pages
were taken from the del.icio.us4 portal. The page content for a set of popular tags
was retrieved and parsed, and the resulting vocabulary was filtered to avoid non-
frequent words. As a result, an MLDwith almost a thousand labels was generated.
The goal of the authors was proposing anMLCmethod able to deal with a so large
number of labels.

• enron: The Enron corpus is a large set of email messages, with more than half a
million entries, fromwhich a dataset for automatic folder assignment research was
generated [27]. The enron MLD is a subset of the previous dataset, with only 1
701 instances. Each one has as input features a BoW obtained from the email’s
fields, such as the subject and the body of the message. The labels correspond to
the folders in which each message was stored into by the users. A total of 53 labels
are considered.

• EUR-Lex: This case study is made up of three MLDs. The primary source is the
European Union’s database of legal documents, which includes laws, agreements,
and regulations. Each document is classified in accordance with three criteria,
EUROVOC descriptors, directory codes, and subject matters. For doing so, the
header of the document indicates which descriptors, codes, and matters are rele-
vant. Therefore, there are three multilabel tasks to accomplish. From this database,
the authors of [30] generated the eurlex-dc, eurlex-ev, and eurlex-sm
MLDs.5 Unlike in most cases, reduction techniques were not applied aiming to
obtain a limited number of labels. As a result, the eurlex-evMLD has almost
4 000 of them. The three datasets have the same instances with the same set of
5 000 input features. These contain, in the version used in [30], the TF-IDF rep-
resentation instead of BoW as the previous ones.

• imdb: The aim of this study [32] was to automatically classify movies into the
proper genres, i.e., drama, comedy, adventure, or musical, among others. A total
of 28 genres are considered. The input features were generated from the text
gathered from the IMDB6 database for each movie, relying in a boolean BoW

4https://delicious.com/.
5Additional information about how these MLDs were produced, including the software to do so,
can be found at http://www.ke.tu-darmstadt.de/resources/eurlex.
6http://imdb.org.

https://delicious.com/
http://www.ke.tu-darmstadt.de/resources/eurlex
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representation. These texts contained a summary of themovies’ plot, with a vocab-
ulary made up of a thousand terms. Containing more than 120 000 instances, it is
one of the largest MLDs publicly available.

• langlog: Introduced in [31], thisMLDhas been created from the posts published
into the Language Log Forum,7 a Web site for discussing language-related topics.
As many other text MLDs, this also follows the boolean BoW model, with a total
of 1 460 input features. The blog entries are categorized by 75 different labels.

• medical: The documents processed to produce this MLD are anonymized clin-
ical texts, specifically the free text where the patient symptoms are described. A
portion of the total corpus described in [18]was used to generate theMLD,with the
text transformed into a BoW per document. The labels, a total of 45, are the codes
from the International Classification of Diseases, precisely ICD-9-CM8 codes.

• ohsumed: The origin of this dataset [25] is the Medline database, a text corpus
from almost three hundred medical journals. The Ohsumed collection is a subset
of the Medline dataset compiled in the Oregon Health Science University. The
title and abstract texts of each article were processed and represented as BoW,
producing a set of thousand input features. Each document is linked to one or
more of the 23 main categories of the MeSH diseases ontology.9 These categories
are the labels appearing in the 13 929 instances that the MLD consists in.

• rcv1v2: This case study consists of five MLDs, being each one of them a subset
of the original RCV1-v2 (Reuters Corpus Volume 1 version 2). The RCV1 text
corpuswas generated from the full text of English news published byReuters along
one year, from August 20, 1996, to August 19, 1997. Version 2 of this corpus is
a corrected version introduced in [29]. Each entry was classified according to
three categories, such as topic codes, industry codes, and region codes. A total
of 101 different labels are considered. The vocabulary used as input features has
47 236 terms, represented as TF-IDF values. The full RCV1 corpus had 800 000
documents. 6 000 of them are provided in each one of the five subsets.

• reuters: Introduced in [31], it is also a subset of the RCV1 corpus. In this
case, a feature selection method has been applied, taking only 500 input attributes
instead of the more than 47 000 in rcv1v2. The goal was to work with more
representative features. At the same time, the reduced set of attributes improves
the speed of the learning process.

• slashdot: The source thisMLDwas generated from is Slashdot,10 awell-known
news portal mainly focused in technology and in science. TheMLDwas generated
[32] taking the text from the news title and summary, producing a boolean BoW
for each entry. The vocabulary has 1 079 terms. The tags used for categorize these
entries, a total of 22, act as labels.

• stackexchange: The case study faced in [15] is a tag suggestion task for ques-
tions posted in specialized forums, specifically forums from the Stack Exchange

7http://languagelog.ldc.upenn.edu/nll/.
8http://www.cdc.gov/nchs/icd/icd9cm.htm.
9https://www.nlm.nih.gov/mesh/indman/chapter_23.html.
10http://slashdot.org.

http://languagelog.ldc.upenn.edu/nll/
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http://slashdot.org
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network.11 Six MLDs were generated from six different forums, devoted to topics
such as cooking, computer science, and chess. The title and body of each question
was text-mined, producing a frequency BoW. The tags assigned by the users to
their questions were used as labels. The vocabulary for each forum is specific,
being made of between 540 and 1 763 terms. These worked as input attributes.
The labels are specific as well, ranging its number from 123 to 400.

• tmc2007: This dataset bore as a result of the SIAM Text Mining Workshop12

in 2007 [37]. As many other text datasets, boolean BoW was chosen as a way of
representing the terms appearing in documents. Thosewere aviation safety reports,
in which certain problems during flights were described. The vocabulary consists
of 49 060 different words, used as input features. Each report is tagged into one
or more categories from a set of 22. These are the labels in the MLD.

• yahoo: The authors of [47] compiled for their study the Web pages referenced in
11 out of the 14 main categories of the classical Yahoo!13 Web index. Therefore,
11 MLDs are available for this case study. All of them use the boolean BoW
representation, with features obtained from the pages referenced in the index.
The number of words goes from 21 000 to 52 000, depending on the MLD. The
subcategories that the pages belong to are used as labels. The number of labels is
in the range 21–40.

3.2.2 Labeling of Multimedia Resources

Although text resources were the first ones to demand automated classificationmech-
anisms, recently the need for labeling other kind of data, such as images, sounds,
music, and video, has experimented a huge growth. By contrast with the case stud-
ies enumerated in the previous section, in which a common representation as BoW
(whether they contain boolean values, frequencies, or TF-IDF values) is used, the
following ones resort to disparate embodiments.

• birds: This MLD emerges from the case study described in [7], where the prob-
lem of identifying multiple birds species from acoustic recordings is tackled. The
researchers used hundreds of sound snippets, recorded in nature at times of day
with high bird activity. Between 1 and 5 different species appear in each snippet.
The audio was processed with a 2D time-frequency segmentation approach, aim-
ing to separate syllables overlapping in time. As a result, a set of features with
the statistic profile of each segment is produced. Since a sound can be made up of
several segments, the produced dataset is a multiinstance multilabel dataset.

• cal500: Tagging music tracks with semantic concepts is the task faced in [44],
from which the cal500 MLD is derived. The researchers took five hundred

11http://stackexchange.com/.
12http://web.eecs.utk.edu/events/tmw07/.
13http://web.archive.org/web/19970517033654/http://www9.yahoo.com/.

http://stackexchange.com/
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songs, from unique singers, and defined a vocabulary aimed to define aspects such
as the emotions produced by the song, the instruments and vocal qualities, and
music genre. These concepts, a total of 174, are used as labels. Each music track
is assigned at least 3 of them and the average is above 26, which is a quite high
number in the multilabel context. The input features were generated by sound
segmentation techniques. A distinctiveness of this MLD is that no two instances
are assigned the same combination of labels.

• corel: The original Corel dataset was used in two different case studies [5, 20] by
the same authors, fromwhich severalMLDs have been obtained. The Corel dataset
has thousands of images categorized into several groups. In addition, each picture
is assigned a set of words describing its content. These pictures were segmented by
the authors using the normalized cuts method, generating a set of blobs associated
with one or more words. The input features, 500 in total, are the vectors resulting
from the segmentation process. In [20] (corel5k), 5 000 instances were taken
and there are 374 labels, since a minimum of occurrences was not established.
The posterior study in [5] (corel16k) used 138 111 instances grouped into 10
subsets. A minimum of occurrences for each label was set, limiting its number to
153–174 depending on the subset.

• emotions: The origin of this dataset is the study conducted in [48], whose
goal is to automatically identify the emotions produced by different songs. A
hundred songs from each one of seven music styles were taken as input. The
authors used the software tool described in [46] to extract from each record a set
of rhythmic features and another one with timbre features. The union of these
sets, after a process of feature selection, is used as input attributes. The songs were
labeled by three experts, using the sixmain emotions of the Tellegen-Watson-Clark
abstract emotional model. Only those songs where the assigned labels coincide
were retained, reducing the number of instances from the original 700 to 593.

• flags: This MLD is considered as a toy dataset, since it only has 194 instances
with a set of 19 inputs features and 7 labels. The original version can be found
in the UCI repository.14 In [24] several of its attributes, the ones indicating which
colors appear in the flag or if it contains a certain image or text, were defined as
labels. The remainder attributes, including the zone and land mass the country
belongs to, its area, religion, population, etc., are established as input features.

• mediamill: It was introduced in [35] as a challenge for video indexing. The data
consist of a collection of video sequences, taken from the TREC Video Retrieval
Evaluation,15 fromwhich a set of 120 features have been extracted. This set of fea-
tures is the concatenation of several similarity histograms extracted from the pixels
of each frame. The goal was to discover what semantic concepts are associated
with each entry, among a set of 101 different labels. Some of these concepts refer
to environments, such as road, mountain, sky, or urban, others to physical objects,
such as flag, tree, and aircraft. A visual representation of these 101 concepts can
be fond in [35].

14https://archive.ics.uci.edu/ml/datasets/Flags.
15http://www-nlpir.nist.gov/projects/trecvid/.

https://archive.ics.uci.edu/ml/datasets/Flags
http://www-nlpir.nist.gov/projects/trecvid/
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• nus-wide: The famous Flickr16 social network, in which millions of users pub-
lish their photographs every day, is the origin for the NUS-WIDE dataset, created
by NUS’s Lab for Media Search. Each image was segmented extracting color his-
togram, correlation histogram, edge direction, textures, etc. The resulting MLD
has 269 648 instances, and two versions of the MLD with different features repre-
sentation are available. The first one, known as nus-wide-BoW, used clustering
to produce a 500 dimensional vector of visual words (real values). The second one,
named nus-wide-VLAD, the vectors have 128 dimensions and are encoded as
cVLAD+ features [36] (real values). In both, each instance has an initial attribute
containing the name of the file where the image was stored into. Each image was
manually annotated using a 81 items vocabulary, with terms such as animal, house,
statue, and garden. These are the labels of the MLD.

• scene: This MLD is also related to image labeling, specifically to scene classifi-
cation. The set of pictures was taken from theCorel dataset and some personal ones
by the authors [6] were also included. TheMLD ismade up of 400 pictures for each
main concept, beach, sunset, field, fall foliage, mountain, and urban. Therefore,
six non-exclusive labels are considered. The images are transformed to the CIE
Luv color space, known for being perceptually uniform, and latter segmented into
49 blocks, computing for each one of them values such as the mean and variance.
The result is a vector of 294 real-value features in each instance.

3.2.3 Genetics/Biology

This is the area with less publicly available datasets, which is not surprising due to
its complexity. There are two MLDs, one focused in predicting the class of proteins
and another one for classifying genes in line with their functional expression.

• genbase: The authors of [19] produced thisMLD compiling information for 662
different proteins. The Prosite access number17 was used to identify the 1 185motif
patterns and profiles used as input features. All of them are nominal, taking only
the YES or NO values. This way the motifs and profiles present in each protein are
indicated. 27 different protein classes are considered, being each protein associated
with one or more of them. The PDOC protein class identifiers are used as label
names. Something to be taken into account while using this MLD is the presence
of one additional feature, the first one, that uniquely identifies each instance.

• yeast: In this case [21], the goal was to predict the functional expression for a
set of genes. The input features for each gene come from microarray expression
data, with a 103 real values vector per instance. A subset of 14 functional classes,
whose origin is the Comprehensive Yeast Genome Database,18 are selected and

16https://www.flickr.com/.
17http://prosite.expasy.org/prosite.html.
18http://www.ncbi.nlm.nih.gov/pubmed/15608217.

https://www.flickr.com/
http://prosite.expasy.org/prosite.html
http://www.ncbi.nlm.nih.gov/pubmed/15608217
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used as labels. Since each gene can express more than one function at once, in fact
this is the usual situation, the result is a dataset with multilabel nature.

3.2.4 Synthetic MLDs

Even though there are a quite large collection of MLDs publicly available, in some
situations it can be desirable to work with datasets that have certain characteristics.
For instance, if we were designing an algorithm to deal with noisy data it would be
interesting to test it with MLDs having different noise levels. This is a trait that could
be modeled by generating custom synthetic datasets.

Despite the aforementioned need, which has been demanded by several authors
in some papers, there is a lack of tools to produce synthetic MLDs when compared
with utilities with the same aim for traditional classification. In most cases, internal
programs are used to generate these artificial datasets, and only the characteristics of
the data are explained. Fortunately, there are some exceptions, such as theMldatagen
program19 described in [38].

Since they are created by a program, an a priori limit in the number of MLDs that
can be created does not exist. They can hold any number of instances, attributes, and
labels but, unlike the enumerated in the previous sections, they do not represent any
real situation.

3.3 MLD Characteristics

Before attempting to build a classification model to solve a specific problem, it is
important to analyze the main characteristics of the data available to accomplish this
task. Understanding the inner traits of the data usually will allow the selection of
the best algorithm, parameters, etc. Revealing these traits is the aim of the specific
characterization metrics for MLDs defined in the literature.

In the following subsections, many of the available characterization metrics are
defined, providing their mathematical expressions, and detailing their usefulness.
Many of them will be further applied to the MLDs associated with the previous case
studies, and certain facts will be discussed. The nomenclature stated in Sect. 2.2 will
be used in all equations.

19http://sites.labic.icmc.usp.br/mldatagen/.

http://dx.doi.org/10.1007/978-3-319-41111-8_2
http://sites.labic.icmc.usp.br/mldatagen/
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3.3.1 Basic Metrics

The main difference between traditional and multilabel classification comes from
the fact that in the latter each instance is associated with a set of labels. This is the
reason behind the first specific metrics designed for MLDs, whose purpose is to
assess the multilabelness of the data, in other words determining the extent at which
the samples in the dataset have more than one label.

An obvious way to calculate such a measure consists in counting the number of
labels relevant to every instance in the dataset, then averaging the sum to know the
mean number of labels per instance. This simple metric was introduced in [39] as
label cardinality or simply Card (3.1).

Card (D) = 1

n

n∑

i=1

|Yi| (3.1)

In this context, n denotes the number of instances in theMLDD, Yi the labelset of
the ith instance, and k the total number of labels considered in D. The higher is the
Card level, the larger is the number of active labels per instance. As a consequence,
MLDswith lowCard values, near 1.0,woulddenote thatmost of its samples haveonly
one relevant label. Therefore, it would be a dataset with little multilabelness nature.
On the opposite side, high Card values state that the data are truly multilabeled. As
a general rule, high Card values are linked to MLDs which have large sets of labels,
yet the contrary is not always true.

SinceCard is ametric influenced by the size of the set of labels used by eachMLD,
and it is expressed using the number of labels as measurement unit, a normalized
version (3.2) was also proposed. By dividing Card by the number of labels in the
MLD, a dimensionless metric, known as label density (Dens), is obtained. Usually,
a high Dens value indicates that the labels in the MLD are well represented in each
instance. By contrast, low Dens values denote more dispersion, with only a small
subset of the labels present in most instances.

Dens (D) = 1

k

1

n

n∑

i=1

|Yi| (3.2)

Another way of assessing the multilabelness of a dataset would be by means of
the Pmin metric (3.3) introduced in [45]. This is simply the percentage of instances
in the MLD with only one active label. Intuitively, a high Pmin value would denote
that a large proportion of instances are single labeled.

Pmin (D) =
∑

y′∈Y/|y′|=1

|y′|
n

(3.3)
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Subsets of the labels in the set L appear in the instances of D forming labelsets.
Theoretically 2k different labelsets could exists, but in practice the number of unique
(distinct) labelsets is limited by the number of instances in D. Thus, the number of
unique combinations is limited by the expressionmin(n, 2k). The effective number of
distinct labelsets in anMLD is an indicator of the uniformity in the labels distribution
among the samples. The higher the number is, the more irregularly the labels appear
in the data instances. The number of distinct labelsets is also known as label diversity
(Div), and it can also be normalized dividing it by the number of instances.

Furthermore, the frequency of each labelset appears in the MLD may be also
an interesting information. Even though the total number of distinct labelsets is not
high, if many of them only appear once, associated with one instance, this could
lead to some difficulties during the learning process. In addition, the analysis of the
labelsets provides information related to dependencies among labels.

Besides the previous ones, in [11] other standard statistical metrics, such as the
coefficient of variation, kurtosis, and skewness, are used to characterize how
the labels in anMLD are distributed. The joint use of all these metrics can help
in gaining insight into this problem.

3.3.2 Imbalance Metrics

The presence of class imbalance in a dataset is a challenge for most learning algo-
rithms. This problem will be analyzed in Chap. 8 in the context of MLC. As will be
seen, mostMLDs suffer from label imbalance. This means that some labels are much
more frequent than others, and it is being an aspect interesting to appraise due to its
impact in classification results. Three different metrics to assess label imbalance are
proposed in [14], named IRLlbl (3.4), MaxIR (3.5) and MeanIR (3.6). In (3.4), the
operator [[expr]] denotes de Iverson bracket. It will return 1 if the expression inside
is true or 0 otherwise.

IRLbl(l) =
max
l′∈L

(∑n

i=1
[[l′ ∈ Yi]]

)

∑n
i=1 [[l ∈ Yi]] . (3.4)

With the IRLbl metric, it is possible to know the imbalance level of one specific
label. This is computed as the proportion between the number of appearances of the
most common label and the considered label. Therefore, for the most common label
IRLbl = 1. For least frequent labels, the level always will be greater than 1. The
higher the IRLbl, the rarer is the label presence in the MLD. The goal of the MaxIR
metric was obtaining the maximum imbalance ratio. In other words, the proportion
of the most common label against the most rare one.

http://dx.doi.org/10.1007/978-3-319-41111-8_8
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MaxIR = max
l∈L

(IRLbl(l)) (3.5)

MeanIR = 1

k

∑

l∈L
IRLbl(l). (3.6)

Usually a global assessment of the imbalance in the MLD is desired. This metric,
named MeanIR, is calculated by averaging the IRLbl of all labels. Despite the use-
fulness of this metric by itself, some dispersion measure, such as standard deviation
or coefficient of variation, should also be included. A highMeanIR could be due to a
relatively high IRLbl for several labels, but also by cause of extreme imbalance levels
for only some labels. In this context, the CVIR (3.7) metric provides the additional
information needed to know the cause.

CVIR = IRLblσ

MeanIR
, IRLblσ =

√
1

k − 1

∑

l∈L
(IRLbl (l) − MeanIR)2 (3.7)

3.3.3 Other Metrics

Besides the already aforementioned, some other characterization metrics have been
proposed in the literature to assess specific qualities of theMLDs. In [13], the SCUM-
BLE metric is introduced as a way to measure the concurrence among very frequent
and rare labels. A score is individually computed for each instance (3.8). This score
is based on the Atkinson index [4] and the IRLbl metric introduced in the previous
section. The former is an econometric measure aimed to evaluate income inequalities
among the population. In this context, monetary quantities have been replaced by
imbalance ratios, provided by the IRLbl metric. The result is a value in the [0, 1]
range indicating if all the labels in the instance have similar frequencies in the MLD,
low values, or by the contrary there are significant differences, the result would be
a higher value. The global SCUMBLE measure (3.9) is obtained by averaging the
score for all instances in the MLD. How these metrics have been the foundation for
developing new MLC algorithms will be explained in Chap.8. As a general rule,
higher SCUMBLE values denote harder MLDs to learn from.

SCUMBLEins (i) = 1 − 1

IRLbli

(
∏

l∈L
IRLblil

)(1/k)

(3.8)

SCUMBLE (D) = 1

n

n∑

i=1

SCUMBLEins (i) (3.9)

http://dx.doi.org/10.1007/978-3-319-41111-8_8
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The TCS (3.10) metric is presented in [16] aiming to facilitate a theoretical com-
plexity indicator. It is calculated as the product of the number of input features,
number of labels, and number of different label combinations. To avoid working
with very large values, whose interpretation and comparison would be not easy, the
log function is used to adjust the scale of the previous product. The goal was to
determine which MLDs would present a harder work to the preprocessing an learn-
ing algorithms. Unlike SCUMBLE, TCS values are not upper bounded. The higher
the value, the more complex would be to process the MLD.

TCS(D) = log(f × k × |unique labelsets|) (3.10)

3.3.4 Summary of Characterization Metrics

Once themain characterizationmetrics have been defined, they can be used to analyze
the MLDs corresponding to the case studies enumerated in Sect. 3.2. Tables3.2,
3.3, and 3.4 summarize most of these metrics for the MLDs corresponding to case
studies from the text, multimedia, and genetics fields, respectively. The columns
show, from left to right,Dataset: nameof theMLD,n: number of instances, f : number
of input attributes, k: number of labels, LSet: number of distinct labelsets, Card:
label cardinality (Card),Dens: label density (Dens),MeanIR: mean imbalance ratio
(MeanIR), and SCUMBLE: imbalanced labels concurrence level (SCUMBLE).

The MLDs from text case studies clearly share a common trait, as almost all of
them have a high number of input features, in the range of thousands of them with
few exceptions. This is due to the techniques used to mining the text, which produce
large collections of words and their frequencies. Many of them also have several
hundreds of labels. This, when combined with a large number of instances, also
produces a huge amount of labelsets. It is the case with MLDs such as bookmarks
or delicious. Comparatively, the number of features, labels, and labelsets is lower
in the datasets coming from multimedia and genetics case studies.

Regarding the Card metric that indicates the mean number of labels per instance,
most MLDs are in the [1, 5] interval. Some MLDs, such as 20ng, langlog,
slashdot, yahoo-reference, birds, and scene, are only slightly above
1, meaning that most of its instances are associated with only one label. These would
be the less representative cases of what should be a multilabel scenario, since they
are closer to a multiclass one. There are a pair of extreme cases in the opposite side.
The Card values for delicious and cal500 are above 19 and 26, respectively.
These MLDs are truly multilabel, with a remarkable average number of active labels
in each instance. Halfway between the previous utmost scenarios, the remainder
MLDs present the most typical Card values, between 2 and 5 labels per instance in
average.

Dens is a metric closely related toCard. In general, most MLDs haveDens values
below 0.1. Only those with a very limited set of labels, such as emotions, flags,
or scene, or a very highCard, such as cal500, get a high label density. Therefore,
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Table 3.2 Main characteristics of MLDs from text classification case studies
Dataset n f k LSet Card Dens MeanIR SCUMBLE

20ng 19 300 1 006 20 55 1.029 0.051 1.007 0.000

bibtex 7 395 1 836 159 2 856 2.402 0.015 12.498 0.094

bookmarks 87 856 2 150 208 18 716 2.028 0.010 12.308 0.060

delicious 16 105 500 983 15 806 19.017 0.019 71.052 0.532

enron 1 702 1 001 53 753 3.378 0.064 73.953 0.303

eurlex-dc 19 348 5 000 412 1 615 1.292 0.003 268.930 0.048

eurlex-ev 19 348 5 000 3 993 16 467 5.310 0.001 396.636 0.420

eurlex-sm 19 348 5 000 201 2 504 2.213 0.011 536.976 0.182

imdb 120 919 1 001 28 4 503 2.000 0.071 25.124 0.108

langlog 1 460 1 004 75 304 1.180 0.016 39.267 0.051

medical 978 1 449 45 94 1.245 0.028 89.501 0.047

ohsumed 13 929 1 002 23 1 147 1.663 0.072 7.869 0.069

rcv1subset1 6 000 47 236 101 1 028 2.880 0.029 54.492 0.224

rcv1subset2 6 000 47 236 101 954 2.634 0.026 45.514 0.209

rcv1subset3 6 000 47 236 101 939 2.614 0.026 68.333 0.208

rcv1subset4 6 000 47 229 101 816 2.484 0.025 89.371 0.216

rcv1subset5 6 000 47 235 101 946 2.642 0.026 69.682 0.238

reuters 6 000 500 103 811 1.462 0.014 51.980 0.052

slashdot 3 782 1 079 22 156 1.181 0.054 17.693 0.013

stackex-chemistry 6 961 540 175 3 032 2.109 0.012 56.878 0.187

stackex-chess 1 675 585 227 1 078 2.411 0.011 85.790 0.262

stackex-coffee 225 1 763 123 174 1.987 0.016 27.241 0.169

stackex-cooking 10 491 577 400 6 386 2.225 0.006 37.858 0.193

stackex-cs 9 270 635 274 4 749 2.556 0.009 85.002 0.272

stackex-philosophy 3 971 842 233 2 249 2.272 0.010 68.753 0.233

tmc2007 28 596 49 060 22 1 341 2.158 0.098 15.157 0.175

tmc2007-500 28 596 500 22 1 172 2.220 0.101 17.134 0.193

yahoo-arts 74 840 23 146 26 599 1.654 0.064 94.738 0.059

yahoo-business 11 214 21 924 30 233 1.599 0.053 880.178 0.125

yahoo-computers 12 444 34 096 33 428 1.507 0.046 176.695 0.097

yahoo-education 12 030 27 534 33 511 1.463 0.044 168.114 0.042

yahoo-entertainment 12 730 32 001 21 337 1.414 0.067 64.417 0.039

yahoo-health 9 205 30 605 32 335 1.644 0.051 653.531 0.092

yahoo-recreation 12 828 30 324 22 530 1.429 0.065 12.203 0.030

yahoo-reference 8 027 39 679 33 275 1.174 0.036 461.863 0.049

yahoo-science 6 428 37 187 40 457 1.450 0.036 52.632 0.058

yahoo-social 12 111 52 350 39 361 1.279 0.033 257.704 0.049

yahoo-society 14 512 31 802 27 1 054 1.670 0.062 302.068 0.096
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Table 3.3 Main characteristics of MLDs from multimedia resources classification case studies

Dataset n f k LSet Card Dens MeanIR SCUMBLE

birds 645 260 19 133 1.014 0.053 5.407 0.033

cal500 502 68 174 502 26.044 0.150 20.578 0.337

corel5k 5 000 499 374 3 175 3.522 0.009 189.568 0.394

corel16k001 13 766 500 153 4 803 2.859 0.019 34.155 0.273

corel16k002 13 761 500 164 4 868 2.882 0.018 37.678 0.288

corel16k003 13 760 500 154 4 812 2.829 0.018 37.058 0.285

corel16k004 13 837 500 162 4 860 2.842 0.018 35.899 0.277

corel16k005 13 847 500 160 5 034 2.858 0.018 34.936 0.285

corel16k006 13 859 500 162 5 009 2.885 0.018 33.398 0.290

corel16k007 13 915 500 174 5 158 2.886 0.017 37.715 0.282

corel16k008 13 864 500 168 4 956 2.883 0.017 36.200 0.289

corel16k009 13 884 500 173 5 175 2.930 0.017 36.446 0.298

corel16k010 13 618 500 144 4 692 2.815 0.020 32.998 0.279

emotions 593 72 6 27 1.868 0.311 1.478 0.011

flags 194 19 7 54 3.392 0.485 2.255 0.061

mediamill 43 907 120 101 6 555 4.376 0.043 256.405 0.355

nus-wide-BoW 269 648 501 81 18 430 1.869 0.023 95.119 0.171

nus-wide-VLAD 269 648 129 81 18 430 1.869 0.023 95.119 0.171

scene 2 407 294 6 15 1.074 0.179 1.254 0.000

Table 3.4 Main characteristics of MLDs from genetics/proteomics classification case studies

Dataset n f k LSet Card Dens MeanIR SCUMBLE

genbase 662 1 186 27 32 1.252 0.046 37.315 0.029

yeast 2 417 103 14 198 4.237 0.303 7.197 0.104

this value is useful to know how sparse are the labelsets in the MLD. Higher Dens
values will denote labelsets with more active labels than the lower ones.

As can be stated by glancing at the column with theMeanIR values, most MLDs
show noteworthy imbalance levels. The mean proportion between the frequency
of labels are higher to 1:100 in many cases, with some drastic occasions such as
eurlex-sm, yahoo-health, or yahoo-business, whose MeanIR is above
500. There is only a handful ofMLDs that could be considered as balanced, including
20ng,emotions,flags and scene. How this remarkably high imbalance levels
can influence the learning methods, and how this difficulty has been faced in the
literature, will be the main topics in Chap.8.

The right-most column in these three tables shows the SCUMBLE value for each
MLD. Attending to what was stated in [13], values well above 0.1 in this metric
designate MLDs in which a significant proportion of rare labels jointly appear with
very frequent ones, in the same instances. As can be seen, this is the case for many

http://dx.doi.org/10.1007/978-3-319-41111-8_8
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Table 3.5 MLDs sorted according to their theoretical complexity score

Rank Dataset TCS f k LSet

1 flags 8.879 19 7 54

2 emotions 9.364 72 6 27

3 scene 10.183 294 6 15

4 yeast 12.562 103 14 198

5 birds 13.395 260 19 133

6 genbase 13.840 1 186 27 32

7 20ng 13.917 1 006 20 55

8 slashdot 15.125 1 079 22 156

9 cal500 15.597 68 174 502

10 medical 15.629 1 449 45 94

11 tmc2007-500 16.372 500 22 1 172

12 langlog 16.946 1 004 75 304

13 ohsumed 17.090 1 002 23 1 147

14 stackex-coffee 17.446 1 763 123 174

15 enron 17.503 1 001 53 753

16 reuters 17.548 500 103 811

17 mediamill 18.191 120 101 6 555

18 imdb 18.653 1 001 28 4 503

19 stackex-chess 18.779 585 227 1 078

20 yahoo-business 18.848 21 924 30 233

21 nuswide-VLDA 19.076 129 81 18 430

22 yahoo-entertainment 19.238 32 001 21 337

23 stackex-chemistry 19.473 540 175 3 032

24 yahoo-health 19.609 30 605 32 335

25 corel16k010 19.638 500 144 4 692

26 yahoo-recreation 19.684 30 324 22 530

27 yahoo-reference 19.702 39 679 33 275

28 yahoo-arts 19.703 23 146 26 599

29 corel16k001 19.722 500 153 4 803

30 corel16k003 19.730 500 154 4 812

31 corel16k004 19.791 500 162 4 860

32 corel16k002 19.805 500 164 4 868

33 corel16k005 19.814 500 160 5 034

34 corel16k006 19.821 500 162 5 009

35 corel16k008 19.847 500 168 4 956

36 stackex-philosophy 19.905 842 233 2 249

37 corel16k009 19.919 500 173 5 175

38 corel16k007 19.922 500 174 5 158

39 yahoo-education 19.956 27 534 33 511

(continued)
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Table 3.5 (continued)

Rank Dataset TCS f k LSet

40 yahoo-computers 19.993 34 096 33 428

41 corel5k 20.200 499 374 3 175

42 yahoo-science 20.337 37 187 40 457

43 yahoo-social 20.418 52 350 39 361

44 nuswide-BoW 20.433 501 81 18 430

45 stackex-cs 20.532 635 274 4 749

46 bibtex 20.541 1 836 159 2 856

47 yahoo-society 20.623 31 802 27 1 054

48 tmc2007 21.093 49 060 22 1 341

49 stackex-cooking 21.111 577 400 6 386

50 eurlex-sm 21.646 5 000 201 2 504

51 eurlex-dc 21.925 5 000 412 1 615

52 rcv1subset4 22.082 47 229 101 816

53 rcv1subset3 22.223 47 236 101 939

54 rcv1subset5 22.230 47 235 101 946

55 rcv1subset2 22.239 47 236 101 954

56 rcv1subset1 22.313 47 236 101 1 028

57 delicious 22.773 500 983 15 806

58 bookmarks 22.848 2 150 208 18 716

59 eurlex-ev 26.519 5 000 3 993 16 467

of the MLDs shown in the previous tables. Some of them, such as the MLDs coming
from the Corel image database, enron and delicious, stand out with SCUMBLE
values as high as 0.532. This means that those MLDs would be specially harder for
preprocessing and learning algorithms.

A metric which does not appear in the previous tables is TCS. Since it provides a
score of the theoretical complexity of the MLDs, it is more useful to look at it after
sorting the MLDs by the TCS column, instead of alphabetically. The result is shown
in Table3.5. Along the mentioned score, the number of features, labels, and labelsets
are also presented. From this table, it is easy to deduct that some of the MLDs
previously described as toy datasets present the lower theoretical complexity, with
TCS values around 10. Unsurprisingly, the text MLDs appear as the most complex
ones, due to their large sets of features and labels. Remember that TCS values are
logarithmic, so a difference of only one unit implies one order of magnitude lower
or higher.
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Obviously, theMLDs could also be ordered by theirCard,MeanIR, SCUMBLE
or any other metric values, depending on which traits of the data the interest
is on. It is easy to do so using the tools described in Chap.9.

3.4 Multilabel Classification by Example

At this point, the source, nature, and main characteristics of a large set of MLDs
have been already introduced. The characterization metrics have been applied over
theMLDs, obtaining themeasures shown in the previous tables. Before going into the
study of the evaluation metrics, whose goal was to assess the predictive performance
of a classifier, some predictions would be needed. This way we could get a glimpse
of the values returned by these metrics. For this reason, this section is devoted to
demonstrate how to conduct an example of multilabel classification job.

Even though the description of MLC algorithms is the main topic of further
chapters, in the following subsection a specific algorithm is introduced to be able
to complete the task. The outputs provided by this algorithm are then evaluated by
means of different multilabel evaluation metrics.

3.4.1 The ML-kNN Algorithm

One of the simplest approaches to classification is that of kNN. Once a new data
sample is given, a kNN classifier looks for its k-nearest neighbors. For doing so, the
distance (in some f-dimensional space) between the features of the new sample and all
instances in the dataset is computed. Once the closer instances have been gathered,
their classes are used to predict the one for the new sample. Since kNN does not
create any model, only when a new sample arrives the classifier does some work, it
is usually known as a lazy [1] method. It is also frequently referred as instance-based
learning [2].

ML-kNN [49] is an adaptation of the kNN method to the multilabel scenario.
Unlike the classic kNN algorithm, ML-kNN is not so lazy. It starts by building a
limited model that consists of two pieces of information:

• The a priori probabilities for each label. These are simply the number of times each
label appears in the MLD divided by the total number of instances. A smoothing
factor is applied to avoid multiplying by zero.

• The conditional probabilities for each label, computed as the proportion of
instances with the considered label whose k-nearest neighbors, also have the same
label.

http://dx.doi.org/10.1007/978-3-319-41111-8_9
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These probabilities are independently computed for each label, facing the task
as a collection of individual binary problems. Therefore, the potential dependencies
among labels are fully dismissed by this algorithm.

After this limited training process, the classifier is able to predict the labels for
new instances. When a new sample arrives, it goes through the following steps:

• First, the k-nearest neighbors of the given sample are obtained. By default the
L2 − norm (Euclidean distance) is used to measure the similarity between the
reference instance and the samples in the MLD.

• Then, the presence of each label in the neighbors is used as evidence to compute
maximum a posteriori (MAP) probabilities from the conditional ones obtained
before.

• Lastly, the labelset of the new sample is generated from the MAP probabilities.
The probability itself is provided as a confidence level for each label, thus making
possible to also generate a label ranking.

The reference MATLAB implementation for the ML-kNN algorithm is supplied
by the author at his own Web site.20 There is also available a Java implementation in
MULAN. The latter has been used in order to conduct the experimentation described
below.

3.4.2 Experimental Configuration and Results

Five MLDs have been chosen to run the ML-kNN algorithm. Two of them are
from the text domain (enron and stackex-cs), two more from the multime-
dia field (emotions and scene), and the last one comes from the biology domain
(genbase). Attending to their TCS measure emotions and scene, ranked at
positions 2 and 3 in Table3.5, would be the easier cases. A little harder would be
genbase (6th), followed by enron (15th) and finally stackex-cs (45th) which,
theoretically, would be the most difficult MLD in this collection.

The MLDs were partitioned following a 2× 5 strategy. This means that there are
two repetitions with 5 folds, and that for each run 80% (4/5) of instances are used
for training and 20% (1/5) for testing. Therefore, a total of 10 runs are made for each
MLD. Random sampling was used to select the instances in each fold. The full set
of folds for the aforementioned five MLDs is available in the book repository [12].

From each run, a set of predictions are obtained from the classifier. These can
be assessed using many performance evaluation metrics (they will be described
in the next section), getting a set of values for each metric/fold. These values are
then averaged, obtaining the mean indicators which are usually reported in most
papers, sometimes along with their deviations. Table3.6 shows all these values,
whose interpretation will be further provided as the evaluation metrics are described.

20http://cse.seu.edu.cn/people/zhangml/Resources.htm#codes.

http://cse.seu.edu.cn/people/zhangml/Resources.htm#codes
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Table 3.6 Classification results produced by ML-kNN assessed with several evaluation metrics

stackex-cs emotions enron genbase scene

Accuracy ↑ 0.0540 0.5391 0.3156 0.9440 0.6667

AvgPrecision ↑ 0.3009 0.7990 0.6280 0.9860 0.8648

Coverage ↓ 77.9260 1.7715 13.2092 0.6110 0.4797

F-measure ↑ 0.5900 0.7776 0.5898 0.9776 0.9593

HammingLoss ↓ 0.0091 0.1940 0.0524 0.0048 0.0869

MacroF-measure ↑ 0.1999 0.6225 0.4284 0.9357 0.7378

MacroPrecision ↑ 0.5866 0.7279 0.5568 0.9795 0.8149

MacroRecall ↑ 0.0169 0.5981 0.0808 0.6787 0.6808

MicroAUC ↑ 0.8481 0.8565 0.9002 0.9893 0.9405

MicroF-measure ↑ 0.1065 0.6652 0.4715 0.9458 0.7331

MicroPrecision ↑ 0.6289 0.7217 0.6613 0.9934 0.8137

MicroRecall ↑ 0.0583 0.6186 0.3671 0.9031 0.6673

OneError ↓ 0.6571 0.2799 0.3070 0.0129 0.2269

Precision ↑ 0.6157 0.7182 0.6616 0.9956 0.8252

RLoss ↓ 0.1522 0.1608 0.0929 0.0072 0.0786

Recall ↑ 0.0582 0.6184 0.3654 0.9454 0.6836

SubsetAccuracy ↑ 0.0165 0.2968 0.0564 0.9132 0.6243

The arrow at the right of each metric name indicates whether lower values are better
(↓) or the opposite (↑).

Disparate plot designs can be used to graphically represent those final values,
being bar plots and line plots among the most frequent ones. When the interest is in
comparing a group of cases, in this occasion how the classifier has performed with
each MLD in accordance with several metrics, a radar chart (also known as spider
plot) can be useful. In Figs. 3.1 and 3.2, this type of representation has been used to
show the results produced by ML-kNN. Each vertex corresponds to a metric.21 The
points belonging to anMLD are connected so that a polygon is generated. The larger
is the area of the polygon, the better is the result with a certain MLD.

Through the observation of these two plots, despite the details of each metric are
not yet known, the following facts can be deducted:

• The performance with emotions and scene, with share a very similar TCS
value, is very much alike.

• The results for he previous two MLDs are clearly better than for enron, which
has a higher TCS score.

• The worst results are in general attributable to stackex-cs, the most complex
MLD according to the TCS metric.

21The values of metrics such as HammingLoss, OneError, and RankingLoss have been comple-
mented as the difference with respect to 1, aiming to preserve the principle of assigning a larger
area to better values.
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Fig. 3.1 Classification results produced by ML-kNN (part 1)

Fig. 3.2 Classification results produced by ML-kNN (part 2)
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• The genbase results are not in line with previous appraisals, since it obtains the
best results in all measures. This could be due to the existence of an attribute,
named protein, containing a code that uniquely identifies each protein in the
MLD. This feature would allow the classifier to easily locate the closest instances,
producing a prediction that would be not so precise without that knowledge.

Overall, the previous plots seem to denote that the easier is the MLD, the better
the classifier performs. This rule, as can be seen with the exception of genbase, can
be broken depending on the MLDs specificities. Moreover, these results correspond
to one classifier only, so they must be taken cautiously.

In order to complete the judgment of these results, it would be essential to gain an
understanding of each individual evaluation metric. In the last section of this chapter,
the details regarding how the performance of classifier can be assessed are provided,
including additional discussion related to the values in Table3.6.

3.5 Assessing Classifiers Performance

The output of any multilabel classifier consists of the labelset predicted for each test
instance. When working in the traditional scenario, with only one class as output,
the prediction only can be correct or wrong. A multilabel prediction, by contrast,
can be fully correct, partially correct/wrong (at different degrees), or totally wrong.
Applying the same metrics used in traditional classification is possible, but usually
it is excessively strict. This is the reason for using specific evaluation metrics, able
to take into consideration the cases between the two extremes.

Currently, more than twenty distinct performancemetrics have been defined in the
literature, and some of them quite specific aimed to hierarchical multilabel classifi-
cation. All multilabel evaluation metrics can be grouped conforming to two criteria:

• How the prediction is computed: A measurement can be made by instance or by
label, giving as a result two different groups of metrics:

– Example-based metrics: These metrics [22, 23, 34] are calculated separately
for each instance and then averaged dividing between the number of samples.

– Label-based metrics: In contrast to the previous group, the label-based metrics
[42] are computed independently for each label before they are averaged. For
doing so, two different strategies [41] can be applied:
Macro-averaging: The metric is calculated individually for each label and
the result is averaged dividing by the number of labels (k).
Micro-averaging: The counters of hits and misses for each label are firstly
aggregated, and then the metric is computed only once.

• How the result is provided: The output produced by a multilabel classifier can
be a binary bipartition of labels or a label ranking. Some of them provide both
results.
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– Binary bipartition: A binary bipartition is a vector of 0 s and 1s indicating
which of the labels belonging to the MLD are relevant to the processed sample.
There are metrics that operate over these bipartitions, using the counters of true
positives, true negatives, false positives, and false negatives.

– Label ranking: The output is a list of labels ranked according to some relevance
measure. A binary bipartition can be obtained from a label ranking by applying a
threshold, usually given by the classifier itself. However, there are performance
metrics that work with raw rankings to compute the measurement, instead of
using counters of right and wrong predictions.

In the two following subsections, the example-based and label-based metrics
commonly used in the literature are described, providing their mathematical formu-
lation. Where applicable, each metric description is completed with a discussion of
the results produced by the experimentation with ML-kNN in the previous section.

3.5.1 Example-Based Metrics

These are the performance metrics which are firstly evaluated by each instance and
then averaged according to the number of instances considered. Therefore, the same
weight is assigned to every instance in the final score, whether they contain frequent
or rare labels.

3.5.1.1 Hamming Loss

Hamming loss is probably the most commonly used performance metric in MLC.
This is not surprising, as it is easy to calculate as can be seen in (3.11). The� operator
returns the symmetric difference between Yi, the real labelset of the ith instance, and
Zi, the predicted one. The |r| operator counts the number of 1 s in this difference, in
other words the number of miss predictions. The total number of mistakes in the n
instances is aggregated and then normalized taking into account the number of labels
and number of instances.

HammingLoss = 1

n

1

k

n∑

i=1

|Yi�Zi| (3.11)

Since the mistakes counter is divided by the number of labels, this metric will
result in different assessments for the same amount of errors when used with MLDs
having disparate labelset lengths. This is the main reason for the low HammingLoss
value of the stackex-cs when compared to emotions or scene. The former
has a large number of labels, while the others only have six. Therefore, this metric is
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an indicator of committed errors by the classifier proportional to the labelset length.
We can compare the results of emotions and scene, both have the same number
of labels, and conclude that ML-kNN has performed better with the latter (lower
value) than the former.

3.5.1.2 Accuracy

In the multilabel field, Accuracy is defined as (3.12) the proportion between the
number of correctly predicted labels and the total number of active labels, in the both
real labelset and the predicted one. The measure is computed by each instance and
then averaged, as all example-based metrics.

Accuracy = 1

n

n∑

i=1

|Yi ∩ Zi|
|Yi ∪ Zi| (3.12)

The Accuracy for genbase is very high, due to the reason previously explained.
As shown in Fig. 3.1, the values for emotions and scene are very similar again,
although with a slight advantage to the latter. The obtained Accuracy cannot be
considered as good in the case of enron, and even less with the stackex-cs
MLD. It must be remembered that this MLD had the highest TCS of the five case
studies. Therefore, that it gets the worst classification performance was within the
expected.

3.5.1.3 Precision, Recall, and F-Measure

Precision (3.13) is considered one of the more intuitive metrics to assess multilabel
predictive performance. It is calculated as the proportion between the number of
labels correctly predicted and the total number of predicted labels. Thus, it can be
interpreted as the percentage of predicted labels which are truly relevant for the
instance. This metric is usually used in conjunction with Recall (3.14) that returns
the percentage of labels correctly predicted among all truly relevant labels. That is,
the ratio of true labels is given as output by the classifier.

Precision = 1

n

n∑

i=1

|Yi ∩ Zi|
|Zi| (3.13)

Recall = 1

n

n∑

i=1

|Yi ∩ Zi|
|Yi| (3.14)

The jointly use of Precision and Recall is so common in the information retrieval
(IR) field that a metric combining them is defined. It is known as F-measure (3.15)
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and computed as the harmonic mean of the previous ones. This way a weighted
measure of how many relevant labels are predicted and how many of the predicted
labels are relevant is obtained.

F-measure = 2 ∗ Precision ∗ Recall

Precision + Recall
. (3.15)

By observing the right side of Fig. 3.1, where Precision, Recall, and F-measure
are depicted, that scene and emotions are once again very close can be stated,
though scene results are a bit better. With enron, it can be seen that Precision
has a higher value than Recall, a far greater fact in the case of stackex-cs. This
means that for these MLDs a high proportion of the labels included in the prediction
are relevant labels, but that there are many other true labels which are not predicted
by the classifier. Looking at the F-measure values, the same correlation between
the theoretical complexity (TCS value) of each MLD and classification performance
assessment can be deducted.

3.5.1.4 Subset Accuracy

This is possibly the most strict evaluation metric. It is also known as classification
accuracy and labelset accuracy, since full labelsets, the predicted and the real one,
are compared for full equality as can be seen in (3.16). The larger is the labelset, the
lower the likelihood that the classifier produces exactly the correct output. Therefore,
for MLDs with large sets of labels that low SubsectAccuracy values are obtained is
something usual.

SubsetAccuracy = 1

n

n∑

i=1

[[Yi = Zi]] (3.16)

Apart from the atypical case of genbase, the SubsectAccuracy for the MLDs
used in the previous experimentation reflects the problems the classifier hadwith each
one of them. While scene values are not bad, the performance with emotions
was far worse. As could be expected, due to their large sets of labels, enron and
stackex-cs show the worst results.

3.5.1.5 Ranking-Based Metrics

All the example-based metrics described above work over binary partitions of labels,
so they need a labelset as output from the classifier. By contrast, the explained here
need a ranking of labels, so a confidence degree or belonging probability of each
label is needed.
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In the following equations, rank(xi, l) is defined as a function that for the xi
instance and the relevant label l ∈ Y , whose position is known, returns l’s confidence
degree into the Zi prediction returned by the classifier.

The AvgPrecision (Average precision) metric (3.17) determines for each label in
an instance, the proportion of relevant labels that are ranked above it in the predicted
ranking. The goal was to know how many positions have to be checked, in average,
before a non-relevant label is found. Therefore, the larger is theAvgPrecisionmeasure
obtained, the better would be performing the classifier.

AveragePrecision = 1

n

n∑

i=1

1

|Yi|
∑

y∈Yi

|{y′|rank(xi, y′) ≤ rank(xi, y), y′ ∈ Yi}|
rank(xi, y)

(3.17)

The Coverage metric (3.18) counts the number of steps to going through the
ranking provided by the classifier until all the relevant labels are found. The lower
is the mean number of steps for the MLD, value returned by Coverage, the better is
performing the classifier. As can be shown in (3.18), this measure is not normalized,
so it is not upper bounded. As happens with other multilabel classification metrics,
Coverage is influenced for the size of the set of labels in each MLD. The larger is
this set, the higher usually is the mean number of steps to walk-through the ranking.

Coverage = 1

n

n∑

i=1

argmax
y∈Yi

〈rank(xi, y)〉 − 1 (3.18)

As the previous one, OneError (3.19) is a performance metric to minimize. The
expression which follows the summation returns 1 if the top-ranked label in the
prediction given by the classifier does not belong to the real labelset. The number of
miss predictions is accumulated and averaged. The result is the percentage of cases
in which the most confident label for the classifier is a false positive.

OneError = 1

n

n∑

i=1

[[[argmax
y∈Zi

〈rank(xi, y)〉 /∈ Yi]]]. (3.19)

The RLoss (Ranking loss) metric takes all possible combinations of relevant and
non-relevant labels for an instance and counts (3.20) how many times a non-relevant
label is ranked above a relevant one in the classifier prediction. The counting is
normalized dividing by the product of relevant and non-relevant labels in the instance
and then averaged by the number of assessed instances. The lower is the RLoss
measure, the better is performing the classifier.

RLoss = 1

n

n∑

i=1

1

|Yi|.|Yi|
|ya, yb : rank(xi, ya) > rank(xi, yb), (ya, yb) ∈ Yi × Yi|

(3.20)
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Observing the AvgPrecision in Table3.6, it can be seen that with the exception of
stackex-cs, ML-kNN performed quite well with the other four MLDs. Looking
at the Coverage row, the values for stackex-cs and enron stand out. Since
they have more labels, the number of steps to complete before getting all relevant
labels is higher. The OneError values are quite similar for emotions, scene and
enron, while for stackex-cs is much higher. This denotes that for the latter
MLD the top-ranked label was not usually relevant. Lastly, considering the RLoss
values a different scenario is observed. In this case, the worst results are obtained
from emotions, though stackex-cs is very close. Although emotions only
has six labels, there are a significant amount of predictions made by ML-kNN in
which non-relevant labels are ranked above the relevant ones.22

3.5.2 Label-based Metrics

All the performance metrics enumerated in the previous section are evaluated indi-
vidually for each instance, and then averaged dividing by the number of considered
instances. Therefore, each data sample is given the sameweight in the final result. On
the contrary, label-based metrics can be computed by means of two different aver-
aging strategies. These are usually known as macro-averaging and microaveraging.

Any of the metrics obtained from a binary partition of labels, such as Precision,
Recall or F-measure, can be also computed using these strategies. For doing so, the
generic formulas in (3.21) and (3.22) are used. EvalMet would be one of the metrics
just mentioned. In this context, TP stands for True Positives, FP for False Positives,
TN for True Negatives, and FN for False Negatives.

MacroMet = 1

k

∑

l∈L
EvalMet(TPl,FPl,TNl,FNl) (3.21)

MicroMet = EvalMet(
∑

l∈L
TPl,

∑

l∈L
FPl,

∑

l∈L
TNl,

∑

l∈L
FNl) (3.22)

In the macro-averaging approach, the metric is evaluated once per label, using the
accumulated counters for it, and then the mean is obtained dividing by the number of
labels. This way the same weight is assigned to each label, whether it is very frequent
or very rare.

22It must be taken into account thatML-kNN does not generate a real ranking of labels as prediction,
but a binary partition. The ranking is generated from the posterior probabilities calculated for each
label. With so few labels in emotions, it is possible to have many ties in these probabilities, so
the positions in the ranking could be randomly determined in some cases.
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On the contrary, the microaveraging strategy first adds the counters for all labels
and then computes the metric only once. Since the predictions where rare labels
appear are combined with that made for the most frequent ones, the former are
usually diluted among the latter. Therefore, the contribution of each label to the final
measure is not the same.

In addition to label-based metrics computed from binary partitions, those cal-
culated from labels rankings are also available. The area under the ROC (Receiver
Operating Characteristic) curve (AUC) can be computed according to the macro-
and (3.23) and micro- (3.24) averaging approaches

MacroAUC = 1

k

∑

l∈L

|{x′, x′′ : rank(x′, yl) ≥ rank(x′′, yl), (x′, x′′) ∈ Xl × Xl}|
|Xl|.|Xl|

,

Xl = {xi|yl ∈ Yi},Xl = {xi|yl /∈ Yi}
(3.23)

MicroAUC = |{x′, x′′, y′, y′′ : rank(x′, y′) ≥ rank(x′′, y′′), (x′, y′) ∈ S+, (x′′, y′′) ∈ S−}|
|S+|.|S−| ,

S+ = {(xi, y)|y ∈ Yi}, S− = {(xi, y)|y /∈ Yi}
(3.24)

Analyzing the results in Table3.6 corresponding to the label-based metrics,
some interesting conclusions can be drawn. The MacroF-measure for genbase is
clearly under the MicroF-measure. In the both cases, the same basic metric is used,
F-measure, but with a different averaging strategy. From this observation, it can be
deducted that one or more miss predicted rare labels exist in this MLD. By looking
at Table3.4 that genbase has a remarkable imbalance level can be confirmed, the
existence of some rare labels is a fact. On the other hand, the MicroAUC values for
all the MLDs are above the 0.8 level, which is the threshold from which usually the
results are considered as good. The values for enron, genbase, and scene even
surpass the 0.9 limit and can be regarded as excellent.

In addition to the groups of metrics already explained here, several more can be
found, in generalmuchmore specific, in the specialized literature. For instance,
there are metrics for evaluating the performance in hierarchical multilabel
classification such as Hierarchical loss [8]. It is based on Hamming loss, but
considering the level of the hierarchy where the miss predictions are made.
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Chapter 4
Transformation-Based Classifiers

Abstract One of the first approaches to accomplish multilabel classification was
based on data transformation techniques. These are aimed to produce binary or mul-
ticlass datasets from the multilabel original ones, thus allowing the use of traditional
classification algorithms to solve the problem. The goal of this chapter is to introduce
the most relevant transformation-based MLC methods, as well as to experimentally
test the most popular ones. Section4.1 provides a broad introduction to the chapter
contents. The main data transformation approaches are defined in Sect. 4.2; then,
several methods based on each approach are described in Sects. 4.3 and 4.4. Four
of these methods are experimentally tested in Sect. 4.5. Section4.6 summarizes the
chapter.

4.1 Introduction

Also known as problem transformationmethods, the transformation-basedmultilabel
classification algorithms aim to convert the original dataset into one or more simpler
datasets that can be delivered to traditional classification algorithms. In a certain way,
these methods act as a preprocessing phase, producing new datasets from the original
ones, combined with a post-prediction step in charge of uniting the individual votes
from each classifier into a joined prediction.

Themost influential transformation algorithms are described in the first part of this
chapter. All of them follow one of two alternatives, generating binary or multiclass
datasets as intermediate representation. Once the datasets have been transformed into
simpler ones, the task can rely on standard classifiers and ensembles of classifiers.
These two approaches are going to be introduced in the following section and detailed
in the further ones, including descriptions of several specific algorithms based on
them. Some of them will be experimentally tested in the second part of the chapter.
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4.2 Multilabel Data Transformation Approaches

The learning process to obtain a multilabel classification model is analogous to that
of the traditional ones, following a supervised learning path most of the time. The
essential difference comes from the need for producing several outputs at once. As
many as k different labels, k being the number of elements in the L set have to be
predicted. Each output is of binary nature; therefore, only two possible values are
allowed.

When it comes to the development of new multilabel classification algorithms,
mainly two approaches are adopted. The first one relies on existing classification
algorithms, transforming the original data so it can be adequately processed with
them. The second alternative is also founded on the use of already known algorithms,
but aims to adapt them tomake themable to dealwithmultilabel data,without internal
transformations. This chapter is focused in the former approach.

Transforming anMLD into a simpler representation, suitable for already available
classification methods, usually means converting it [2] into a set of binary datasets
(BIDs) or into one ormoremulticlass datasets (MCD).BIDs,MCDs, andMLDs share
the fact that a set of predictor variables are available to learn from. The fundamental
difference appears in the predicted output. BIDs and MCDs only have one class,
which is binary in the former case and can hold more than two possible values in the
latter. MLDs, on the contrary, have a set of outputs rather than only one. Each output
is a binary value, indicating whether a label is relevant to the corresponding data
instance or it is not. This difference is shown inFig. 4.1,where a tabular representation
of a BID (only one binary output), an MCD (only one multivalued output), and an
MLD with k binary outputs is depicted. Most classification algorithms are designed
to work with datasets having only one output, whether it is binary or multivalued.

Fig. 4.1 Tabular representation of a binary dataset, a multiclass dataset, and a multilabel dataset
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Beyond some basic transformations, such as the ones mentioned in Sect. 2.4.1
consisting in ignoring the multilabel instances or choosing only one of the labels,
most of the published methods aim to transform the multilabel samples into binary
or multiclass instances. In the following sections, the main proposals on how to
transform an MLD into one or more BIDs/MCDs are detailed. Firstly, the binary-
based transformation methods are explained. Then, the multiclass-based ones will
be illustrated.

4.3 Binary Classification Based Methods

One of the easiest ways to face multilabel classification consists in taking one label
at a time, training individual classifiers for each one of them. Since the labels only
can be active (a relevant label) or inactive (a non-relevant label), the result is a binary
dataset per label.

Depending on how the binary datasets are combined to train the classifiers, a
different model is obtained. The two main approaches are OVO and OVA, discussed
below. More complex ensembles of binary classifiers are also further detailed.

4.3.1 OVO Versus OVA Approaches

The OVO and OVA approaches are well-known techniques to face multiclass classi-
fication [5] by means of ensembles of binary classifiers. OVA, also known as OVR
(One vs the rest), is based on the training of an individual classifier for each class
against all others. This technique is extended in the multilabel field to take into
account that several labels can be relevant at once. Therefore, a binary classifier is
trained for each label, as depicted in Fig. 4.2, and their outputs are combined to gen-
erate the predicted labelset. In the multilabel field, this approach is named Binary
Relevance (BR) [6].

Any existing classification algorithm can be used as underlying classifier. This
includes tree-based methods, SVMs, ANNs, and instance-based algorithms. As can
be seen, the number of binary classifiers needed to build this solutions is k, the number
of labels associated to the MLD. In each BID, only the considered label is taken into
account. After training, the test samples are given as input to each binary classifier.
The final step consists in joining these individual outputs to form the labelset to be
returned as result.

BR is an easy way for implementing an MLC method, relying in a collection
of binary classifiers and a simple strategy to combine the outputs. Nonetheless, it
also has some inconveniences. The most remarkable is the fact that, by training
independent classifiers, it completely dismisses the potential correlations among
labels. Additionally, by taking as negative all samples in which the considered label
is not relevant, each binary classifier has to deal with extremely imbalanced data.

http://dx.doi.org/10.1007/978-3-319-41111-8_2
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Fig. 4.2 Binary Relevance transformation diagram. The original MLD (top) generates as many
BIDs as labels there are, using each one to train a binary classifier. When a new test sample arrives,
it is given to each individual classifier, joining their predictions to obtain the final labelset

Regarding the OVO approach, in multiclass classification, it is based on the train-
ing of classifiers for each pair of classes. This way a specialized model for each pair
is obtained, albeit at the cost of a larger collection of classifiers when compared with
OVA. In the multilabel field, this idea has been implemented in RPC (Ranking by
Pairwise Comparison) [7] and CLR (Calibrated Label Ranking) [4], among other
proposals.

Both algorithms, CLR and RPC, train k(k − 1)/2 binary classifiers, considering
all possible label pairs. Those instances in which only one label of the considered
duo is active are included in the transformed binary dataset. The remainder ones,
samples where the two labels are active or none of them appear, are disregarded.
This way the binary classifier has to learn how to distinguish between the two labels.
The outputs of the binary classifiers are used as votes, generating a ranking of labels
to be included in the predicted labelset. The CLR algorithm introduces a fictional
label, using it to automatically adjust the cut threshold aiming to produce the binary
partition of labels from the ranking.

4.3.2 Ensembles of Binary Classifiers

BR is maybe the simplest form of a multilabel ensemble based on binary classifiers.
There are as many models as labels, and the strategy to combine their predictions is
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also simple, just joining the individual outputs to conform the final labelset. RPC and
CLR are a little more complex, and there are other proposals also based on ensembles
of binary classifiers. The following are some of the most noteworthy:

• 2BR: This algorithm was proposed [13] aiming to mitigate the most remarkable
drawback of BR, which is not taking into consideration label dependencies. 2BR
is founded on a stacking strategy, using BR at two levels. The first one learns the
BR model, while the second one, taking the outputs of the previous one, learns a
meta-model which includes a explicit coefficient for correlated labels.

• BR+: The proposal made in [1] has the same goal of 2BR, incorporating label
dependency information to increase the multilabel classifier performance. To do
so, the binary classifier for each label gains as additional attributes the remainder
labels while training. During testing, the sample is processed with a standard BR
approach, then the outputs of each classifier are used to enrich the instance input
space, and it is introduced in the extended classifiers trained with the additional
labels.

• CC: It ismaybe the best-knownmultilabel ensemble of binary classifiers.Classifier
chains [11] also train k models, as many as labels there are in the MLD, choosing
them in random order. The first classifier is trained using only the original input
attributes. The first output label is then added as new input attribute, and the new
input space is used to train the second classifier, and so on. This way the classifiers
are chained, taking into account the possible label dependencies. It is easy to see
that different orders of labels can produce disparate results. This is the reason why
ECC (Ensemble of Classifier Chains) is also proposed, as a set of CC chains with
diverse orders and trained with subsets of the available data. Each chain in the
ensemble gives a labelset as output which is considered as a set of votes.

Themain obstacle ofmostmultilabel ensembles based on binary classifiers is their
computational complexity. The processing of MLDs having thousands of labels can
be infeasible.

4.4 Multiclass Classification-Based Methods

The other main data transformation path for MLDs relies on the use of multiclass
classifiers, instead of binary ones. The basic idea consists in treating each label
combination as an unique class identifier, as depicted in Fig. 4.3. This corresponds
to the basic LP method proposed in [3] where only a multiclass labelset is generated;
thereby, a single multiclass classifier is needed to obtain the predictions. Those are
then back-translated to labelsets.

Any multiclass classification algorithm can be used as underlying classifier, thus
taking advantage of the accumulated experience in the multiclass field. Since many
multiclass classification algorithms operate themselves as transformation methods,
producing binary classifiers with the OVA or OVO approach, eventually the mul-
tilabel problem could be faced as multiple binary ones depending on the chosen
algorithm.
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Fig. 4.3 Label Powerset transformation diagram. The labelsets in the original MLD are translated
to unique class identifiers and then used to train a multiclass classifier. After processing a new test
sample, the output is back-translated to obtain the label predictions

4.4.1 Labelsets and Pruned Labesets

The LP transformationmethod is even simpler than BR, since there is no need to train
several models nor to combine their outputs. However, it also has a major drawback.
The number of different label combinations in a large dataset, with a high number
of labels and instances, can be incredibly huge.

Theoretically, 2k different label combinations can exist into anMLDwith k labels.
In practice, this number is limited by the number of instances in the MLD, because
usually 2k � n. For instance, the delicious dataset has 8.17×10295 potential different
labelsets, but only 16 105 instances. This circumstance causes that someMLDs have
as many distinct labelsets as instances there are in it. Using the LP transformation
with such a MLD will produce a multiclass dataset with a different class for each
instance; thus, the classifier will face a hard work to train an efficient model.

Unlike BR, the basic LP transformationmethod implicitly includes in the learning
process the hidden relationships among labels. Sets of labelswith a certain correlation
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tend to generate the same or similar label combinations. However, the larger is the
number of total labels in theMLD, the higher the likelihood of having a combinatorial
explosion that makes this advantage almost useless.

Another obstacle in the use of the LP transformationmethod is its incompleteness.
An LP classifier only can predict label combinations appearing in the training set.
These usually represent only a small fraction of the 2k potential label combinations.
On the contrary, an MLC algorithm based on binarization techniques can virtually
produce every single labelset.

To avoid the previous problems, a pruning method named PS (Pruned Sets) is
proposed in [9]. The goal is to focus the classifier onto the key label combinations in
the MLD, these which occurs more frequently. For doing so, PS looks for infrequent
labelsets and split them into more common combinations. This way the aforemen-
tioned combinatorial explosion is alleviated, and the generalization ability of the
classifier is improved.

4.4.2 Ensembles of Multiclass Classifiers

Unlike BR, the basic LP transformationmethod, as well as the PS algorithm, is not an
ensemble of classifiers, since only onemulticlass classifier is used.Nonetheless, there
are several proposals of MLC methods based on ensembles of multiclass classifiers.
Some of the most popular are the following. They will be described in greater detail
in Chap.6.

• EPS: Introduced in [10] as an extension of the PS algorithm already mentioned
before. It trains several independent PS classifiers using a subset of the training
data for each one.

• RAkEL: Presented in [15], it is a method that generates random subsets of labels,
training a multiclass classifier for each subset.

• HOMER: Introduced in [14], it is an algorithm that trains several LP classifiers
after grouping the training instances into several groups relying in a clustering
algorithm.

Although most LP-based methods claim they are able to take label correlations
into account, and therefore, they are superior to the BR approach, their effectiveness
is largely impacted by the presence of a high number of low-frequent combinations
in the MLD.

In addition to MLC methods purely based on the BR and LP transformations,
there are some proposals which aim for combining them. It is the case of the ChiDep
algorithm [12] that divides the MLC task into the following steps:

1. Firstly, labels with dependencies are identified by applying a χ2 independence
test. Two groups of labels are created, one with the dependent labels and other
with the independent ones.

http://dx.doi.org/10.1007/978-3-319-41111-8_6
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2. The independent labels are processed with a BR classifier, getting individual
predictions per label.

3. The dependent labels are processed with a LP classifier, getting join predictions
by labelset.

4. The predictions obtained from the two previous steps are merged to produce the
final result.

4.5 Data Transformation Methods in Practice

Havingknown themost popular data transformation-basedmethods to facemultilabel
classification, in this part some of them are going to be used and compared aiming to
study their behavior. In particular, the following four methods are going to be used:

• BR: It is the most basic transformation method based on binarization. It follows
the OVA approach.

• CLR: A more elaborated binarization method than BR, following the OVO
approach.

• LP: It is the most basic transformation method based on label combinations. LP
is usually compared with BR since it takes label dependency information into
account.

• PS: A more elaborated labelset method than LP, including a pruning process that
alleviates the combinatorial explosion.

These four algorithms have been tested according to the experimental configura-
tion described below. The obtained classification results are presented in Sect. 4.5.2.

4.5.1 Experimental Configuration

The aforementioned data transformation methods needed a binary or multiclass clas-
sification algorithm to accomplish their job. The well-known C4.5 [8] tree induction
algorithm was used in all cases. Regarding the MLC method configuration, they are
always set with their default or recommended parameters.

Our goal is to show how this kind of algorithms behave when used with MLDs
having different traits. Therefore, to study BR, CLR, LP, and PS, five heteroge-
neous MLDs have been selected. These are corel5k, genbase, mediamill,
medical, and tmc2007. Their basic traits are the shown in Table4.1. The remain-
der characteristics can be found in the tables provided in Chap. 3. In accordance with
the TCS values shown in Table4.1, genbase would be the simplest MLD in this
group, followed by medical, mediamill, corel5k, and, as the most complex
one, tmc2007.

Each dataset was randomly partitioned using a 2×5 fold cross-validation scheme,
so each algorithm was ran 10 times over each MLD. To assess the MLC method

http://dx.doi.org/10.1007/978-3-319-41111-8_3
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Table 4.1 Basic traits of MLDs used in the experimentation

Dataset n f k Card Dens TCS

corel5k 5 000 499 374 3.522 0.009 20.200

genbase 662 1 186 27 1.252 0.046 13.840

mediamill 43 907 120 101 4.376 0.043 18.191

medical 978 1 449 45 1.245 0.028 15.629

tmc2007 28 596 49 060 22 2.158 0.098 21.093

performance, three evaluation metrics have been used, HLoss (Hamming loss), F-
measure, and SubsetAcc (Subset accuracy). All of them are example-based metrics,
and they were detailed in Chap.3. The latter one is a very strict performance metric,
since it only accounts as correct those predictions in which the full labelsets coincide.
Average values were obtained for each measure/MLD across the ten runs. Moreover,
training and testing times for each algorithm are also analyzed.

4.5.2 Classification Results

HLoss is a lossmetric that sums the number ofmiss predictions in all the test samples,
whether they are false positives or false negatives, and then averages this quantity
by the number of instances and labels. Therefore, the lower is HLoss, the better is
considered the performance of the classifier. The values obtained in this experimen-
tation are represented in Fig. 4.4 and shown in Table4.2. Best values are highlighted
in bold.

Fig. 4.4 Classification results assessed with Hamming Loss (lower is better)

http://dx.doi.org/10.1007/978-3-319-41111-8_3
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Table 4.2 Results assessed with HLoss (lower is better)

Dataset BR CLR LP PS

corel5k 0.0098 0.0095 0.0167 0.0133

genbase 0.0012 0.0014 0.0021 0.0029

mediamill 0.0343 0.0291 0.0438 0.0409

medical 0.0107 0.0109 0.0137 0.0126

tmc2007 0.0568 0.0538 0.0732 0.0711

From these result observations, it can be deducted that, in general, the more
complex is the MLD, the worse the MLC methods. According to this evaluation
metric, the binarization methods BR and CLR clearly outperformed the ones based
on label combinations, gathering all best values.

As defined in Sect. 3.5.1 (see formulation in Chap.3), F-measure is computed as
the harmonic mean of Precision and Recall. This metric is averaged by the number
of instances in the test set, but not by the number of labels. Thus, it is not influenced
by this factor as is the case of HLoss. The F-measure values are shown in Fig. 4.5
and Table4.3.

According to F-measure, the corel5k MLD obtained the worst classification
results, instead of tmc2007. The best performance corresponds to the CLR and
PS algorithms, but a win for BR. CLR and PS can be considered more advanced
transformation approaches than LP and BR, so that they achieve best performances
fall within the expected.

Lastly, classification results assessed with the SubsetAcc metric are provided in
Fig. 4.6 and Table4.4. As mentioned before, this is the strictest evaluation metric,
so it is not strange that lower values than with F-measure are obtained in all cases.

Fig. 4.5 Classification results assessed with F-measure (higher is better)

http://dx.doi.org/10.1007/978-3-319-41111-8_3
http://dx.doi.org/10.1007/978-3-319-41111-8_3
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Table 4.3 Results assessed with F-measure (higher is better)

Dataset BR CLR LP PS

corel5k 0.4654 0.4570 0.3991 0.4764

genbase 0.9910 0.9906 0.9906 0.9848

mediamill 0.6058 0.6367 0.5793 0.5899

medical 0.9239 0.9214 0.9346 0.9412

tmc2007 0.7731 0.7835 0.7570 0.7604

Fig. 4.6 Classification results assessed with SubsetAcc (higher is better)

Table 4.4 Results assessed with Subset Accuracy (higher is better)

Dataset BR CLR LP PS

corel5k 0.0033 0.0016 0.0136 0.0194

genbase 0.9683 0.9676 0.9676 0.9494

mediamill 0.0740 0.0993 0.1212 0.1229

medical 0.6472 0.6340 0.6600 0.6758

tmc2007 0.3357 0.3432 0.3655 0.3612

Since SubsetAcc compares full labelsets, instead of individual labels, the larger is
the MLD’s set of labels the lower the likelihood of correctly predicting all of them.
This is the reason why corel5k and mediamill obtain the worst performances,
being the MLDs with more labels out of the five used here.

Another interesting fact can be stated analyzing the best values in Table4.4. With
the only exception of genbase, all the best performances correspond to labelset-
based algorithms. This is consistent with the nature of the evaluation metric.
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As usual when evaluating an MLC task, that the assessed performance will
change depending not only on the selected algorithm, but also on the MLDs
traits and chosen evaluation metric must be taken into account.

Transformationmethods such as BR and LP are at the heart of several of the meth-
ods to be described in the following chapter, since many of them rely on binarization
and label powerset techniques. In addition, these two approaches along with PS are
the foundation of many ensemble-based methods that will be outlined in Chap.6.
Besides their classification performance, it will be also interesting to get a glimpse of
these transformation method running times, since they will have a significant impact
in a multitude of other MLC algorithms.

The time spent by each method in training the model for each MLD, measured
is seconds, is depicted in Fig. 4.7. Exact values are provided in Table4.5. As can be
observed, binarization-based methods (BR and CLR) need more time to build the
classifier when compared to those based on label combinations (LP and PS). Overall
PS, which used a pruned set of label combinations, is the best performer regarding

Fig. 4.7 Training time in seconds

Table 4.5 Training time in seconds (lower is better)

Dataset BR CLR LP PS

corel5k 3 029 9 442 309 111

genbase 7 20 3 3

mediamill 12 468 52 131 18 816 9 454

medical 113 203 25 20

tmc2007 36 682 56 783 1 545 1 632

http://dx.doi.org/10.1007/978-3-319-41111-8_6
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Fig. 4.8 Training time in seconds

Table 4.6 Testing time in seconds (lower is better)

Dataset BR CLR LP PS

corel5k 49 887 72 102

genbase 2 2 2 2

mediamill 83 687 155 202

medical 5 7 3 2

tmc2007 31 61 175 114

this aspect. On the contrary, CLR, with its OVO approach, needs much more time
than any other of the tested transformations.

Regarding testing times, the time spent by a classifier to process the test instances
predicting the labelset for each one of them, they are shown in Fig. 4.8 and Table4.6.
Once again, the OVO procedure of CLR makes it the slower one. However, once the
classifier has been trained, BR is the best performer labeling new instances as can
be inferred from the first bar in the plot and the first column in Table4.6. Therefore,
in this case, training time and testing time are inverse criteria.

4.6 Summarizing Comments

Data transformation techniques are a straightforward way to face multilabel classifi-
cation. In this chapter, the main approaches in this family have been described, and
several associated MLC algorithms have been introduced. The diagram in Fig. 4.9
summarizes the data transformation methods described in the previous sections,
grouping them according to the strategy they rely on.
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Fig. 4.9 Overview of multilabel data transformation-based methods

Four of the described algorithms, two of them based on binarization techniques
and another two on the label powerset principle, have been experimentally tested.
Their predictive performance, as well as the time needed to train each model and to
use it for prediction, has been analyzed.
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Chapter 5
Adaptation-Based Classifiers

Abstract While data transformation is a relatively straightforward way to do mul-
tilabel classification through traditional classifiers, an alternative approach based on
adapting those classifiers to tackle the original multilabeled data also has been also
explored. This chapter aims to introduce many of these method adaptations. Most
of them rely on traditional algorithms based on the trees, neural networks, instance-
based learning, etc. A general overview of them is provided in Sect. 5.1. Then, about
thirty different proposals are detailed in Sects. 5.2–5.7, grouped according to the type
ofmodel they are foundedon.A selection of four algorithms are experimentally tested
in Sect. 5.8. Some final remarks are provided in Sect. 5.9.

5.1 Overview

Unlike the problem transformation-based methods presented in the previous chapter,
those following the adaptation approach aim to prepare existing classification algo-
rithms to make them able to manage instances with several outputs. The changes that
must be introduced in the algorithms can be quite simple or really difficult, depending
on the nature of the original method and also the way the existence of several labels
is going to be considered.

There are proposals ofmultilabel classifiers basedon trees, neural networks, vector
support machines, instance-based learning techniques, and probabilistic methods,
among others. About thirty of them are portrayed in the following five sections, each
onedevoted to oneof the just-mentioned categories.Anadditional section enumerates
other types of proposals, such as the ones based on ant colonies or genetic algorithms.

In the second part of this chapter, the behavior of four MLC adaptation-based
methods is experimentally checked. These algorithms are representatives of the main
four types of models: trees, neural networks, support vector machines, and instance-
based learning.

© Springer International Publishing Switzerland 2016
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5.2 Tree-Based Methods

Decision trees (DT) are among the easiest to understand classification models.
Despite their apparent simplicity, some DT algorithms, such as C4.5 [24], yield
a performance that makes them competitive against other learning approaches. The
following are some of the multilabel classification methods based on DT proposed
on the literature.

5.2.1 Multilabel C4.5, ML-C4.5

The research conducted in [10] aimed to classify genes according to their function,
taking into account that the same gene can intervene in several functions. The pro-
posed solution is founded on the well-known C4.5 algorithm, appropriately modified
to deal with several labels at once. The two key points of the adapted method are as
follows:

• The leaves of the tree contain samples that are associated with a set of labels,
instead of to one class only.

• The original entropy measure is adjusted to take into consideration the non-
membership probability of the instances to a certain label.

The iterative process to build the tree partitions the instances according to the
value of a certain attribute, computing the weighted sum of the entropies of each
potential subset of labels. If a sample is associated with more than one label, then it
is accumulated several times into this weighted sum.

Since each leaf represents a set of labels, this impacts both the process of labeling
each node in the tree and also the further pruning task inherent to C4.5.

5.2.2 Multilabel Alternate Decision Trees, ADTBoost.MH

ADTs (Alternate Decision Trees) can be seen as a generalization of traditional deci-
sion trees. They were introduced in [15], aiming to propose an alternative way to
techniques such as boosting in order to improve the precision of tree-based classifiers.

Taking as reference the ADT idea, and with the goal of extending the
AdaBoost.MH model presented in [25], ADTBoost.MH is proposed in [11]. This
is an ADT-based model adapted to consider the presence of multiple labels per
instance. For doing so, the samples are decomposed following the OVA strategy.

Since ADTBoost.MH trains several models, each one of them being an ADT, it
is an MLC method that could be included in the ensemble category as well (see
Chap.6).

http://dx.doi.org/10.1007/978-3-319-41111-8_6
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5.2.3 Other Tree-Based Proposals

Proposed in [34], ML-Tree is an algorithm to induce classification trees following an
hierarchical approach. The original data are seen as an hierarchy, and it is decomposed
into several simpler problems using an OVA strategy. An SVM classifier is trained
for each case. This way the full dataset at the root node is partitioned into several
subsets going to the child nodes. This process is recursively repeated, generating the
tree that represents the data hierarchy. As the previous one, the obtained model can
be considered as an ensemble of simpler classifiers.

Once the tree has been completed, each leaf provides the set of predicted labels.
From this information, a predictive label vector is produced, aiming to model the
relationships among labels. Those that frequently appear together are supposed to
have some relation level, estimated from the concurrence frequency. This automatic
discovery of label correlations is used to improve the predictive performance.

As the previous proposal, LaCova [3] is an algorithm which also relies on a tree
to recursively divide the original multilabel data. This divide-and-conquer approach
horizontally grows the tree deciding which input feature provides more information
and vertically grows it by grouping labels into subnodes.

For each node, a label covariance matrix is built, depending on which the tree will
be expanded vertically or horizontally. The dependency among labels in each node
is locally assessed, instead of elaborating a global dependency model. When a new
vertical split is decided, the instances contained in each new subnode are processed
using a BR or LP classifier, subject to the obtained dependency information.

5.3 Neuronal Network-Based Methods

Artificial neural networks (ANNs) in general, and particularly Radial Basis Function
Networks (RBFNs), have proven their effectiveness in classification problems, as
well as in regression and time series prediction. As a consequence, the adaptation
of ANNs to accomplish MLC tasks is a recurrent topic in the literature. The goal
of this section is to provide a succinct description of several ANN-based multilabel
algorithms.

5.3.1 Multilabel Back-Propagation, BP-MLL

Considered as the first multilabel-adapted ANN, BP-MLL [36] is founded on one of
the simplest ANN models, as is the perceptron. The training algorithm chosen for
building the model is also well known, back-propagation.
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The key aspect in BP-MLL is the introduction of a new error function used while
training the ANN, and computed taking into account the fact that each sample con-
tains several labels. Specifically, this new function penalizes the predictions including
labels which are not truly relevant for the processed instance.

In BP-MLL, the input layer has as many neurons as input attributes there are in
the MLD. The number of units in the output layer is determined by the number of
labels considered. The amount of neurons in the hidden layer is also influenced by
the number of labels, and they use a sigmoid activation function.

The BP-MLL algorithm produces a label ranking as result while classifying new
instances. To decide which labels will be predicted as relevant, a parameter in charge
of adjusting the cut threshold has to be set. Configuring this parameter is the main
difficult in using BP-MLL.

The proposal made in [19], called I-BP-MLL, overtakes the aforementioned dif-
ficulty. To do so, the threshold is automatically adjusted as the committed error is
computed during the learning process. This approach produces a custom threshold
for each label, instead of a global threshold as BP-MLL does.

5.3.2 Multilabel Radial Basis Function Network, ML-RBF

The algorithm proposed in [37] is an specialized method for designing RBFNs
adapted to work with multilabel data. It takes the samples associated with each
label and then executes a K-means clustering as many times as labels there are. This
way the centers of the RBFs are set. The number of clusters by label is controlled
by a α parameter. Depending on the value assigned to α, the number of units in the
hidden layer will be equal or larger than the number of labels in the MLD.

ML-RBF uses the SVD (Singular Value Decomposition) method to adjust the
weights of the connections to the output units, minimizing the squared sum of the
computed error in each training iteration. The activation of all neurons is set to 1 and
a bias is defined for each label.

In addition to the α parameter, ML-RBF needs another two parameters named
σ and μ. The former, usual in RBFNs, controls the width of the unit. ML-RBF
computes it by means of an equation in which the distance between each pair of
patterns and a scaling factor intervene. The latter sets the scaling factor.

There are twoML-RBF variations, called FPSO-MLRBF and FSVD-MLRBF [2],
designed as hybridization of techniques which aim to improve the results produced
by the original algorithm. FPSO-MLRBF relies on a fuzzy PSO (particle swarm
optimization) method with the goal to set the number of units in the hidden layer,
as well as to optimize the weights between the hidden and the output layers. FSVD-
MLRBF resorts to the use of a fuzzy K-means along with SVD with same goal.
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5.3.3 Canonical Correlation Analysis and Extreme
Learning Machine, CCA-ELM

Introduced in [20], this algorithm suggests a methodology for adapting an Extreme
Learning Machine (ELM) to be able to deal with multilabeled samples. ELMs are a
type of ANN with only a hidden layer, characterized by the speed it can learn. This
trait makes it ideal to process multilabel datasets.

The proposed method starts using Canonical Correlation Analysis (CCA) in order
to detect potential correlations among input attributes and labels. As a result, a new
space which combines inputs and labels is generated, being used to train the ELM.
Once trained, the ELM can be used to obtain predictions. Those need to be back-
translated by applying the inverse transformation to the original solution space, thus
obtaining the predicted set of labels.

5.4 Vector Support Machine-Based Methods

Vector Support Machines have been traditionally applied to solve binary classifica-
tion problems. As other techniques, they have evolved over time, being extended
to face other kind of tasks such as multiclass and multilabel classification. In this
section, several of the MLC methods based on the SVMs are outlined.

5.4.1 MODEL-x

The target task of the authors in [5] was to label natural landscapes. Each scene can
contain several objects at once and, as a consequence, it can be labeled with more
than one class. Some scene labels are urban, beach, field, mountain, beach + field,
field + mountain, etc.

Since SVMs tend to have a good behavior while dealing with images, the authors
selected this kind of model as underlying classifier. The proposed method, called
MODEL-x, trains a SVM per label using a novel approach named cross-training.
This technique takes the samples having several labels as positive caseswhile training
every individual model, instead of negative ones as do the algorithms which consider
each label combination as a different class. Asmany otherMLC proposals,MODEL-
x can be also considered as an ensemble.
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5.4.2 Multilabel SVMs Based on Ranking,
Rank-SVM and SCRank-SVM

As the authors of Rank-SVM state in [13], binary classifiers are not the best option
when some correlations among labels exist, since full independence between them
is assumed by most binary-based methods. To alleviate this problem Rank-SVM, a
direct approach based on SVM principles, relies in a new metric to be minimized
while training, AHL. This a lineal approximation of Hamming Loss.

Once the SVM-likemodel has been trained to produce the label ranking, a specific
function is used to adjust the cutting threshold from which the predicted labelset, as
a subset of the full ranking, is extracted.

Although Rank-SVM takes label correlations into account, thus it theoretically
should perform better than pure binary models, experimental tests show that its
behavior is similar when working with high-dimensional MLDs.

These two proposals are based on the Rank-SVM, aiming to improve their effi-
ciency and performance. The goal of Rank-CVM [35] is to reduce the computational
complexity ofRank-SVM.Todo so, theydecided to use aCVM(core vectormachine)
instead of an SVM. The analytical solution of CVMs is immediate, and much more
efficient than that of SVMs. The result is an MLC classifier with similar predictive
performance to Rank-SVM but an order of magnitude more efficient.

The goal of the authors of SCRank-SVM [33] also was to improve the efficiency
of Rank-SVM, as well as its performance as MLC classifier. The proposal includes
reformulating the calculus of the decision boundary in the underlying SVMs, sim-
plifying some of the existent constraints to maximize the margin. In the process,
the authors get rid of one of the usual SVM parameters, reducing the complexity of
computations.

5.5 Instance-Based Methods

Unlike the algorithms based on inductive learning, instance-based methods do not
build a explicit model trough a training process. They rather work as lazy classifi-
cation procedures, taking the k nearest neighbors (kNN) when a new data sample
arrives. There are several instance-based MLC-adapted proposals, and a few of them
are summarized in this section.

5.5.1 Multilabel kNN, ML-kNN

Presented in [38], ML-kNN is the best-known instance-based MLC algorithm. It
internally works as a BR classifier, since a separate set of a priori and conditional
probabilities are independently computed for each label. Therefore, any potential
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correlation information among labels is disregarded byML-kNN. The inner working
details of ML-kNN were provided in Sect. 3.4.1.

Owing its simplicity and low computational complexity, ML-kNN is usually
included in most experimental studies. It also has been used as foundation for other
more elaborated MLC algorithms, such as IBLR-ML.

5.5.2 Instance-Based and Logistic Regression, IBLR-ML

Two similar MLC methods are introduced in [8], both of them based on the afore-
mentionedML-kNN algorithm. The core of the two proposals, named IBLR-ML and
IBLR-ML+, use Bayesian techniques to consider the labels associated with nearest
neighbors of the new instance as additional characteristics. Using this information
the a priori probabilities are computed and a regression equation is obtained.

The main difficulty in these methods comes from the need to adjust an α parame-
ter, in charge of setting the weight to be assigned to the additional attributes while
computing the a posteriori probabilities. To accomplish this task an statistical para-
meter estimation method is used. This is an adaptation process which demands the
enumeration of all instances in the MLD.

Although IBLR-ML can achieve better predictive performance than ML-kNN, it
also has higher computational demands, including more memory consumption and
training time.

5.5.3 Other Instance-Based Classifiers

The kNNc method was proposed in [6]. It works in two stages, combining instance
selection techniques with instance-based classification. Firstly, a reduced set of
instances is obtained by prototype selection techniques. The aim is to determine
the set of labels which are nearest to the ones in the instance to be classified. Then,
the full set of samples is used, but limiting the prediction to the labels inferred in the
previous step.

BRkNN and LPkNN [27] are MLC classifiers made up combining BR and LP
transformation methods with kNN classification techniques, respectively. They first
apply the data transformation to theMLD, then use kNN to find the nearest neighbors,
and generate the labelset from them.

The proposal in [16] is calledBRkNN-new.As its name indicates, it is an improve-
ment based on the BRkNNmethod just described above. The goal of the authors is to
take advantage of label correlation information in order to improve the performance
of the original model.

http://dx.doi.org/10.1007/978-3-319-41111-8_3


88 5 Adaptation-Based Classifiers

5.6 Probabilistic Methods

Probabilistic techniques, such as Bayesian models, mixture models, or conditional
random fields, are commonly used in many MLC methods. Sometimes, these tech-
niques appear only as a part of other algorithms, for instance the Bayesian model
used in IBLR-ML, while in other cases they are the cornerstone of the method. This
section enumerates some of the proposals in the latter group.

5.6.1 Collectible Multilabel Classifiers, CML and CMLF

The authors of these two algorithms, presented in [17], state that binary MLC meth-
ods assume the labels are fully independent, and do not take into account potential
correlations among them. This is the reason to propose a model to capture this infor-
mation, aiming to improve the predictive performance of the classifiers.

In order to get the correlations between labels, a CRF (Conditional Random
Field) is used. A CRF is a probabilistic discriminative model, commonly used in
tasks such as text segmentation. It associates a probability to each label depending
on the existent observations, and with these data, the potential dependencies among
outputs are modeled. Four different states can exist for each label pair with respect
to the considered instance, none of the labels is relevant, both of them are applicable,
only the first one is relevant, or only the second one is relevant.

The first proposed model is CML (Collectible Multilabel). It holds a correlation
parameter for each label pair. The second one is CMLF (CML with Features), and it
works with three-variable groups such as attribute-label1-label2. For each label pair
associated with one attribute, CMLF holds a correlation value. Those labels which
do not reach a certain frequency are discarded.

5.6.2 Probabilistic Generic Models, PMM1 and PMM2

These twomethodswere introduced in [31]. They are probabilistic generativemodels
(PMM), whose goal is to automate text document classification by estimating the
label probabilities from the terms appearing into the documents.

PMMs assume that each sample in the text MLD is a mixture of characteristic
words related to the labels relevant to the instance. The main difference between
PMM1 and PMM2 relies on the way the parameters controlling the algorithms are
approximated, PMM2 being a more flexible version of PMM1.
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5.6.3 Probabilistic Classifier Chains, PCC

PCC (probabilistic classifier chains) [9] is an extension of the CCmethod previously
described in Chap.4. The goal is to use Bayesian methods to optimize the chaining
order of the binary classifiers, thus improving the overall classifier performance.

PCCmodels the dependency among labels computing the joint distribution for all
of them, then deciding which is the optimum chaining order. Although this approach
achieves better predictive performance than CC, its computational complexity is also
much higher.

5.6.4 Bayesian and Tree Naïve Bayes Classifier Chains,
BCC and TNBCC

Themajor drawback of PCCand other similar approaches based on classifier chains is
their computational complexity. This is an inconvenience while working with MLDs
having large sets of labels, and sometimes, it could be infeasible to use this kind of
algorithms.

In [28], the authors propose several extensions toCCwhich follow a different path,
named BCC (Bayesian classifier chains). TNBCC (Tree Naïve BCC) is an algorithm
based on this approach. By using Bayesian networks to model, the dependencies
among labels, it reduces the number of chain combinations to consider to finally
compose the multilabel classifier.

5.6.5 Conditional Restricted Boltzmann Machines, CRBM

RBMs (Restricted BoltzmannMachines) [26] are a provenmechanismwhen it comes
to produce high-level features from the low-level input attributes existent in a dataset.
They are a usual component in the process to build deep belief networks, as well as
other deep learning structures. An RBM is a probabilistic graphic model, specifically
a two-layer graph, one input layer and one hidden layer. The latter is used to model
the relationships between the input attributes.

Introduced in [21], the CRBM (Conditional RBM) algorithm relies on an RBM to
retrieve dependencies among labels. The goal is to build a model able to operate with
MLDs containing incomplete sets of labels. For doing so, the labels of each instance
are given as input to the RBM, obtaining as output a dependency model capable of
predicting missing labels from others presence.

http://dx.doi.org/10.1007/978-3-319-41111-8_4
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5.7 Other MLC Adaptation-Based Methods

In addition to the more than twenty MLC methods mentioned above, adaptations
of trees, ANNs, SVMs, instance-based, and probabilistic classifiers, in the literature
can be found a lot more following alternative ways of attacking the problem. The
enumerated below are some of them:

• HG: It is based on an hypergraph algorithm, each label being one edge, whose
goal is to generate amodel containing the relationships among labels. The resulting
problem is hard to solve from a computational point of view, but the authors in
[29] assume certain premises that allow them to accomplish the task as a simplified
problem of minimum squares.

• CLAC: One of themajor obstacles in facingMLC tasks is the usually huge number
of label combinations anMLD can hold. This produces a secondary problem, even
harder to solve, since the number of data samples sharing the same combination
of labels can be almost negligible. These cases are identified in [32] as disjuncts,
highlighting that if they are ignored, due to their poor representation, the obtained
model can loss precision since in large MLDs many disjuncts can exist. The MLC
method proposed is a lazy algorithm named CLAC (Correlated Lazy Associative
Classifier), which increases the relevance of the potential disjuncts by discarding
attributes and samples not related to the processed data instance.

• GACC: Introduced in [18], the GACC (Genetic Algorithm for ordering Classifier
Chains) method is proposed as an alternative to the traditional ECC. While the
latter randomly generates chains of binary classifiers, the former resorts to the use
of a genetic algorithm to optimize the order of the classifiers in the chain. Besides
the usual goal of improving classification results, the authors also aim to make the
obtained model more easily interpretable.

• MuLAM: Although ant colonies based algorithms [12] are mostly used in opti-
mization problems, as ACO (Ant Colony Optimization) methods, there are also
techniques such as Ant-Miner [23] able to produce classification rules following
the same approach. Taking Ant-Miner as foundation, in [7] the authors present a
new MLC algorithm named MuLAM (Multi-Label Ant-Miner). It takes the mul-
tilabel classification problem as an optimization task, but the reported predictive
performance seems to be far from the state-of-the-art MLC classifiers.

• ML-KMPSO: The proposal made in [22] is an MLC method which combines
the kNN and MPSO (Michigan Particle Swarm Optimization) algorithms. Firstly,
the a priority probabilities of each label are computed. Then, MPSO is used to
optimize the selection of nearest neighbors to the considered instance, obtaining
a set of expert particles which will help to choose the set of labels to be predicted.

• GEP-MLC: In [4], the authors present an MLC method founded on discriminant
functions optimized by GEP (Gene Expression Programming [14]) techniques.
GEP is a genetic programming approach specially suitable for regression problems,
being used for facing traditional classification as well. GEP-MLC learns one or
more discriminant function for each label, thus working as a BR transformation
method in which the underlining classifiers are the functions optimized by GEP.
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• MLC-ACL:Designed as a combination of transformation and adaptationmethods,
the MLC-ACL algorithm [4] has tree phases. Firstly, the MLD is transformed into
a dataset with only one label, following the least frequent criterion. Secondly, a
rule-based classification algorithm is applied. Lastly, an iterative process relies on
the association rule mining A priori algorithm [1] to detect correlations among
labels, transforming the rules obtained in the first step in a multilabel classifier.

5.8 Adapted Methods in Practice

In the previous sections, around thirty adaptation-basedmultilabel classification algo-
rithms have been introduced. More than half of them can be included in one of the
aforementioned four traditional classification approaches. The aim of this section is
to test one algorithm of each one of these approaches, comparing the results of a
multilabel tree, a multilabel neural network, a multilabel SVM, and a instance-based
multilabel method. The selected algorithms are the following:

• ML-Tree: It is a recent multilabel classifier that takes into account the potential
dependencies among labels, including this information into the tree model. As
explained above (see Sect. 5.2.3), it follows an hierarchical approach to generate
the tree.

• BP-MLL: This method is the first adaptation of an ANN to the multilabel prob-
lem, including a specific error function which considers the existence of multiple
outputs.

• Rank-SVM: The SVM-based multilabel adaptation, as was explained in
Sect. 5.4.2, also takes advantage of label correlation information aiming to improve
classification performance.

• BRkNN: It is a lazy, instance-based multilabel learner which combines the BR
transformation with kNN techniques. It is an alternative to theML-kNN algorithm
already used in experiments of previous chapters.

The BP-MLL and BRkNN algorithms are available in the MULAN package [30],
while ML-Tree and Rank-SVM can be obtained from the authors’ Web site.1 The
former is written in Java and it relies on the WEKA software package, as the latter
is implemented in MATLAB.

1ML-TREE code can be downloaded fromDr. QingyaoWu’sWeb page at https://sites.google.com/
site/qysite. Rank-SVM code can be downloaded from http://cse.seu.edu.cn/people/zhangml/files/
RankSVM.rar.

https://sites.google.com/site/qysite
https://sites.google.com/site/qysite
http://cse.seu.edu.cn/people/zhangml/files/RankSVM.rar
http://cse.seu.edu.cn/people/zhangml/files/RankSVM.rar
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Table 5.1 Basic traits of MLDs used in the experimentation

Dataset n f k Card Dens TCS

emotions 593 72 6 1.868 0.485 9.364

medical 978 1 449 45 1.245 0.028 15.629

scene 2 407 294 6 1.074 0.179 10.183

slashdot 3 782 1 079 22 1.181 0.054 15.125

yeast 2 417 103 14 4.237 0.303 12.562

5.8.1 Experimental Configuration

The four multilabel classifiers pointed out above have been run over the partitions
of five MLDs. These are emotions, medical, scene, slashdot and yeast.
Their basic traits are that shown in Table5.1. The tables in Chap.3 provide the
main characteristics of each one of them. Looking at the TCS values in Table5.1,
these MLDs complexity goes from the 9.364 score of emotions to the 15.629 of
medical.

As in the previous chapter, each MLD was partitioned using a 2 × 5 fold cross-
validation scheme. The prediction performance is assessed with four evaluation met-
rics. Since some of the classifiers included in this experimentation produce a ranking
as output, in addition to the usual example-based HLoss (Hamming loss), three
ranking-based evaluation metrics have been selected, RLoss (Ranking loss), OneEr-
ror, andAvgPrecision (Average precision). The goal is to check how the performance
of the classifiers is reported by different evaluationmetrics. All of themwere detailed
in Chap.3. The reported values in the following section are average values computed
from the 10 runs for each MLD/classifier.

5.8.2 Classification Results

As we already know, HLoss is a metric to minimize since it is an averaged counter
of misclassified labels. In Fig. 5.1, the results for this metric have been represented
as 1 − HLoss, aiming to preserve the perception that a larger area corresponds to a
better performance of the classifier. From this plot it is easy to infer that BP-MLL is
the worst performer, while the other three seem to show a similar behavior.

The rawHLoss values for eachMLD/classifier combination are the ones shown in
Table5.2. Best values are highlighted in bold. As can be seen, Rank-SVM obtained
the best results for the two most complex MLDs, while BRkNN performed better
with the simpler ones.

RLoss is also a loss measure, as HLoss, but it is ranking based instead of example
based. Therefore, the goal of a classifier must be to minimize this metric. The same
previous approach has been used to represent RLoss values in the plot shown in

http://dx.doi.org/10.1007/978-3-319-41111-8_3
http://dx.doi.org/10.1007/978-3-319-41111-8_3
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Fig. 5.1 Classification results assessed with Hamming Loss

Table 5.2 Results assessed with HLoss (lower is better)

Dataset BP-MLL BRkNN ML-Tree Rank-SVM

emotions 0.2034 0.1965 0.3016 0.2842

medical 0.6347 0.0182 0.0142 0.0104

scene 0.2669 0.0948 0.1352 0.1288

slashdot 0.5360 0.0834 0.0475 0.0230

yeast 0.2265 0.1967 0.2641 0.2024

Fig. 5.2. As can be observed, the shape of the classifiers is quite similar to Fig. 5.1,
although some larger differences can be detected among the three best performing
methods.

Once again that BP-MLL produces the worst classification results, specifically
when used with the more complex MLDs, can be stated. In general, the line which
corresponds to the Rank-SVM algorithm seems to be the closest to the outer limit,
denoting that it is the best performed when the results are assessed with this eval-
uation metric. This perception can be confirmed by examining the values provided
in Table5.3. With the only exception of emotions, the best values always come
from the Rank-SVM method.
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Fig. 5.2 Classification results assessed with Ranking Loss

Table 5.3 Results assessed with RLoss (lower is better)

Dataset BP-MLL BRkNN ML-Tree Rank-SVM

emotions 0.1625 0.1629 0.2020 0.2961

medical 0.4340 0.0512 0.0422 0.0180

scene 0.1852 0.0955 0.0998 0.0818

slashdot 0.4968 0.2430 0.1163 0.0512

yeast 0.1854 0.1786 0.1909 0.1672

The second ranking-based evaluation metric is OneError. It counts how many
times the label predicted with more confidence, ranked highest in the output returned
by the classifier, is not truly relevant to the instance. As the two previous ones,
OneError is also a metric to be minimized.

As can be seen in Fig. 5.3, which shows the spider plot for 1 − OneError, the
differences among the classifiers are much clearer with this metric. It can be verified
that the three simplest MLDs, emotions, scene and yeast, put fewer obstacles
than medical and slashdot for most of the classifiers. The performance of BP-
MLL is particularly poorwith these two lastMLDs.BRkNNalso shows a degradation
of its behavior while working with them.
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Fig. 5.3 Classification results assessed with One Error

Table 5.4 Results assessed with OneError (lower is better)

Dataset BP-MLL BRkNN ML-Tree Rank-SVM

emotions 0.2942 0.2866 0.3010 0.4704

medical 0.9673 0.3160 0.1375 0.1293

scene 0.5727 0.2614 0.2318 0.2634

slashdot 0.9466 0.8399 0.3691 0.1221

yeast 0.2470 0.2317 0.2561 0.2203

The raw OneError measures are the shown in Table5.4, with best values high-
lighted in bold. Rank-SVM achieves best result with the three more complex MLDs.
Paradoxically, this algorithm shows its worst performance with the simplest dataset,
emotions.

The last metric used to assess the performance in this experimentation is Avg-
Precision. It measures the number of positions in the ranking that have to be visited
before a non-relevant label is found. Therefore, the larger is the value obtained, the
better is working the classifier.

In this case, the values produced by the evaluation metric can be plotted without
any transformation, as has been done in Fig. 5.4. This plot closely resembles the one
in Fig. 5.3; thus, the conclusions drawn from the OneError metric can be mostly
applied to AvgPrecision also.
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Fig. 5.4 Classification results assessed with AvgPrecision (higher is better)

Table 5.5 Results assessed with Average Precision (higher is better)

Dataset BP-MLL BRkNN ML-Tree Rank-SVM

emotions 0.7971 0.7979 0.7737 0.6813

medical 0.1076 0.7594 0.8626 0.9064

scene 0.6680 0.8423 0.8517 0.8476

slashdot 0.1583 0.3723 0.6892 0.8746

yeast 0.7446 0.7583 0.7342 0.7636

The set of best values highlighted in Table5.5 is also very similar to that of
Table5.4. Rank-SVM produces the best results for the most complex MLDs again,
while it works quite poor with the simplest one.

The overall conclusion that can be gathered from this experiments is that, from
the four tested algorithms,Rank-SVMtends to performbetter inmost cases.On
the contrary, BP-MLL usually produces the worst result with few exceptions.
The other two multilabel classifiers, BRkNN and ML-Tree, are in between.
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5.9 Summarizing Comments

Traditional pattern classification is a largely studied problem in DM, with dozens
of proven algorithms ready to use over binary and multiclass data. Therefore, the
adaptation of these methods to work with multilabel data was a clear path from the
beginning. In this chapter, several of these MLC adaptation-based algorithms have
been introduced.

The diagram in Fig. 5.5 summarizes the algorithm adaptation methods described
in the previous sections, grouping them according to the type of base algorithm they
are derived from. The first four branches, counting from left to right, correspond to
the main four traditional classification approaches, trees, neural networks, SVMs,
and instance-based learners.

Four of the enumerated methods, BP-MLL, BRkNN, ML-Tree, and Rank-SVM,
have been used in a limited experimentation processing five MLDs. According to
the assessment made by four distinct evaluation metrics, the latter shows the best
predictive performance, while the former is the worst one.

Fig. 5.5 Overview of multilabel algorithm adaptation-based methods
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Chapter 6
Ensemble-Based Classifiers

Abstract Classification methods founded on training several models with a certain
heterogeneity degree, and then aggregating their predictions according to a particular
strategy tends to be a very effective solution. Ensembles have been also used to tackle
some specificobstacles, such as imbalanced class distribution.Thegoal in this chapter
is to present several multilabel ensemble-based solutions. Section6.1 introduces this
approach. Ensembles of binary classifiers are described in Sect. 6.2, while those
based on multiclass methods are outlined in Sect. 6.3. Other kinds of ensembles will
be briefly portrayed in Sect. 6.4. Some of these solutions are experimentally tested in
Sect. 6.5, analyzing their predictive performance and running time. Lastly, Sect. 6.6
summarizes the chapter.

6.1 Introduction

The design of ensembles of classifiers, whether they are founded on binary, multi-
class, or heterogeneous classificationmodels, is one of the most common approaches
to face multilabel classification tasks. The use of sets of classifiers, along with a strat-
egy to join their individual predictions, has proven to be very effective in traditional
classification, so it was another clear path to explore for classifying multilabel data.

Some of the transformation-based and adaptation-based methods discussed in the
previous chapters are ensembles by themselves. For instance, the basic BR transfor-
mation could be considered as a simple ensemble of binary classifiers with a very
straightforward strategy to fuse their individual predictions.

In addition to the simple ensembles mentioned in the previous chapters, in this
one a review of more advanced ensembles based on binary classifiers, multiclass
classifiers, and other kinds of combinations is provided. Almost a dozen proposals
found in the literature will be laid out. Four of them will be experimentally tested
and compared.

© Springer International Publishing Switzerland 2016
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6.2 Ensembles of Binary Classifiers

The basic BR data transformation that trains an independent binary classifier for each
label and then pastes the predictions to produce the predicted labelset (see Sect. 4.3)
is maybe the simplest MLC ensemble. There are many other ensembles also based
on binary classifiers, sometimes following an OVA strategy and others resorting to
OVO techniques.

In Sect. 4.3.2, once the BR basic transformation was described, some simple
ensembles based on binary classifiers, such as 2BR [1], BR+ [2] and CC [3], were
also introduced. The aim of this section is to complete the overview ofMLCmethods
based on ensembles of binary classifiers.

6.2.1 Ensemble of Classifier Chains, ECC

One of the weaknesses of CC, already mentioned in Chap.4, is the fact that the
classifiers that make the chain are chosen in a specific order. Since the layout of the
chain influences the information given to each classifier in it, any change in the order
can also have a great impact in the final results. This is the reason why the authors
propose in the same paper [3] the ECC (Ensemble of Classifier Chains) method, an
ensemble of CC classifiers using a different sorting of binary models in each one of
them.

Since CC is an ensemble by itself, ECC can be seen as an ensemble of ensembles.
If all training data were used in each CC unit, building the full ECC model would
take a very long time for largeMLDs. Therefore, only a random subset of the training
samples are used in each CC, and the order of labels in each of them is also randomly
established. Although CC is inherently a sequential algorithm, since each binary
classifier needs the outputs of the previous ones in the chain, ECC can be easily
parallelized.

Classifying a new instance with ECC implies going through all the CC classifiers,
obtaining a set of predictions for each label. Those are taken as votes for each label,
producing a label ranking. Lastly, a threshold is applied to obtain the final multilabel
prediction.

6.2.2 Ranking by Pairwise Comparison, RPC

Unlike CC/ECC, the approach followed by RPC (Ranking by Pairwise Comparison)
[4] is OVO instead of OVA. This means that a binary model is made for each pair
of labels, thus increasing the overall number of classifiers to train to k(k − 1)/2.
Linear perceptrons were used as base classifiers for each label pair. Each classifier
determines whether a certain label is above or below the other, learning them as
preferences for each data sample. Joining the results of all these predictors, an overall
label ranking is generated.

http://dx.doi.org/10.1007/978-3-319-41111-8_4
http://dx.doi.org/10.1007/978-3-319-41111-8_4
http://dx.doi.org/10.1007/978-3-319-41111-8_4
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The authors also propose in the same paper an improvement of RPC named
CMLPC (Calibrated Pairwise Multilabel Perceptron). This algorithm is based on
a previous method called MLPC, which relies on a perceptron to make pairwise
comparisons among labels.

6.2.3 Calibrated Label Ranking, CLR

CLR (Calibrated Label Ranking) is an ensemble of binary classifiers proposed in
[5]. It is an extension of RPC; hence, it also follows the OVO approach, learning to
differentiate between relevance of label pairs.

In addition to the real labels defined in each MLD, CLR introduces in the process
a virtual label. It is taken as a reference point which aims to calibrate the final
classifier, separating relevant labels of non-relevant ones. Those labels appearing in
the ranking above the fictional label will be in the final prediction, while the others
will not. This way CLR is a full MLC solution, able to produce a bipartition with
the predicted labelset. By comparison, RPC only produces a label ranking, to which
some threshold has to be applied to produce the final prediction.

6.3 Ensembles of Multiclass Classifiers

The second main data transformation approach is LP, and it also served as the foun-
dation of several MLC ensemble methods. LP by itself transforms any MLD in a
multiclass dataset, so the problem can be faced with only one classifier and there
is no need for an ensemble, as in BR. However, the basic LP approach has to deal
with other kind of problems, such as the huge number of potential combinations and,
therefore, the scarcity of samples representing each produced class.

In order to alleviate the combinatorial explosion when LP is applied to MLDs
having large sets of labels, the PSmethod (see Sect. 4.4.1) proposes a pruning strategy
that gets rid of infrequent combinations. Most MLC ensembles based on multiclass
classifiers follow a similar approach, getting subsets of labels to reduce the number
of obtained combinations.

6.3.1 Ensemble of Pruned Sets, EPS

The Ensemble of Pruned Sets [6] method is based on the PS algorithm described in
Sect. 4.4.1. It trains m (a user-definable parameter) independent PS classifiers, using
a random subset of the training data, typically a 63% of the available samples, for
each one.

http://dx.doi.org/10.1007/978-3-319-41111-8_4
http://dx.doi.org/10.1007/978-3-319-41111-8_4
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The most remarkable novelty of EPS is the introduction of a voting system that
allows the prediction of new label combinations, despite they not appearing in the
training data. The predictions of each PS classifier are combined, and a threshold is
applied to decide which labels will be relevant in the final labelset. Therefore, EPS
achieves the completeness that LP and PS lack.

6.3.2 Random k-Labelsets, RAkEL

Random k-Labelsets [7] is a method that generates random subsets of labels, training
a multiclass classifier for each subset. This way the problems described in Sect. 4.4.1
for the LP approach are mostly avoided, facing less potential combinations while
retaining label correlation information.

RAkEL takes two essential parameters, m and k. The former sets the number of
classifiers to train and the latter the length of the labelsets to be generated. With
k = 1 and m = |L|, RAkEL works as the BR transformation. On the opposite side,
with m = 1 and k = |L| the obtained model will be equivalent to LP. Intermediate
values for both parameters are the interesting ones, producing a set of votes for each
label that produces a label ranking.

6.3.3 Hierarchy of Multilabel Classifiers, HOMER

Introduced in [8], Hierarchy Of Multilabel classifiERs is an algorithm designed to
deal with MLDs having a large number of labels. The method trains an LP classifier
with the available instances and then separates them into several groups relying in a
clustering algorithm. Each group, with a subset of the labels, produces a new, more
specialized classifier.

The previous step is iteratively repeated, so that each group is divided into sev-
eral smaller subgroups. The number of iterations in this process is a user-defined
parameter given as input to the algorithm. When a test sample arrives, it traverses
the hierarchy from its root, where the most general classifier does its work, to the
leaves, going through the intermediate nodes activated by the prediction given by the
immediate higher level.

6.4 Other Ensembles

In addition to the ensembles purely based on binary or multiclass classifiers, with
different variations of the BR and LP data transformations as has been shown, in the
literature can be found other MLC ensemble strategies. Several of them are depicted
below:

http://dx.doi.org/10.1007/978-3-319-41111-8_4
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• CDE: The authors of the ChiDep algorithm [9], described in Sect. 4.4.2, also pro-
posed CDE (ChiDep Ensemble), an MLC ensemble based on ChiDep classifiers.
The method starts by generating a large set of random label combinations; then,
the χ2 test is computed for each of them. A parameter m establishes how many of
these labelsets will be used to train the individual classifiers in the ensemble, each
one following the ChiDep approach.

• RF-PCT: This method, introduced in [10], relies in multiobjective decision trees
as base classifier. Each tree is able to predict several outputs at once, being a
variant of PCTs (Predictive Clustering Trees). The ensemble is built following the
random forest strategy, hence theRF-PCT (RandomForest of PredictiveClustering
Trees) denomination. As usual in random forest, bagging techniques are used to
boost diversity among the obtained classifiers, using different subsets of the input
attributes for each tree.

• EML: Unlike other MLC ensembles, the EML (Ensemble of Multilabel Learners)
proposal [11] relies in an heterogeneous set of MLC classifiers, instead of an
homogeneous group of binary, multiclass, or other kinds of classifiers. MLC uses
the training data to prepare five different models, such as ECC, ML-kNN, IBLR-
ML, RAkEL, and CLR. Then, their outputs are combined using different voting
strategies. The main drawback of EML is its computational complexity, since
several of its underlying classifiers, such as ECC, RAkEL, andCLR, are ensembles
by themselves.

• CT: Although proposals such as ECC and BCC, both of them based on classifier
chains, achieve a good predictive performance, the process to discover the best
structure for the chains is time-consuming. The method proposed in [12], named
CT (Classifier Trellis), sets a trellis as a priori structure for the ensemble, instead
of infer it from the data. Over this fixed structure, the order of the labels is adjusted
relying on a simple heuristic which evaluates the frequency between label pairs.
The goal was to improve the scalability of chain-based methods while maintaining
their performance.

Taking some of the aforementioned ensembles as a foundation, some adjustments
in the voting process have been also proposed. It is the case of DLVM (Dual Layer
Voting Method) [13] and QCLR (QWeighted CLR) [14], both aiming to improve
classification results through a better strategy to fuse the individual predictions.
Likewise, there are some studies focused on methods to improve the setting of the
threshold applied to label rankings, such as published in [15].

6.5 Ensemble Methods in Practice

Once most of the multilabel ensemble methods currently available have been intro-
duced, the goal in this section is to put in practice some of them. The following four,
maybe the most popular ones, have been selected. All of them are available in the
MULAN or MEKA software packages described in Chap.9.

http://dx.doi.org/10.1007/978-3-319-41111-8_4
http://dx.doi.org/10.1007/978-3-319-41111-8_9
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Table 6.1 Basic traits of MLDs used in the experimentation

Dataset n f k Card Dens TCS

corel16k 13 766 500 153 2.859 0.019 19.722

reuters 6 000 500 103 1.462 0.014 17.548

scene 2 407 294 6 1.074 0.179 10.183

slashdot 3 782 1 079 22 1.181 0.054 15.125

yeast 2 417 103 14 4.237 0.303 12.562

• ECC: It is one of the first binary-basedmultilabel ensembles that takes into account
label dependencies, and it has been the foundation for some others.

• EPS: This labelset-based ensemble, founded on the PS transformation method, is
able to predict label combinations that have not been seen in the training data.

• RAkEL: A classical ensemble algorithm to face multilabel classification using
random subsets of labels.

• HOMER: It is a multilabel ensemble specifically designed to work with MLDs
having large sets of labels.

These four multilabel ensembles have been tested using the experimental con-
figuration explained in the following section. Obtained results are presented and
discussed in Sects. 6.5.2 and 6.5.3.

6.5.1 Experimental Configuration

The four multilabel ensemble methods selected for this experimentation are
transformation-based, so they need an underlying classifier to accomplish each binary
ormulticlass classification task. Aswe did to test themultilabel transformation-based
methods described in Chap.4, the C4.5 [16] tree induction algorithm has been chosen
for this job.Default or recommended valueswere used for all themethods parameters.

Each multilabel ensemble method was ran using five MLDs. These are
corel16k, reuters,1 scene, slashdot, and yeast. The main traits of these
datasets can be found in the tables provided in Chap.3. The basic ones are provided
in Table6.1. According to their TCS values (see full list in Table3.5), scene would
be the simplest MLD in this group, while corel16k would be the most complex.

As in the previous chapters, each MLD was partitioned with a 2× 5 folds cross-
validation scheme. In order to assess classification performance of each ensemble,
three example-based metrics have been used, HLoss (Hamming loss), F-measure
and SubsetAcc (Subset accuracy). The details about these metrics can be also found
in Chap.3. Average values were obtained for each metric across the runs for each
MLD/algorithm.

1The version of this MLD having the 500 most relevant features selected was used.

http://dx.doi.org/10.1007/978-3-319-41111-8_4
http://dx.doi.org/10.1007/978-3-319-41111-8_3
http://dx.doi.org/10.1007/978-3-319-41111-8_3
http://dx.doi.org/10.1007/978-3-319-41111-8_3
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In addition to predictive performancemetrics, the training and testing times for
eachmethod have been also obtained. Thiswill allow to compare the ensembles
from another point of view, the time spent on generating them and the speed
with they are able to provide predictions for new data.

6.5.2 Classification Results

The analysis of classification results startswith theHLossmetric, as usual. TheHLoss
values for each ensemble and MLD have been plotted as bars in Fig. 6.1. Remember
that for HLoss, being it a measure to minimize, the taller is the bar and the worse is
performing the classifier.

At first sight, it seems that the worst results correspond to scene and yeast,
the two least complex MLDs, while with corel16k, which has the highest com-
plexity (according to its TCS value), apparently all the ensembles behave quite well.
However, it must be taken into account that HLoss is also heavily influenced by the
number of labels, and corel16k has many more than scene or yeast. That is
the reason behind these results. Nonetheless, HLoss values belonging to the same
MLD but different classifier can be compared. This allows to infer that EPS is always
performing better than the other ensembles. On the contrary, the results for ECC put
it as the weakest ensemble.

TheHLoss exact values are those shown in Table6.2. As always, best values have
been highlighted in bold. That EPS achieves the best results can be confirmed, with
the only exception of slashdot by a small margin to RAkEL.

Fig. 6.1 Classification results assessed with Hamming Loss (lower is better)
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Table 6.2 Results assessed with Hamming Loss (lower is better)

Dataset ECC EPS HOMER RAkEL

corel16k 0.0387 0.0196 0.0271 0.0206

reuters 0.0198 0.0112 0.0146 0.0121

scene 0.1958 0.0908 0.1407 0.1363

slashdot 0.0728 0.0440 0.0483 0.0434

yeast 0.3594 0.2042 0.2601 0.2494

Fig. 6.2 Classification results assessed with F-measure (higher is better)

F-measure is an example-based evaluation metric that provides a good overall
indicator of the classifier behavior, as it is the harmonicmean ofPrecision andRecall.
Classification results assessed with this metric are shown in Fig. 6.2. Looking at the
overall results by dataset, it can be seen that the best performance is achieved with
scene, while the worst behavior is observed while working with corel16k. The
former is the simplest MLD and the latter the most complex according to the TCS
characterizationmetric. Regarding the classifiers, that EPS is again the top performer
can be deducted. On the contrary, ECC seems to be the one with poorest results. So,
the conclusions would be the same drawn from HLoss values.

Exact F-measure values are shown in Table6.3. As shown, all highlighted best
values come from the EPS ensemble. RAkEL and HOMER perform at a similar
level, with slight advantage for one or the other depending on the MLD. In general,
ECC obtains the lowest F-measure values. Therefore, in agreement with this lim-
ited experimentation results, the F-measure metric indicates that EPS would be the
preferred ensemble from the set of four tested algorithms.

Aswealreadyknow,SubsetAcc is one of the strictestmultilabel evaluationmetrics.
It only accounts as correct predictions those in which the full labelset coincides with
the true one. For that reason, SubsetAcc values tend to be quite low when compared
with other metrics, such as F-measure. This is a fact easily inferrable from Fig. 6.3,
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Table 6.3 Results assessed with F-measure (higher is better)

Dataset ECC EPS HOMER RAkEL

corel16k 0.3854 0.5638 0.4440 0.5202

reuters 0.7311 0.8931 0.8048 0.8452

scene 0.7247 0.9656 0.8808 0.8756

slashdot 0.7668 0.9347 0.8940 0.9096

yeast 0.6041 0.6875 0.6097 0.6149

Fig. 6.3 Classification results assessed with Subset Accuracy (higher is better)

Table 6.4 Results assessed with Subset Accuracy (higher is better)

Dataset ECC EPS HOMER RAkEL

corel16k 0.0059 0.0084 0.0102 0.0112

reuters 0.2720 0.3284 0.2770 0.2868

scene 0.2952 0.6006 0.4260 0.4225

slashdot 0.3105 0.2970 0.2931 0.3012

yeast 0.0536 0.1676 0.0614 0.0689

where the values for corel16k are almost negligible. The results for EPS stand out
with reuters, scene and yeast. The values with slashdot are quite similar
for the four methods.

By examining the raw SubsetAcc values, provided in Table6.4, that the results
are not as conclusive as they were with F-measure can be understood. EPS is still
the ensemble that more best values achieves, but ECC works better with slashdot
and RAkEL with corel16k. It must be taken into account that, by the nature of
the SubsetAcc metric, the number of labels on each MLD has a remarkable impact
in these results.
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Fig. 6.4 Training time in seconds

Table 6.5 Training time in seconds (lower is better)

Dataset ECC EPS HOMER RAkEL

corel16k 3 919 51 761 14 751 57 632

reuters 2 269 29 660 850 17 402

scene 387 514 85 545

slashdot 27 739 33 363 2 851 47 874

yeast 545 463 99 543

6.5.3 Training and Testing Times

Ensemble methods usually demand much more training time than standard clas-
sification algorithms, since they have to train several models. Their structure also
influences the time spent in elaborating the predictions for new data samples, going
through each individual classifier and putting together the votes to obtain a united
output. For these reasons, it would be interesting to analyze training and testing times
for each case.

Figure6.4 shows training times for eachMLDand ensemble,measured in seconds.
The training time for the datasets with fewer data samples, scene and yeast, are
almost imperceptible in this graphic representation. For the other treeMLDs, RAkEL
and EPS emerge as the methods that needed more time to be trained. On the other
side, HOMER seems to be the most efficient algorithm. This fact can be verified by
looking at the exact values reported in Table6.5. It can be observed that for some
MLDs, such as slashdot, HOMER only needs a fraction of the time used by the
other ensembles. This is consistent with the design of HOMER, whose authors aimed
to build an ensemble able to process large MLDs.
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Fig. 6.5 Testing time in seconds

Table 6.6 Testing time in seconds (lower is better)

Dataset ECC EPS HOMER RAkEL

corel16k 510 216 47 128

reuters 43 66 13 36

scene 2 2 2 2

slashdot 24 33 4 24

yeast 3 3 3 2

Regarding the testing times, they are much lower than the training ones as would
be expected. In fact, those corresponding to some MLDs are almost undetectable in
Fig. 6.5.

Table6.6 provides the raw values for each MLD/classifier combination. The con-
clusion that can be drawn from these numbers is that HOMER is the quickest ensem-
ble, in both training and testing.However, it does not achievebest classification results
never in the succinct experimentation conducted in this chapter. On the other hand,
EPS always produces good classification performance, but its training and testing
times are among the worst ones. In this case, efficiency and predictive performance
seem to be conflicting goals.

6.6 Summarizing Comments

One of the most popular paths to face multilabel classification lies in training a
set of relatively simple classifiers, then joining their predictions to obtain the final
output. Several MLC ensemble-based solutions have been described in the preceding
sections of this chapter. These can be considered as more advanced proposals than
the ensembles referenced in the previous chapters.
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Fig. 6.6 Overview of
multilabel ensemble-based
methods

The diagram in Fig. 6.6 summarizes these ensemble-based methods, grouping
them according to the type of underlying classifier they rely on, binary, multiclass,
and other approaches. There are even ensembles made up by other ensembles, as
is the case of EML which combines ECC, CLR, and RAkEL among other MLC
methods.

In the second half of the chapter, four of the referenced ensemble methods have
been experimentally tested. Two overall conclusions can be drawn from the analysis
of results. The first one is that, on average, EPS is the ensemble that best deliver when
it comes to predictive performance. The second is that the quickest ensemble, both to
train the base classifiers and to make up the final prediction, is HOMER. However,
these judgments should be taken with a grain of salt, since a limited number of
methods and MLDs have been included in the experiments.
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Chapter 7
Dimensionality Reduction

Abstract High dimensionality is a profoundly studied problem in machine learn-
ing. Usually, a high-dimensional input space defies most classification algorithms,
tending to produce more complex and less effective models. Multilabel data are
also affected by high dimensionality in the output space, since many datasets have
hundreds or even thousands of labels. This chapter aims to explain how high dimen-
sionality affects multilabel classification, as well as the methods proposed to deal
with this obstacle. A general overview of the curse of dimensionality in the mul-
tilabel field is provided in Sect. 7.1. Section7.2 introduces feature space reduction
techniques, outlining several specific proposals and testing how applying feature
selection impacts multilabel classifiers results. Then, a similar discussion but related
to label space dimensionality is given in Sect. 7.3, also including some experimental
results. Section7.4 summarizes the chapter.

7.1 Overview

Classification is a data mining task which aims to recognize the category of new
patterns. For doing so, the algorithms use some kind of model to compare the new
sample input features with those of patterns already observed. The presence of redun-
dant and irrelevant features impacts these algorithms, making them slower, due to the
higher dimensionality, and usually also less precise, by cause of unrelated informa-
tion contributed by irrelevant attributes. In the multilabel field, high dimensionality
in the input space is something common, and it goes with high dimensionality also
in the output space almost always.

The term curse of dimensionality was introduced in [1]. It denotes the problems
derived from the presence of many variables (dimensions). As the number of dimen-
sions increases, so does the volume of the solution space. As a consequence, data
points in this volume tend to be more sparse as the dimensions grow, and distances
between them tend to be less significant. Thus, to draw meaningful conclusions gen-
erally a larger collection of data points is needed. On the contrary, the accuracy of
the estimation made by most algorithms will quickly degrade.
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In the data mining area, the curse of dimensionality term is used tomake reference
to problems where there are many input attributes, a trait that challenges most pattern
recognition methods [14]. The raw data collected to generate new datasets usually
includes superfluous features, with redundant information that can be derived from
other attributes, as well as irrelevant data which are not meaningful to solve the
problem at glance. Manually filter the attributes, in order to choose those which
really provides relevant information, usually is very expensive. Therefore, automatic
methods to accomplish this task have been designed over the years.

A problem of high dimensionality is always linked to the input feature space
in traditional classification, since there are only one output attribute. However, the
perspective is totally different while working with multilabeled data. It is usual
to work with MLDs having hundreds or even thousands of labels, thus having to
deal with a high-dimensional output space [3]. The difficulties produced by this
configuration are similar to that of a high-dimensional input space, implying more
time to build the classifiers and usually a degraded predictive performance. Though,
themethods applied to reduce the input feature space are not appropriate for reducing
the output label space.

This section briefly introduces the main obstacles derived from high-dimensional
input and output spaces inmultilabel datasets. In Sect. 7.2, several methods described
in the literature to perform feature selection over multilabel data are portrayed,
including some experiments. Section7.3 is devoted to label reduction techniques,
also comprising experimental results.

7.1.1 High-Dimensional Input Space

MLC techniques are used in fields such as text categorization and image labeling.
These have a common characteristic, the large number of features extracted from the
text, images, music, etc. Most MLDs have several hundreds, sometimes thousands,
of attributes. High dimensionality in the input space is usually one or more orders
of magnitude above with respect to traditional classification datasets. In general, the
search space in MLC tasks is much bigger than in binary or multiclass ones.

Since the selection of the best subset of features [5] is mostly faced as a combi-
natorial problem, the larger is the number of attributes in the dataset the more time
will be needed to find the ideal subset. In fact, evaluating all possible combinations
can be unfeasible for many MLDs. Feature selection methods based on heuristics or
statistical approaches can be applied in these cases.

An added barrier to reduce the input feature space in MLDs is derived from
their own nature. Since there are multiple outputs to consider, instead of only one,
determining the significance of every input attribute to each joint labelset is not an
easy job. In many cases, the number of outputs can be larger than the number of
inputs. This specific casuistic, along with the large set of input features in most
MLDs, makes the problem of feature selection in MLC harder than usual.
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7.1.2 High-Dimensional Output Space

Some of the problems of dealing with many labels are, at a certain extent, analogous
to those faced in the input attribute space. A high-dimensional output space implies
most complex models, for instance:

• All the algorithms based on the binarization techniques, such as the ones described
in Chap.4, would demand much more time to be built with large sets of labels.
In this case, the complexity will increase linearly with respect to the number of
labels with OVA approaches and quadratically with OVO.

• LP-based methods (see Chap.4) would also face some obstacles. As the set of
labels grows, the number of combinations increases exponentially. As a conse-
quence, usually there are only a few data samples as representatives of each label
combination. The sparseness tends to degrade the performance of many methods.

• As stated in Chap. 6, most ensemble MLC methods are based on BR and LP
transformations, so the difficulties just described in the previous two bullets are
also applicable in this case.

• Most classifiers have to build a model from the input features taking into account
their relationship with the output labels. One of the few exceptions to this rule are
the methods based on nearest neighbors. In general, the larger is the set of labels,
the bigger and more complex would be that model.

The previous ones are problems that do not exist in traditional classification, so
they open a new variety of preprocessing tasks that have to be specifically designed
for multilabel data.

As a rule of thumb, reducing the output space, that is the number of labels, will
contribute to decrease the time and memory needed to train most classifiers. In
addition, those will be simpler and they could reduce overfitting, generalizing
better. However, labels cannot be simply removed from the data. Therefore,
the usual techniques followed to perform feature selection generally are not
useful in the label space.

7.2 Feature Space Reduction

High dimensionality, as well as the term curse of dimensionality, is traditionally
associated with the input attribute space. It is a broad and well-known problem
which affects many machine learning tasks [18], including binary and multiclass
classification, and obviously also multilabel classification. As a consequence, there
are many proposed techniques to deal with this problem, all of them aimed to reduce
the input space dimensionality. To do so, methods aimed to remove redundant and

http://dx.doi.org/10.1007/978-3-319-41111-8_4
http://dx.doi.org/10.1007/978-3-319-41111-8_4
http://dx.doi.org/10.1007/978-3-319-41111-8_6
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irrelevant featureswhile preserving themost essential properties of the data have been
designed. Many of them can be applied to multilabel data, straightly or following
some kind of data transformation.

Besides computational complexity, and the aforementioned statement indicat-
ing that more features imply the need for more data instances, working in a high-
dimensional input space also makes difficult data visualization tasks. Data with more
than three dimensions can be hardly represented in a graphical way, being this an
important tool in exploratory data analysis. Feature selection methods can be a way
to simplify visualization of high-dimensional data.

7.2.1 Feature Engineering Approaches

Dimensionality reduction algorithms can be grouped into several categories, accord-
ing to different criteria. Those briefly described below are among the most common
ones:

• Feature selection versus feature extraction: Feature selection methods evaluate
the relevance of attributes already present in the original data, selecting those
which can provide more useful information for building a model. On the other
hand, feature extraction [10] methods generate new attributes from the original
ones. This kind of algorithms bore as a path to find the intrinsic dimensionality
[27] of a dataset. Collectively, the process of selecting or building features is
usually known as feature engineering.

• Supervised versus unsupervised: Unsupervised feature engineering aims to
reduce dimensionality while preserving certain characteristics of the attributes,
but without taking into account the class labels associated with each instance.
The best-known unsupervised method is PCA (Principal Component Analysis)
[13], whose goal is to reduce the number of attributes in the data but conserv-
ing their original variance. By contrast, supervised techniques take advantage of
class labels and usually analyze correlations between each attribute and the class.
CCA (Canonical Correlation Information) [11] and LDA (Linear Discriminant
Analysis) [8] are such methods, determining the dependencies between inputs
and outputs by means of cross-variance matrices. There are also semi-supervised
feature selection methods proposed [31] in the literature.

• Filter versus wrapper: To reduce the number of attributes a method can rely
exclusively on the original dataset, preprocessing it to produce a new version
with less features as a result. Relying on some quality criteria, such as distance
or divergence metrics, information measures, error probabilities, or consistency
and distances between classes among others, which are not linked to any learning
algorithm, there is not interaction between the biases of the feature selection and
learning methods. This would be a filter method [4], whose main advantage is to
be classifier independent. The formerly mentioned PCA and CCA algorithms are
filter methods. Wrapper methods [15], on the other hand, are designed to optimize
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the subset of features internally using a given classifier in the evaluation process.
Therefore, this approach is classifier dependent, and it is able to infer attribute
interactions with a specific classifier. A third path is embedded algorithms, which
perform feature selection as part of the model training operation instead of as a
separate stage. Decision trees and Random forest [2] work as embedded feature
selection methods. Usually filter methods are more efficient, they need less time
to do their work, while wrappers provide better performance.

• Linear versus nonlinear: Many of the most commonly used feature selection
algorithms, such as the aforementioned PCA and LDA, are based on linear statis-
tical methods such as linear regression. For instance, in PCA a linear transforma-
tion is applied over the original features, projecting them in a lower dimensionality
space. Nonlinear methods [9] tend to provide more performance than linear ones,
but at the expense of a higher computational complexity. Some of them are based
on the kernel tricks and manifold embeddings.

Unsupervised dimensionality reductionmethods rely on the analysis of the redun-
dant information provided by the input features, for instance determining if some
of them are linear combinations of others. Since they do not use the class label,
these methods can be applied right out of the box to multilabel data. Supervised
approaches, on the contrary, have to be adapted in some way to take into account
the presence of multiple output labels. A general overview of feature selection and
extraction methods can be found in [10, 18]. The following section is focused on
algorithms specifically adapted to work with MLDs.

7.2.2 Multilabel Supervised Feature Selection

Traditional supervised feature selection and extraction, such as LDA or CCA, are
designed to observe only one output class. The goal usually is to elucidate how
much useful information carries each input feature to distinguish between the values
of the class, obtaining a feature ranking from which a certain amount of them can
be removed. So, there is a set of independent variables and only one dependent
variable. The quality of each feature or subset of features is evaluated either by
using an extensive collection of metrics in filter methods, such as Information gain
and Relief [16], or according to the estimation provided by the underlying learning
algorithm in wrapper methods. The scenario is a bit more complex in the multilabel
field, since there are also a set of dependent variables, the labels, instead of only one.

It is possible to apply traditional feature selection methods to multilabel data,
following some of the transformation approaches described in Chap. 4. For instance:

• Binary relevance: Firstly, the MLD is transformed into a set of binary datasets.
Then, the contribution of the features to each individual label is evaluated. Lastly,
the average contribution of the features to all labels is computed, and those who
are above a certain threshold are chosen.

http://dx.doi.org/10.1007/978-3-319-41111-8_4
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• Label powerset: After transforming the MLD into a multiclass dataset, by tak-
ing each label combination as class identifier, the feature selection algorithm is
applied as usual. Where the BR-based approach does not consider potential label
dependencies, the LP-based one implicitly includes this information in the process.

The use of these transformation-based methods, along with Information gain and
Relief feature weighting measures, was reviewed in [21]. The conducted experimen-
tation showed high variations in the number of features selected by each approach.
Some transformation-based algorithms, such as the mutual information-based fea-
ture selection for multilabel classification introduced in [7], remove rare label com-
binations generated by the LP transformation and prune the space to explore for
dependencies.

In addition to classic unsupervised methods and supervised ones implemented
through transformation techniques, many others have been proposed to accomplish
dimensionality reduction for MLDs. Some of them are briefly described below:

• MI-based feature selection using interaction information: Presented in [17],
this method is based on mutual information between input features and output
labels, but without performing any data transformation. The authors introduce a
score metric able to measure interactions among inputs and outputs of any degree,
analyze the bounds of this score, and use them in the algorithm to obtain the most
relevant features.

• Multilabel informed latent semantic indexing: This proposal [28] follows the
unsupervised approach, as the LSI (Latent Semantic Indexing) method it is based
on, well known in the information retrieval field. However, the information related
to labels is incorporated by applying to the label space exactly the same projection
obtained for the feature space.

• Memetic feature selection algorithm formultilabel classification: Genetic algo-
rithms (GAs) are well known for their ability to find near optimum solutions, based
on a fitness function and evolution principles such as mutation and inheritance
between one population and the following one. They also have some drawbacks,
such as premature convergence and large computation times. Themethod proposed
in [17] overcomes these obstacles resorting to memetic techniques, extracting the
most relevant features with better efficiency and efficacy than GAs.

• Multilabel dimensionality reduction via dependence maximization: The
authors of this method, introduced in [30], aimed to project the feature space
into a lower dimensional space, like many other feature selection methods,
while maximizing the dependence between the preserved features and the cor-
responding class labels. For doing so, they founded their method in the Hilbert–
Schmidt independence criterion as metric to measure the dependencies among
input attributes and output labels.

• Hypergraph spectral learning: Hypergraphs are graphs able to capture rela-
tions in high-dimensional spaces. In [22], a method to model the correlations
among labels, based on an hypergraph, is proposed, along with a procedure to
mild the computational complexity. The authors state that the result is equivalent
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to a least-squares problem, and they use it to define an efficient algorithm to reduce
the number of features in large-scale MLDs.

Beyond the methods just enumerated, several dimensionality reduction
techniques and frameworks are described in [23], a recently published book
fully devoted to this topic.

7.2.3 Experimentation

MostMLDs have large feature spaces, commonlymuch larger than binary andmulti-
class datasets. Feature engineering methods are applied toMLDs usually looking for
two goals, a significant time reduction in the training and classification processes, and
an improvement in the obtained predictions. In this section, a simple feature selection
algorithm is going to be experimentally tested, aiming to verify the attainment of the
aforementioned goals.

FiveMLDs with a large number of input attributes have been selected. Their basic
traits are those shown in Table7.1. One of them, scene, has a few hundreds, while
the others have more than a thousand features. All of them were preprocessed with
a BR-Information gain feature selection algorithm. This procedure independently
evaluates the quality of each feature with respect to each label, measuring the infor-
mation gain. This is the same measure used by C4.5 to determine the best feature to
divide a branch while inducing a tree. The scores for each feature across all labels is
averaged, obtaining a feature ranking from which the best half is chosen. Therefore,
the preprocessed version of the MLDs have half the input attributes than the original
ones.

Both the original MLDs and preprocessed versions were given as input to three
MLC methods, BR, LP, and CC. These have been already described in the previous
chapters. The first one is a binary transformation, the second a label combination
transformation, and the last one an ensemble of binary classifiers. So classification
results before and after preprocessing the MLDs have been obtained. Those results

Table 7.1 Basic traits of MLDs used in feature selection experimentation

Dataset n f k Card Dens TCS

bibtex 7 395 1 836 159 2.402 0.015 17.503

enron 1 702 1 001 53 3.378 0.064 20.541

genbase 662 1 186 27 1.252 0.046 13.840

medical 978 1 449 45 1.245 0.028 15.629

scene 2 407 294 6 1.074 0.179 10.183
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Fig. 7.1 Classifier performance before and after feature selection

are assessed with three performance metrics, HL (hamming loss), FM (F-Measure),
and training time.

The plot in Fig. 7.1 summarizes the HL and FM predictive performance values.
Remember that for HL lower is better, while for FM is the opposite. Grouped bars
are used to show the results before and after preprocessing. At first sight, slight
improvements for bibtex and enron seem to be obtained for both metrics. The
differences for the other three MLDs, if any, are not very apparent in this graphic
representation.

Raw values for each test configuration are provided in Table7.2. Best results
are highlighted in bold, as usual. According to the FM metric, the feature selec-
tion has improved classification results in all cases for four out of the five MLDs,
being medical the exception with BR and CC, two binary-based classifiers, and
scene with LP. The evaluation with HL is quite mixed, with improvements and
diminishments in equal proportion.

Regarding the time spent training each model, the percentage of reduction with
the preprocessed MLDs with respect to the original ones has been represented in
Fig. 7.2. As can be seen, with the exception of genbase all the cases are around
or above the 50% threshold. This means that the preprocessed versions needed half
of the time or less to train the classifier. As a consequence that the feature selection
applied has been beneficial can be stated, since running time has been remarkably
decreased while classification performance is maintained or even improved in many
cases (Table7.3).
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Table 7.2 Classification results before and after label space reduction

HL FM

Classifier Dataset Before After Before After

BR bibtex 0.0146 0.0137 0.6376 0.6615
enron 0.0555 0.0535 0.5808 0.5931
genbase 0.0012 0.0013 0.9908 0.9908

medical 0.0098 0.0100 0.9259 0.9229

scene 0.1581 0.1670 0.8568 0.8589

LP bibtex 0.0204 0.0192 0.6113 0.6294
enron 0.0776 0.0745 0.5138 0.5291
genbase 0.0018 0.0012 0.9918 0.9924
medical 0.0132 0.0122 0.9322 0.9369
scene 0.1658 0.1679 0.9547 0.9453

CC bibtex 0.0147 0.0137 0.6494 0.6718
enron 0.0574 0.0558 0.5893 0.6053
genbase 0.0012 0.0013 0.9908 0.9908

medical 0.0101 0.0106 0.9323 0.9314

scene 0.1658 0.1708 0.9378 0.9419

Fig. 7.2 Training time improvement after feature selection

Table 7.3 Training time reduction after feature selection

Dataset BR (%) LP (%) CC (%)

bibtex 56.03 47.64 53.85

enron 56.16 54.51 55.57

genbase 35.28 35.40 41.11

medical 61.64 64.65 60.83

scene 49.76 52.41 49.84
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7.3 Label Space Reduction

The total number of labels in an MLD, as well as the cardinality and other label-
related characterization metrics introduced in Chap. 3, has a great influence in the
classifiers behavior.Havingmore labels involvesmore individual classifiers for all the
binarization-based methods, such as BR, CC, or RPC. A higher cardinality suggests
the existence of more label combinations, impacting the LP-based methods, such as
PS, RAkEL, or HOMER.

Intuitively, it seems that reducing the number of labels could help in decreasing the
time needed to build the models and maybe improving their predictive performance.
However, labels cannot be simply removed from an MLD, as the feature selection
methods do with input attributes, since all labels have to be present in the prediction
provided by the classifier. Thence, any label reduction method has to be able to
recover or rebuild the labelsets to preserve their primitive structure.

7.3.1 Sparseness and Dependencies Among Labels

Unlike feature selection and extraction methods, which were already in place and
researched for a long time in traditional classification, label space reduction tech-
niques are something new, a specific problem in MLC that did not exist in binary
and multiclass datasets. This is the reason that each proposed method, they will be
further discussed, follows a different approach. Nonetheless, there are two key points
to consider, label sparseness and label dependencies, whether separately or jointly.

Label sparseness is quite common in MLDs belonging to certain fields, for
instance in text categorization. The classification vocabulary, which determines the
words included as labels, tends to be very extensive, while only a few concepts
are usually associated with each document (data instance). In multilabel terms, this
means having MLDs with a large number of labels but a low cardinality; thus, the
active labels are sparse in the label space. There are algorithms that can make the
most of this sparseness, compressing the label space following a reversible approach.

One of the recurrent studied topic in theMLCfield is label dependency. Some clas-
sification approaches, such as BR and similar methods, assume that labels are com-
pletely independent, and they perform quite well in many configurations. However,
that labels which tend to appear together have some kind of relation or dependency
[6] is presumed. It is usual to differentiate between two dependency models:

• Unconditional dependence: It is the dependence that presumably exists between
certain labels, no matter what the input feature values are. Yi and Y j being two
labels, they are unconditional dependent if P(Yi |Y j ) �= P(Yi ). Unconditional
dependence provides correlation information about labels in the MLD as a whole;
thus, it can be globally exploited while designing an MLC method.

• Conditional dependence: This is the kind of dependence among labels according
to the feature values of a specific data instance. Some algorithms, for instance

http://dx.doi.org/10.1007/978-3-319-41111-8_3
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those based on label combinations such as LP, can take advantage of conditional
dependence between labels, producing a model able to use this locally available
information.

The authors of [29] highlight that dimensionality reduction taking advantage of
label dependency information is one of the pending challenges in MLC. In the fol-
lowing section, some of the methods proposed in the literature for label space dimen-
sionality reduction, most of them based on label space sparsity and label dependency
principles, are depicted.

7.3.2 Proposals for Reducing Label Space Dimensionality

There are a handful of published methods whose aim is to reduce the dimensionality
of the label space in multilabel classification. Each one of them follows a different
approach to do so, with few exceptions. Some of the most remarkable are briefly
described below:

• Label subsets selection: Some algorithms, such as RAkEL [25] andHOMER [24]
(see Chap.6), work by splitting the full labelsets into several subsets. Founded on
the LP data transformation technique, these methods train a group of classifiers
using a reduced set of labels for each one. RAkEL makes these subsets randomly,
while HOMER relies on an hierarchical algorithm. Eventually, all the labels in
the MLD are used to train one multiclass classifier, since the label space is not
effectively reduced but only divided into groups.

• Pruning of infrequent labelsets: The PS [19] andEPS [20]methods (seeChap.4),
also based on the basic LP transformation approach, detect rare labelsets and
prune them. This way the main problem of LP-based algorithms, which is the
combinatorial explosion as the number of labels gets larger, is relieved at some
extent. As RAkEL and HOMER, PS and EPS also rely on multiclass classifiers
to produce their predictions. The infrequent labelsets pruning avoids taking into
account rare label combinations, but seldom reduce the number of labels.

• Kernel Dependency Estimation (KDE): KDE is a generic technique to find
dependencies among a set of inputs and a set of outputs. In [26] is proposed
as a way to reduce the label space for MLC tasks. This method applies a principal
component analysis to the original label space, obtaining a set of uncorrelated
projections. After that, the number of outputs is reduced keeping only the most
significant ones, those with larger eigenvalues. The proposal is completed with
a procedure to rebuild the original labelset once the reduced prediction has been
obtained, based on a method to find the preimage of the projected version.

• Compressed sensing (CS): The authors of [12] proposed a method to use CS, a
compression technique, in order to reduce the dimensionality of the label space
for multilabel classification. The original binary high-dimensional label space is
projected into a real lower dimensional compressed space. Since the intermediate
values are not binary but real, the authors resort to a regression algorithm to

http://dx.doi.org/10.1007/978-3-319-41111-8_6
http://dx.doi.org/10.1007/978-3-319-41111-8_4
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generate the predictions, insteadof a classifier. Eventually, the outputs of regression
models have to be decompressed to produce the predicted labelsets. This technique
has a premise that the label space presents a considerable sparsity level is assumed.

• Compressed labeling on distilled labelsets (CL): This is a variant of the CS
method described above and introduced in [32]. First, it extracts from the original
MLD the most frequent sets of labels. These are the so-called distilled labelsets.
Then, the label space is projected into a lower dimensional space, but using the
signs of the random projections to preserve the binary nature of the original one.
Thisway the resulting problem can be facedwith a classification algorithm, instead
of regression. The partial predictions produced by the classifier are finally com-
plemented by using the correlation information stored in the distilled labelsets.

• Label inference for addressing high dimensionality in the label space: The
proposal in [3] is called LI-MLC, and it is based on taking advantage of label
dependency information. To obtain this information, an association rule mining
algorithm is used. Taking the labels as items and the instances as transactions, a
set of association rules is generated. The antecedent of each rule indicates which
labels must appear in the prediction to infer that the label in the consequent also
should be present. Keeping only the most confident rules, those labels whose
presence can be deduced from others are removed. The resulting problem is still a
multilabel classification task, but with a reduced label space. Therefore, any MLC
algorithm can be used to generate the predictions. These will be complemented in
the final step by evaluating the association rules, inferring the missing ones from
the presence of others.

As can be seen, some of these methods, such as LI-MLC and CL, gather label
dependency information to evaluate which of the labels can be temporarily removed.
Others, as CS and CL, assume a certain level of sparseness in the label space, on the
contrary the compression scheme they rely on cannot be applied.

7.3.3 Experimentation

In Chap.3, while studying the characteristics of several dozens of MLDs, that many
of them have hundreds or even thousands of labels was stated. In some cases, indeed
the set of labels can be larger than the set of input features. The implications of
working with a high number of labels have been already mentioned. Therefore, by
reducing this number an algorithm aims to improve classification results and usually
also running time.

This final section intends to experimentally test one of the aforementioned label
space reductionmethods, assessing how it impacts the behavior of someMLC classi-
fiers. The chosen method is LI-MLC, the algorithmwhich banks on association rules
as representation model of label dependency information. Since the goal is to ana-
lyze a label reduction algorithm, five MLDs with a relatively large set of labels have
been used. These are cal500, corel16k, corel5k, delicious and imdb.

http://dx.doi.org/10.1007/978-3-319-41111-8_3
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The last one only has 28 labels, while the other four have several hundreds of them,
with delicious reaching almost a thousand labels. The basic traits of theseMLDs
are provided in Table7.4. The full set of characteristics can be found in the tables in
Chap.3.

The experimental configuration is the same used before for testing the feature
selection method. Thus, classification results before and after applying LI-MLC
with three different classifiers, BR, LP, and CC, and two evaluation metrics, HL and
FM, have been analyzed. Furthermore, the running time of each version has been
also obtained, including the time spent in extracting the association rules.

Classifier performance has been represented in Fig. 7.3 as a set of bar plots. From
the FM values observation (top half of the figure), that a general improvement in
classification results has been achieved can be deducted. The only exception seems

Table 7.4 Basic traits of MLDs used in label space reduction experimentation

Dataset n f k Card Dens TCS

cal500 502 68 174 26.044 0.150 15.597

corel16k 13 766 500 153 2.859 0.019 19.722

corel5k 5 000 499 374 3.522 0.009 20.200

delicious 16 105 500 983 19.017 0.019 22.773

imdb 120 919 1 001 28 2.000 0.071 18.653

Fig. 7.3 Classifier performance before and after label reduction

http://dx.doi.org/10.1007/978-3-319-41111-8_3
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to be the cal500 MLD. The lower half corresponds to HL measures; thus, lower
values are better. Again, cal500 shows the worst performance, while the results
for the other four MLDs suggest the same behavior showed by FM.

The exact values for each classifier and MLD, with and without using the LI-
MLC label selection method, are the shown in Table7.5. As can be seen, the values
highlighted in bold for the FM metric all belong to the configuration which includes
LI-MLC. As was anticipated, cal500 is the only exception and their results sign a
slight worsening. The behavior when assessing with the HL metric are very similar.
Onlydelicious is negatively affected in some cases, but the differences are almost
negligible.

With regard to the running times, the relative gain (or loss) is presented in Fig. 7.4.
Negative values indicate that the use of LI-MLC plus the classifier took longer than
the classifier alone. This happened with imbd, the MLD which has more samples.
The association rulemining algorithmneededmore time to analyze the instances than
the reduction obtained by removing some labels. On the other hand, with corel16k
the number of removed labels compensates the timemining the rules; thus, the global
running time is significantly improved. In general, BR and CC are more influenced
by the reduction of labels than LP (Table7.6).

Table 7.5 Classification results before and after label space reduction

HL FM

Classifier Dataset Before After Before After

BR cal500 0.1615 0.1620 0.3375 0.3364

corel16k 0.0206 0.0203 0.5155 0.5790
corel5k 0.0098 0.0097 0.4697 0.4884
delicious 0.0186 0.0188 0.3097 0.3198
imdb 0.0753 0.0724 0.6602 0.7077

LP cal500 0.1996 0.2030 0.3626 0.3627

corel16k 0.0329 0.0318 0.5496 0.5663
corel5k 0.0168 0.0162 0.4859 0.5125
delicious 0.0300 0.0300 0.3290 0.3421
imdb 0.1024 0.0987 0.7209 0.7413

CC cal500 0.1760 0.1760 0.3287 0.3111

corel16k 0.0216 0.0210 0.4592 0.5001
corel5k 0.0099 0.0098 0.4031 0.4305
delicious 0.0188 0.0189 0.2599 0.2602
imdb 0.0878 0.0745 0.6375 0.6433
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Fig. 7.4 Training time improvement after label space reduction

Table 7.6 Training time
reduction after label selection

Dataset BR (%) LP (%) CC (%)

cal500 14.43 3.08 −1.92

corel16k 28.65 8.93 28.15

corel5k 0.80 −0.98 −0.99

delicious 7.75 0.27 4.46

imdb −0.95 −5.63 −3.73

7.4 Summarizing Comments

This chapter has been devoted to dimensionality reduction in multilabel data. In
addition to the usual high-dimensional feature space, already known in traditional
classification,MLC algorithms also have to deal with a high-dimensional label space.
Sometimes the amount of labels in an MLD can even outnumber the whole set of
input features. How these two characteristics influence different MLC solutions has
been analyzed, and several feature selection and label reduction techniques have been
described.

The conducted experimentation has tested the impact which a feature selection
method and a label reduction one have in a selection of three classifiers and five
datasets. In general, it seems that the applying of feature selection had a bigger
impact in running times, while performing label selection tends to improve more
classification results. Although here these two techniques have been used separately,
they could be combined.
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Chapter 8
Imbalance in Multilabel Datasets

Abstract The frequency of class labels inmany datasets is not even. On the contrary,
that a certain class appears in a large portion of the data sampleswhile other is scarcely
represented is something quite usual. This casuistic produces a problem generically
labeled as class imbalance. Due to these differences between class distributions,
a specific need arises, imbalanced learning. This chapter beings introducing the
mentioned task in Sect. 8.1. Then, the specific aspects of imbalance in the multilabel
area are discussed in Sect. 8.2. Section8.3 explains how imbalance in MLC has been
faced, enumerating a considerable set of proposals. Some of them are experimentally
evaluated in Sect. 8.4. Lastly, Sect. 8.5 summarizes the contents.

8.1 Introduction

Learning from imbalanced data is a challenge for many classification algorithms.
Since most classifiers are designed to minimize a certain global error measurement,
when they have to deal with imbalanced data, they tend to benefit the most frequent
class. Miss-classification of rare classes does not have a great impact in the global
performance assessment conducted bymost evaluationmetrics. However, depending
on the scenario, the main interest of the task could be on correctly label these rare
patterns, instead of the most common ones.

Imbalanced learning is a well-studied problem in the binary and multiclass sce-
narios [10, 13, 16, 19, 22]. The imbalance level in binary datasets is computed as
the ratio between the most frequent or majority class and the less frequent one or
minority class. It is the so-called Imbalance Ratio (IR), later adapted to work with
multiclass datasets.

The imbalanced learning task has been faced mostly following one of three
approaches:

• Data resampling: Resampling techniques are usually implemented as a pre-
processing step, thus producing a new dataset from the original one. To balance
the class distribution, it is possible to remove instances associated with the major-
ity class or to generate new samples linked to the minority class [18]. Resam-
pling methods are mostly classifier independent, so they can be seen as a general
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134 8 Imbalance in Multilabel Datasets

solution to this problem. Nonetheless, there are also some resampling proposals
for specific classifiers.

• Algorithm adaptation: This approach is classifier dependent. Its goal is tomodify
existent classification algorithms to take into account the imbalanced nature of the
data to be processed. The usual procedure is based on reinforcing the learning of
the minority class, biasing the classifier to recognize it.

• Cost-sensitive learning: Cost-sensitive classification is an approach which com-
bines the two previous techniques. The data are preprocessed to balance the class
distribution, while the learning algorithm is adapted to benefit correct classifica-
tion of samples associated with the minority class. To do so weights are associated
with the instances, and usually these weights are proportional to the size of each
class.

From these three ideas, many others have been derived, such as the combination
of data resampling and the use of ensembles of classifiers [11] as amore robust model
with certain tolerance to class imbalance.

Overall, imbalance learning is a well-known and deeply studied task in binary
classification, further extended to also cover the multiclass scenario. Imbalance in
multilabeled data increases the complexity of the problem and potential solutions,
since there are several class labels per instance. In the following, the specificities
of imbalanced MLDs, related problems, and proposed methods to tackle them are
described.

Most of the existent methods only consider the presence of one majority class
andoneminority class. Thisway, undersamplingmethods only remove samples
from one class, and analogously oversamplingmethods generate new instances
associated with one class.

8.2 Imbalanced MLD Specificities

The number of labels in an MLD can go from a few dozens to several thousands.
Only a handful of them have less than ten labels. Despite the fact that most MLDs
have a large set of labels, the average number of active labels per instance (their
cardinality) seldom is above 5. Some exceptions are cal500 (Card = 26.044) and
delicious (Card = 19.017). With such a large set of labels and low Card, that
some labels would be underrepresented while others would be much more frequent
can be deducted. As a general rule, the more labels there are in an MLD, the higher
would be the likelihood of having imbalance problems.

Another important fact, easily deducible from the ownMLDs nature, is that there
is not a single majority label and a single minority one, but several of them in each
group. This have different implications, affecting the way the imbalance level of an
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MLD can be measured or the behavior of resampling and classification methods, as
will be further detailed in the following sections of this chapter.

The way in which multilabel classification is faced can make worse the imbalance
problem. Transformation techniques such as BR sometimes produce extreme imbal-
ance levels. The binary dataset corresponding to a minority class will only have a
few instances representing it, while all the others will belong to the opposite class.
On the other hand, the LP transformation has to deal with rare label combinations,
those in which the scarce minority labels appear, on their own or jointly with some
of the majority ones. All the BR- and LP-based methods will face similar problems.

8.2.1 How to Measure the Imbalance Level

The metrics related to imbalance measurement for MLDs were provided in Chap. 3
(see Sect. 3.3.2). Since there are multiple labels, this trait cannot be easily reduced
to a single value. For that reason, a triplet of metrics was proposed in the study
conducted in [5]:

• IRLbl: It is independently computed for each label. The value of this metric will
be 1 for the most frequent label and higher for all others. The larger is the IRLbl
the less frequent is the assessed label in the MLD.

• MeanIR: By averaging the IRLbl for all labels in a MLD, itsMeanIR is obtained.
This value typically will be above 1. The higher is the MeanIR, the more imbal-
anced labels there are in the MLD.

• CVIR: The MeanIR is intended to give a measurement on the amount of imbal-
anced labels in the MLD, but it is also influenced by extreme values. A few very
high-imbalanced labels can produce a high MeanIR, the same that a lot of less
imbalanced labels. The CVIR is an indicator of the situation being assessed. Large
CVIR values would denote high variances in IRLbl.

Besides the use of specific characterizationmetrics, such as the ones just described,
one of the best approaches to analyze label imbalance in MLDs is to visually explore
the data. In Fig. 8.1, the relative frequencies for the ten most frequent labels (left
side) and the ten least frequent ones (right side) in a dozenMLDs have been plotted.1

As can be observed, the difference between frequent and rare labels is huge. Even
among the most frequent labels, there are significant disparities, with one or two
labels having much more presence than the others. This pattern is common to many
MLDs. Therefore, the imbalance problem is almost intrinsically linked to multilabel
data.

1The frequency (Y-axis) scale is individually adjusted to show better the relevance of labels in each
MLD, instead of being common to all plots.

http://dx.doi.org/10.1007/978-3-319-41111-8_3
http://dx.doi.org/10.1007/978-3-319-41111-8_3
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Fig. 8.1 Ten most frequent and ten least frequent labels in some datasets

8.2.2 Concurrence Among Imbalanced Labels

Looking at the graphical representations on Fig. 8.1, as well as to the imbalance levels
reported in the tables onChap. 3, it seems legitimate to think that applying resampling
methods, as in traditional classification, the labels distribution on the MLDs could

http://dx.doi.org/10.1007/978-3-319-41111-8_3
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be balanced. However, MLDs have a specific characteristic which is not present on
traditional datasets. As we are already aware, each data sample is associated with
several outputs, and some of them can be minority labels while others are majority
ones.

Due to this peculiarity, entitled as concurrence among imbalanced labels in [3],
resampling methods could be not as effective as they should. In the same paper, a
specific metric to assess this casuistic, named SCUMBLE, is proposed. It was defined
in Sect. 3.3.3.Aswas demonstrated in this study,MLDswith large SCUMBLE values,
that is with a high concurrence between minority and majority labels, usually do not
benefit from resampling techniques as much as MLDs without this problem.

Visualizing the concurrence among imbalanced labels is not easy, since most
MLDs have too many labels to show them at once along with their interactions.

Fig. 8.2 Concurrence among imbalance labels in four MLDs

http://dx.doi.org/10.1007/978-3-319-41111-8_3
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Nonetheless, it is possible to limit the number of labels to show, choosing those with
higher dependencies, producing plots such as the ones shown2 in Fig. 8.2.

Each arc in the external circumference represents a label. The arc’s amplitude is
proportional to the frequency of the label, so small arcs are associated with minority
labels, and analogously large arcs indicate majority labels. The width of the bands
connecting arcs denote the number of samples in which each label pair appears
together.

Multilabel imbalance-aware methods able to take into account label concur-
rence could potentially produce better results than those that do not consider
this information. A further section details such a method developed by the
authors, called REMEDIAL.

8.3 Facing Imbalanced Multilabel Classification

On the basis of the specific characteristics associated with imbalanced MLDs, high-
lighted in the previous section, the design of algorithms capable of dealing with this
problem is a challenge. Three main approaches have been followed in the litera-
ture, classifier adaptation, resampling methods, and ensembles of classifiers. Most
of them are portrayed in the subsections below according to the aforementioned
categorization scheme.

8.3.1 Classifier Adaptation

One way to face the imbalance problem consists in adapting the classifier to take this
aspect into consideration, for instance assigning weights to each label depending on
its frequency. Obviously, it is a solution tightly attached to the adjusted algorithm.
Although it is not a general application approach, what can be seen as a disadvantage,
the adaptation can strengthen the best point of a good classifier, something that a
preprocessing method cannot do.

Some of the multilabel classifiers adapted to deal with imbalanced MLDs pro-
posed in late years are the following:

• Min–max modular with SVM (M3-SVM): This method, proposed in [8], relies
on aMin–MaxModular network [17] to divide the originalmultilabel classification
problem into a set of simpler tasks. Several strategies are used to guarantee that the

2These plots were generated by the mldr R package, described in the following chapter.
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imbalance level in these smaller tasks is lower than in the original MLD, following
random, clustering, and PCA approaches. The simpler tasks are always binary
classification jobs, using SVM as base classifier. Therefore, the proposal can be
seen as a combination of data transformation and method adaptation techniques.

• Enrichment process for neural networks: The proposal made in [25] is an adap-
tation of the training process for neural networks. This task is divided into three
phases. The first one uses a clustering method to group similar instances and gets
a balanced representation to initialize the neural network. In the second stage, the
network is iteratively trained, as usual, while data samples are added and removed
from the training set, according to their prevalence. The final phase checks if the
enrichment process has reached the stop condition or it has to be repeated. This
way, the overall balance of the neural network used as classifier is improved.

• Imbalanced multimodal multilabel learning (IMMML): In [14], the authors
face an extremely imbalanced multilabel task, specifically the prediction of sub-
cellular localization of human proteins. Their algorithm is based on a Gaussian
process model, combined with latent functions on the feature space and covariance
matrices to obtain correlations among labels. The imbalance problem is tackled
giving each label a weighting coefficient linked to the likelihood of labels on
each sample. Therefore, it is very specific solution to a definite problem, hardly
applicable in a different context.

• Imbalanced multiinstance multilabel radial basis function neural networks
(IMIMLRBF): It was introduced in [15] as an extension to the MIMLRBF algo-
rithm [26], a multiinstance and multilabel classification algorithm based on radial
basis neural networks. The adaptation consists in two key points. Firstly, the num-
ber of units in the hidden layer, which in MIMLRBF is constant, is computed
according to the number of samples of each label. Secondly, the weights asso-
ciated with the links between the hidden and output layers are adjusted, biasing
them depending on the label frequencies.

8.3.2 Resampling Techniques

The resampling approach is based on removing samples which belong to the major-
ity label, adding samples associated with the minority label, or both actions at once.
The way the instances to be removed are selected, and the technique used to produce
new instances, usually follows one of two possible ways. The first one is the ran-
dom approach, whereas the second one is known as heuristic approach. The former
randomly chooses the data samples to delete, imposing the restriction that they have
to belong to a certain label. Analogously, new samples are produced by randomly
picking and cloning instances associated with a specific label. The latter path can be
based on disparate heuristics to search the proper instances, as well as to generate
new ones.

Therefore, resampling methods can be grouped depending on the way they try
to balance the label frequency, removing or adding samples, and the strategy to do
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so, randomly or heuristically. There are quite a few proposals based on resampling
techniques, among them:

• Undersampling for imbalanced training sets in text categorization domains:
The proposal made in [9] combines the data transformation approach, producing a
set of binary classifiers, with undersampling techniques, removing instances linked
to the majority label to balance the distribution in each binary dataset. In addition,
a decision tree is used to get the most relevant features for each label. kNN is used
as underlying binary classifier, and different k values were tested in the conducted
experimentation.

Algorithm 1 LP-RUS algorithm’s pseudo-code.
Inputs: <Dataset> D, <Percentage> P
Outputs: Preprocessed dataset

1: samplesT oDelete ← |D|/100 ∗ P � P% size reduction
2: � Group samples according to their labelsets
3: for i = 1 → |labelsets| do
4: labelSet Bagi ←samplesWithLabelset(i)
5: end for
6: � Calculate the average number of samples per labelset

7: meanSize ← 1/|labelsets| ∗
|labelsets|∑

i=1
|labelSet Bagi |

8: � Obtain majority labels bags
9: for each labelSet Bagi in labelSet Bag do
10: if |labelSet Bagi | > meanSize then
11: maj Bagi ← labelSet Bagi
12: end if
13: end for
14: meanRed ← samplesT oDelete/|maj Bag|
15: maj Bag ← SortFromSmallestToLargest(maj Bag)
16: � Calculate # of instances to delete and remove them
17: for each maj Bagi in maj Bag do
18: r Bagi ← min(|maj Bagi | − meanSize,meanRed)
19: remainder ← meanRed − r Bagi
20: distributeAmongBags j>i (remainder)
21: for n = 1 → r Bagi do
22: x ← random(1, |maj Bagi |)
23: deleteSample(maj Bagi , x)
24: end for
25: end for

• LP-based resampling (LP-ROS/LP-RUS): In [2], two resampling methods,
named LP-ROS (Label Powerset Random Oversampling) and LP-RUS (Label
Powerset Random Undersampling), are presented. As their names suggest, they
do not evaluate the frequency of individual labels, but of full labelsets. LP-RUS
removes instances from the most frequent labelsets, whereas LP-ROS clones sam-
ples associated with the least frequent ones. The pseudo-code for the LP-RUS
algorithm is shown in Algorithm 1. As can be seen, the algorithm takes as input
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the percentage of samples to remove from the MLD. After computing the average
number of samples sharing each labelset, a set of majority bags are produced. The
number of instances to delete is distributed among these majority bags, randomly
picking the data samples to remove. The LP-ROS algorithm works in a very sim-
ilar fashion, but obtaining bags with minority labelsets and adding to them clones
of samples randomly retrieved from them. These are simple techniques, and they
consider the presence of several majority and minority combinations, instead of
only one as most resampling methods assume.

Algorithm 2ML-ROS algorithm’s pseudo-code.
Inputs: <Dataset> D, <Percentage> P
Outputs: Preprocessed dataset

1: samplesT oClone ← |D|/100 ∗ P � P% size increment
2: L ← labelsInDataset(D) � Obtain the full set of labels
3: MeanIR ← calculateMeanIR(D, L)
4: for each label in L do � Bags of minority labels samples
5: IRLbllabel ← calculateIRperLabel(D, label)
6: if IRLbllabel >MeanIR then
7: minBagi++ ← Baglabel
8: end if
9: end for
10: while samplesT oClone > 0 do � Instances cloning loop
11: � Clone a random sample from each minority bag
12: for each minBagi in minBag do
13: x ← random(1, |minBagi |)
14: cloneSample(minBagi , x)
15: if IRLblminBagi <=MeanIR then
16: minBag → minBagi � Exclude from cloning
17: end if
18: - -samplesT oClone
19: end for
20: end while

• Random resampling by label (ML-ROS/ML-RUS): As in the previous study,
two resampling methods are also introduced in [5], one for oversampling and
another one for undersampling. Both evaluate the individual imbalance level per
label, deleting instances linked to the majority labels (ML-RUS) or cloning those
associated with the minority ones (ML-ROS). The imbalance level is assessed by
means of the IRLbl and MeanIR metrics defined in [2]. The removing/cloning
process is iterative, and it reassess the imbalance levels in each iteration aiming to
achieve the best balance for all labels. ML-ROS increases the number of instances
in a given percentage, by cloning those with minority labels, while ML-RUS
does the opposite by removing majority labels. The pseudo-code for ML-ROS
is provided in Algorithm 2. Once the number of clones to produce is computed,
the IRLbl and MeanIR are used to get a bag with the instances in which each
minority label appears. The clones will be generated from these bags, following
the iterative approach aforementioned.Anew sample is created fromeachminority
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bag, reassessing their condition of minority bags in each cycle. This way, the best
possible balance for each group is set as goal. The ML-RUS algorithm behavior is
quite similar, but it gets bags with majority labels and iteratively removes samples
from them.

• A case study with the SMOTE algorithm: The authors of the study published
in [12] stated the imbalance problem in MLC, and proposed to face it using the
original SMOTE (Synthetic Minority Over-sampling Technique) algorithm [18].
SMOTE was designed to produce synthetic instances of the minority class for
binary datasets. In [12], three ways to feed SMOTEwith multilabel data are tested,
all of them considering one minority label only. The first path is similar to BR,
giving to SMOTE all the instances in which the minority label appears to obtain
synthetic samples from them and their neighbors. The second approach is quite
limited, since only considers instances having the minority label alone, without
any other labels. The third way, which probed to be the most effective, grouped
the minority label instances according to the combinations of labels in which it
appeared.

Algorithm 3MLeNN algorithm pseudo-code.
Inputs: <Dataset> D, <Threshold> HT, <NumNeighbors> NN
Outputs: Preprocessed dataset

1: for each sample in D do
2: for each label in get Labelset (D) do
3: if IRLbl(label) >MeanIR then
4: Jump to next sample � Preserve instance with minority labels
5: end if
6: end for
7: numDifferences ← 0
8: for each neighbor in nearestNeighbors(sample, NN) do
9: if adjustedHammingDist(sample, neighbor) > HT then
10: numDifferences ← numDifferences+1
11: end if
12: end for
13: if numDifferences≥NN/2 then
14: markForRemoving(sample)
15: end if
16: end for
17: deleteAllMarkedSamples(D)

• Multilabel edited nearest neighbor (MLeNN): MLeNN is an heuristic under-
sampling algorithm. The method is proposed in [4], and it is build upon the well-
known ENN (Edited Nearest-Neighbor) rule [21], foundation of a simple data
cleaning procedure. It compares the class of each instance against the one of its
NNs, usually its three NNs. Those samples whose class differs from the class of
two or more NNs are marked for removing. The algorithm, presented in [4] and
whose pseudo-code is shown in Algorithm 3, adapts the ENN rule to the MLC
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field introducing two key ideas, a principle to chose the samples acting as candi-
dates to be removed and a comparison operator to determine when the labelsets
of two instances are considered to be different. Only the instances which do not
contain any minority label are used as candidates, instead of all the samples as in
the original ENN implementation. Regarding how the classes of these instances
are compared, a metric based on the Hamming distance among labelsets, but only
taking into account active labels, is defined.

Algorithm 4MLSMOTE algorithm’s pseudo-code.
Inputs:

D � Dataset to oversample
k � Number of nearest neighbors

1: L ← labelsInDataset(D) � Full set of labels
2: MeanIR ← calculateMeanIR(D, L)
3: for each label in L do
4: IRLbllabel ← calculateIRperLabel(D, label)
5: if IRLbllabel >MeanIR then
6: � Bags of minority labels samples
7: minBag ← getAllInstancesOfLabel(label)
8: for each sample in minBag do
9: distances ← calcDistance(sample, minBag)
10: sortSmallerToLargest(distances)
11: � Neighbor set selection
12: neighbors ← getHeadItems(distances, k)
13: refNeigh ← getRandNeighbor(neighbors)
14: � Feature set and labelset generation
15: synthSmpl ← newSample(sample,
16: refNeigh, neighbors)
17: D = D + synthSmpl
18: end for
19: end if
20: end for

• Multilabel SMOTE (MLSMOTE): This is another MLC oversampling method
based on the SMOTE algorithm. However MLSMOTE, the proposal introduced
in [6], is a full adaptation of the original algorithm toward the use of MLDs,
instead of a procedure to use the unchanged SMOTE method with multilabel data
as proposed in [12]. MLSMOTE considers several minority labels, instead of only
one, taking the samples in which these labels appear as seeds to generate new
data instances. To do so, firstly their nearest neighbors are found and the input
features are obtained by interpolation techniques. Thus, the new instances are
synthetic rather than mere clones of existing samples. Three approaches are tested
to produce the synthetic labelsets associated with the new samples. Two of them
rely on set operations among the labelsets of the NNs, computing the union or the
intersection of active labels. The third one, eventually the one that produced better
results, generates a ranking of labels in the NNs, keeping those present on half or
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more of the neighbors. As can be seen in Algorithm 4, corresponding to the main
body of the MLSMOTE algorithm, the method relies on the IRLbl and MeanIR
measurements to extract a collection of minority bags, each one corresponding to
a label. Then, the k-nearest neighbors are retrieved. One of them will be used to
reference instance to produce the synthetic features, while the labels on all of them
(see Algorithm 5) serve to generate the synthetic labelset.

Algorithm 5 Function: Generation of new synthetic instances.

21: function newSample(sample, refNeigh, neighbors)
22: synthSmpl ← new Sample � New empty instance
23: � Feature set assignment
24: for each feat in synthSmpl do
25: if typeOf(feat) is numeric then
26: diff ← refNeigh.feat - sample.feat
27: offset ← diff * randInInterval(0,1)
28: value ← sample.feat + offset
29: else
30: value ← mostFreqVal(neighbors,feat)
31: end if
32: syntSmpl.feat ← value
33: end for
34: � Label set assignment
35: lblCounts ← counts(sample.labels)
36: lblCounts + ← counts(neighbors.labels)
37: labels ← lblCounts > (k+1) / 2
38: synthSmpl.labels ← labels
39: return synthSmpl

40: end function

• Resampling by decoupling highly imbalanced labels (REMEDIAL): None of
the above resamplingmethods consider the concurrence among imbalanced labels,
the problem previously described in Sect. 8.2.2. This is the differential factor of
REMEDIAL, the method presented in [1] and whose pseudo-code is shown in
Algorithm 6. It is an algorithm specifically designed to work with MLDs having
a high SCUMBLE, the metric used to assess the concurrence level. It works both
as an oversampling method and as an editing procedure. Firstly, the instances
with high SCUMBLE values, those in which minority and majority labels appear
together, are located. Then, for each sample in the previous set a new sample is
produced by preserving the original features, but containing only minority labels.
Lastly, the original sample is edited by removing these same minority labels. This
way, the samples which can make harder the learning process are decoupled. As
the authors highlight in [1], this method can be used as a previous step to apply
other resampling techniques.
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Algorithm 6 REMEDIAL algorithm.

1: function REMEDIAL(MLD D, Labels L)
2: IRLbll ← calculateIRLbl(l in L) � Calculate imbalance levels
3: IRMean ← I RLbl
4: SCUMBLEInsi ← calculateSCUMBLE(Di in D) � Calculate SCUMBLE
5: SCUMBLE ← SCUMBLEIns
6: for each instance i in D do
7: if SCUMBLEInsi > SCUMBLE then
8: D′

i ← Di � Clone the affected instance
9: Di [labelsIRLbl<=IRMean] ← 0 � Maintain minority labels
10: D′

i [labelsIRLbl>IRMean] ← 0 � Maintain majority labels
11: D ← D + D′

i
12: end if
13: end for
14: end function

The main advantage of these methods is that they are classifier independent.
They are used as a preprocessing step, even it is possible to combine them, and
they do not require a specific multilabel classifier to be used. Therefore, the
preprocessed MLDs can be later given as input to any of the MLC algorithms
described in previous chapters.

8.3.3 The Ensemble Approach

Ensemble-based techniques are quite common in theMLCfield.A significant number
of proposals have been already published, as was reported in Chap.6 devoted to
multilabel ensembles. ECC, EPS, RAkEL, and HOMER are among the most popular
MLC ensembles, an approach that also has been applied to solve the imbalance
problem.

Theoretically, each classifier in an ensemble could introduce a bias toward a
different set of labels, easing and making more effective the imbalanced learning
task. The following two proposals are headed in this direction:

• Inverse random undersampling (BR-IRUS): The method proposed in [24] is
built upon an ensemble of binary classifiers. Several of them are trained for each
label, using a subset of the original data with each one. This subset of the instances
includes all samples inwhich theminority label is present, aswell as a small portion
of the remainder samples. This way, each individual classifier faces a balanced
classification task. Joining the predictions given by the classifiers associated with
a label, a more defined boundary around the minority label space is generated. The
name of the proposal, BR-IRUS, highlights the fact of using the binary relevance
transformation.

http://dx.doi.org/10.1007/978-3-319-41111-8_6
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• Ensemble of multilabel classifiers (EML): Developed by the same authors of the
previouswork, in [23] the construction of an heterogeneous ensemble ofmultilabel
classifiers to tackle the imbalance problem is introduced. The ensemble is made
up of five classifiers. All of them are trained with the same data, but using different
algorithms. The underlying MLC classifiers chosen by the authors are RAkEL,
ECC, CLR, MLkNN, and IBLR. Several methods for joining the individual pre-
dictions are tested, along with different thresholding and weighting schemes width
adjustments made through cross-validation.

Usually, the major drawback of ensembles is their computational complexity,
since a set with several classifiers has to be trained and their predictions have to
be combined. This obstacle is more substantial in the case of EML, as the base
classifiers are ensembles by themselves. In addition, these solutions are not classifier
independent, being closer to the classifier adaptation approach than to resampling
techniques.

8.4 Multilabel Imbalanced Learning in Practice

In the previous sections, most of the published methods aimed to tackle multilabel
imbalanced learning have been portrayed. The goal in this section is to experimentally
test someof them. Fivemethods, belonging to different techniques, have been chosen,
specifically:

• Random resampling: Two algorithms based on random resampling techniques
have been applied, ML-RUS and ML-ROS. The former performs undersampling,
by removing samples associated with majority labels randomly picking them,
while the latter does the opposite, producing clones of instances linked to minority
labels.

• Heuristic resampling: This group of approaches is also represented by two meth-
ods,MLeNNandMLSMOTE.Thefirst one removes instanceswithmajority labels
following the ENN rule. The second produces synthetic instances associated with
minority labels, generating both features and labelsets from the information in the
neighborhood.

• Ensembles: The EML (ensemble-based method), just described in the previous
section, is also included in the test bed. Unlike the previous four algorithms, EML
is not a preprocessing technique but a full classifier by itself, able to face imbalance
by combining predictions coming from several classifiers with different biases.

These five methods3 have been tested using the experimental configuration
explained in the following section. Obtained results are presented and discussed
in Sect. 8.4.2.

3The implementations of these methods can be found in the links section provided in this book
repository [7], along with dataset partitions.
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Table 8.1 Basic traits of MLDs used in the experimentation

Dataset n f k Card Dens MeanIR

bibtex 7 395 1 836 159 2.402 0.015 12.498

cal500 502 68 174 26.044 0.150 20.578

corel5k 5 000 499 374 3.522 0.009 189.568

medical 978 1 449 45 1.245 0.028 89.501

tmc2007 28 596 49 060 22 2.158 0.098 15.158

8.4.1 Experimental Configuration

Four out of the five imbalance methods to be tested are preprocessing procedures.
Therefore, once they have done their work, producing the rebalanced MLD, the data
has to be given to an MLC classifier in order to obtain comparable classification
results. A basic BR transformation has been used for this duty, with the C4.5 [20]
tree induction algorithm as underlying binary classifier.

Five MLDs with disparate imbalance levels, bibtex, cal500, corel5k,
medical and tmc2007, have been included in the experimentation. Their basic
traits, including the MeanIR, are provided in Table8.1. Each MLD was partitioned
with a 2 × 5 fold cross-validation scheme, as usual. Training partitions were pre-
processed with ML-RUS, ML-ROS, MLeNN, and MLSMOTE.

Thus, five versions of each one were used, one without resampling and four more
preprocessed by each method. The original version, without resampling, was given
as input to the BR classifier to obtain a base evaluation. It was also used with EML,
which did not need an independent classifier. The preprocessed versions also served
as input to the sameBR+C4.5MLC,with exactly the same configuration parameters.

In Chap.3, the metrics designed to assess MLC algorithms performance were
introduced. Many of them, such asHamming Loss, Accuracy, Precision, Recall, and
F-measure, have been used in the experiments of previous chapters. To study the
behavior of classifiers when working with imbalanced data, as it is done here, it is
usual to rely on label-based metrics, instead of sample-based ones. In this case,
F-measure following the macro- and microaveraging strategies are the metrics
obtained to assess the results.MacroFM (Macro-F-measure) assigns the sameweight
to all labels, whileMicroFM (Micro-F-measure) is heavily influenced by the frequen-
cies of each label. Therefore, the former is usually used to assess the performance
with respect to minority labels, and the latter to obtain a more general view of the
classifier’s behavior.

8.4.2 Classification Results

Classification results assessed with MacroFM are shown in Fig. 8.3. Each group of
bars corresponds to an MLD, with each bar depicting the performance of a method.

http://dx.doi.org/10.1007/978-3-319-41111-8_3
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Fig. 8.3 Classification results assessed with the Macro-FMeasure metric

Fig. 8.4 Classification results assessed with the Micro-FMeasure metric

The left-most bar shows the value for base results, those obtained without any special
imbalance treatment.

Analogously, Fig. 8.4 presents the results evaluatedwith theMicroFM metric. The
structure of the plot is exactly the same. To analyze these data, it would be interesting
to know inwhich cases an imbalance treatment has achieved some improvement over
the base results. Another important fact is which one of the applied methods works
better.

As can be observed in the two previous plots, undersampling methods seem
to behave worse than the oversampling ones. The exception is MLeNN with the
corel5k MLD, which achieves the best results with the two evaluation metrics.
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Table 8.2 Results assessed withMacroFM (higher is better)

Dataset Base ML-RUS MLeNN ML-ROS MLSMOTE EML

bibtex 0.3368 0.3383 0.3170 0.3288 0.3457 0.1265

cal500 0.2933 0.3029 0.2918 0.2966 0.3124 0.1291

corel5k 0.1774 0.1792 0.1966 0.1784 0.1790 0.0133

medical 0.8165 0.8117 0.7750 0.8046 0.8165 0.2770

tmc2007 0.6015 0.5878 0.5903 0.6138 0.6165 0.5122

Table 8.3 Results assessed withMicroFM (higher is better)

Dataset Base ML-RUS MLeNN ML-ROS MLSMOTE EML

bibtex 0.4021 0.4007 0.3533 0.3927 0.4097 0.2888

cal500 0.3488 0.3447 0.3478 0.3478 0.3663 0.4106

corel5k 0.1096 0.1109 0.1315 0.1135 0.1103 0.0712

medical 0.8006 0.7935 0.6149 0.7902 0.8006 0.7581

tmc2007 0.7063 0.6934 0.6947 0.7038 0.7071 0.7065

EML, the ensemble-based solution, does not produce good MacroFM results,
although with MicroFM the performance seems to be slightly better, specifically
with the cal500MLD. Regarding the oversampling methods, MLSMOTE appears
as the best performed almost always. In fact, this method accomplishes the best
results in many cases.

TheMacroFM andMicroFM rawvalues are provided inTables8.2 and8.3, respec-
tively. Values highlighted in italics denote an amelioration with respect to results
without imbalance treatment. Best values across all methods are emphasized in bold,
as usual.

From these values observation it can be stated that EML seldom reaches the
performance of the BR + C4.5 base classifier, although it achieves the bestMicroFM
result with the cal500 MLD. In comparison, MLSMOTE improves base results
always for both metrics and manages to get the best performance in seven out of
ten configurations. ML-RUS and ML-ROS produce some improvements, as well as
a few losses. Lastly, MLeNN seems to work well with the corel5k MLD, but its
behavior with the other four datasets is not as good.

Overall, it seems that advanced preprocessing techniques, such as the
MLSMOTE algorithm, are able to improve MLC results while dealing with
imbalanced MLDs.
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8.5 Summarizing Comments

Class imbalance is a very usual obstacle while learning a classification model. In this
chapter, how label imbalance is present in most MLDs, and some of the specificities,
in this field such as label concurrence among imbalanced labels, have been intro-
duced. Several metrics aimed to assess these traits have been explained, and some
specialized data visualizations have been provided.

Solutions to deal with imbalanced multilabel data can be grouped into a few cat-
egories, including preprocessing methods, algorithm adaptation, and ensembles. A
handful of proposals from each category have been described, and some of them have
been experimentally tested. According to the results obtained, the resampling tech-
niques deliver certain improvements while maintaining the benefit of being classifier
independent.
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Chapter 9
Multilabel Software

Abstract Multilabel classification and other learning from multilabeled data tasks
are relatively recent, with barely a decade of history behind them. When compared
against binary and multiclass learning, the range of available datasets, frameworks,
and other software tools is significantly more scarce. The goal of this last chapter
is to provide the reader with the proper insight to take advantage of these software
tools. A brief overview of them is offered in Sect. 9.1. Section9.2 discusses the
different multilabel file formats, enumerates the data repositories the MLDs can be
downloaded from, and describes how to automate some tasks with the mldr.datasets
R package. How to perform exploratory data analysis of MLDs is the main topic
of Sect. 9.3. Then, the process to conduct experiments with multilabel data using
different tools is outlined in Sect. 9.4.

9.1 Overview

Despite the software shortage aforementioned above, currently there are some mul-
tilabel data repositories, as well as two frameworks for algorithm developers and at
least one exploratory data tool. By using them, tasks such as downloading, citing and
partitioning datasets, multilabel data exploration, and conducting experiments with
existent MLC algorithms will be at your fingertips.

The present chapter has been structured into three main sections. The first one
describes the tools needed to work with multilabel data. This includes details about
MLDs file formats, data repositories MLDs can be obtained from, and how most
of these tasks can be accomplished by means of a specific software tool, the
mldr.datasets R package.

How to perform exploratory analysis of multilabel data is the topic the second
section is dedicated to. To do so, two specific programs are depicted, the R mldr
package and the Java MEKA framework. Many of the plots in this book have been
produced by the former, a tool which also provides methods to filter and transform
MLDs.

The concern of the third and final section is how to conduct multilabel experi-
ments, by means of MEKA, MULAN, and a specific Java utility developed by the
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authors. Following these guidelines, and using the data partitions provided in this
book repository, the reader should be able to reproduce the experiments described in
previous chapters.

9.2 Working with Multilabel Data

The design of any algorithm aimed to deal with multilabeled data, whether its goal
is to induce a classification model or to apply some kind of preprocessing, has a key
requirement, it will have to be tested against someMLDs. Therefore, whatever is the
researching goal, the first stepwill usually be obtaining enoughmultilabel data. These
MLDs will have to be partitioned, and commonly some exploratory analysis would
have to be conducted on them. In addition, they have to be properly documented into
the research projects they are used, including the correct citing information.

Fortunately, nowadays there are several data repositories and software tools to
fulfill these needs. This first section provides a brief description of such resources,
along with useful references to obtain them.

9.2.1 Multilabel Data File Formats

One of the first issues that any multilabel researcher or practitioner (the user hence-
forward) has to face is the disparate set of MLDs file formats. Unlike traditional
datasets, MLDs have more than one output attribute, so that the last feature is the
class label cannot be assumed. How to communicate which ones of the features are
labels is the main origin of the several file formats, because each developer came
with a different approach to solve this obstacle.

Most MLDs are written using one of two base file formats, CSV (Comma-
Separated Values) or ARFF1 (Attribute-Relation File Format). Both are text file
formats, but the latter includes a header with data descriptors followed by the data
itself, whereas the former usually only provides the data and the header, if it is
present, only brings field names. CSV files cannot contain label information, so the
knowledge of how many labels there are, where are they located, or what are their
names will depend on an external resource. By contrast, an ARFF file can include
this information into the header.

1An ARFF file is usually divided into three sections. The first one contains the name of the
dataset after de @relation tag, the second one provides information about the attributes with
@attribute tags, and the third one, whose beginning is marked with the @data tag, contains
the actual data. It is the file format used by the popular WEKA data mining tool.
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MLDs can be downloaded from repositories (see the next section) such as
MULAN [1], MEKA [2], LibSVM [3], KEEL [4], and RUMDR [5], each one using
a different file format. The differences among multilabel file formats can be grouped
according to the following criteria:

• CSV versus ARFF: ARFF is the most usual base file format for MLDs. The
datasets available atMULAN,MEKA, and KEEL are ARFF files. On the contrary,
LibSVM chose to use the simpler CSV file format.

• Label information: In order to use an MLD, knowing how many labels there are
or which are the names of the attributes acting as labels is essential. MULAN
datasets provide the label names in a separate XML file. KEEL datasets include
in the ARFF header the set of output attributes. MEKA datasets indicate in the
header, along with the name of the relation, the number of labels.

• Label location: Although multilabel formats providing label names could locate
the attributes acting as labels at any position in the MLD, they usually put them at
the end, after all the input attributes. This is the case for MULAN and KEEL. On
the other hand, MEKA and LibSVM always arrange the labels at the beginning.
Knowing the number of labels, the location allows to get the proper attribute names
without needing to include them in the ARFF header or providing an XML file.

• Sparse versus non-sparse: There areMLDs that have thousands of input attributes
plus thousands of labels. Therefore, each data row (instance) consists of a long
sequence of values. Many of them could be zero, since labels can only take two
values and the same is also applicable to many input attributes. In these cases,
the MLD will be a large array, with thousands of columns and maybe rows, with
zeroes in most of its values. To avoid storage and memory wasting, these MLDs
are usually stored as sparse data. The rows in a sparse MLD are composed of
comma-separated pairs of values. In each pair, the first value indicates the index
of the attribute, while the second provides the actual value. In non-sparse MLDs,
each row will contain the same number of columns, having the values for each
attribute.

When some experiment is going to be conducted using a set of MLDs, the user
has to choose between converting all of them to the proper file format, suitable for
the tool to be used later to conduct the experiment, or being limited to only use those
MLDs which are already available in this file format.

9.2.2 Multilabel Data Repositories

When it comes to multilabel data gathering, there are several alternatives to choose
from. Custom MLDs can be produced for specific fields where multilabel data are
still not available. Alternately, existing MLDs produced by someone else can be
obtained from several repositories, as long as they suit the faced task needs. The
option to generate these MLDs synthetically, by means of some software tools, is
another potential choice. This section will look into the second approach.
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Multilabel data repositories provide a convenient way to obtain MLDs that other
researchers have built and used in their studies. It is an approach that allows to
compare different strategies against the same data. Nonetheless, only full datasets
are available some times. Few of these repositories also provide citation information.
Therefore, the user usually has to download the MLD, partition it, and search for the
proper bibliographic entry.

The following are among the best-known multilabel data repositories. For each
one, the file format of the MLDs is also indicated:

• MULAN: MULAN [1] is a reference multilabel software tool (it will be further
described), and its associated repository [6] is probably the most used resource by
researchers in this field. The MLDs are provided in the ARFF format. The labels
are usually located at the end of the attribute list, and each MLD is linked to an
XML file containing the label names and their hierarchical relationship if it exists.
Currently, this repository holds 27 MLDs,2 some of them with prebuilt partitions.

• MEKA: MEKA is a multilabel tool based on WEKA. As MULAN, it brings
reference implementations for several methods, as will be shown later. TheMEKA
repository [2] supplies 15 MLDs. Some of them are the same found in MULAN,
but using the MEKA file format. This is also ARFF-based, but the labels always
appear at the beginning of the attribute list. There are no separate XML file with
label names, but the number of labels in theMLD is indicated in the ARFF header,
as a parameter of the relation name.

• LibSVM: LibSVM [3] is a popular software library for SVMs. There are many
classification algorithms, including some multilabel ones, build upon LibSVM.
The associated data repository [7] includes 8 MLDs. In this case, the file format
is CSV-based instead of ARFF-based, but the attribute values are given according
to the sparse representation previously described. The labels are always put at
the beginning of each instance. There is no associated XML file nor any header
indicating the number of labels or their names.

• KEEL: Unlike MULAN and MEKA, KEEL [4] is a general-purpose data mining
application, similar to WEKA. This software tool has an extensive data repository
with different kinds of datasets, including 16 MLDs [8]. The file format is ARFF-
based, indicating in the attribute list which features act as labels.

• RUMDR: The R Universal Multilabel Dataset Repository [5] is associated with
an R package named mldr.datasets [9] (it will be portrayed in the following sub-
section). Currently, this is the most extensive multilabel data repository, providing
more than 60 MLDs. These can be directly downloaded from the repository in R
file format; thus, they are designed to be loaded fromR. The functions provided by
the package allow to export them from this native format to several ones, including
MULAN, MEKA, LibSVM, and CSV.

2The number of MLDs provided by each repository has been checked as of April 2016.
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• Extreme Classification Repository: This repository [10] only provides 9 MLDs,
all of them sharing a specific characteristic: They have a huge list of input features,
output labels, or both. There are MLDs with more than one million attributes,
aimed to test solutions for extreme multilabel classification. The file format is
a combination of CSV for label indexes, always at the beginning, and sparse
representation for input attributes, with a one-line header indicating the number
of instances, features, and labels.

These data repositories offer an immediate solution to the user which needs some
MLDs, as long as the file format is appropriate and a tool to partition the data are
at hand. However, this is not always the case. Depending on the tool being used to
conduct the experiments, the MLDs may have to be transformed to other file format
and properly partitioned. Some of these needs can be addressed by means of the
software package described below.

9.2.3 The mldr.datasets Package

When it comes to data exploration, analysis, and mining, R [11] is a very popu-
lar tool/language due to its extensive package list. One of these packages, named
mldr.datasets [9], is specifically designed to aid the user in the tasks of obtaining,
partitioning, converting, and exporting multilabel datasets. mldr.datasets is tied to
the aforementioned RUMDR repository.

The mldr.datasets is available at CRAN (Comprehensive R Archive Network),
the distributed network providing most R packages. Therefore, it can be
downloaded and installed from any up-to-date R version by simply issuing the con-
sole theinstall.packages("mldr.datasets") command.Once installed,
the package has to be loaded into memory with the usual library(mldr.
datasets) command.Thiswill bring to theRworkspace tenmedium-sizedMLDs,
along with the functions needed to access many more and to manipulate them. The
preloaded MLDs are those stored in the data folder of the RUMDR repository.

In the following, how to use the mldr.datasets to accomplish some basic tasks
over MLDs is explained, assuming the package is already installed and loaded into
memory.

9.2.3.1 Loading Available MLDs

After loading the package, the user can know which MLDs are available using the
usual data() function, passing the name of the package as parameter. These are the
MLDs brought to memory by loading the package, but there are manymore available
on the RUMDR repository. A list of these is returned by the mldrs() function, as
shown in Fig. 9.1.
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Fig. 9.1 Looking at the available MLDs in the mldr.datasets package

To load any of the available MLDs, all the user has to do is typing in the R
console its name followed by empty parentheses. The packagewill checkwhether the
requested MLD is locally available into the user’s computer, loading it into memory
if this is the case. On the contrary, the MLD will be automatically downloaded from
the RUMDR repository, stored in the local machine, and then loaded into memory,
without needing any user intervention.

9.2.3.2 Exploring Loaded MLDs

The MLDs supplied by the mldr.datasets package are mldr objects. It is the object
format defined by the mldr package, further addressed in this chapter. These objects
have several members containing data helpful to explore the MLD structure, such as
the names and frequencies of labels and labelsets and domains of input attributes.
To access any of these members, the dataset$member syntax will be used, as
depicted in Fig. 9.2.

The multilabel data are stored into the dataset member. This is a standard R
data.frame; therefore, the usual R syntax to access any of its columns and rows
is used. The measures() function returns a list of characterization metrics, such
as the number of instances, features, and labels, imbalance levels, and theoretical
complexity level.
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Fig. 9.2 The mldr objects have several members with disparate information

9.2.3.3 Obtaining Citation Information

When anMLD produced by any third party is going to be used in a new study, includ-
ing the proper citation to give the original author, the correct attribution is mandatory.
Obtaining the precise citation information is not always easy. Themldr.datasets pack-
age includes a custom version of the R’s toBibtex() function whose goal is to
provide the BibTeX entry associated with any mldr object.

The value returned by the toBibtex() function is properly formatted to copy
it to the clipboard and then pasting it in the user’s BibTeX editor. As demonstrated
in Fig. 9.3, it can also be printed to the console.

9.2.3.4 Partitioning the MLDs

Although partitioned MLDs can be obtained from some repositories, this is not
always the case. Furthermore, the number of partitions or their proportions could be
not adequate for the user needs. Themldr.datasets package contributes two functions,
named random.kfolds() and stratified.kfolds(), whose goal is to
partition any mldr object into the number of desired parts. The difference between
these two functions relies on the approach followed to choose the instances included
in each partition. The former does it randomly, while the latter stratifies the data
trying to balance the label distribution among partitions.

Both functions need the mldr object to be partitioned as their first argument.
Additionally, they can take two more parameters specifying the number of folds, it
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Fig. 9.3 Obtaining the BibTeX entry to cite the MLD

Fig. 9.4 An MLD being partitioned using random and stratified approaches

is 5 by default, and the seed for the random generator. The result returned by these
functions is a list containing as many elements as folds have been indicated. Each
one of these elements is made up of two members, called train and test, with
the corresponding data partitions.

The example code shown in Fig. 9.4 demonstrates how to use these two functions,
as well as how to access the training partition of the first fold. The summary()
function prints a summary of characterization metrics, allowing to compare how the
different partitioning approach has influenced the obtained partition.

9.2.3.5 Converting MLDs to Other Formats

Although R is a tool from which the MLDs provided by mldr.datasets can be used
with disparate machine learning algorithms, currently software packages such as
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MULAN and MEKA are preferred, due to the large prebuilt set of MLC algorithms
they incorporate.

The file format of MLDs provided by RUMDR is the R native object format.
Nonetheless, once they have been loaded into R, it is possible to convert them
to several other file formats. For doing so, the write.mldr() function of the
mldr.datasets package has to be called.

The write.mldr() function accepts as first argument an mldr object, con-
taining the MLD to be written to a file. It is also able to deal with a list as the one
returned by the partitioning functions described above, writing each training and test
fold to a different file. This is the only mandatory parameter, and the remaining ones
take default values.

As second argument, the write.mldr() function takes a vector of strings
stating the file formats the data are going to be exported to. Valid formats are MULAN,
MEKA, KEEL, LIBSVM, and CSV. The default value is c("MULAN," "MEKA"),
being these the two most popular multilabel file formats. If the MULAN format is
chosen, the function will also write the corresponding XML file for the MLD. For
the CSV format, an additional CSV file containing a list with label names is also
created.

The third parameter has to be a boolean value, indicating if sparse representation
has to be used towrite the data. By default, it takes theFALSE value, so the non-sparse
format is chosen unless otherwise specified.

Lastly, the fourth argument sets the base filename the write.mldr() function
will use to name the written files. This filename will be followed by a set of numbers,
stating the fold and total number of folds, if the first parameter is a list of mldr
objects.

The write.mldr() function can be combined with the previously described
partitioning functions, as shown in Fig. 9.5. In this example, the yeast MLD is being
partitioned into fivefolds, and then, the resulting partitions are written in MEKA and
CSV file formats.

Fig. 9.5 Partitioning and exporting an MLD to MEKA and CSV file formats
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Since due to its link to the RUMDR repository, most of the MLDs publicly avail-
able nowadays can be downloaded and then properly cited, partitioned, and exported
to the common file formats, the mldr.datasets package can be the most convenient
way of dealing with existent MLDs.

9.2.4 Generating Synthetic MLDs

The MLDs provided in the previous repositories have been generated from real data
coming from different domains, as was explained in Chap.3. However, sometimes
having MLDs with very definite traits would be desirable, for instance while ana-
lyzing the behavior of algorithms aimed to solve a very specific problem. In order
to produce these kinds of data, an appropriate algorithm has to be designed, usually
including a mathematical method to correlate the inputs with the outputs.

In [12], such an algorithm, which offers two different approaches based on hyper-
cubes and hyperspheres, is presented. The associated synthetic dataset generator for
multilabel learning is available online, as a Web application (see Fig. 9.6). It allows
the user to choose among the two strategies for generating instances, as well as to
indicate how many features, labels, and instances the MLD will have, the noise level
to add to the data, and other handful of configuration parameters. Once all of them
have been set, the resulting dataset characteristics are shown and the file can be
downloaded.

Mldatagen is a quite generic multilabel data generator. In the multilabel litera-
ture, some authors have created their own synthetic MLDs following more ad hoc
approaches, adapted to suit specific goals. References to several of them can be found
in [13].

Multilabel datasets are scattered through a collection of data repositories using
disparate file formats. Once we know how to get these datasets and which are
the file formats they use, a software tool such as the described mldr.datasets
package is all we need to cite, partition, and export all MLDs in the proper
format for the experiments we intend to do.

9.3 Exploratory Analysis of MLDs

The Web repositories where the MLDs are downloaded from, such as the previously
mentioned MULAN and MEKA, usually also supply some basic information about
the datasets. The number of instances, input attributes, and labels, along with label
cardinality and sometimes label density, are common metadata. However, before
using these MLDs to conduct some experiments, most users will demand additional
details. Those will be generally obtained by means of exploratory analysis tasks,
including summarizing at different levels and visualizing the data.

http://dx.doi.org/10.1007/978-3-319-41111-8_3
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Fig. 9.6 The Mldatagen tool allows creating custom synthetic MLDs

As long as the structure of each multilabel file format is adequately decoded, any
generic data manipulation tool could be used to explore theMLDs. Nevertheless, this
section is focused on interactive software tools specifically built to work with multi-
label data. Two particular tools in this category are described below, MEKA and the
mldr package. Both provide some EDA (Exploratory Data Analysis) functionality.

9.3.1 MEKA

MEKA is a software tool built upon WEKA, and it brings a similar user interface to
this popular application but withmultilabel capabilities. MEKA is developed in Java;
therefore, to use it, the first requirement to meet is having the Java Runtime Envi-
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Fig. 9.7 The MEKA main
window allows the user to
open several tools. The
Explorer lets open and
explore MEKA datasets, as
well as to interactively
perform experiments with
them

ronment (JRE) installed in the system. Then, the most recent version of MEKA can
be downloaded from https://adams.cms.waikato.ac.nz/snapshots/meka. The instal-
lation process is just extracting the files of the compressed file to a folder.

In addition to the software itself, the MEKA compressed file also includes a PDF
document with a tutorial and some example data files. Two scripts, one for Windows
(run.bat) and another one for UNIX-based systems run.sh, aimed to ease the
launch of the software are provided as well.

LaunchingMEKA through the proper scriptwill open the program’smainwindow
(see Fig. 9.7). The options in the Tools menu run the essential MEKA tools. Some
of them are depicted below.

9.3.1.1 The ARFF Viewer

MEKA includes a viewer able to open any ARFF file, enumerating its attributes,
including the labels, and the values assigned to them. Once a dataset has been loaded,
its content is shown in a grid like the one in Fig. 9.8. The Properties option in the File

Fig. 9.8 The MEKA ARFF viewer allows viewing and editing any ARFF dataset contents

https://adams.cms.waikato.ac.nz/snapshots/meka
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menu will report the number of instances, attributes, and classes. This is a generic
ARFF tool, so it is not aware of the multilabel nature of the data.

Actually, this tool is also an editor, since the values can be changed, instances
and attributes can be removed, and the order of the data samples can be modified.
Any change will be lost unless the data in memory are saved, usually with a different
filename.

9.3.1.2 Attribute Exploration

The other exploration tool embedded in MEKA is the MEKA Explorer, accessi-
ble through the Tool→Explorer option in the main window. This tool is aimed to
interactively test preprocessing and classification algorithms, but it also has some
exploration capabilities.

After loading anMLD, the Preprocess page will show two lists containing all the
attributes in the dataset (see Fig. 9.9). At the top of the left list, there is a summary
with the number of instances and attributes. If the MLD has been loaded from a file
in MEKA format, the program will automatically detect which attributes are labels.
These will be highlighted in bold and always will be at the beginning in both lists.
LoadingMLDs from other ARFF-based file formats is allowed, but the program will
be not able to identify the labels. The user has to mark them in the right list and then

Fig. 9.9 The Preprocess page allows to explore the attributes and labels in the MLD
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Fig. 9.10 Pairwise scatter plots for the attributes in the MLD

click the Use class attributes. By selecting any attribute in the left list, a summary
of its domain will be displayed below the right list.

The Visualize page in this tool provides a matrix of scatter plots (see Fig. 9.10),
each one showing the relationship between a pair of attributes. The controls at the
bottom can be used to configure these plots, change their size, sample the instances
appearing in them, etc. By clicking any of the plots, a bigger version will be opened
in a separate window, with additional controls to customize it. The plot can be saved
to a file.

Basically, these are all the exploratory analysis functions offered by MEKA. As
can be seen, they are mostly applicable to both traditional and multilabel datasets.
There is a lack of information about how the labels are distributed and correlated,
which labelsets and other specific multilabel measurements exist.

9.3.2 The mldr Package

Unlike MEKA, which can be considered as a general-purpose multilabel software,
the R mldr [14] package has been precisely developed as a multilabel exploratory
analysis tool. This package is also available at CRAN, like the previously described
mldr.datasets package, so it can be installed in the same way. There are not
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dependencies between the two packages. That means that mldr can be used without
installing mldr.datasets and vice versa. Nonetheless, mldr can take advantage of hav-
ing all the MLDs included in the mldr.datasets package, as well as their functions to
partition and export them.

The mldr package is able to load MLDs from MULAN and MEKA file formats,
as well as to generate new MLDs on the fly from data synthetically generated or
providedby theuser in adata.frame. Thepackagedefines a custom representation
for multilabel data. The MLDs are R S3 objects with mldr class. This is the same
representation used by the MLDs in the mldr.datasets package, and hence, these
datasets are compatible with mldr.

Inside the mldr package, a plethora of characterization metrics are computed,
alongwith a set of functions aimed to ease the analysis of multilabel data. In addition,
the package provides a Web-based user interface to speed up exploratory tasks,
including specific graphic representations of the data.

In this section, the procedures to accomplish different exploratory duties using
the mldr package are explained. It is assumed the user has installed the package, by
issuing the install.packages("mldr") command at the R console, and it is
loaded into memory, by typing the library(mldr) command.

9.3.2.1 Loading and Creating MLDs

After loading the mldr package, three mldr objects will be already available. These
correspond to the birds, emotions, and genbaseMLDs. If the mldr.datasets is
also loaded, all the MLDs provided by it will be accessible as well. To load any other
MLD, assuming it is stored in an ARFF file using the MEKA or MULAN formats,
the mldr() function has to be called. The only mandatory argument is the filename
without extension. The function will assume the MLD is in MULAN file format
and the existence of an XML file with the same name. Additional parameters can
be supplied to change this default behavior, stating the XML filename, the number,
indexes, or names of the attributes acting as labels if there are not an XML file
available nor this information is provided in the ARFF header, etc.

The mldr() function always checks whether the mldr.datasets package is
installed in the system. If this is the case, the function entrusts the loading of theMLD
to the proper mldr.datasets function. To avoid this functionality, forcing the loading
from a local file, the force_read_from_file parameter has to be included in
the call to mldr(), assigning it the TRUE value.

In Fig. 9.11, a use case of the mldr() function is shown. In this example, the
name of the XMLfile does not coincide with the ARFF filename, so it is explicitly set
by means of the xml_file parameter. Once the MLD has been loaded, the object
can be queried to obtain some dataset traits as demonstrated.

Furthermore, new MLDs can be created from any existing data, whether it is
from a real domain or produced by any formula. This functionality, provided by
the mldr_from_dataframe() function, allows creating synthetic MLDs. This
function needs as inputs a data.frame containing all the features, a vector stating
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Fig. 9.11 Loading an MLD from an external ARFF file

Fig. 9.12 New MLDs can be generated on the fly from any formula

which ones of them will be labels, and optionally a name to assign to the new MLD.
The result, as is shown in Fig. 9.12, is an mldr object that can be used as any other
MLD.

9.3.2.2 Querying Data Characterization Metrics

Independently of the origin of the MLD’s data, all mldr objects have the same
structure and can be processed with the same set of functions. Many of these are
aimed to compute and provide several characterization metrics. The supplied metrics
can be grouped into four categories:
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Fig. 9.13 A large set of traits are computed for each MLD

• Basic traits: The number of instances, number of input attributes, number of output
labels, and number of labelsets are in this group. All of them can be queried with
the syntax mldrobject$measures$num.XXX. The summary() function
also returns this information.

• Label distribution data: Metrics such as label cardinality, label density, and
the frequency of each individual label are available through the measures and
labels members, as demonstrated in Fig. 9.13.

• Label relationship metrics: The relationships among the labels in the dataset
can be inspected through metrics such as the total number of unique labelsets
(measures$num.labelsets) in the MLD, the number of single labelsets
(measures$num.single.labelsets), and analyzing the values for the
global and by label SCUMBLE measures (measures$scumble and labels
$SCUMBLE).

• Metrics related to label imbalance: The individual imbalance level for each label
is provided by the labels$IRLblmember. The average imbalance level for the
MLD can be obtained through the measures$meanIR member.

Additional information about the MLD is provided in the members of the mldr
object such as labelsets (signature and counter of each labelset in the MLD),
attributes (name and domain of each attribute), and measures$tcs (the
theoretical complexity score of the MLD). All of them are properly documented in
the electronic help included in the package.
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yeast − Labels per instance histogram
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Fig. 9.14 Number of labels per instance histogram

9.3.2.3 mldr Custom Plots

The mldr package delivers a custom plot() function for mldr objects, able to
produce seven specific plots from the data contained in those objects. The arguments
to this function are usually two, the mldr object to analyze and the type parameter
specifyingwhat type of plot is desired. Some kinds of visualizations accept additional
parameters, for instance to restrict the set of plotted labels.

Three of the custom plots are histograms designed to depict how labels and
labelsets are distributed among the instances. The one shown in Fig. 9.14 is pro-
duced by the plot(yeast, type = "CH") call, showing the distribution of
label cardinality among the instances. The yeast dataset has aCard value of 4.223.
That most instances have four labels can be observed in this plot.

Two more of the available types, "LB" and "LSB," are bar plots depicting how
many instances each label and labelset appear. This way, the differences between
frequencies of labels and labelsets can be explored. For instance, Fig. 9.15 shows
that there are two majority labels (Class12 and Class13) and several minority
labels (Class14 and Class9 to Class11).

Another kind of plot is denoted as "AT." It is a regular pie chart showing the
proportion of each type of features, continuous, nominal, and labels. The seventh
visualization option is the one generated by default when the type argument is
not provided. It is a circular plot like the one described in Chap. 8 (see Fig. 9.16),
illustrating how the labels interact among them. This kind of plot, as well as those
presenting label frequencies, accepts the optional parameters labelCount and
labelIndices, whose goal is to restrict the set of drawn labels. All plot types
also take other optional arguments, such as title to set the title of the plot and col
to set the color, or the standard graphical parameters usually given to R functions
such as barplot() and hist().

http://dx.doi.org/10.1007/978-3-319-41111-8_8
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Fig. 9.15 The differences among label frequencies are easily inferred in this bar plot

9.3.2.4 Automated Reports

The mldr package includes some functions able to generate reports by means of
automated analysis of the label measurements. The functions in charge of producing
these reports only need the mldr object to be analyzed as argument. The resulting
report is printed to the console.

With the labelInteractions() function, an analysis of which labels are in
minority and how they interact with others is generated. The reported result includes
the indexes of the minority labels, at the beginning, and for each one of them the
list of labels they have interactions with, along with the number of samples in which
they appear together (see Fig. 9.17).

The second report is produced by the concurrenceReport() function. As its
name suggests, the report analyzes the concurrence among labels, but in a more elab-
orated way than the labelInteractions() function. As is shown in Fig. 9.18,
the report includes the global SCUMBLE measurement and its CV, as well as SCUM-
BLE values for each individual label. For each minority label, a list of the labels it
interacts with is also provided, including label names and indexes, the number of
times they appear together, and their respective SCUMBLE values.

The information given by these functions can be useful in different scenarios. For
instance, the indexes of minority labels and the labels they interact with would be
convenient to customize the interaction plot previously described.
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Fig. 9.16 Label interactions in the yeast MLD

9.3.2.5 The mldr User Interface

All the exploratory functions in themldr package are accessible through the command
line, so that R scripts can be written to perform reproducible analysis procedures.
However, all the functionality already described is also reachable through the inte-
grated GUI. To open it, the user has to enter the mldrGUI() sentence. The GUI
will be launched inside the default Web browser, consisting of several sections.

Just after the GUI has been launched, the main section is shown and the first MLD
available in the working environment is selected. The name of the active MLD is
always shown at the top of the GUI. A panel in this section (see Fig. 9.19) allows the
user to choose from the loaded MLDs, as well as to load any others from their files.
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Fig. 9.17 Report about how minority labels interact with other labels

Fig. 9.18 Report about concurrence of labels in the MLD

A visual summary of the selected MLD is provided at the right, in the same section,
including plots that show the proportion of each kind of attributes and how labels
and labelsets are distributed. These plots can be saved for further use, for instance
including them in any study.
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Fig. 9.19 Main page of mldr’s GUI

The tabs located at the top of the user interface, below the selectedMLDname, are
the doors to the otherGUI sections. TheLabels andLabelsets pages are quite similar.
Both provide a table with names and frequencies, as well as the associated bar plot.
The labels table includes additional data, such as the feature index, imbalance levels,
and concurrence levels. These tables can be sorted and filtered, and their content can
be printed and exported, as is shown in Fig. 9.20.

In the Attributes page, the domain of each input attribute is summarized. The
frequency of each value is computed for nominal attributes, while for numeric ones,
some statistical measures are computed (see Fig. 9.21).

By opening the Concurrence section, the user can access a concurrence analysis
report, along with a customizable circular plot. The labels presented in it can be inter-
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Fig. 9.20 Table with all the labelsets and their frequencies and the corresponding plot

Fig. 9.21 The Attributes page provides a summary of each attribute domain
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Fig. 9.22 The concurrence report along with the customizable interaction plot

actively selected, updating the visualization until the desired result is achieved. The
report is based on the concurrence and imbalance metrics, indicating which minority
labels have high interactions and which labels interact with others (Fig. 9.22).

Overall, the exploratory functions and GUI of the mldr package supply the user
with an extensive range of useful information. In addition, the GUI allows customiz-
ing the tables and plots, and then exporting them, easing the process of documenting
any report or study.

9.3.2.6 Other mldr Functions

In addition to the exploratory analysis functionality, the mldr package also offers the
user functions to transform and filter the MLDs, as well as to evaluate the predictive
performance from the outputs obtained by any classifier. Some of these functions are
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Fig. 9.23 Filtering data instances and joining two subsets

implemented as operators, preserving the natural syntax used in the R language to
accomplish similar operations.

By means of the == and + operators, two mldr objects can be compared and
combined. TwoMLDs are equal as long as they have the same structure and content.
To join twoMLDs, they have to be structurally identical. With the [],3 the instances
in the MLD can be filtered according to any valid expression. An example on how
to use the latter operator to get the samples in which a certain label appears is shown
in Fig. 9.23. The result returned by the operator is also an mldr object; thus, it can
be used as any other mldr dataset. The same is applicable to the + operator.

The basic BR and LP multilabel data transformations can be applied to any mldr
object through the mldr_transform() function. The only arguments needed
are the MLD to transform and the type parameter indicating which transformation
to apply. The valid values are "BR" and "LP." Optionally, a third parameter can
be given stating the labels to use. This way, the transformation can be limited to
a subset of labels. The value returned by this function will depend on the kind of
transformation requested. ForBR, itwill be a listwith asmanydata.frame objects
as labels, each containing a binary dataset. For LP, only a data.frame is produced
as output.

As is shown in Fig. 9.24, a column named classLabel is introduced in the
data.frame instead of the original labels. This way, the resulting data.frame
can be used with any of the binary or multiclass classifiers available in R, using
classLabel as the class to predict.

Although themldr package does not provide anymultilabel classifier, a function to
evaluate predictions obtained by any other means is supplied. This function, named
mldr_evaluate(), takes two arguments, the mldr object with the instances

3The [] operator defined in the mldr package is designed to work with mldr objects only. The
standard [] R operator can be used over the mldr$dataset member to manipulate the raw
multilabel data.



178 9 Multilabel Software

Fig. 9.24 The mldr package provides a function to perform the usual BR and LP transformations

being assessed and the predictions obtained for them. The function returns a list
containing about twenty performance metrics (see Fig. 9.25), along with an object
containing all the data needed to plot the ROC curve. The example shown in Fig. 9.25
generates random predictions for all the labels in the yeast dataset and then evaluates
the performance. As expected, the accuracy of this random classifier is around 50%.

Fig. 9.25 If a set of predictions is available, the performance of the classifier can be assessed
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Exploratory analysis is a fundamental step to understand the data we are work-
ing on, providing the necessary knowledge to decide which preprocessing and
learning methods should be applied. MEKA offers a GUI with some gen-
eral tools, based on the popular WEKA. On the other hand, the mldr package
delivers a plethora of specific multilabel metrics, plots, and reports, along with
several functions to manipulate these kinds of data.

9.4 Conducting Multilabel Experiments

Once the user has learned what the structure of their MLDs is, how labels are distrib-
uted and correlated, etc., it is time to conduct some experiments using the multilabel
data. This goal can imply applying some preprocessing method to the data, train a
classifier using it, obtain predictions for the test set, and eventually evaluate these
predictions to assess the performance.

Several software tools andpackages for different languages are available to accom-
plish these tasks.However, there are two applications that stand out among everything
else, MEKA and MULAN. Both have been developed by experts on the multilabel
field, and they provide reference implementations for a large variety of MLC algo-
rithms.

In this final section, how to use MEKA and MULAN to run simple multilabel
experiments is explained. Although the former tool can be used from the command
line, it is supplied with a GUI which eases the user’s work. On the contrary, the
latter only is accessible programmatically, as will be later shown. Furthermore, both
software packages have been programmed in Java language, so that the latest JRE
installed in the system is assumed.

9.4.1 MEKA

The MEKA user interface was previously introduced. Specifically, the tool known
as MEKA Explorer was used to make some exploratory analysis on the data. This
section starts from this earlier knowledge, firstly describing how to conduct interac-
tive experiments and then designing more complex ones.

9.4.1.1 Running Experiments Interactively

The Classify page on this application allows the user to choose among an extensive
list of classifiers, training them with the loaded MLD and evaluating them following
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Fig. 9.26 The MEKA Explorer allows the user to run any classifier interactively

several validation strategies. The first step is to load the MLD of interest. Then, by
means of the Choose button in the Classify page, the classifier is selected, setting
its parameters as desired. The drop-down list in the Evaluation section configures
the validation scheme.

Once the experiment has been configured, it will be run by clicking the Start
button. As soon as it finishes displaying a summary of results, as is shown in Fig. 9.26.
Each experiment execution is independently stored in the History list, so the user
can compare the results produced in each case.

The pop-up menu associated with the items in theHistory list can be used to save
the obtained results, delete the experiment, copy its parameters, and show several
performance evaluation plots. This menu appears opened in Fig. 9.26. By selecting
the Show ROC option, a new window like the one shown in Fig. 9.27 is opened. It
contains several pages, one per label, each one with the ROC plot.

Overall, the MEKA Explorer offers the user with a very simple way to run indi-
vidual experiments. However, they are limited to using one MLC algorithm over one
MLD.
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Fig. 9.27 The ROC curve for the selected experiment is shown in a window in its own

9.4.1.2 Designing Complex Experiments

Though running individual MLC algorithms with one MLD can be useful many
times, for instance while analyzing the algorithm behavior, a real multilabel experi-
mentation usually implies applying several methods to a group ofMLDs. TheMEKA
Experimenter, another tool accessible from theMEKAmain window, better suits this
kind of job. As the MEKA Explorer, the Experimenter user interface also consists of
several pages. The first one is where the user will design the experiment, fulfilling
the following steps:

1. Adding the MLC algorithms to be used to the left list. The buttons at the right of
this list allow the user to add and remove methods, configure them, and change
the order they will be run.

2. Adding the MLDs which the algorithms will be applied to the right list. The
buttons at the right of this list are similar to the previous ones.

3. Configuring how many times the experiment will be run, as well as how the
results will be evaluated. For instance, in Fig. 9.28, a configuration with 10-fold
cross-validation and 10 repetitions has been established.

4. Launching the experimentation by choosing the Start options in the Execution
menu. Previously, all the configuration can be saved.
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Fig. 9.28 The MEKA Experimenter is able to run several classifiers using disparate MLDs

Once the batch of runs defined in the experimentation finishes, the obtained evalu-
ation results can be analyzed through the options in the Statistics page of the MEKA
Experimenter. An extensive set of performance metrics is provided, and they can
be viewed separately or aggregating them. For instance, it is possible to choose a
specific metric and get the average values for each algorithm and dataset. This way,
a comparative study can be easily performed.

The results produced by the experiments can be also written to a file, whether
the user is interested in raw or aggregated data. As shown in Fig. 9.29, the options
relating to exporting functions can be found in the Statistics menu.

9.4.2 MULAN

As MEKA, MULAN [1] is a multilabel software framework built on top of WEKA.
However, it does not bring the user with a GUI. All the tasks have to be accomplished
by writing Java code. Therefore, some experience with this programming language
is essential. In addition to the aforementioned JRE, to use MULAN the Java Devel-
opment Kit (JDK) is also needed. The JDK contains the compiler, among other Java
tools and utilities.
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Fig. 9.29 The experimental results can be viewed in MEKA Experimenter and exported to a file

In this section, the procedures to design a multilabel experiment using MULAN
are briefly described. Additional example code can be found both in the MULAN
Web site (http://mulan.sourceforge.net) and in this book’s GitHub repository.

9.4.2.1 Obtaining MULAN

The first step of a MULAN user is obtaining the software itself. The last version
can be downloaded from http://mulan.sourceforge.net/download.html as a single
compressed file. After decompressing it, a folder named mulan will be found, con-
taining the folders and files shown in Fig. 9.30. Nearly all the folder names are
self-explanatory. The Java JAR package holding the MULAN classes is in the dist
folder, while the WEKA package needed to run MULAN is provided in the lib
folder.

9.4.2.2 Compiling a MULAN Experiment

Once MULAN is installed in the user system, to conduct any experiment a Java
source file has to be created. It will contain all the code to load the MLDs, to select
and configure the MLC algorithms to run, to evaluate the obtained results, etc. These
tasks imply using someMULAN classes; therefore, the proper dependencies have to
be imported at the beginning of the source code. Assuming the user needs to load an
MLD and wants to use the ML-kNN classifier, the following sentences will import
the corresponding classes:

http://mulan.sourceforge.net
http://mulan.sourceforge.net/download.html
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Fig. 9.30 The MULAN software packages include source code, example data files, and documen-
tation

import mulan.data.MultiLabelInstances;

import mulan.classifier.lazy.MLkNN;

The way some of these MULAN classes are used is a matter which will be fur-
ther described. Considering the code is already written and stored in a file named
MulanExperiment.java, the compilation process involves calling the Java
compiler providing the path to libraries and the aforementioned filename. The exam-
ple in Fig. 9.31 shows a GNU/Linux terminal with the command line used to com-
pile this hypothetical program. After compilation, a .class file with the compiled
version is generated. To run this program, a similar command would be used, but
changing javac for java.

Fig. 9.31 To compile a MULAN program, the paths to the mulan.jar and weka.jar files have to be
provided
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9.4.2.3 Loading Data Files

The MultiLabelInstances class is able to load a set of multilabel instances
from a file. This class constructor usually is given two parameters, the path of the
ARFF file and the path of the associated XML file. Other ways to obtain the data
are considered, for instance from existing WEKA data samples and an array stating
which ones are labels.

An initialized MultiLabelInstances object can be passed as argument to
different methods. It also offers several functions which return data traits, such as
the number of instances or labels, and label cardinality.

Assuming the user is working in the mulan folder, so a data subfolder with
some example data is available, and the code belowwill load the emotions dataset and
then print the number of instances and labels and the label cardinality. Figure9.32
shows how the program is compiled and executed.

import mulan.data.MultiLabelInstances;

public class MulanExperiment {

public static void main(String[] args)

throws Exception {

MultiLabelInstances emotions =

new MultiLabelInstances("data/emotions.arff",

"data/emotions.xml");

System.out.println(

"\nInstances:" + emotions.getNumInstances() +

"\nLabels:" + emotions.getNumLabels() +

"\nCardinality:" + emotions.getCardinality());

}

}

Fig. 9.32 The program loads the MLD and outputs some data about it to the console
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The name of the files to load could obviously be supplied in the command line,
instead of being hardwired in the Java code as in this simple example.

9.4.2.4 Configuring MLC Algorithms

Once the data are already in a MultiLabelInstances object, the next step
is to configure the MLC algorithms this object is going to be given as input.
MULAN provides a large set of classification algorithms, they are held in the
mulan.classifier namespace, and some partitioning and preprocessing meth-
ods spread out several namespaces. All of them can be easily found in the electronic
help of the program.

Many of the algorithms included in MULAN can work using default values, so
the corresponding object is created without needing any parameters. For instance, to
work with the ML-kNN algorithm (see Chap.5), all the user has to do is to create an
MLkNN object, as follows:

MLkNN kNNClassifier = new MLkNN();

To change the default values for the algorithm, a different constructor accepting
them should be called. Other classifiers, such as the ones based on transformation
methods, always need at least one parameter, specifically the base binary ormulticlass
method to be used as underlying classifier. Any classifier available as a WEKA class
can be in charge of this task.

The following sentences would create two classifier instances. The first one is
ML-kNN with 5 nearest neighbors, while the second one is a BR transformation
using the standard C4.54 algorithm as base classifier. The last sentence prints in the
standard output the basic information about the ML-kNN algorithm.

MLkNN kNNClassifier = new MLkNN(5, 1);

BinaryRelevance BRClassifier =

new BinaryRelevance(new J48());

System.out.println(

"\nkNNClassifier:" +

kNNClassifier.getTechnicalInformation().toString());

}

9.4.2.5 Training and Evaluating the Classifier

MULAN has a class named Evaluator able to take a full dataset, partition it, and
conduct a cross-validation evaluation. The method to accomplish the full procedure

4The C4.5 algorithm is implemented in WEKA by the J48 class.

http://dx.doi.org/10.1007/978-3-319-41111-8_5
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Fig. 9.33 Partial output produced by printing the information returned by crossValidate()

is crossValidate(), and it needs three parameters: the classification model, the
dataset, and the number of folds to be used.

Assuming theproper namespaces havebeen imported and theemotionsvariable
is a MultiLabelInstances object with theMLD, the following sentence would
produce an output similar to that shown in Fig. 9.33. A 10-fold cross-validation
is performed using the ML-kNN algorithm, and average values for a large set of
evaluation metrics are returned.

System.out.println(

new Evaluator().crossValidate(

new MLkNN(), emotions, 10));

Instead of relying on an automated partitioning, training, and evaluation process,
the users can separately run each step on their own. The training and test parti-
tions, maybe generated by the functions in the mldr.datasets package previously
described, can be individually loaded from their files. The full dataset can be also
partitioned using the IterativeStratification class. In any case, two or
more MultiLabelInstances objects will be used.

The training of any MULAN classifier is accomplished by calling its build()
method. It needs only one argument, and the MultiLabelInstances objects
with the samples aimed to train the model. Once trained, the model can be evaluated
or used to get predictions for new instances. The former task is handled by the
evaluate() method of the Evaluator class, taking as input the model and the
test instances. The latter is in charge of the makePrediction() method of the
model itself. It takes a MultiLabelInstance object as input, with the instance
the prediction is aimed for.
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Table 9.1 Input parameters for the RunMLClassifier utility

Name Description Example

-path Establishes the path where the data
files are located

-path ∼/data

-dataset Indicates the root name shared by all
the dataset partitions. Training files
have to be named as
MLD-strategy-Ntra.arff,
while test files will be
MLD-strategy-Ntst.arff. The
strategy part can be any user
identifier for the partitioning strategy.
N will be a sequential partition
number. That an XML file with the
name MLD.xml file is also in the
folder is assumed

-dataset emotions-10cv

-folds Sets the number of folds to iterate.
The N part of the dataset name will
take values from 1 to the number
specified by this argument

-folds 10

-algorithm Chooses the MLC algorithm to be
used. The list of values accepted by
this parameter is shown in Table9.2

-algorithm HOMER

-debug If included, this optional parameter
will change the output produced by
the program, increasing the
information printed to the console

-debug

9.4.3 The RunMLClassifier Utility

The main drawback in using MULAN is the need to have some Java language exper-
tise. The authors of this book provide in the companion repository an utility, named
RunMLClassifier, aimed to help users lacking this competence. It is a Java
program which eases running many of the classifiers implemented in MULAN. The
source code of this program, along the specific versions of the MULAN and WEKA
libraries and a compilation script, can be found in the RunMLClassifier folder
of the repository.

To run the RunMLClassifier program, assuming the user is located in the
same directory that the .jar file is obtained once it is compiled, the following
sentence5 has to be entered at the command line. The meaning of each parameter is
detailed in Table9.1.

java -jar RunMLClassifier.jar -path P -dataset D -folds

F -algorithm A [-debug]

5Although due to the page width limit the sentence appears in the text divided into two lines, it has
to be entered as only one.
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Table 9.2 Valid values for the -algorithm parameter of the RunMLClassifier utility

Value MULAN class instantiated as classifier

BPMLL BPMLL()

BR-J48 BinaryRelevance(new J48())

BRkNN BRkNN(10)

CC-J48 ClassifierChain(new J48())

CLR CalibratedLabelRanking(new J48())

ECC-J48 EnsembleOfClassifierChains(new J48(), 10, true, false)

EPS-J48 EnsembleOfPrunedSets(80, 10, 0.2, 2,
PrunedSets.Strategy.values()[0], 2, new J48())

HOMER HOMER(new BinaryRelevance(new J48()), (numLabels < 4 ?
numLabels : 4), Method.Random)

IBLR-ML IBLR_ML()

LP-J48 LabelPowerset(new J48())

MLkNN MLkNN(10, 1.0)

PS-J48 PrunedSets(new J48(), 2,
PrunedSets.Strategy.values()[0], 2)

RAkEL-BR RAkEL(new BinaryRelevance(new J48()))

RAkEL-LP RAkEL(new LabelPowerset(new J48()))

The utility instances each classifier using default or recommended values. As can
be seen, only one classifier can be chosen to be run over the MLD partitions. The
RunMLClassifier is designed to be launched independently, maybe in parallel,
for each algorithm the user is interested in. An example run with this utility is shown
in Fig. 9.34. Without the -debug parameter, only the final line which summarizes
the average results and standard deviations would be printed.

MEKAandMULANare the twomain frameworks to conductmultilabel exper-
iments, since they provide reference implementations of many MLC methods.
The former has a GUI which eases the design of such experiments, while the
latter only can be used while writing some code. The RunMLClassiier
utility aims to make the use of MULAN more comfortable, establishing the
methods and datasets to process through command line parameters, instead of
writing and compiling a Java program.

9.5 Summarizing Comments

Learning from multilabeled data is a quite challenging task. Datasets of this kind
come in diverse file formats and are distributed among a fewWeb repositories. Once
the data files have been obtained, they have to be imported to the learning tool, some
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Fig. 9.34 The utility trains and evaluates the MLD partitions with the specified classifier

times with a preliminary conversion step. A large set of multilabel characterization
metrics exist in the literature, most of them were described in Chap.3, and dozens
of methods have been defined to preprocess and classify multilabel data, as is shown
in Chaps. 4 to 8.

In this chapter, the Web sites from which the MLDs can be downloaded, as
well as the existing file formats, have been thoroughly detailed. Tools such as the
mldr.datasets R package, along with the RUMDR repository, can automate most of
the tasks associated with MLDs, including getting, citing, partitioning, and export-
ing them to several learning software frameworks. These MLDs can be analyzed by
means of the functionality found in MEKA and the mldr R package. Both provide
EDA tools, comprehensively explained through this chapter.

The last sectionhas been focusedon theuse of tools aimedat conductingmultilabel
experiments, specifically MEKA and MULAN. Although there are a few multilabel
algorithms implemented outside of these two frameworks, currently they are themost
prominent and widely used.
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Glossary

5-fcv/10-fcv 5/10-fold cross-validation.
Attribute Each one of the columns in an instance.
Bag Collection of physical data instances making up a logical sample in multi-

instance classification.
Bipartition Structure of the output produced by many MLC classifiers, stating

which labels are relevant or not to the processed instance.
Cardinality Average number of active labels per instance in a multilabel dataset.
Clustering Technique aimed to discover how similar data points can be assembled

into groups.
Dataset A collection of instances. Can be seen as a matrix with a set of rows

(instances), each one with a set of columns (attributes).
Density Label density is a dimensionless metric derived from cardinality.
Dimensionality Usually referred to the number of input variables a dataset has.
Diversity Label diversity is a metric to measure the different label combinations

or labelsets that a set of labels have generated in a multilabel dataset.
Ensemble Set of learners along with a strategy to join their predictions.
Feature See attribute.
Feature engineering Diverse techniques to select and extract features from a

dataset to reduce dimensionality.
Feature selection Technique to choose the most relevant features from a dataset.
Imbalance Prominent inequality in the frequency each class appears in a dataset.
Imbalance ratio Proportion between the majority and minority classes in a

dataset.
Input space The space generated by the attributes used as predictors in a dataset.
Instance A data point (row) defined by a set of values (columns).
Labelset Vector of output values associated with each instance in a multilabel

dataset.
Lazy method A DM method that does not generate a model and that defers the

work until a new instance arrives.
Majority class/label The most frequent class or a frequent label in a dataset.
Minority class/label The least frequent class or a rare label in a dataset.
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Neuron Each one of the units which conform a layer in a neural network.
Outlier Data instance whose attributes have some values out of the common range

but cannot be considered as noise.
Output space The space generated by the labels (output attributes) in a multilabel

dataset.
Oversampling Resampling technique that produces additional data samples.
Preprocessing Family of tasks aimed to perform data cleaning and selection of

relevant data.
Repository Resource where datasets and sometimes software are provided. It is

usually a Web site.
Resampling Technique used to take subsets of the original samples and remove

samples to add samples.
Sample See instance.
Segmentation The usual process to extract features from signal information such

as images and sounds.
Supervised Supervised methods are guided by the labels associated with data

samples.
Tree A knowledge representation model from which usually simple rules can be

extracted.
Undersampling Resampling techniques that remove data samples from a dataset.
Unsupervised Unsupervised methods only work with input features, without

being guided by class labels.
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