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Abstract. Over the past few years, big data analytics has received
increasing attention in all most all scientific research fields. This paper
discusses the synergies between big data and evolutionary computation
(EC) algorithms, including swarm intelligence and evolutionary algo-
rithms. We will discuss the combination of big data analytics and EC
algorithms, such as the application of EC algorithms to solving big data
analysis problems and the use of data analysis methods for designing new
EC algorithms or improving the performance of EC algorithms. Based
on the combination of EC algorithms and data mining techniques, we
understand better the insights of data analytics, and design more effi-
cient algorithms to solve real-world big data analytics problems. Also,
the weakness and strength of EC algorithms could be analyzed via the
data analytics along the optimization process, a crucial entity in EC
algorithms. Key challenges and future directions in combining big data
and EC algorithms are discussed.

Keywords: Big data analytics · Data science · Evolutionary algo-
rithms · Evolutionary computation · Swarm intelligence

1 Introduction

Nowadays, big data has been attracting increasing attention from academia,
industry and government [2,20,36]. Big data is defined as the dataset whose
size is beyond the processing ability of traditional databases or computers. Four
elements are emphasized in the definition, which are capture, storage, manage-
ment, and analysis [26]. The focus of the four elements is the last stage, the big
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data analytics, which is about automatic extraction of knowledge from a large
amount of data.

Big data analysis can be seen as mining or processing of massive data, thereby
retrieving “useful” information from large dataset [29]. Big data analytics can
be characterized by several properties, such as large volume, variety of differ-
ent sources, and fast increasing speed (velocity) [26]. It is of great interest to
investigate the role of evolutionary computation (EC) techniques, including evo-
lutionary algorithms and swarm intelligence for the optimization and learning
involving big data, in particular, the ability of EC techniques to solve large scale,
dynamic, and sometimes multiobjective big data analytics problems.

Traditional methods for data analysis are based mainly on mathematical
models and data is then collected to fit the models. With the growth of the
variety of temporal data, these mathematical models may become ineffective in
solving problems. The paradigm should shift from the model-driven to the data-
driven approach. The data-driven approach not only focuses on predicting what
is going to happen, but also concentrates on what is happening right now and
how to be prepared for future events.

With the amount of data growing constantly and exponentially, the current
data processing tasks are beyond the computing ability of traditional computa-
tional models. The data science, or more specifically, the big data analytics, has
received more and more attention from researchers. The data are easily generated
and gathered, while the volume of data is increasing very quickly. It exceeds the
computational capacity of current systems to validate, analyze, visualize, store,
and extract information. To analyze these massive data, there are several kinds
of difficulties, such as the large volume of data, dynamical changes of data, data
noise, etc. New and efficient algorithms should be designed to handle massive
data analytics problems.

Evolutionary computation (EC) algorithms, which include swarm intelligence
and evolutionary algorithms, are a set of search and optimization techniques
[13,14,22]. To search a problem domain, an EC algorithm processes a population
of individuals. Different from traditional single-point based algorithms such as
hill-climbing algorithms, each EC algorithm is a population-based algorithm,
which consists of a set of points (population of individuals). Each individual
represents a potential solution to the problem being optimized. The population
of individuals is expected to have high tendency to move towards better and
better solution areas over iterations through cooperation and competition among
themselves.

In this paper, we present the analysis of the relationship from data science
to evolutionary computation algorithms, which include swarm intelligence and
evolutionary algorithms. EC algorithms could be applied to optimize the data
mining problems or to handle data directly. In evolutionary computation algo-
rithms, individuals move through a solution space and search for solution(s)
for the data mining task. The algorithm could be utilized to optimize the
data mining problem, e.g., the parameter tuning. The EC algorithms could be
directly applied to the data samples, e.g., subset data extraction. With the EC
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algorithms, more effective methods can be designed and utilized in massive data
analytics.

In evolutionary computation algorithms, solutions are spread in the search
space. Each solution can also be considered as a data point in the search space;
the distribution of solutions can be utilized to reveal the landscape of a prob-
lem. Data analysis techniques have been exploited to design new swarm intel-
ligence/evolutionary algorithms, such as brain storm optimization algorithm
[30,31] and estimation of distribution algorithms [17,28].

The aim of this paper is to analyze the association between big data ana-
lytics and evolutionary computation (EC) algorithms. The possible directions
of utilizing evolutionary computation algorithms on data science and applying
data science methods for EC algorithms will be discussed. The remaining of the
paper is organized as follows. Section 2 reviews the basic concepts of big data
analytics methods. Section 3 discusses the key challenges of the combination on
EC algorithms and big data analytics. Section 4 analysis the future directions
of EC algorithms utilized to optimize data science methods and data analysis
methods utilized to analyze EC algorithms, followed by conclusions in Sect. 5.

2 Big Data Analytics

Currently, data science or big data analytics is a popular topic in computer
science and statistics. It concerns with a wide variety of data processing tasks,
such as data collection, data management, data analysis, data visualization, and
real-world applications.

The data science is a fusion of computer science and statistics. The statistics
is the study of the collection, analysis, interpretation, presentation, and organi-
zation of data [12]. From the perspective of statistics research, the data science
has the same objectives as the statistics, except that the data science empha-
sizes more on volume, and the variety of data. The data science is more like a
synonym of big data research. From the perspective of statistics, there are two
aims in data analyses [12]:

– Prediction: To predict the response/output of future input variables;
– Inference: To deduce the association among response variables and input vari-

ables.

From the perspective of computer science research, the data science is more
practical. The phrase “data mining” is often used to indicate the data science
tasks. The process of converting raw data into useful information, termed as
knowledge discovery in databases. Data mining, which is data analysis process
of knowledge discovery, attempts to discover useful information (or patterns) in
large data repositories [15].

The statistics and data science both focus on the study of the extraction of
knowledge from data. The main difference is that the data in data science are
increasingly heterogeneous and unstructured [10].
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EC algorithms, which include evolutionary algorithms and swarm intelli-
gence, are a set of search and optimization techniques [14,22]. To search a prob-
lem domain, a swarm intelligence algorithm processes a population of individu-
als. Each swarm intelligence algorithm is a population-based algorithm, which
consists of a set of points (individuals). Each individual represents a poten-
tial solution to the problem being optimized. The population of individuals is
expected to have high tendency to move towards better and better solution areas
over iterations through cooperation and competition among themselves.

3 Key Challenges

The aim of evolutionary computation and big data analytics is to combine the
strengths of EC algorithms and data science techniques. It has two meanings:
potential applications of evolutionary computation algorithms in the big data
analytics and big data analytics techniques in enhancing evolutionary compu-
tation algorithms. With the data analytics during the optimization process, the
relationship between the algorithm and problems could be revealed. The EC
algorithms could be utilized to solve real-world big data analytics problems [6,7].

3.1 Data-Driven Evolutionary Computation Algorithms

In general, most of the EC algorithms share a similar framework and usually
involve the following two phases [18]:

1. Generate candidate solutions (e.g., random initialization) according to a spec-
ified probabilistic distribution.

2. Update the explicit or implicit model, on the basis of the information (solu-
tions and their fitness values) collected in the previous/current step, to guide
the future search toward “better” solutions.

This framework could obtain “good enough” solutions for problems with low
dimensions or simple landscape. However, with the developments of evolutionary
computation techniques, problems with more complex structures and large-scale
data are arising in real-world applications. To handle the new challenges of opti-
mization problem, more efficient and adaptive algorithms should be designed.
For the traditional algorithms, there are several obstacles need to overcome for
this framework:

1. Not much problem specific information is used: algorithms with the same
parameters and structure are used to solve different kinds of problems. The
problem’s information is not taken advantage of during the search process.

2. The algorithms need a balance between short and long time memory. There
are two kinds of memories which are used in EC algorithms: the short time
memory, e.g., the previous solutions (parent generation in genetic algorithm,
previous position in particle swarm optimization algorithm) and the long time
memory, e.g., the personal best position.
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3. Only the fitness of objective function is used to guide the search. Normally, the
individuals with the better fitness values have more possibility to reserve in
next iteration, and other individuals are more likely to be abandoned during
the search.

With the development of big data analytics techniques, more data could be
stored and more unstructured information could be analyzed. The EC algorithms
could be understood better and improved through the information analyses dur-
ing the search. The paradigm in data-driven EC algorithms seems to be: collect
a (massive) dataset, design an explicit or implicit model such as evolutionary
algorithm or particle swarm optimization algorithm that can propagate search
information from one individual to another, and finally converge to some good
enough solutions until time runs out.

The meta-heuristics algorithms could be roughly divided into two categories:
instance-based search and model-based search [18,37]. Most of the traditional
search methods, such as simulated annealing and iterated local search, could
be classified into instance-based search, which the new candidate solutions are
generated using solely the current solution or the current group of solutions. For
the recently meta-heuristics algorithms, such as ant colony optimization and
estimation of distribution algorithms, could be classified as model-based search.
In model-based search, candidate solutions are generated using an explicit or
implicit model, which is updated using the information of previously solutions.
The search is guided to concentrate on the regions containing high quality solu-
tions iteration over iteration.

Figure 1 gives a framework of data-driven EC algorithms. Each candidate
solution is a data sample from the search space. The model could be designed
or adjusted via the data analysis on the previous solutions. The landscape or
the difficulty of a problem could be obtained during the search, i.e., the problem
could be understood better. With the learning process, more suitable algorithms
could be designed to solve different problems, thus, the performance of optimiza-
tion could be improved.

Data
Solutions with fitness values

Model
Optimization algorithm

Optimization Adjusting
Design/Learning/

Fig. 1. A framework for data-driven evolutionary computation algorithms.

Massive information exists during the search process. For EC algorithms,
there are several individuals existed at the same time, and each individual has a
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corresponding fitness value. The individuals are created iteration over iteration.
There is also massive volume of information on the “origin” of an individual,
such as that an individual was created by applying which strategy and para-
meters to which former individual(s). The data-driven EC algorithm is a new
approach to analyze and guide the search in evolutionary algorithms/swarm
intelligence. These strategies could be divided into off-line methods and online
methods. An off-line method is based on the analysis of previous storage search
history, such as history based topological speciation for multimodal optimization
[25] or maintaining and processing submodels (MAPS) based estimation of dis-
tribution algorithm on multimodal problems [32]. While for an online method,
the parameters could be adaptively changed during the different search states.

3.2 EC on Solving Data Analytics Problems

The big data analytics is a new research area of information processing, however,
the problems of big data analytics have been studied in other research fields for
decades under a different title. The rough association between big data analyt-
ics and evolutionary computation algorithms can be established and shown in
Table 1.

Table 1. The rough association between big data analytics and evolutionary compu-
tation algorithms.

Big data analytics Evolutionary computation algorithms

Volume Large scale/high dimension

Variety

Velocity Dynamic environment

Veracity Noise/uncertain/surrogates

Value Fitness/objective

The characteristics of the big data analytics are summarized into several
words, which are volume, variety, velocity, veracity, and value. These complex-
ities are a collection of different research problems that existed for decades.
Corresponding to the EC algorithms, the volume and the variety mean large-
scale and high dimensional data; the velocity means data is rapidly changing,
like an optimization problem in dynamic environment; the veracity means data
is inconsistent and/or incomplete, like an optimization problem with noise or
approximation; and the value is the objective of the big data analytics, like the
fitness or objective function in an optimization problem.

The big data analytics is an extension of data mining techniques on a large
amount of data. Data mining has been a popular academic topic in computer
science and statistics for decades. The swarm intelligence and evolutionary algo-
rithms are subfields of evolutionary computation techniques which study the
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collective intelligence in a group of simple individuals. Like data mining, in the
evolutionary computation algorithms, useful information can be obtained from
the competition and cooperation of individuals.

The key challenges of EC solving big data analytics problems could be divided
into four elements: handling a large amount of data, handling high dimensional
data, handling dynamical data, and multiobjective optimization. Most real world
big data problems can be modeled as a large scale, dynamical, and multiobjective
problems.

Handling Large Amount of Data. The big data analysis requires a fast
mining on a large scale dataset, i.e., the immense amount of data should be
processed in a limited time to reveal useful information. As the computing power
improves, more volume of data can be processed. The more data are retrieved
and processed, the better understanding of problems can be obtained.

The analytic problem can be modeled as an optimization problem. An evo-
lutionary computation algorithm is a search process based on the previous expe-
riences. To reveal knowledge from a large volume of data within the big data
context, the search ranges of the solved problem have to be widened and even
extended to the extreme.

A quick scan is critical to solve the problem with massive data sets. Evo-
lutionary computation algorithms are techniques based on the sampling of the
search space. Through the meta-heuristics rules, data samples are chosen from
the massive data space. From these representative data samples, the problem
structure could be obtained. Based on the evolutionary computation algorithms,
we could find a “good enough” solution with a high search speed to solve the
problem with a large volume of data.

A large amount of data does not necessarily mean high dimensional data, and
a high volume of data can accumulate in single dimension such as high frequency
data sampled by sensors with higher resolutions.

Handling High Dimensional Problems. In general, the optimization prob-
lem concerns with finding the best available solution(s) for a given problem
within allowable time, and the problem may have several or numerous optimal
solutions, of which many are local optimal solutions. Normally, the problem will
become more difficult with the growth of the number of variables and objectives.
Specially, problems with a large number of variables, e.g., more than a thousand
variables, are termed as large scale problems.

Many optimization methods suffer from the “curse of dimensionality”, which
implies that their performance deteriorates quickly as the dimension of the search
space increases [3,11,16,24]. There are several reasons that cause this phenom-
enon.

The solution space of a problem often increases exponentially with the prob-
lem dimension and thus more efficient search strategies are required to explore
all promising regions within a given time budget. An evolutionary computa-
tion algorithm is based on the interaction of a group of solutions. The promising
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regions or the landscape of problems are very difficult to reveal by small solution
samples (compared with the number of all feasible solutions).

The characteristics of a problem may also change with the scale. The problem
will become more difficult and complex when the dimension increases. Rosen-
brock’s function, for instance, is unimodal for two dimensional problems but
becomes multimodal for higher dimensional problems. Because of such a wors-
ening of the features of an optimization problem resulting from an increase in
scale, a previously successful search strategy may no longer be capable of finding
an optimal solution. Fortunately, an approximate result with a high speed may
be better than an accurate result with a tardy speed. Evolutionary computation
algorithms can find a good-enough solution rapidly, which is the strength of the
EC algorithms in solving the big data analytics problems.

A data mining problem can be modeled as an optimization problem, and the
research results of the large scale optimization problems can also be transferred
to data mining problems. In evolutionary computation algorithms, many effec-
tive strategies are proposed for high dimensional optimization problems, such as
problem decomposition and subcomponents cooperation [34], parameter adap-
tation [35], and surrogate-based fitness evaluations [21]. Especially, the particle
swarm optimization or ant colony optimization algorithms can be used in the
data mining to solve single objective [1] and multiobjective problems [9].

In the EC algorithms, the problem of handing a large amount of data and/or
high dimensional data can be represented as large scale problems, i.e., problems
with massive variables to be optimized. Based on the EC algorithms, an effective
method could find good solutions for large scale problems, in terms of both the
time complexity and the result accuracy.

Handling Dynamical Problems. The big data, such as the web usage data
of the Internet and real time traffic information, rapidly changes over time. The
analytical algorithms need to process these data swiftly. The dynamic problems
are sometimes also termed as non-stationary environment [27] or uncertain envi-
ronment [19] problems. The EC algorithms have been widely applied to solve
both stationary and dynamical optimization problems [33].

The EC algorithms often have to deal with the optimization problems in
the presence of a wide range of uncertainties. Generally, uncertainties in the
problems can be divided into the following categories.

1. The fitness function or the processed data is noisy.
2. The design variables and/or the environmental parameters may change over

the optimization process, and the quality of the obtained optimal solution
should be robust against environmental changes or deviations from the opti-
mal point.

3. The fitness function is approximated, such as surrogate-based fitness evalua-
tions. The fitness function suffers from the approximation errors.

4. The optimum in the problem space may change over time. The algorithm
should be able to track the optimum continuously.
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5. The optimization target may change over time. The computing demands need
to adjust to the dynamical environment. For example, there should be a
balance between the computing efficiency and the power consumption for
different computing loads.

In all these cases, additional measures must be taken so that the EC algorithms
are still able to solve the dynamic problems satisfactorily [4,19].

Handling Multiobjective Problems. A general multiobjective optimization
problem (MOP) or a many objective optimization problem (MaOP) can be
described as a vector function f that maps a tuple of n parameters (decision
variables) to a tuple of k objectives.

Different sources of data are integrated in the big data research, and for the
majority of the big data analytics problems, more than one objective need to be
satisfied at the same time. In a multiobjective optimization problem, we aim to
find the set of optimal trade-off solutions known as the Pareto optimal set. Pareto
optimality is defined with respect to the concept of nondominated points in the
objective space. EC algorithms are particularly suitable to solve multiobjective
optimization problems because they deal simultaneously with a set of possible
solutions. This allows us to find an entire set of Pareto optimal set in a single
run of the algorithm, instead of having to perform a series of separate runs
as in the case of the traditional mathematical programming techniques [8,23].
Additionally, EC algorithms are less susceptible to the shape or continuity of
the Pareto front.

4 Future Directions

The future direction is combining the strengths of EC algorithms and big data
analytics to design new algorithms on the optimization or data analytics.

4.1 EC Algorithms for Big Data Problems

The big data is created in many areas in our everyday life. The big data analytics
problem not only occurs in Internet data mining, but also in complex engineer-
ing or design problems [5]. The big data problem could be analyzed from the
perspective of computational intelligence and meta-heuristic global optimization
[36]. A real-world application could be modeled as a multiobjecitve, dynamic,
large scale optimization problem. It is recognized that the EC algorithms are
good ways to handle this kind of problems. Based on the utilization of EC algo-
rithms, the real-world system will be more efficient and effective [6,7].

4.2 Big Data Analytics for EC Algorithms

A population of individuals in EC algorithms is utilized to evolve the optimized
functions or goals by cooperative and competitive interaction among individuals.
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Massive information exists during the search process, such as the distribution
of individuals and the fitness of each solution. To improve the search efficiency
or to recognize the search state, the data generated in the optimization process
should be analyzed.

The following list gives some directions on the combination of big data ana-
lytics and evolutionary computation:

1. High-dimensional and many-objective evolutionary optimization;
2. Big data driven optimization of complex engineering systems;
3. Integrative analytics of diverse, structured and unstructured data;
4. Extracting new understanding from real-time, distributed, diverse and large-

scale data resources;
5. Big data visualization and visual data analytics;
6. Scalable, incremental learning and understanding of big data;
7. Scalable learning techniques for big data;
8. Big data driven optimization of complex systems;
9. Human-computer interaction and collaboration in big data;

10. Big data and cloud computing;
11. Cross-connections of big data analysis and hardware;
12. GPU-based EC algorithms;
13. Big data techniques for business intelligence, finance, healthcare, bioinfor-

matics, intelligent transportation, smart city, smart sensor networks, cyber
security and other critical application areas;

14. MapReduce implementations combined with evolutionary computation algo-
rithms approaches.

5 Conclusions

In evolutionary computation (EC) algorithms, a population of individuals is
utilized to evolve the optimized functions or goals by cooperative and competi-
tive interaction among individuals. Massive information exists during the search
process, such as the distribution of individuals and the fitness of each solution. To
improve the search efficiency or to recognize the search state, the data generated
in the optimization process should be analyzed.

With the amount of data growing constantly and exponentially, the data
processing tasks have been beyond the computing ability of traditional compu-
tational models. To handle these massive data, i.e., deal with the big data ana-
lytics problem, more effective and efficient methods should be designed. There is
no complex mathematical model in evolutionary computation algorithms. The
algorithm is updated based on few iterative rules and the evaluation of solution
samples. The massive data analytics may be benefited from these properties
because massive data are difficult or impossible to be represented by mathemat-
ical models.

In this paper, the connection between big data analytics and evolutionary
computation algorithms was discussed. The potential applications of the EC
algorithms in the big data analytics and the big data analytics techniques in EC
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algorithms were analyzed. The big data analytics involves prediction or inference
on a large amount of data. Most real world big data problems can be modeled as
a large scale, dynamical, and multiobjective problems. EC algorithms study the
collective behaviors in a group of individuals. With the combination of big data
analytics and evolutionary computation algorithms, more rapid and effective
methods can be designed to solve optimization and data analytics problem.
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