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Preface

This book contains the contributions to the Third International Conference on Aug-
mented Reality, Virtual Reality and Computer Graphics (SALENTO AVR 2016) that
has held in Otranto (Italy) during June 15-18, 2016. We cordially invite you to visit the
SALENTO AVR website (http://www.salentoavr.it) where you can find all relevant
information about this event.

SALENTO AVR 2016 intended to bring together researchers, scientists, and
practitioners to discuss key issues, approaches, ideas, open problems, innovative
applications, and trends on virtual and augmented reality, 3D visualization, and
computer graphics in the areas of medicine, cultural heritage, arts, education, enter-
tainment, and the industrial and military sectors.

We are very grateful to Patrick Bourdot, co-chair of the conference, as well as the
Program Committee and local Organizing Committee members for their support and
for reviewing and discussing the submitted papers in a timely and professional manner.
We would like to sincerely thank the keynote and tutorial speakers who willingly
accepted our invitation and shared their expertise through illuminating talks, helping us
to fully meet the conference objectives.

In this edition of SALENTO AVR we were honored to have the following keynote
speakers:

• Antonio Emmanuele Uva - Polytechnic Institute of Bari, Italy
• Leo Joskowicz - University of Jerusalem, Israel
• Matteo Dellepiane - ISTI-CNR, Pisa, Italy
• Stefano Baldassi - Meta Company, California, USA

We extend our thanks to the University of Salento and the Department of Engi-
neering for Innovation for the enthusiastic acceptance to sponsor the conference and to
provide support in the organization of the event.

SALENTO AVR attracted high-quality paper submissions from many countries. We
would like to thank the authors of all accepted papers for submitting and presenting their
works at the conference and all the conference attendees for making SALENTOAVR an
excellent forum on virtual and augmented reality, facilitating the exchange of ideas,
fostering new collaborations, and shaping the future of this exciting research field.

For greater readability of the two volumes, the papers are classified into five main
parts that include contributions on: Virtual Reality, Augmented and Mixed Reality,
Human–Computer Interaction, Applications of VR/AR in Medicine, and Applications
of VR/AR in Cultural Heritage.

We hope the readers will find in these pages interesting material and fruitful ideas
for their future work.

June 2016 Lucio Tommaso De Paolis
Antonio Mongelli

http://www.salentoavr.it
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Abstract. This work couples the use of augmented and virtual real-
ity, a tabletop display, and mobile devices (tablets and smartphones) to
develop an innovative, system to support learner-centric anatomy edu-
cation and training. The system provides a common tabletop interaction
surface where a global view of an anatomical model is provided. This
global view is available to all of the users (instructor and trainees) whom
can interact with the model using the touch-sensitive tabletop display
surface. In addition to this global view, each of the trainees has access to
the model through a mobile device that is synchronized with the global
view and provides each trainee with an individualized (local) view of the
scene and interaction mechanisms. This paper outlines our integrated
tabletop computer-tablet display and its use to facilitate virtual-based
eye anatomy training.

Keywords: Tabletop computer · Mobile device · Anatomy education ·
Individualized education · Virtual reality · Augmented reality

1 Introduction

Human anatomy is an integral component of medical education that helps pre-
pare the medical undergraduate trainee for their training in clinical specialties
[3]. Human anatomy training also provides trainees with a first “impression”
regarding the structure which forms the basis for understanding both patho-
logic and clinical problems [11], and is vital to ensure safe and efficient medical
practice [12]. Human anatomy training often occurs in the laboratory with the
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instructor and the trainees around a cadaver table with a cadaver (or dummy
cadaver/manakin) placed on top of it. Such a scenario lends itself nicely to a
tabletop display platform whereby the cadaver table and the cadaver are replaced
with a tabletop display and three-dimensional rendering of the cadaver respec-
tively. This allows the instructor and the trainees to interact actively with the
rendered model (e.g., remove anatomical layers), as a group, similar to the tradi-
tional setting. Such an approach eliminates the use of a cadaver (at least during
the early stages of anatomy training), and the complications associated with
real cadavers (e.g., storage, acquisition and disposal, potential risk for pathogen
transfer, and cost). Furthermore, it allows for numerous learning opportunities
not available when working with a cadaver. For example, labels can overlay the
anatomical structures to provide the trainees with information regarding the
name and function of the structures. Although useful, the tabletop display and
the supported interactions follow a “one size fits all” approach that does not
facilitate learner-centric education whereby the instruction is tailored to each
individual trainee to account for their prior knowledge level, background, and
learning styles. How can one exploit the advantages of a shared tabletop display
experience while providing personalized information and interaction to individ-
ual participants?

Taking advantage of the inherent collaborative nature of tabletop displays, we
have recently begun developing a novel display system that couples a tabletop
display, and mobile display technologies (e.g., tablets and smartphones) pro-
vided to each trainee, to overcome the “one size fits all” approach inherent
when using a tabletop display on its own. Our display system provides a physi-
cal infrastructure for promoting learner-centered medical education whereby the
information presented to each trainee’s mobile device is customized for them
to specifically account for their level of learning (e.g., beginner, intermediate,
advanced). Rather than multiplexing the main tabletop display as described by
Smith and Piekarski [13], our novel infrastructure allows for the seamless inter-
action between the tabletop display and individual mobile devices.

Each trainee makes use of a mobile display and interaction device (e.g., a
tablet or a smartphone) that is synchronized and localized within the global
tabletop display, thus providing them with an individualized (local) and inter-
actable view of the scene. This allows the trainees to share a common public
workspace (i.e., the tabletop display), while having access to their own private
workspace (i.e., mobile device). For example, a novice trainee may choose to
view a labeling layer to augment the global view by providing labels to key com-
ponents of the anatomical model being displayed, while a more advanced trainee
may choose to view further anatomical information that includes more specific
features than those presented in the global view intended for all of the trainees.
Furthermore, the coupling of the tabletop display with the mobile devices enables
those trainees who cannot interact with the global view directly (e.g., in a larger
classroom setting where it is not feasible for each trainee to be placed around
the tabletop display), to take advantage of what the others are doing through
remote viewing on their mobile device. More specifically, trainees standing close



A Novel Tabletop and Tablet-Based Display System 5

to the tabletop display can obtain a first-person “hands-on” experience while
others lacking a direct line of sight may use their mobile device to keep track
of what is happening thus allowing them to follow what others are doing on the
tabletop display. This essentially extends the collaborative nature of the tabletop
display to everyone in the room and beyond (e.g., those participating remotely),
and not only to the limited number of trainees around it.

Although the infrastructure developed has a general purpose application
structure, currently we are focusing on its application in eye anatomy educa-
tion for medical trainees and technicians since the discrete anatomy of the eye’s
intricate oculomotor system is conceptually difficult for many novice trainees
to grasp. Such training is difficult but clinically important given that the eye’s
oculomotor system is one of the most common sites of clinical intervention in
the treatment of a variety of eye disorders [1]. For example, with respect to the
ocular ultrasound procedure (a procedure that uses high-frequency sound waves
to produce and measure detailed images of the eye), it is important to know
where the resultant ultrasound beam is being placed according to the probe
position and the eye structures being examined. The most challenging aspect
of the ocular ultrasound procedure is the conversion of the two-dimensional
slice of an image displayed on a conventional two-dimensional display into
three-dimensional interpretations [8]. Despite the presence of simulators that
allow for three-dimensional viewing, the majority of existing ophthalmic simula-
tors demonstrate the equipment setup and three-dimensional image perception
within a two-dimensional viewing environment but do not simulate the three-
dimensional nature of the eye and its structure. This leads to problems for the
trainee with respect to depth perception and spatial awareness, both of which
are crucial given that the manipulation of instruments within the eye involves
distances that are microscopic [8]. Virtual reality-based technologies can be used
to facilitate the three-dimensional interpretation of two-dimensional image slices
(e.g., using changes in perspective to allow the trainee to view different slices or
a combination of slices), in a cost-effective and safe manner. Finally, it has been
suggested that future ophthalmic surgeons can develop their hand-eye coordi-
nation and become accustomed to the small dimensions of the eye using virtual
reality-based tools and technologies [16].

2 Background

Although use of tabletop displays in medical education is limited at present,
there are several applications of tabletop displays intended to facilitate medical
education and training. For example, the Anatomage Table resembles a typical
operating table or hospital bed and the content obtained from real patients (e.g.,
data are from real patient scans or cadavers), perfectly illustrate the anatomi-
cal realism of a living human. The table is capable of displaying “true human
gross anatomy in real life size” [2,4]. Another example is the ongoing work of
Dubrowski et al. [5] that is seeing the development of a strategy-based, learner-
centric virtual learning environment (VLE) to facilitate interprofessional edu-
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cation in pediatric critical care. The system employs a tabletop display in con-
junction with novel image-based sensing and positioning technologies to enable
multiple trainees (each taking on the role of one of the critical care team mem-
bers), to work together in order to stabilize a pediatric patient.

Specific to ophthalmology, we are not aware of any training applications that
employ tabletop displays although several virtual simulations and computer-
based training systems are currently available. For example, Allen et al. [1] devel-
oped an interactive, three-dimensional (3D) virtual model of the muscles and cra-
nial nerves of the oculomotor system within the eye for eye-based anatomy edu-
cation. The EON EyeSim Virtual Reality ophthalmic training simulator includes
realistic three-dimensional ocular anatomy with interactive features, and allows
trainees to explore the intricate structures of the eye including pupillary, ocular
motility, and cranial nerve dysfunctions in a virtual patient [6].

3 Ophthalmoscope Training

The test environment described here is intended to simulate and facilitate oph-
thalmoscope training (an ophthalmoscope is a diagnostic clinical device that
allows for observing the eye on the inside from the retina). Initial stages of
ophthalmoscope training involve reviewing the structures of the eye followed by
training in the use of the ophthalmoscope itself. In this test application we uti-
lize the tabletop-mobile device display in two different modes. In the first mode,
(anatomical mode), the trainees learn the necessary anatomical aspects of the
eye while in the second mode (inspection mode), the trainees learn to use the
ophthalmoscope. In the inspection mode, the mobile device takes on the role of
the ophthalmoscope and simulates the ophthalmoscope’s function (see [7]).

3.1 Infrastructure

An overview of the integrated display/interaction system is provided in Fig. 1.
There has been substantive work in the research and industrial communities
on the integration of multiple hand-held devices with a common shared dis-
play, and this earlier work is leveraged here. For example, Nacenta et al. [9]
examined the application of perspective to address issues associated with multi-
display environments where the displays are at different locations and orienta-
tions to the trainee and developed a perspective-aware environment (E-conic)
that supports dynamic perspective correction of graphical user interface (GUI)
objects [9]. In the work presented here the displays and interaction surfaces of
the mobile devices are rendered using the Unity game engine [10], and individual
mobile devices are integrated through a common communication and 3D model
infrastructure. A standard AR/VR marker-based localization system (described
in Sect. 3.3) is employed to place the tabletop display and mobile devices within
a common rendering 3D space and a communications infrastructure is used to
ensure a common rendering model/interaction across all of the display devices.
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Tablet

Vuforia markers

Tabletop display

(a)

Tabletop computer
display

Tablet

Smartphone

(b)

Fig. 1. System overview. The tabletop display (anatomical mode) and individualized
views as seen from the trainee’s viewpoint and displayed on their mobile device (inspec-
tion mode). (a) Vuforia markers placed around the tabletop display and single mobile
(tablet) device. (b) Multiple mobile devices (tablet and smartphone).

Models, anatomy databases, tracker marker data and the code-base itself are pre-
deployed to all devices so that intra-device communication is limited to common
state information.

3.2 3D Eye Model

To obtain a suitable digital eye model, anatomical references where considered
from traditional sources of study such as photographs, illustrations, and com-
puter tomography scans by researchers and medical experts at the Mil. Nueva
Granada University in Bogota, Colombia. This information allowed us to define
the forms, the relations, and the textures of each of the eye’s parts. The 3D eye
model is comprised of several layers and consists of 447, 584 vertices and spherical
mapped textures to provide realism (see Fig. 2). To allow content exploration, the
model is comprised of several layers, each layer describing different anatomical
structures of the eye. The anatomical model is rendered on the tabletop display
and on each of the individual mobile devices running clients of the application.
Trainees are able to augment the anatomical model on their devices as needed
(e.g., a novice trainee can choose to label components of the anatomical model),

Fig. 2. Decomposed 3D eye model with textures and edge views.
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while remaining grounded in the common view of the shared tabletop display.
There are no explicit requirements on the model being used so any model can
be substituted as necessary.

3.3 Tracking

Tracking the position and orientation of the mobile devices is accomplished using
the Vuforia augmented reality platform [15]. The Vuforia platform is a marker-
and computer vision-based tracking system that requires users to register visual
markers within the working space of the application. Unique visual markers were
printed and placed on top of and around the tabletop display (see Fig. 1(a)). By
locating (and tracking) these markers, the position and orientation of the camera
(on each mobile device) relative to these physical markers can be determined at
interactive rates. Surrounding the tabletop display with visual markers allows for
the mobile devices to synchronize (and communicate) with the tabletop display
irrespective of their position. For proper operation, at least one of the markers
must be visible to a mobile device.

3.4 The User Interface

As previously described, the tabletop display user interface is comprised of two
modes: (i) anatomical mode, and (ii) inspection mode. The anatomical mode (see
Fig. 3(a)), provides the trainees with an anatomical view of the eye and mech-
anisms to choose which aspects to display and whether they should be labelled
in specific views. An orthographic view of the eye is rendered on the tabletop
display (and to each individual mobile device), which trainees can manipulate
(e.g., separate the components of the eye, toggle the visibility of the eye’s com-
ponents, and zoom in/out). The anatomical mode interface consists of a main
menu, camera menu, object menu, layers menu, and debug menu toggle. The
main menu is used to switch to the inspection mode and to reset the program,
whereas the camera menu is used to manipulate the camera in 3D space around
the model (pan, zoom, rotate, and center). The object menu is used to select
specific components of the model in 3D space in order to highlight them (with a
red glow around the object), and present a menu with additional detail on the
selected component. The layers menu is used to toggle the visibility of separate
components of the model and the debug menu toggle is used to show additional
information about the program such as frames per second (FPS) and the num-
ber of connected devices. The individualized view on each mobile device provides
the trainee with a properly rendered 3D view of the anatomical model from the
viewpoint of the individual trainee, allowing them to inspect the portions of the
eye individually while being guided by the instructor.

In the inspection mode (available only on the mobile devices), the mobile
device simulates the ophthalmoscope and provides the trainees with a “scope
view” of the back of the cornea simulating the view that would be obtained
with an actual ophthalmoscope (see Fig. 3(b)). In this mode, the trainee can
zoom as desired and scroll the view of the back of the eye to highlight specific
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areas. Within this view, annotations can also be turned on in order to label
different structural components of the cornea. The inspection mode allows the
user to zoom the scope as well as pan the view of the cornea, whereby the
anatomical structures of the cornea can be highlighted. The inspection mode
interface consists of a main menu, static menu, inspect menu, captions toggle,
and debug menu toggle. The main menu is used to switch to the anatomical mode
and to reset the program, while the static menu is used to set the tabletop display
into a “static” state where it will not affect the scoped view. The inspection
mode menu allows the user to zoom the ophthalmoscope and pan the view of
the cornea, while the captions toggle toggles the visibility of highlights showing
the separate components of the cornea. Finally, the debug menu toggle is used
to show additional information about the program including frames per second
(FPS), and the number of connected devices.

(a) Anatomical mode. (b) Inspection mode.

Fig. 3. Two modes of operation to support ophthalmoscope training. (a) The anatom-
ical mode allows the trainees to learn about the necessary anatomical aspects of the
eye. (b) In the inspection mode, the trainees learn to use the ophthalmoscope.

The tabletop display and paired mobile devices interact on a tabletop-
dependent basis. In other words, the position and rotation of the model in addi-
tion to the visible status of each individual component comprising the model
are controlled at the tabletop display. Rotating the model on the tabletop dis-
play correspondingly rotates the world-space orientation of the eyeball on each
mobile device’s view. Similarly, hiding separate components of the model on the
tabletop display also hides these components in the mobile device view.

3.5 Communication Architecture

An overview of the communication architecture is provided in Fig. 4. Each mobile
device establishes a connection with the tabletop display and once this connec-
tion has been established, two-way communication between the mobile device
and the tabletop display can take place. Communication is facilitated through
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Tabletop Unity 
Application

Multi-Threaded 
TCP Server

Connection
Listener

Tablet (Android) 
Unity 

Application

Main Render 
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Connection
ListenerConnection

Listener

Connection
Listener

Connection
Listener JSON Strings

Fig. 4. Communication architecture overview.

the exchange of native C# objects in the form of Javascript Object Notation
(JSON) strings [14]. Each JSON string contains sufficient information to recon-
struct the object at the receiving end of the communication pipeline. This enables
a common global state to be maintained across all of the rendering devices (table-
top display and mobile devices), and for interactions on the individual devices
to be reflected in the display available on each.

4 Discussion and Future Work

Virtual simulation can provide a safe and cost-effective alternative to traditional
medical education and training methods. However, virtual simulation rarely
facilitate a learner-centric approach whereby the information presented to the
trainees is customized/individualized to each trainee on a per-needed basis. Here
we have described preliminary work towards the development of a novel display
system that couples a tabletop display with mobile devices (e.g., one or more
tablets or smartphones), that are allocated to each trainee, to promote learner-
centered human anatomy education. Although coupling multiple devices is not
necessarily novel, our contribution includes the novel infrastructure that allows
the seamless interaction between the tabletop display and the individual mobile
device to promote learner-centric simulation-based education.

An often identified advantage of a tabletop display is its ability to promote
collaboration amongst its users (trainees) and therefore, it is a concern that
providing each trainee with a mobile device that they interact with during the
training session may interfere with the inherent collaborative nature of the table-
top computing platform. However, the benefits this interface provides, outweighs
this potential drawback. The user interface is designed to provide flexibility to
its users and to ultimately facilitate learner-centric simulation-based education.
The mobile device is intended to augment the primary tabletop display and pro-
vide individualized information to the trainees as needed. Furthermore, it also
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allows the number of trainees to take part in a particular training session to be
increased beyond the few that are located around the table and able to physically
interact with it. Trainees can now participate in the training session remotely
and can, through their mobile device, not only view the training session, but
become active participants within it. Finally, the system can operate with the
tabletop display alone with zero or more mobile devices and thus the instruc-
tor/educator ultimately has the freedom to choose how the training session is to
proceed.

Although we have developed a functioning prototype, further work remains.
More specifically, currently trainees are able to view their mobile devices as
they wish. Future work will further investigate the interaction between the main
tabletop display and the mobile devices and this will include examining various
models of interaction between the tabletop display and the mobile devices. For
example, rather than allowing each trainee to interact with their mobile device
as they wish, perhaps the instructor should control when to activate a particular
mobile device and determine what information to provide the mobile device with.
Future work will also examine what, if any, effect the individual mobile devices
(with their associated different view and augmented information), have on the
collaborative nature of the tabletop display.

Informally, the Vuforia marker-based tracking platform that is used to syn-
chronize the individual mobile devices with the tabletop display has demon-
strated decent performance. However, relying on specific preregistered visual-
based markers is prone to tracking errors depending on the ability of the mobile
device to locate the target. Although we have surrounded the tabletop display
with a large number of visual targets, there is a possibility that all visual targets
will be occluded to one ore more mobile devices, particularly when considering
a large number trainees positioned around the tabletop display. This is further
complicated as the distance between the mobile device and the tabletop display
is increased. In addition, localization and tracking of the target can be greatly
influenced by various external factors including lighting conditions, and occlu-
sion of the targets by objects and other users in the environment. Future work
includes improving upon the Vuforia-based tracking method and conducting
usability testing of the system to examine the functionality of the user interface,
and user-based interactions. Finally, future work will also see more thorough
pre- and post-testing of the eye simulation with medical students (including
ophthalmology trainees), to quantify its effectiveness as a learning tool.
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Abstract. A short video animation is designed to mitigate the fears of children
admitted to hospital for the diagnosis of their sleep disorders. The video ani-
mation was produced following recommendations from medical staff involved
in the diagnosis. Images taken from the animation decorated the hospital ward,
to bring the video characters to life in the children’s minds. Finally, standard
diagnosis of sleep disorders was performed by means of polysomnography on
two groups of children: a reference and an evaluation group. Both parents and
children responded to questionnaires that measured their satisfaction and the
perception of their experiences. Preliminary findings extracted from the
polysomnography showed that the videos helped to relax nervous children,
especially sensitive to the hospital environment, and shortened Sleep Onset
Latency and Non-REM latency. Besides, the responses to the questionnaires
suggested that the video also reassured the parents whose moods helped the
children to accept their hospitalization.

Keywords: Short video animation � Sleep disorders � Children �
Polysomnography � Blender

1 Introduction

Sleep-disorder diagnosis techniques for children can be helped by the use of
non-intrusive methods such as questionnaires. Nevertheless, hospitalization is in all
cases required to perform polysomnography during sleep time [1]. Polysomnography
involves continuous, supervised monitoring of the patient’s sleep and waking states, for
over 6 night hours without pharmacologically induced sleep. But children suffer
stressful situations in hospitalization that can affect the sleep process: late bedtimes,
nighttime wakings, and shorter total sleep time; these difficulties have been identified in
children of very different ages, from toddlers [2] to children [3]. Stress is intensified
because the polysomnogram test is a very uncomfortable diagnosis technique that
involves the connection of multiple electrodes to the child’s head throughout the night.
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Although the children could be monitored at home through the use of telediagnosis
[4, 5], new ways of relaxing children during hospitalization would improve the diag-
nosis process. In the case of babies, the use of neuro-based music appears to be a
suitable solution [6], but this technique is not so suitable for children, because their
reasoning ability requires an understanding of the need for hospitalization. In the case
of sleep disorder diagnosis, the children will hold some conception, within their limited
capabilities, of what a sleep disorder is, and the need for polysomnography. This
observation prompted staff at the Sleep Diagnosis Unit of the University Hospital of
Burgos (Spain) and the University of Burgos to search for new ways of helping
children to enter a relaxed state of sleep under polysomnography conditions in hospital
environments.

This research proposes a solution from a perspective that is not usually associated
with hospitals: the ad-hoc development of a short 3D video animation and its inte-
gration in the hospital environment where the children are treated. Children are eager to
watch video animations that can stimulate the infantile imagination much more than
non-fiction films, awakening greater empathy in the child with the characters in the
video [7]. The use of short video animations to explain sleep disorders to children were
first described in 2014 for jet-lag [8]. However, only 2D animations were created and
no measurements were taken of its effect on the children’s own understanding of jet lag
in terms of a sleep disorder. The absence of any analysis of its effects is comprehensible
as the video was designed for in-flight viewing; quite unlike the scientific context of a
diagnosis based on a polysomnogram test while in hospital.

This research seeks to take a step further through the production of a short video
animation; we propose the modification of the children’s hospital environment to create
an association between their immediate surroundings and the video animation. In this
way, the positive feelings that relax the children while viewing the film may stay with
them until they fall asleep in bed, allaying any fearfulness associated with the elec-
trodes attached to their heads for the polysomnogram test. Besides, if the explanation
convinces the children to accept the need for a polysomnogram test, it will reaffirm the
parent’s willingness to leave the children in hospital overnight, in such a way that the
parents will in turn transmit confidence in the diagnostic process to the children. All in
all, mutually reinforced confidence between parent and child will help to reduce stress
and will improve sleep quality, the quality of the polysomnogram test and the eventual
diagnosis of the sleep disorders.

The production of the short ad-hoc 3D video animation was limited to a very low
budget. The idea was to produce the 3D video animation with only two
modelers/animators over 3 months. If such an audiovisual product can be produced in
the basis of a very low budget, it can open the production of very customized video
animations for different purposes. Therefore the traditional workflow and the tech-
niques in use had to be adapted to this requirement. In this study, some methodologies
for the 3D modeling of cultural heritage items [9, 10] were used for 3D character
modeling and shading, although their effect on final production costs were not as
significant as planned. The main costs were due to the animation stage of the char-
acters, as outlined in Sect. 2.
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The paper is structured as follows: Sect. 2 describes the process of producing the
short video animation with low-budget techniques; Sect. 3 shows its practical use to
help in the diagnosis of sleep disorders in children; Sect. 4 summarizes the results of
this experiment, using the surveys administered to both parents and children and the
polysomnogram test results on both the reference and evaluation groups of children.
Finally, Sect. 5 presents the conclusions and future lines of work.

2 Development of the 3D Video Animations

The production of a video animation includes many tasks that are usually grouped into
3 main stages: preproduction, production and postproduction. As it was a small-scale
project, these 3 stages were simplified. Additionally, a making-of of the short film has
been done and uploaded in Internet [11].

2.1 Pre-production

First, the identification of the main objectives of the video was done in collaboration
with the Sleep Diagnosis Unit of the University Hospital of Burgos. The objectives of
the video were as follows:

1. To induce feelings of happiness in children, within an age range of 3 and 6 years
old, in such a way that the hospital ward is perceived as a harmless environment and
the polysomnogram test as a beneficial technique.

2. To help the children understand the need for a polysomnogram test, so that they
could vanquish their sleep disorders, associated with nightmares.

3. To prompt associations between the short video animation and the real hospital
environment; between the avatars in the video animation and the medical staff
caring for the children while in hospital; and, between the video scenarios and the
real hospital wards.

4. To prompt a direct association between the main avatar in the video and the child,
reproducing in a quiet and positive way the main steps that the children will follow
while in hospital.

With regard to sleep disorders, the search to establish empathy and co-identity
between the video viewer and the main avatar is a common objective in many other
short video animations [8]. However, these videos are mainly designed for a more
general use than in our case and marked associations with the hospital environment and
secondary characters, such as doctors and nurses, is uncommon.

The short video animation of between 5–10 min was designed to respond to the
above requirements. It included 3D animations, 2D animations and real recorded
sequences. This mixture exploits the attraction that 3D animation exercises over
children, the power to explain concepts and to lower production costs of 2D animation
and the power that filmed sequences of real life have to provide quick identification of
persons and places.
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The second stage is to create the characters and storyboard. The short video ani-
mation included 5 characters: Alberto, a happy child as the main character, Morfea, the
sweet and smiling Queen of Dreamsland, two warm and quiet fairies that help Morfea
and, finally, Susto, the ‘monster’ in the short animation that lives in the child’s
nightmares. Morfea is meant to be identified with the doctor during the polysomnogram
test and the fairies with the nurses. Susto is needed so that the children can make sense
of their hospitalization. Figure 1 shows some preliminary drawings of some of the
main characters.

Four scenarios were likewise identified for inclusion in the storyboard: Dreamsland,
the dreams-machine, Alberto’s room, and the Forest. Dreamsland is a complex scenario
that will be presented in 2D, 3D and real images, as it will include images of the
Hospital (inside and outside). The dreams-machine is the place where the medical staff
conducts the diagnosis and will be presented in the 3D video animation and in real
images. Some concepts on sleep and the genesis of dreams are explained in Alberto’s
room at home that bridges the real life of children and the video narrative. Finally, the
forest is the place where Susto is presented. It differs from the other scenarios as it
separates the bad feelings that Susto represents from the hospital and home environ-
ments. Besides these three well-defined scenarios, some actions are presented in
undefined scenarios: clear and well-lit for positive actions and dark scenarios for
negative actions during the dream stages.

Finally, the storyboard was created including 2D, 3D, and real recorded sequences
following the various previously presented strategies. The storyboard was divided into
3 stages: the characters and scenarios were presented first of all. Then the hows and
whys of sleep-disorder diagnosis and, thirdly, the confrontation between the child and
“Susto”, the monster, during his sleep in the hospital drew the animation to a close
giving it a happy ending after the child’s nightmare.

Fig. 1. Some draft drawings of the fairies and the character of Morfea.
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2.2 Production

Although the short film also included real recorded sequences (8 %) and 2D sequences
(48 %). only the production steps performed for the 3D animation sequences are
presented in this research. Blender software (www.blender.org), 3D modeling and
animation software developed as open-source software and distributed under GNU
GPLicense was used for all of these production processes.

First, the 3D Modeling step was created. Different 3D models were built limiting
both human and computational resources, by following previously developed methods
for complex 3D Cultural Heritage reconstruction models [10], although some minor
changes were introduced into the overall process. Most of the 3D meshes were created
using standard 3D CAD tools that modify 3D standard meshes such as spheres and
cubes, giving them a final smooth appearance through the application of smooth
operators, see Fig. 2 as an example. The hair of each character, one of the most critical
elements for final visual quality was created with meshes, without using real hair
operators or Blender software plugins, as it would strongly increase the computational
rendering time. Besides, this short video animation targets a public of children younger
than 10 years old, a public that is not usually very critical of the visual appearance of
characters. Instead, they tend to focus on the transmission of feelings, due to their
empathy with the characters, which are evoked in the animation.

Following 3D modeling, two different strategies were followed for the shading step,
depending on the final appearance of the various 3D models. The first one shaded
Susto’s skin, the child’s armor, the fairies wings and some objects in the rooms such as
the bed and the walls in the hospital ward. Image textures were UV-mapped on the
meshes of these objects [9], to improve their final visual quality, but without increasing
the number of polygons that shape the meshes. In the case of Susto’s skin, Fig. 3, a
procedural noise texture for Normal Mapping was subsequently applied to give the
avatar the appearance of a stuffed toy and, therefore, to attenuate the negative feelings
that this character might arouse in the children. The second strategy was followed for
the rest of the 3D meshes: only one-color materials without specular shaders were
created. This technique simplified the shading step and was accepted because child
spectators usually overlook this lack of realism. Only metal objects and the eyes

Fig. 2. The model of a character’s hand: from easy geometrical meshes to final result.
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included specular shaders to reflect bright light when illuminated. Transparent objects
were reduced as much as possible, due they increase the rendering computational time:
only Alberto’s glasses, the fairies’ wings, and the windows of the hospital ward and
Alberto’s room included transparency levels.

Reductions in rendering time for lighting were achieved by using only one main
soft spotlight and 2–3 secondary spotlights, to produce eye brightness and other ele-
ments. The main lighting was mainly a light warm (yellow or orange) color in all the
scenes and cold colors (blue) were used in only two scenes, to increase the dramatic
effect. Figure 4 shows some final renders of the main characters of the short video
animation.

Fig. 3. UV mapping of Susto’s character (Color figure online)

Fig. 4. Final renders of the main characters.
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Finally, the animation of the 5 characters was done using standard armature
techniques. Rigging and skinning were done first, followed by Weight Painting, to
define the weight that each bone might have in the movement of each polygon of the
mesh. Figure 5 shows two examples of Weight Painting of the hair of the Queen and
the body of the child. It is worth mentioning that automatic skinning modifications,
using the Weight Painting technique in joints, such as elbows and shoulders, created
many problems. This stage requires substantial manual modification in the areas that
use large deformations, to avoid undesired deformations when the character move-
ments are exaggerated.

Finally, some movement cycles were created (running of child and Susto) and
shapekeys or morph keys were used for faces movements while speaking or expressing
feelings. Figure 6 shows some examples of shapekeys for the 4 main characters. As
happens with Weight Painting, this step was one of the most complex of the whole
animation project. A very extended and exaggerated gestures gallery for each character
was necessary, to obtain natural expressions on the faces of the characters with different
refinements, which is necessary to overcome the artificiality of 3D-video animation
characters.

Fig. 5. Examples of Weight Painting of two characters.

Fig. 6. Examples of two shapekeys for each character.
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Once the keyframing of the action was ready, the final renders were generated, before
moving on to the postproduction stage.

2.3 Post-production

At this stage Premiere and After Effects software were used. The different frames were
joined regardless of the technique: real recorded video, 2D animation and 3D anima-
tion. Then, the sound effects, the voices, and the music were included in the short film.
Finally, some minor effects were included: the presence of Susto in real video scenes
(using the chroma effect) or brightness on some objects in the 3D animation scenes
when necessary to improve the visual quality of the final product. Some color man-
agement of certain scenes, to increase overall brightness increased the attractiveness of
the video for children. Figure 7 shows some examples of postprocessed images of the
short film. The short film has been also uploaded in Internet [12].

A study of workload distribution for the completion of this 3D animation short film
appears in Fig. 8, showing the percentage allocation of working time for the different
tasks. The whole virtual production described in Sect. 2 took 400 working hours. The
distribution of working time between the different activities was as follows: prepro-
duction stage (storyboard and character and scenario definition) 10 %, 3D modeling
and shading 20 %, animation 40 %, rendering 20 % and post-production 10 %. Ren-
dering time can not be considered a sequential task compared with the others. Ten
computers with Intel Core 2 Quad processors (2.8 GHz, 4 GB RAM DDR2) from a 3D
Editing Room [13] worked simultaneously on this task.

Finally, a comparison of workload distribution for 2D scenes and 3D scenes
appears in Table 1. Although there were no significant differences between the time
length of 2D and 3D animation in the video (around 3 min each), both human and
computer time spent on 3D animation was at least 10 times higher than similar tasks for
2D animation scenes. This observation shows that as much 2D animation as possible in
any short 3D animation will reduce the costs of the audiovisual product considerably.

Fig. 7. Examples of two animated scenes after postproduction.
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3 Study Case: The Diagnosis of Sleep Disorders in Children

Once the short video animation was ready, the hospital rooms were decorated with
characters and objects from the video so that the children would create associations
with them in their minds. Then, the effect of the video view was evaluated with the two
groups of children: first, 10 children slept in the hospital for sleep disorder diagnosis
after viewing the video, the evaluation group, and then another 10 children who had not
seen the video were evaluated, the reference group.

3.1 Creating a Full Environment Based on the Short Animation

Several complementary add-ins were designed to accompany the short video animation
and to accentuate its effects on the children. On the one hand, material delivered to the
child directly after having viewed the video and, on the other, material to decorate the
hospital wards.

Fig. 8. Workload distribution for the 3D video animation

Table 1. Comparison of human and computer time in the 2D and 3D video animation process.

Time in
the video
(s)

Working time per
video’s second
(min)

Rendering time per
video’s second
(min)

Total time per
video’s second
(min)

2D
Animation

186 12.6 4.16 16.76

3D
Animation

170 141 35.4 176.4
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The first group is included in the DVD box that the children receive when they
come to the hospital for sleep diagnosis in the form of a comic that transcribes all the
dialogues in the video. Although this material might be relatively less interesting for
very small children, it will have its interest for children up to 6 years old. Also, some
cut-outs of the main characters of the short film, and a book of stickers that can be
folded together to re-build the short film, are included in the box. Figure 9 shows some
examples of these materials. As the children pay significant attention to any material
that can be physically touched and manipulated, this material is aimed at extending
exposure to the video content, encouraging the children to watch the pictures and to
read the dialogues.

The second group of materials was composed of posters and cut-outs of the dif-
ferent characters that were placed in the different hospital wards of the Sleep Diagnosis
Unit -especially in the sleep rooms-. Some stickers are also included, to identify the
medical equipment with the machines shown in the short video animation such as the
dreams-machine. Figure 10 shows some examples of these materials. The idea is that,
first of all, the children make the strongest associations between the real hospital
environment where they are being diagnosed and the environment in the short film and,
second, to create a positive and colored environment for children that is different from
the children’s neutral or hostile view of the standard hospital wards.

Fig. 9. Materials to boost the effect of viewing the video: stickers and cut-outs

Fig. 10. Materials to boost the effect after having viewed the animation: decoration
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3.2 Goals and Children’s Profiles

The short film view and the full environment based on the characters in the video are
intended to achieve the following objectives:

• Improve sleep disorder diagnosis by shortening SOL (Sleep onset latency), meaning
a longer and more peaceful sleep

• Create a less hostile environment for the children during their hospitalization night
• Measure the effect of viewing the video on the sleep profiles of the children
• Evaluate the satisfaction with the experience among both parents and children, and

their perception of the sleep

The children in the study were aged between 3 and 6 years. Twenty children
diagnosed with sleep disorders at the University Hospital of Burgos were separated into
two groups on the basis of age. The first group, the reference group, was formed of
children from 3 to 5 years old (average age: 3.5 years), while the second group, the
evaluation group, included children from 4.5 to 6.25 years old (average age: 6 years).
Note that both groups had children between 4–5 years old. The reason for dividing the
groups on the basis of age came from the medical staff, because they considered that
the short animation was not suitable for very young children as Susto, the monster in
the short video, might affect the children negatively. The small hospital wards reduced
the number of children that could be evaluated, so the reference group in this case
presented a significant difference with the evaluation group. With regard to gender, the
reference group and the evaluation group had female populations of 60 % and 70 %
respectively, therefore, the groups may be considered equally balanced, despite a slight
imbalance. Table 2 shows the gender division, age and numbers of children in these
groups.

3.3 Sleep Disorder Diagnosis Procedure

Before the children went to bed they were prepared for a standard overnight
polysomnogram test. Standard overnight polysomnography identifies the time a person
either spends in each sleep state or spends awake, by performing three simultaneous
studies: electroencephalography (EEG), electrooculography (EOG), and surface elec-
tromyography (EMG). The standard procedure and the parameters these tests monitor
are explained in detail in the bibliography [14]. The monitoring system records 12
channels, requiring the attachment of 12 wires to the patient’s head. The electrodes
provide a readout of the brain activity that is classified as REM (Rapid Eye Movement
sleep), non-REM (NREM) and wakefulness. Usually NREM sleep is divided into three
levels: N1, N2 and N3 (N1-REM, N2-REM and N3-REM, respectively).

Table 2. Profile of children in the reference and the evaluation groups

Male Female Average age Age range

Reference group 4 6 3.5 3–5
Evaluation group 3 7 6 4.50–6.25
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Once the child is awake in the daytime, different parameters are extracted from the
polysomnogram: total sleep time in REM, N1-REM, N2-REM and N3-REM stages,
wakefulness time, sleep efficiency (night sleep duration expressed as percentage of total
sleep time in bed), REM latency (period of time from sleep onset to the first appearance
of REM stage), NREM latency (period of time between lights off and the first 30 s of
N1 or sleep onset), number of sleep interruptions or wakefulness stages, Arousal Index
(number of abrupt change from sleep to wakefulness, or from a “deeper” stage of
NREM sleep to a “lighter” stage per hour of sleep), and RDI (Respiratory Disturbance
Index). Sleep stages were scored according to the Rechtschaffen and Kales’s criteria
[15]. Arousals were defined as recommended by the American Sleep Disorders
Association Task Force criteria [16].

Finally, the morning after the children’s night in the hospital, the parents filled in a
short survey while the children were asked 5 questions, the responses to which were
recorded in another questionnaire. The questions related to the perceptions of both
children and parents of the child’s sleep experience in the hospital and the role of the
video in relaxing and falling asleep. The questions included in both questionnaires are
described below in Sect. 4. The use of questionnaires and polysomnograms are
well-established techniques to evaluate sleep disorders in children [1].

4 Evaluation of the Influence of the Animation Film
on Facilitating the Diagnosis

Both parents and children responded to 5 questions. All the questions had ten possible
responses (on a scale from 1 to 10) to evaluate either agreement or disagreement with
the proposed question. While the questions for the children referred to impressions on
how they fell asleep (quietly, quickly, etc.) and their sleep (deep or light, dreams or
nightmares or periods of wakefulness), the parents questions referred, also, to their
impressions of the child’s sleep and, besides, to their opinion of the effect of the short
video animation and the clarity of the message transmitted to the child. The questions
and the average scores of the answers for both groups are presented in Table 3.

The polysomnogram parameters are described in detail in Subsect. 3.3. The aver-
age values, mainly expressed in percentages, are also collected in Table 3 for both the
evaluation and the reference groups.

Some conclusions can be directly extracted from Table 3. First, although average
sleep efficiency and wakefulness time are the same for both groups, the dispersion of
these parameters is somewhat smaller in the evaluation group: the cases with lower
sleep efficiency and higher wakefulness time are presented in the reference group (e.g.
the worst sleep efficiency was 74.5 % in the reference group and 80.2 % in the eval-
uation group and the longest wakefulness time dropped from 147 min in the reference
group to 112 min in the evaluation group). These parameters therefore indicate that the
short video animation had no effect on whether the children slept more during the night
in average, but it did help the most nervous children who are especially sensitive to the
hospital environment to relax.

Second, the time needed to fall asleep (NREM latency) was almost half in the case
of the evaluation group (25 min to 46 min). It is interesting to note that this conclusion,

24 B. Guinea et al.



Table 3. Average values of polysomnography parameters and questionnaires.

Parameter/Question Source Group

Reference
(average and
range)

Evaluation
(average and
range)

Sleep efficiency (%) Polysomnography 84 (74.5 -
87)

84 (80.2 -
86.2)

NREM latency (min) Polysomnography 46 (28.5 -
74)

25 (12.5 -
43.7)

REM latency (min) Polysomnography 96 (61.7 -
120)

93 (71.5 -
133)

Wakefulness time (min) Polysomnography 90 (58.7 -
147.5)

90.5 (80.5 -
112.2)

Number of sleep disruptions Polysomnography 8 (5.5 -
17.7)

13 (7.7 -
16.2)

Arousal index Polysomnography 11 (8.4 -
13.7)

93 (67.7 -
144)

Respiratory Disturbance
Index (RDI)

Polysomnography 4 (1.4 -
8.7)

3.55 (1.2 -
12.05)

% Time in N1-REM Polysomnography 7.3 (4.7 -
7.6)

10.3 (8.3 -
13.03)

% Time in N2-REM Polysomnography 32 (29.2 -
41.9)

32.7 (27.6 -
44.5)

% Time in N3-REM Polysomnography 35 (30.7 -
38.7)

34.55 (27.2 -
39.3)

% REM Polysomnography 22 (20.4 -
25.1)

19.35 (17.03 -
24.9)

Q1. Child was quiet while
sleeping (10 = I
completely agree, 1 = not
at all)

Parent
questionnaire

7 (9 - 5) 7 (9 - 5)

Q2. Child slept like at home
(10 = I completely agree,
1 = not at all)

Parent
questionnaire

7 (8 - 6) 6 (8 - 5)

Q3. Sufficient information
shared with the parents
(10 = I completely agree,
1 = not at all)

Parent
questionnaire

9 (10 - 8) 10 (10 -
10)

Q4. The test will help
towards the improvement
of the child’s sleep (10 = I
completely agree, 1 = not
at all)

Parent
questionnaire

8 (10 - 6) 10 (10 -
10)

(Continued)
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extracted from the polysomnography, agreed with the perceptions of the children
(responses to question Q7), but it was not reflected in the answers from parents on their
impression of their child’s sleep (Q2).

Lastly, the other polysomnography parameters offered no clear conclusions; in
some cases, they are very similar in both groups, %N2, %N3, %REM, RDI and REM
latency, in others, they are very different, %N1, RDI, Arousal index and Number of
sleep disruptions, but with no immediate explanation. In these cases, the age difference
between the reference and the evaluation group can play an important role. For
instance, if the presence of respiratory disorders was the main cause for sleep disorders
among the children aged between 6–9 years but there would be other reasons among
the younger children, these parameters would present a significant difference between
both groups. Unfortunately, the small size of the groups under study provided no
statistically significant conclusions to support this hypothesis.

The questionnaires provided further conclusions. The parents felt they had more
information on the diagnosis procedure and more confidence in it when the short video
animation was used rather than the oral explanations. Although there is no objective
explanation for these perceptions, the influence of the parents’ mood on their children
towards acceptance of hospitalization was significant and more positive moods, in the
case of the short video animation, can help to obtain a more reliable diagnosis, because
the child will be more relaxed before falling asleep in bed. Moreover, the older children
had more frequent and shorter interruptions in the night, which was also detected in the
polysomnogram, that reflects the previously explained respiratory disorders, considered
the main cause for sleep disorders in the evaluation group.

Table 3. (Continued)

Parameter/Question Source Group

Reference
(average and
range)

Evaluation
(average and
range)

Q5. Sufficient explanations
were given to the child
(10 = 100 % agree)

Parent
questionnaire

10 (10 -
10)

9 (10 - 8)

Q6. How did you feel at
night? (10 = very quiet,
1 = very nervous)

Child
questionnaire

9 (10 - 8) 9 (10 - 8)

Q7. Was it easy to fall sleep?
(10 = very easy, 0 = very
difficult)

Child
questionnaire

5 (8 - 4) 7 (9 - 6)

Q8. Did you sleep the whole
night through? (10 = yes,
1 = not at all)

Child
questionnaire

8 (10 - 6) 6 (10 - 5)

Q9. Did you dream?
(10 = yes, 1 = no)

Child
questionnaire

5 (10 - 6) 7 (10 - 6)

Q10. Did you have dreams
(10) or nightmares (1)?

Child
questionnaire

8.5 (10 - 6) 8.5 (10 - 6)
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5 Conclusions and Future Works

This paper has presented the use of short video animations and adapted environments
to mitigate the fear of hospitalization in the diagnosis of sleep disorders in children.
The research followed 3 steps: in the first one, the video animation was designed
following recommendations from the doctors; in the second, the hospital wards were
decorated so that the children would associate the characters in the video animation
with their immediate surroundings; finally, a standard polysomnogram test monitored
the sleep disorders of a reference group and an evaluation group at the University
Hospital of Burgos (Spain).

The short video animation included real recorded sequences (8 %), 2D animation
sequences (48 %) and 3D animation sequences (46 %). Each technique is used with a
different purpose: children are clearly attracted to 3D animation; 2D animation has a
strong power to explain concepts and it has lower production costs than 3D animation
sequences and real sequences help children to identify real scenarios of the short video
animation while admitted to hospital.

When analyzing the human and computer efforts necessary to create the 3D and the
2D animation sequences, the results show that 3D animation requires around 10 times
more efforts than 2D animation, meaning as many 2D scenes as possible in such
projects to optimize final costs. Most work in the 3D animation process of this project
is in the animation step. Two tasks are especially complex in the animation process: the
Weight Painting of the skinning to avoid incorrect deformations in joints such as
elbows or shoulders, when the character movement is very exaggerated and very
extended exaggerated-gestures gallery for each character are needed, it is necessary to
obtain natural expressions on the faces of the characters with different refinements,
avoiding the common artificiality of 3D animation-created characters. Therefore an
optimized definition of the characters in the pre-production stage, with fine and slender
limbs (reducing the number of polygons in the joints) is fundamental to reduce the time
consumed in the animation step.

Several complementary elements were created, so that the children can associate
them with a short animation. These elements can be divided into two groups: on the
one hand, material that will be delivered to the child directly after the viewing the short
film and, on the other, material that will be used to customize the hospital wards where
the study is conducted. The first group is included in the DVD box that the child
receives on arrival at the hospital for sleep diagnosis and includes a comic, stickers and
cut-outs of the main characters of the short animation with the idea of extending their
exposure to the content of the animation. The second group of materials is composed of
posters and cut-outs of the different characters of the short film that are attached to
walls and furniture of the hospital wards of the Sleep Diagnosis Unit, to strengthen the
children’s association of the real environment and the environment shown in the short
film, creating at the same time a positive and colored environment.

Sleep disorder diagnosis is monitored by overnight polysomnography. In addition,
two short questionnaires are filled in by parents and children, to measure their satis-
faction and the perception of their experience. Although a main difference in the age
between the reference group and the evaluation group exists and the limited size of
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both groups (10 children each) makes it impossible to extract statistically significant
conclusions, some preliminary findings can be extracted from the experience. The sleep
efficiency and the wakefulness time, extracted from the polysomnogram, show that the
video helps to relax the most nervous children who can be especially sensitive to the
hospital environment. The time necessary to sleep (SOL latency) was half as long
among the children who viewed the short film than among the children in the reference
group. Finally, the questionnaires show that the parents thought that they were given
more information on the diagnosis procedure and had more confidence in it, when the
short video was used rather than the ordinary oral explanations. Although there is no
objective explanation for these perceptions, the influence of the parents’ mood in their
children’s acceptance of hospitalization is a strong influence on the children and these
positive moods in the case of the short video animation can help to obtain a more
reliable diagnosis, because the child will fall asleep in more relaxed way.

Further research will focus on extending this experience to larger numbers of
children of specific ages, to gain reliable statistical significance of the conclusions.
Moreover, the adaptation of the story to other plots that lead to interaction between the
child and the story and its characters, such as games or augmented reality when
smartphones and tablets are used, can increase the positive effect in the children’s mood
and a better sleep disorder diagnosis.
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Abstract. Augmented Reality (AR) has already proven its worth in various
applications in the medical domain. However, most of the solutions proposed
were bound to specific hardware or software configurations, and/or their
application was limited to specific cases, thus lacking in flexibility. In this paper,
we present a software framework suitable for AR video see-through systems
conceived for medical applications: our solution allows merging of real world
images grabbed by one or more external cameras with computer-generated
sceneries coregistered to the acquired images. The software framework is highly
configurable and extensible thanks to the employment of two text configuration
files that make it suitable for many typologies of potential applications. The
proposed solution can be easily adapted to functioning with different tracking
and AR visualization modalities. The versatility of the software for video
see-through AR applications was already tested on various medical applications,
in conjunction with head-mounted displays or with external spatial displays.

Keywords: Augmented reality and visualization � Computer assisted
intervention � Interventional imaging

1 Introduction

Recent developments in the fields of medical imaging and computer vision related
technologies have encouraged the research for new visualization modalities of
patient-specific virtual reconstructions of the anatomy. Such visualization modalities
have been designed to act either as surgical guidance or as tools for surgical planning or
for diagnosis [1, 2]. In this framework, the idea of integrating in situ the surgeon’s
perceptive efficiency with the aid of new AR-based visualization modalities has
become a dominant topic of academic and industrial research in the medical domain
since the 90’s. The high expectations accrued among researchers, technicians, and
physicians regarding this fascinating new technology, were predominantly related to
the improvements potentially brought by AR-based devices to surgical navigation and
planning. In this context, AR visualization is indeed regarded as capable of providing
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the surgeon with the ability to access the radiological images and surgical planning
contextually to the real patient anatomy.

However, despite those ambitious targets, there are still few reasons why such
systems are not yet routinely used in the medical workflow. Among them, there is the
fact that most of these systems were and still are developed as proof-of-concept devices
that were/are mostly conceived for research users more than for their immediate
translation into immediate and reliable applications.

Many of those systems do not take into account the operational constraints imposed
by the surgical context and often they do not satisfy the surgeons’ practical needs and
requirements. Generally, most of the AR systems have been regarded as disrupting the
surgeon’s act. This is because most of these systems have lacked of a systematic
evaluation within a clinical context [3]. In fact, the basic condition for the acceptance of
a new technology (as AR) in the operating room (OR) is related to its capacity of being
smoothly integrated into the workflow of the intervention, without affecting and dis-
turbing the user during the rest of the procedure [4, 5].

On this point, it is of utmost importance to move towards the implementation of
devices and software platforms that are user-friendly and may not represent a too heavy
burden for the surgeons to whom such new tools are addressed. Further, most of the
proposed solutions are bound to specific hardware or software configurations and/or
their application is limited to specific cases, thus rapidly falling into obsolescence as
technological development goes on. This aspect limits the possibility of testing the
efficacy of the same AR technology on medical applications that comprise different
tracking approaches, visualization modalities, interaction paradigms, registration pro-
cedures, perception locations, display devices [3].

In this paper, we present a software framework suitable for AR (2D or 3D) video
see-through systems conceived for medical applications. The software framework is
highly configurable and extensible thanks to the employment of two text configuration
files that make it suitable for many typologies of potential applications in terms of
tracking methods, AR visualization modalities, display units and camera specifics.

2 Materials and Methods

2.1 Video See-Through Paradigm

In any AR-based application the key challenge is to ensure the highest degree of
realism in merging computer-generated elements with live views of the real world. The
unavoidable condition for achieving a perceptually coherent augmentation of the reality
is to satisfy the geometric coherence in the augmented scene, namely to solve the
registration problem [6]. For achieving a reliable geometric registration of the virtual
content to the real scene, the process of image formation associated to the virtual
viewpoint (i.e. the virtual camera) must perfectly mimic, both intrinsically and
extrinsically, the one of the real viewpoint. In other words, the virtual content is to be
observed by a virtual viewpoint whose view frustum and pose must be set equal to the
real camera ones (Fig. 1).
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The see-through displays fall into two categories depending on the AR mechanism
they implement: video see-through displays and optical see-through displays. In optical
see-through systems, the user’s direct view of the real world is augmented with the
projection of virtual information on a bean combiner and then into the user’s line of
sight [7]. In these systems, accurate geometric registration is difficult to achieve and
frequent user-dependent calibrations are needed. The goal of such calibration routines
are twofold: estimate the relative position between display and user’s eye, which
changes each time the position of the viewpoint is changed in relation to the display;
estimate the projective model of the user’s eye, which is however subject to change
with the accommodation process in function of the focus distance [8–10].

Differently, in video see-through displays, be they head-mounted, hand-held or
spatial, the real viewpoint corresponds to the one of the external camera, hence the
spatial alignment of the virtual content with the real 3D world needs only for:

1. The definition of the intrinsic and extrinsic parameters of the virtual viewpoint so as
to be consistent with those of the real camera. This condition is easily achievable as
result of a one-off and robust camera calibration routine [11].

2. Real camera tracking in the scene reference system (SRS), encapsulated by matrix
SRSTCRS in Fig. 1, which is usually performed by means of an external tracker [12].

Fig. 1. The virtual content is mixed on real world frames acquired by the external camera.
Geometric registration solely relies on the results of the camera calibration routine and on the
real-time estimation of the camera pose, encapsulated by matrix SRSTCRS (i.e. tracking).
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Here is a functional and logical description of the video see-through paradigm
implemented: the external camera grabs video frames of the real scene; video frames,
upon compensation of the radial distortion, are screened as backgrounds of the display;
the virtual content, reconstructed offline from radiological images, is coherently merged
to create the augmented scene. Due to the computational complexity of the whole video
see-through paradigm, we implemented a multithreaded application to guarantee the
synchronization of the views to be sent to display(s). A thread sets up the AR view,
while the other one is dedicated to the tracking engine.

2.2 Hardware

Display Devices. Our software framework can be used with any 2D or 3D display
device. For any stereoscopic device, the 3D mechanism can be set to anaglyph (i.e.
alternating the left and the right view) or side-by-side. The application is independent
of the chosen hardware and it can present the visually processed data on spatial, on
hand-held, on head-mounted display (HMD), or on any other device able to acquire a
computer video signal (e.g. a video streamer over a TCP/IP network). To date, we have
primarily tested the software framework in combination with a set of stereoscopic
HMDs (Fig. 2).

Video Input Devices. To capture the real-world scene, any DirectX/DirectShow™
camera can be used, provided that its intrinsic and extrinsic parameters have been
estimated following the calibration procedure.

In our first applications we employed commercial (Fig. 2A) and custom-made
stereoscopic HMDs (Fig. 2B–C) [13]. The custom-made embodiments were realized
by mounting two external high-resolution USB 2.0 cameras on the top of commercial
3D visors at an anthropometric interaxial distance of *7 cm as done by [14, 15]. In
such a way, the two cameras could be aligned with the user’s eyes as to provide a
quasi-orthoscopic view of the augmented scene mediated by the visor:

Fig. 2. Stereoscopic HMDs on which the software framework was tested. (A) Commercial
video see-through AR visor by Vuzix (Vuzix WRAP 920AR). (B) First custom-made
embodiment of stereoscopic HMD based on a commercial 3D visor by eMagin (eMagin
Z800). (C) Second custom-made embodiment of stereoscopic HMD based on a commercial 3D
visor by Sony (Sony HMZ-T2).
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1. The first custom-made stereoscopic HMD (Fig. 2B) was based on a commercial 3D
visor by eMagin (eMagin Z800) provided with dual OLED panels and featuring a
diagonal field of view (FoV) of 40°. The two external cameras were two USB 2.0
cameras by IDS (uEye UI-1646LE) equipped with a 1.3 MP Aptina CMOS sensor
(pixel pitch of 3.6 µm) that achieve a frame rate of 25 fps in freerun mode at full
resolution (i.e. 1280 × 1024). A plastic frame (ABS) was built through rapid
prototyping and fixed to the 3D visor as support for the two external USB cameras.

2. The second custom-made stereoscopic HMD (Fig. 2C) was based on a commercial
3D visor by Sony (Sony HMZ-T2) provided with dual 720p OLED panels and a
horizontal FoV of 45°. The two external cameras were 2 USB 2.0 cameras by IDS
(uEye XS) equipped with a 5 MP Aptina CMOS sensor (pixel size of 1.4 µm) that
achieve a frame rate of 15 fps at 1280 × 720 resolution. In this embodiment, we
also included a mechanism to modify the degree of convergence of the stereo
camera setting [16]. The software was adapted to consider this feature.

2.3 Software

Our goal was to propose a configurable AR software framework suitable for medical
applications that was capable of fulfilling the following requirements:

• Versatility: the software must be of use for as many operating scenarios as
possible.

• Ease-of-configuration: one does not need to be a technician for using the software,
neither for adapting it to different use cases.

• Efficiency: the system must be responsive, having to reach a compromise between
frame rate and image quality (resolution);

• Extensibility: the system must be able to take advantage of new hardware solutions
to achieve better performances and/or quality and to resist technological
obsolescence.

The software framework was implemented in software libraries built in C++
through the open-source library for graphics editing OpenSG 1.8 (www.opensg.org).

The software framework consists of a GUI written in C++ (Fig. 3) exploiting the
features of a class library specifically developed for AR applications (called OSGVi-
sor3D). Most of the application-oriented aspects, on which the OSGVisor3D library
acts, are configurable through two configuration files. As a whole, these aspects
include:

• Cameras specifics, comprising the intrinsic and extrinsic camera parameters;
• Video equipment specifics (resolution, frame rate, synchronization if needed,

mono/stereoscopic vision, stereovision method used);
• Loading of the specific components of the surgical case (see below);
• Composition of the virtual scenery. The whole virtual scene is called “scenegraph”

(SG);
• Rendering in background or in foreground of the captured video scene (under

development);
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• Activation/deactivation of the tracking engine;
• Video-Based refinement of the registration to minimize errors of the registration

procedure (only for video-based tracking methods);

The application uses two plain text configuration files: the first one (Augmented
Reality Application or .ARA file) is a system-specific configuration file, while the
second one (Augmented Reality Case or .ARC file) contains case-specific data. The .
ARA file is loaded once by the application to configure its internals. The .ARA file
contains the path to the folder containing the camera calibration files, the camera
resolution, display specifics, the mechanism through which stereoscopy is delivered
(only for HMDs). At runtime, different .ARC files can be loaded by the OSGVisor3D
library to adapt the application to specific surgical case requirements (Fig. 4).

The application uses the class library to capture video data and register one or more
virtual objects (“trackable objects” or TOs) to the real scene according to their asso-
ciated tracking method (specified in the .ARC file).

The .ARC Configuration File. The content of the .ARC file is described in detail in
the figure below (Fig. 5).

The .ARC file contains a series of directives specifying the details of the application
and the components of the SG, together with their associated tracking and rendering
requirements.

The “Rendering details” specify the rendering methodology for the camera images
(background/foreground). The “Operation details” define the chosen case. The
“Tracking engine global control” allows enabling or disabling the entire tracking
component. The last part of the .ARC file contains a list of all the TOs, namely the

Fig. 3. Screenshot of the GUI component.
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single components of the SG. These directives define every TO in terms of their
corresponding Virtual Reality Modeling Language (VRML) file and specific tracking
characteristics (tracking method and its associated data).

Any TOs can be tracked independently one from another or excluded from the
tracking process; this setting can be changed at runtime via the GUI for each object.

Fig. 4. Schematic representation of the software framework acting on a stereoscopic video
see-through HMD. The scene graph library is configurable through two configuration files. The .
ARA file is a system-specific configuration file that includes the camera specifics and the display
ones. The .ARC file contains a series of directives specifying the details of the application and the
components of the Scene Graph, together with their associated tracking and rendering
requirements.

Fig. 5. Template of an ARC file.
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Each object has a set of tracking parameters associated with it. These parameters are
related to the specific tracking engine used (e.g.: color segmentation thresholds for the
video marker-based tracking method, grid geometries for the grid-based tracking
method, etc.); this means that it is possible to tune the tracking engines singularly for
every single TO via the GUI. It is also possible to turn off the entire tracking sub-
system: this option, once excluded the cameras, allows direct interaction with the
surgical map, which can be freely rotated, scaled, or moved. In such a way, the
application can be used also for training or surgical planning purposes. A user can load
the .ARC file in various ways (directly loading it via the “Select case” button or via
network, if a remote client is connected). The application uses the OSGVisor3D library
to parse the file and search for the data. It is important to note that it is possible to
change the characteristics of any of the TOs used just by editing the .ARC file: this
feature is replicated in the GUI, which holds all the necessary controls for the tracking
engines and automatically shows them and keeps track of their state for every single
TO in the scene. The .ARC file specifies also what tracking method associated to any
particular TO.

Application Execution, Working Cycle, and Configurable Features at Runtime.
As soon as the application starts, each camera starts acquiring image frames at the
resolution and frame rate dictated by the .ARA file. For any TO, the proper tracking
engine is called, and the pose of the object is estimated accordingly (Fig. 4). The TOs
excluded from the tracking are moved out of the scene. After tracking of the TOs, the
scene is repainted and the application starts acquiring the next frame.

Important features that can be controlled at runtime are:

• Possibility to change the transparency of any component of the virtual scenario,
making it simpler to adapt the AR visualization modality to the specific surgical
task.

• Possibility to track more than one object on the captured area: it is also possible to
decide in real-time which objects to localize, and fine-tune the localization engine
for each object;

• Possibility to load different .ARC files to configure the software for different uses,
without having to quit and restart (or, worse, recode and recompile) the application;

• A preliminary version of a “magic window” is under development. As in [16], the
idea is improve user’s depth perception by giving him/her the possibility of
manipulating semi-transparent windows that show the virtual scenario under the
patient skin as a function of the line-of-sight of the camera;

• Possibility to control the software via remote client, e.g. a web page communicating
with it. This frees the user from any technical issue, allowing him to be focused only
on his task.
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3 Results: Use Cases

The application and the OSGVisor3D library have been adopted in a number of
applicative cases. Here is a brief review of the most important ones.

3.1 Hybrid Simulator for Cholecystectomy

For educational purposes, we worked on a hybrid simulator for cholecystectomy,
which could overcome the limitations of current simulators. The main goal of the work
was to develop a new AR visualization method suitable for deformable structures. The
hybrid simulator for cholecystectomy was developed through the combination of
nitinol tubes with electromagnetic sensors so that the AR system were able to track the
deformation of the unexposed tubular structures (Fig. 6) (e.g. arterial tree in a chole-
cystectomy intervention).

The AR library OSGVisor3D was a key component in this application, providing
useful AR support [17, 18]. In this application, the display unit was a standard 2D
monitor, whereas the tracking was electromagnetic.

3.2 AR as Aid to Maxillofacial Surgery

In an in vitro study in maxillofacial surgery, the efficacy of the HMD as surgical
navigator was validated in combination with an AR visualization modality allowing the
definition of an ergonomic interaction paradigm within the augmented scene, named
human-perspective-n-problem (hPnP) [19]. The system proved to be an effective sur-
gical aid to bone repositioning [20]. Obtained results suggested that the proposed AR
solution can effectively assist the surgeon, making easier and faster the performance of
the surgical procedure. The ease-of-configuration of the software was particularly
appreciated by the surgeons involved in the study, especially during the initial phase of
the study, which was devoted to the definition of the most ergonomic AR visualization
modality (Fig. 7).

Fig. 6. AR frames of the replica of the arterial tree without (A) and with (B) a simulated
connective tissue. The phantom comprises nitinol tubes and tin wires embedded with
electromagnetic sensors.
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3.3 AR as Aid to Kyphoplasty (Spine Surgery)

This study was aimed at testing in vitro the use of the HMDs as aid in reaching an
intracorporeal target through percutaneous approach. Our goal was in particular to aid
trocar insertion during a percutaneous transpedicular vertebroplasty procedure [21].

Several tests were conducted to evaluate the most ergonomic way with which the
virtual content had to be displayed depending on one of the two specific subtasks
involved in the procedure: the targeting of the entry point on the skin or the setting of
the ideal trajectory of the trocar (Fig. 8). To this end, experienced and young surgeons
were asked to perform the percutaneous task wearing the HMD with the AR guide
running.

The software was particularly effective in speeding up the selection of the most
ergonomic visualization modality.

3.4 The OPERA Advanced Operating Room Project

The remote control feature of our application has been exploited in the OPERA
Advanced OPERAting Room project (www.progettoopera.it). The OPERA project is
devoted to creating a highly automated operating room, with high security and effi-
ciency levels. In this project, the single steps of a surgical workflow are all overseen by
a software framework (OPERA Core) communicating with all the devices involved in
it (patient monitor, cabinets, scialytic lamps, sliding doors, etc.). The AR support is an
important part of the project goals.

During the assessment of the project results, a complete surgical workflow was
simulated. Our AR system was tested in communication with the OPERA Core
throughout the entire workflow, starting from patient preparation, going through the
actual treatment and ending with the operating room cleaning and closing. The stages

Fig. 7. Different AR visualization modalities tested for aiding maxillary repositioning.
(A) Traditional AR interaction technique, featuring the superimposition of a semi-transparent
virtual replica of the maxilla. (B) A more ergonomic form of visualization. The virtual
information consists of a green asterisk for each coloured landmark on the maxilla.
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Fig. 9. Sample of the HTML page connected to the application.

Fig. 8. Ergonomic AR visualization for aiding trocar insertion during a percutaneous
transpedicular vertebroplasty procedure.
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of the process are shown in real-time on an HTML5 web page connected to the
framework (Fig. 9) and the video output, sent to the HMD, is also replicated on an
external display to allow for illustrative and educational purposes. The software was
tested with our latest embodiment of HMD.

4 Conclusion

In this paper, we presented a software framework capable of managing flexible, effi-
cient, and multi-purpose video see-through AR-based surgical navigation. The system
is able to perform video see-through AR with commercial or custom-made equipment
varying in a wide and constantly up-to-date list of devices. By means of video
marker-based, template-based, infrared, or electromagnetic tracking methods the
application can track several objects and register them to the acquired scene to enhance
surgeon’s perceptive efficiency.

The application is versatile: it can be coupled with a video see-through HMD
(wearable solution) or a 2D/3D monitor. It is possible to use the system having either
the monitor or the patient anatomy as perception locations. To improve depth per-
ception and allow the designing of AR-based medical training applications it is possible
to disable the tracking and turn off the video feed so as to show only the virtual
scenario, which can then be freely rotated, moved and scaled. It is also possible to use
more than one display device simultaneously by doubling the video output. The
application is easily and highly configurable, thanks to the .ARC/.ARA files archi-
tecture. This allows the user to adapt the software framework for several different
applicative scenarios and purposes. Any external camera provided with a Direct-
Show™ interface and with known intrinsic parameters can be used. The same applies
to the display part. The OSGVisor3D class library is highly scalable and takes
advantage of multi-core CPUs and graphic card GPUs.
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Abstract. In mini-invasive surgery, the surgeon operates without a direct
visualization of the patient’s anatomy. In image-guided surgery, solutions based
on augmented reality (AR) represent the most promising ones. The aim of this
study was to evaluate the efficacy of a new wearable AR system as aid in the
performance of percutaneous procedures in spine surgery. Our solution is based
on a video see-through head mounted display (HMD) and it allows the aug-
mentation of video frames acquired by two external cameras with the rendering
of patient-specific 3D models obtained elaborating radiological images. We
tested the system on an in vitro setup intended to simulate the reaching of a
lumbar pedicle. An experienced surgeon performed the percutaneous task
wearing the HMD. System accuracy was evaluated through post-operative CT
scan, measuring the maximum distance between the planned and obtained
trajectories inside the pedicle canal. The mean insertion error was of
1.18 ±0.16 mm .

Keywords: Minimally invasive surgery � Augmented reality and
visualization � Computer assisted intervention � Interventional imaging �
Spine surgery

1 Introduction

Minimally invasive surgery techniques allow the performance of complex procedures
with minimized incisions, increased accuracy, and reduced trauma to the patient, and
have become the gold standard for the treatment of specific pathological conditions in
different surgical disciplines, as in general surgery [1, 2] and spine surgery [3]. In
mini-invasive surgery the surgeon performs the procedure under medical imaging
guidance (endoscope, X-Ray, US, etc.) and he/she is often forced to work with an
unnatural and restricted view of the surgical field and of the patient’s anatomy, with the
additional information visualized on an external monitor.
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In orthopaedic surgery, Vertebroplasty (VP) and Kyphoplasty (KP) are percuta-
neous procedures widely used for the treatment of osteoporotic or pathologic fractures.
Compared to open procedures they bring several advantages as less bleeding, less pain,
less risk of infection, small skin incision, early recovery and shorter hospital stays [4–6].

Vertebral augmentation procedures (VAPs) include three main steps: localization of
the correct vertebral level; instrumentation of the vertebral body, either transpedicularly
or extrapedicularly (cannula insertion); injection of the cement [7]. Fluoroscopic
Guidance (FG) is essential in each step, and a substantial exposure to ionizing radiation
for surgeon, patient, and medical staff is unavoidable [8, 9].

Furthermore, FG provides only bi-dimensional projective images, thus forcing the
surgeon to carry out complex processes of mental elaboration and hand-eye coordi-
nation. Technological advances in medical imaging technologies (CT, MRI, 3D
Ultrasound) have helped to overcome some of the shortcomings and limits hindering
the mini-invasive procedures by providing physicians with increasingly detailed
information on the anatomy and physiology of the patient. Several research activities
have been proposed to move towards the development of surgical navigation systems
that could aid the physician throughout all the phases of the procedure.

Surgical navigation systems have been proposed also for VAP, based either on
direct intraoperative 3D imaging and a navigation software [10, 11] or on Augmented
Reality (AR) strategies [12–14]. In a recent work by Sembrano J., et al. [15], the
authors compared navigated (through Stealth computer navigation system by Med-
tronic) and non-navigated needle placement in 30 balloon kyphoplasty procedures.
Their results proved the efficacy of navigated VAP in reducing needle malposition rate,
but they were not conclusive in terms of cement leakage rates and clinical benefit for
both patient and clinical staff (e.g. radiation exposure to the surgeon and patient). The
authors claimed that further studies are still needed to conclusively prove the efficacy of
the well-established methods for surgical navigation also in VAPs. On this point, the
AR-based approaches may represent a promising breakthrough solution for allowing
the smooth integration of surgical navigation into the VAP workflow.

AR-based image guided surgery allows the contextual enrichment of the real view
of the surgical scene with a virtual content consisting in specific 3D models of the
patient’s anatomy extracted from medical dataset [16–18].

This paper aims to propose the use of a new wearable AR video see-through navi-
gation system as an aid in the placement of a working cannula through transpedicular
approach into the vertebral body, without the aid of X-ray imaging. The aim of the study is
to preliminarily test the accuracy of the system in aiding the reaching of lumbar pedicles,
as in a VAP, on a newly designed patient-specific spine phantom. Special focus has been
devoted to the evaluation of the ergonomics and the effectiveness of the augmented
information to be proposed to the operating surgeon throughout the procedure.

2 Materials and Methods

In this section, we shall provide a detailed description of the experimental set-up
comprising the HMD system and the patient-specific spine phantom that was designed
as testing platform for our AR-based surgical navigation system. Further, we also
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briefly outline the video see-through paradigm implemented for solving the
image-to-patient registration problem.

2.1 AR Navigation System

Our custom-made stereoscopic video see-through HMDs comprises the following two
major components (Fig. 1) [19–21]: a commercial 3D visor and a pair of external USB
cameras. The commercial 3D visor is a Sony HMZ-T2, provided with dual 720p OLED
panels and a horizontal field of view of 45°. The 2 external USB cameras (uEye XS by
IDS) are equipped with a 5 Megapixel CMOS sensor (pixel size of 1.4 µm) achieving a
frame rate of 15 fps at 1280 × 720 resolution. The two external cameras are mounted
on the visor aligned with the user’s eyes as to provide a quasi-orthoscopic view of the
surgical scene mediated by the visor (in a video see-through fashion). The AR appli-
cation was implemented in custom-made software library built in C++ on the top of the
multipurpose EndoCAS Navigator Platform modules [22].

The management of the virtual 3D scene was carried out through the open-source
software framework OpenSG 1.8 (www.opensg.org), while regarding the machine
vision routines, needed for implementing the video-based tracking method, we adopted
Halcon 7.1 software library developed by MVTec®.

The whole system ran on a gaming laptop Alienware® M14 provided with an Intel
Core i7-4700 @ 2.4 GHz quad core processor and 8 GB RAM. The graphics card is a
1 GB nVidia® GeForce GTX 765 M.

Here is a functional and logical overview of the video see-through paradigm
underpinning our AR mechanism: the two external cameras grab video frames of the
real scene; the video frames are screened as backgrounds onto the corresponding
display of the visor; the software application elaborates the grabbed video frames to
perform the real-time registration of the virtual content, defined during the surgical
planning, to the underlying real scene (Fig. 2).

Fig. 1. Our custom-made stereoscopic video see-through HMD based on a commercial 3D visor
by Sony (Sony HMZ-T2).
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The accurate patient-to-image registration is the fundamental prerequisite for
yielding geometric coherence in the AR view of the surgical scene. To fulfill this
condition the virtual content is to be observed by a couple of virtual viewpoints (virtual
cameras) whose processes of image formation must mimic those of the real cameras in
terms of intrinsic and extrinsic parameters. To this end, the intrinsic and extrinsic
parameters of the pair of virtual stereo cameras are determined offline through a
standard calibration routine [23].

Further, to perform a real time registration of the virtual content to the real scene,
our system exploits a video-based tracking modality that relies on the localization of at
least three physical markers rigidly constrained to the patient and whose position in the
virtual scene (i.e. scene reference system or SRS) is recorded during planning. The
video-based tracking algorithm computes in real time the rigid transformation encap-
sulated by matrix [R|T], between the camera reference system (CRS) and the SRS [19].

The key characteristic of the implemented strategy for registering the preoperative
planning to the live views of the surgical scene is that it does not rely on the adoption of
a bulky external tracker. Standard surgical navigation systems, featuring the use of
external infrared trackers, may in fact introduce unwanted line-of-sight constraints into
the operating room as well as add error-prone technical complexity to the surgical
workflow [24]. Our video-based algorithm provides sub-pixel fiducial registration
accuracy on the image plane.

Fig. 2. Video see-through paradigm of the stereoscopic HMD. The software application merges
the 3D surgical planning (virtual content) with the stereoscopic views of the surgical scene (real
stereo frames) grabbed by the stereo rig. The AR stereo frames are sent to the two internal
monitors of the visor. Alignment between real and virtual information is obtained by a tracking
modality that relies on the localization of three reference markers rigidly constrained to the spine
phantom and whose position in the virtual scene (SRS) is recorded during surgical planning.
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2.2 Spine Phantom

The accuracy and ergonomics of our AR-based surgical navigation system has been
tested on an experimental setup that simulates the reaching of lumbar pedicles as in a
standard VAP.

An acrylonitrile butadiene styrene (ABS) replica of a patient-specific phantom
comprising the lumbar spine (L1-L5) was created. At first, the 3D model of the lumbar
spine was obtained from the segmentation of a preoperative computed tomography
(CT) dataset: the DICOM files were segmented using a semi-automatic segmentation
tool integrated into the open-source platform Insight Segmentation and Registration
Toolkit [25].

The resulting 3D virtual anatomic details of the spine were then imported in a CAD
environment (PTC® CREO 3.0) to layout the complete phantom. For each of the five
vertebrae, the pair of pedicle canals (left and right one) were identified and artificially
created in the form of two cylindrical holes with 6 mm diameter. The 3D model of the
spine was incorporated in a square box that was designed to contain the anatomy and
for acting as a support for 8 spheres taken as reference markers for the tracker-less
registration (Fig. 3). The obtained CAD model, in the form of a STL file, was then
printed with a 3D rapid prototyping machine (Stratasys® Elite Dimension).

A silicone rubber was injected inside each pedicle in order to replicate the different
consistence of the pedicle in respect to the simulated cortical bone. The whole model
was then filled with polyurethane foam and covered with a skin-like layer of silicone

Fig. 3. Model of the lumbar spine with artificially created canals along the pedicles. On the left
the ABS replica of the patient-specific phantom was filled with polyurethane foam and covered
with a skin-like layer of silicone rubber. On the right the “naked” replica of the spine is shown.
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rubber in order to hide the anatomical target, thus for allowing the simulation of a
percutaneous intervention [26].

2.3 Surgical Planning and AR Visualization Modality

The visually processed data of the AR visualization modality [27] were all conceived to
aid the surgeon in planning the optimal trajectory for accessing the surgical target. The
3D virtual reconstruction of the lumbar spine, together with the purely geometrical
elements useful for elaborating the visualization modality, were individually exported
to a 3D graphics-modelling tool (Right Hemisphere® Deep Exploration) to elaborate
the surgical planning.

Several tests were conducted to evaluate the most ergonomic AR visualization
modality in function of the task to be accomplished. In this phase, experienced and
young surgeons were asked to perform the percutaneous task wearing the HMD with
the AR guide running (Fig. 4).

As in previous studies [19, 28–30], also in this specific task, the traditional AR
interaction technique, featuring the superimposition of a semi-transparent virtual
replica of the spine, did not prove to be very effective in aiding the surgeon in targeting
the pedicle canal. This is due to the surgeon’s limited perception of the relative dis-
tances of objects within the AR scene and to the presence of unnatural occlusions
between real and virtual structures. Further, the presentation of a too detailed and
complex virtual content, proved to confound the surgeon instead of being of assistance.
A major issue in the designing of AR-based surgical navigation system is related to the
need of providing consistent visual cues for correct perception of depth and spatial
relations in the augmented scene [31].

In this regard, the most ergonomic AR visualization modality has proven to be a
view indicating the ideal trajectory for targeting each pedicle through a pair of virtual
viewfinders: the first at the level of the skin, the second at the level of the bottom of the

Fig. 4. Complete virtual surgical planning. The figure on the right comprises a more elaborated
rendering of the viewfinders, allowing a more accurate definition of the planned trajectory.

48 F. Cutolo et al.



trocar. The first viewfinder indicates the ideal insertion point for the surgical tool,
whereas the second viewfinder defines, once coaxially aligned with the first one, the
optimal trajectory of trocar insertion. With such AR guide, the surgeon must simply
align the tip of the needle to the center of the first viewfinder on the patient’s skin
(hence managing 2 positional degrees of freedom).

The second viewfinder is then used by the surgeon to pivoting the trocar around the
entry point so that it can be aligned to the planned insertion direction into the pedicle
(managing 2 rotational degrees of freedom) (Fig. 5).

2.4 Evaluation Study

In the preliminary evaluation tests, an experienced surgeon performed 4 trial sessions.
Each test session consisted in the insertion of 10 Kirshner-Wires (K-Wires) in the pair
of pedicles of the 5 lumbar vertebrae included in the phantom. The tests were per-
formed with the aid of the stereoscopic HMD and using the above described AR
Visualization modality. The surgeon repeated the test 4 times for a total of 40 percu-
taneous insertions.

These preliminary tests were aimed at assessing the efficacy of the AR-based guide
in terms of accuracy in needle insertion. In this in vitro study, we have not evaluated
the registration accuracy, since the in vitro setup did not give rise to any issue related to
a preoperative registration procedure: the fiducial markers were rigidly constrained to
the ABS box used as support for the replica of the spine.

The surgeon, once planned the ideal trajectory, started the trial whilst wearing the
HMD device. The first viewfinder on the external surface of the phantom (i.e. the skin)
helped the surgeon finding the insertion point; the second viewfinder, at the bottom of
the trocar, was intended to aid the surgeon in defining the optimal trajectory of
insertion. Once the surgeon considered the trajectory as satisfying, the K-wire could be
inserted.

Fig. 5. AR Visualization with the rendering of the spine, the skin, the ideal trajectories, and a
pair of viewfinders defining an optimal trajectory of insertion.
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For each session, system accuracy was evaluated by using post-operative CT scans
of the model of the lumbar spine with the 10 needles inserted (Fig. 6). After registering
the preoperative and the postoperative reconstructions of the lumbar spine, three dif-
ferent engineers evaluated insertion errors for each K-wire at the upper and lower
surface of each pedicle canal by comparing the planned trajectories (green lines in
Fig. 6) with the real ones (red lines in Fig. 6). Likewise, the angular insertion error in
the axial and sagittal plane was measured. Insertion errors were computed by means of
the values collected by the three technicians.

It is important to highlight that, from session 2, a different approach for needle
insertion was adopted: a clamping arm was introduced to hold the trocar steady in the
defined trajectory during the insertion phase. This strategy was adopted following on
surgeon’s feedback on the difficulty encountered in maintaining the trajectory steady
during the needle insertion. By means of the clamping arm, the trocar can in fact be
fastened once the planned trajectory is reached, thus allowing a straight trocar insertion.
Therefore, the surgical tasks can be summarized in (1) align the tip of the trocar to the
center of the first viewfinder and (2) align the trocar bottom to the second viewfinder
(Fig. 7).

3 Results

Results of the tests are reported in Table 1. The results obtained in all the 4 test sessions
(10 K-wires implanted for each session) show an overall mean error of 1.18 mm (range
of misplacement: 0.01–2.45 mm) with 2 K-wires misplaced (L1Sx and L3sx) in the
first session, the one in which the clamping arm was not used.

After the introduction of the clamping arm (i.e. in the last 3 test sessions) we
recorded a reduction of the overall mean error from 1.42 to 1.1 mm. As for the angular
errors, we obtained an average error of 1.48° (range of angular error: 1.20°–1.97°) in
the axial plane and 1.08° (range: 0.75–1.26°) in the sagittal plane.

Fig. 6. Evaluation of the insertion error between planned trajectories (green lines) and reached
trajectories (red lines). The light green cylinders indicate the pedicle canals. (Color figure online)
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The errors reported are encouraging and comparable with those reported in litera-
ture. A similar AR-guided approach was described by Abe et al. in 2013. They presented
the results of a study conducted on phantoms and on 5 patients in which they adopted a
modified commercial HMD (Epson® Moverio) as an AR-based aid in the definition of
the optimal trajectory path towards the pedicle canal. Their system uses a single webcam
and a template-based tracking method. Throughout the study, they inserted 40 K-wires
in a phantom with two vertebrae with and without the navigation system. Axial and
sagittal angular errors of insertion for each K-wire were measured by means of a control
CT. The overall average angular error reported was of about 0.75 ± 0.61° on the
axial-plane and 0.61 ± 0.70°in the sagittal-plane. The results highlighted a statistically
significant improvement of the accuracy with the guidance system.

Fritz et al. in 2014 reported their experience with a MRI guided approach. In their
study, they performed 25 PVP on a cadaver study reporting a final target error of

Fig. 7. The AR-aided surgical tasks. Upper row: The surgeon first aligns the tip of the trocar to
the center of the red viewfinder he/she sees in the AR scene; in the zoomed image the red
viewfinder and the centered tip are shown. Lower row: the surgeon coaxially aligns the handle of
the trocar to the two viewfinders (blue and red). The two viewfinders define the ideal trajectory of
insertion; in the zoomed image the two viewfinders and the handle of the trocar are shown
optimally aligned. (Color figure online)
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6.1 ± 1.9 mm [14]. Braak et al. in 2013 [10] proposed a Cone Bean CT-based AR
guided approach. In that work, the planned trajectory, with a 5-mm safety margin for
the needle path, is defined directly in the operating room. The planned path is then
projected onto the fluoroscopy image producing a highly accurate real-time image of
needle positioning and progression toward the target. The authors tested the system on
a spine phantom for a total of 44 needles inserted reporting an overall accuracy of
2.61 ± 1.72 mm.

4 Conclusion

There is a growing interest on the use of AR systems as new surgical navigation
systems. The introduction of AR in orthopedic surgery, both for training purposes and
as surgical navigators, can lead to positive and encouraging results in terms of
increased accuracy and reduced trauma to the patient.

Wearable AR systems based on HMDs allows the surgeon to have an ergonomic
viewpoint of the surgical field and of the patient’s anatomy and reduce the problems
related to eye-hand coordination [19].

In this study, we have presented a wearable AR navigation system as aid to per-
cutaneous VAPs. Results of the in vitro tests were encouraging in terms of insertion
accuracy, system usability and ergonomics. Quantitative results confirmed the feasi-
bility of this approach: although our testing platform did not comprise any registration
phase, our results, in terms of insertion accuracy, were comparable to similar studies
from the published literature. The next appropriate steps will be to proceeding to testing
on humans to assess, under real clinical conditions, surgical accuracy and real benefits
for the patient. To this end, we think that an improvement of the graphical interface and
the designing of a robust intraoperative registration procedure will be key steps to be
addressed to improve system accuracy and ergonomics.

Table 1. Insertion errors of the needle inside the pedicles. err US: error at the upper surface. err
LS: error at the lower surface. AxA err: Axial Angular error. SagA err: sagittal angular error.
mean errors and standard deviation are reported for each session test and globally.
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Abstract. Image tagging in the Internet poses a challenge for search
engines. We performed two image tagging experiments using brain-
computer interface devices. Both experiments were aimed at testing
the feasibility of detecting significant changes in the subjects’ electroen-
cephalogram signals upon seeing two classes of visual stimuli. In the first
experiment, participants focused on reading web articles while we dis-
guised the images as web advertisements. The second experiment explic-
itly asked the subjects to think of a word that best described each of
the images shown to them. We found that the accuracy of classifying
either a rugby or soccer image using a purely Event-Related Potential-
based (ERP) classification method produced statistically similar results
whether the classification was done with the participant being aware of
the classification, or unaware. This may suggest that ERP-based individ-
ual image classification using consumer-grade brain-computer interface
devices may not be feasible regardless of the method of stimulation.

Keywords: Brain-computer interfaces · Image tagging · Aware image
tagging · Unaware image tagging

1 Introduction

With the proliferation of smart-phones and social media, millions of new images
are uploaded to the Internet everyday. Classifying these images for content-based
image retrieval is challenging even if they are tagged by the user or the uploading
application (see e.g. [24]). We hypothesized that both the unaware and aware
mind is capable of tagging images and that it is possible to capture such tagging
with some level of accuracy using off-the-shelf hardware.

We performed an image tagging experiment whereby electroencephalography
(EEG) signals were captured by a consumer-grade Brain-Computer Interface
(BCI) while human subjects engaged in reading movie synopses and the images
flashed on both sides of the screen disguised as web ads. The participants were
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unaware that image tagging was taking place so we called this part of the exper-
iment unaware. To make sure subjects were unaware of tagging, this part of the
experiment used deception to conceal from the real purpose of the experiment,
and subjects were asked to read the synopses carefully as they would be quizzed
at the end. We also ran an experiment with the same human subjects and the
same set of images where we explicitly asked the subjects to think of a word
that best described each image (i.e. “rugby” or “soccer”). Since they were aware
that image tagging was taking place, we call this part of the experiment aware.
These two experiments allowed us to view the results of image tagging using two
different methods of stimulation.

Contributions. We provide evidence that consumer-grade BCIs are potentially
incapable of interpreting EEG signals as to enable tagging of images that are
not necessarily related to the core ERP-based visual stimuli in both unaware
and aware scenarios. We found that there is no statistical difference in tagging
accuracy between image classes (rugby vs. soccer) when performing unaware and
aware tagging.

2 Related Work

In recent years, a staggering number of images are being shared every day online.
As of June 2015, Instagram reported 30+ billion photos uploaded since its launch
in 2006 with an average of 70+ million photos a day [17]. Flickr reported in May
2015 its photo library contained 10 billion photos [14]. In 2013, a white paper
published by Facebook revealed users uploaded a quarter of a trillion photos to
Facebook, and an average of 350 million uploads per day [11]. In this section we
summarize our efforts to tag images while a participant is unaware of the tagging,
i.e., without a human being actually providing a tag explicitly. We classify these
efforts into task-based and EEG-based.

2.1 Task-Based Image Tagging

It has been suggested that humans outperform computers in some semantic
problems such as image tagging, and a number of crowd-sourcing approaches
have been proposed, including embedding the task of tagging or labeling in
games known as Games With A Purpose (GWAP) and micro tasks (e.g., Amazon
Mechanical Turk, a human intelligence coordination system where people get
paid for performing specific tasks on the computer).

Von Ahn et al. [35] proposed and deployed the “ESP” game, a GWAP that
aims at tagging images based on a two-player game. The goal of the game is
to guess what the other player types about an image that is shown to both
players. Players first choose the images they will use. Then for each of the chosen
images each player tries to guess what the other player typed, getting points for
each correct guess. The game ends when they have gone through all the chosen
images, and the player with most points wins the game. Other GWAPs have
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been proposed. For example, von Ahn et al. [1] proposed Peekaboom, a two-
player web-based game that helps identify the location of objects within images.
A similar GWAP called “Guess That Face” was proposed by Marques et al. [25]
whereby severely blurred photographs of famous people are gradually de-blurred
and players have to determine who the face belongs to.

2.2 Using EEG in Image Tagging

Consumer-grade BCIs emerged as a cheap and innovative way to capture and
analyze the brain’s electrical activity without having to resort to more invasive
and expensive technologies such as electrocorticogram, magneto- encephalog-
raphy, single photon emission computerized tomography, functional magnetic
resonance imaging, or lab-grade BCI systems [23]. BCI devices used in EEG
recordings can vary from 1-channel headsets (e.g., [27]) to 72-channel head-
sets [7].

Shenoy et al. [32] ran an experiment in which they used EEG recordings
to categorize faces versus non-faces, faces versus images of animals, and faces
versus images of inanimate objects. The choice of image categories was based
on work showing that different types of objects evoke spatially and temporally
different responses [15]. They used Regularized Linear Discriminant Analysis
(RLDA) to classify the collected data, and show that the EEG data can be
used to categorize images with reasonable accuracy. Kapoor et al. [20] combined
EEG data with another method based on Pyramid Match Kernel using a convex
kernel alignment algorithm. This combined method outperformed each method
individually.

Koelstra et al. [21] assigned affective tags according to the valence-arousal
model (see [16]) to videos based on EEG signals elicited by subjects during
an experiment. They call their tagging “implicit” because tags are generated
implicitly from EEG data as opposed to explicitly expressed by the subjects. A
similar system, focused on images instead of videos, was proposed by Apostolakis
et al. [2].

Yazdani et al. [37] presented a system that tagged images based on elicited
emotions measured with a BCI. A related system using facial point tracker to
tag images based on facial geometric information (as opposed to EEG signals)
was proposed by Jiao et al. [18].

2.3 Computer Classification

While our focus is on the use of consumer-grade BCI headsets for image clas-
sification, it is important to examine efforts on the other side of the spectrum
using computers for classification.

Work done by Songhao et al. [33] discuss a method for classifying and tag-
ging images within an individual’s photo album on a social media account. The
authors propose a three-step method for the automatic tagging of images: First,
images are manually selected that are good examples of images that represent
a general image within the database. Next, applicable tags are added to the
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images selected. Finally, using the tag relevance within and between the image
tags, tags are automatically added to the unknown images remaining in the
set [33]. They found that using their system, average Precision and Recall values
exceeded existing algorithms in the literature by as much as 20–50% [33].

Yang et al. [36] propose a novel approach to image tagging and image sub-
classification where they were able to sub-classify individual features of spe-
cific images from a variety of pre-assembled image databases. They highlight
and compare a number of different algorithms and show that they can achieve
classification accuracies ranging from 40 % up to over 80 %, depending on the
algorithm [36]. These accuracies are taken from images where multiple classifi-
cations have been applied to objects within them while in our experiment we
only attempt to classify the image as a whole.

In our study we utilize both aware and unaware image tagging to gather
results about the tagging quality from the “players” as we can gather data both
from their unaware minds when they are actively doing a different task, as well
as from when they are aware of directly classifying the images in front of them.

3 Experiment

To determine the feasibility of tagging images using BCIs, we conducted two
experiments with human subjects. In the first experiment (we will refer to this
experiment as “unaware”) we showed the participants images disguised as web
advertisements while they focused on reading movie synopses (we refer to these
synopses as “articles”). In this experiment subjects had not been informed of the
purpose of the experiment and were instructed to pay attention to the article
as they would be quizzed about its contents. In the second experiment (we will
refer to this experiment as “aware”) we specifically asked the same subjects to
think of a word that best described each of a series of images showed to them
(the same set of images presented during the unaware experiment). These two
experiments were conducted in the same session. The experiments were approved
by the University of Ontario Institute of Technology’s Research Ethics Board
(REB # 14–136).

3.1 Stimuli and Apparatus

Both experiments used the Emotiv EPOC headset [10] and captured data at
128 Hz. The EPOC headset has 14 electrodes located according to the 10–20
system of electrode positioning [31]. The 14 electrodes are: AF3, F7, F3, FC5,
T7, P7, O1, O2, P8, T8, FC6, F4, F8, and AF4.

Unaware Experiment. In this experiment 24 subjects used a web interface
which was designed to look similar to a standard web page a user may come
across in their average browsing and consisted of a brief article and two images,
one on each side of the article. The articles were synopses of movies taken from
Wikipedia (modified to fit on the screen). The images shown on the sides of the
articles belonged to one of two classes: soccer or rugby. The images were taken
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from the results of a Google search of the words soccer and rugby. The images
in both sides were shown in a pre-selected, but random order and making sure
that at any given time both images corresponded to the same class. Each pair
of images was shown for 3 s and then immediately replaced by a new pair of
images. A button at the bottom of the screen indicated that the subject was
done reading the article and was ready to move forward and be quizzed. The
quizzes were evaluated during the analysis to see to what level participants were
paying attention to the articles. Each subject went through 6 articles (7 articles
total; the first article was not recorded). The number of pairs of images shown
varied per article and per subject depending how long it took them to read
the article. On average, each of the 6 articles showed 31.28 images (standard
deviation of 11.74), yielding a total of 187.71 images per subject.

Aware Experiment. In this experiment the same 24 subjects used a web inter-
face again, but the interface only showed the same set of images used in the
unaware experiment for each particular subject, one at a time in random order
for 1 s each. This time the subject was specifically asked to think of a word that
best described the image shown.

During both of these experiments, the BCI headset was recording EEG data.
In the unaware experiment, EEG data was recorded from the time that a par-
ticipant began reading an article to the time that they clicked the button to
indicate they finished reading the article. For the aware experiment, EEG data
was recorded for the length of the experiment as there was no stopping in between
each image.

3.2 Subjects

A total of 24 participants were recruited from the University of Ontario Insti-
tute of Technology’s community to participate in the experiment. Test subject
candidates were provided with an initial questionnaire to determine eligibility in
the experiment. Our inclusion/exclusion criteria included a number of questions
relating to any issues reading an article or wearing a BCI headset. The subjects
in our experiment were 17 males and 7 females between the ages of 18 and 34
(averaging 22.84 years of age with a standard deviation of 5.12).

3.3 Procedure

We made use of deception to hide the real purpose of the unaware experiment
to help reduce active consideration of the images on screen. In the unaware
experiment, subjects were told that the purpose was “to conduct research on
BCI devices and how the brain interacts with concentration-based tasks.” The
real purpose of the experiment was explained in the aware experiment. In the
aware experiment, subjects were simply asked to think of a word that describes
the image they were seeing (i.e. soccer or rugby).
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3.4 Data Pre-processing

In total, we removed the data of five subjects due to poor quality data. In
addition to these removals, individual data of images were removed if the data
exhibited amplitudes of ± 50µV (generally caused by blinking or excessive move-
ments). As a result of the pre-processing, we ended up with a total of 19 partic-
ipants’ data (12 males and 7 females). In the unaware experiment there was an
average of 30.56 images shown per article per person (with an average standard
deviation of 5.37). Roughly 50 % of these images were soccer, 50 % rugby. For
the aware experiment, each participant was presented with a total of 209 images.
Due to the static nature of this part of the experiment, a constant number of
images were shown to each participant. The number of images remaining after
pre-processing this set of images (average 45.56) depended on the quality of the
data received just as with the unaware experiment image data.

To process the data, we used EEGLAB, a MATLAB toolbox, which allows for
efficient analysis of raw EEG data. EEGLAB was chosen due to its mature open
source nature, large development community, and extensive library of available
plug-ins developed by the EEG research community. We used a band-pass filter
of 0.1–15 Hz, as recommended by Bougrain et al. [5], which includes δ (1–3 Hz),
θ (4–7 Hz), and α waves (8–12 Hz) [34].

4 Analysis and Results

Our analysis focused on finding tempo-topographic patterns in EEG data that
allow for accurate tagging of images belonging to two classes, soccer and rugby.
The analysis was conducted separately for the unaware and aware experiments.

4.1 Method for Processing EEG Data

The BCI2000 P300 classifier [29] uses Stepwise Linear Discriminant Analysis [22]
(SWLDA), an extension of Fisher’s linear discriminant analysis [13], first used to
classify P300 waves by Farwell et al. [12]. Nevertheless, since we were classifying
a number of ERPs besides P300, we used a linear support vector machine [19]
(SVM) with the sequential minimal optimization method to optimize a separat-
ing hyperplane as it has been shown to have a competitive performance compared
to SWLDA [22]. The features used for SVM classification were the voltage values
from the 14 channels.

We trained and tested the SVM for the following epochs: 50–90 ms (VEPs, see
Seeck et al. [30]), 130–200 ms (N170, see Eimer [9], Bentin et al. [3], and Caharel
et al. [6]), 190–600 ms (visual evoked potentials VEP, see Boehm et al. [4]),
200–300 (P2, see Caharel et al. [6]), 200–350 ms (N200, see Rosburg et al. [28]),
250–500 ms (P300, N400, see Martinovic et al. [26] and Bentin et al. [3]), 300–
500 ms (N400f, see Eimer [9] and Currana et al. [8]), 500–750 ms (P600f, see [9]),
and 0–999 ms (other ERPs, see [8]). We are not claiming the discovery of a par-
ticular ERP for unaware or aware image tagging, as that is a controversial area
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Table 1. Unaware experiment F1
scores.

ERP Average Max Min

VEPS1 0.46461 0.57143 0.28571

N170 0.45596 0.58824 0.33333

VEPS2 0.46544 0.61538 0.36364

P2 0.47027 0.57143 0.36364

N200 0.46101 0.57143 0.36364

P3N400 0.46412 0.58824 0.36364

N400F 0.44908 0.61538 0.33333

P600F 0.45187 0.61538 0.25

OERPS 0.43231 0.54545 0.2

Table 2. Aware experiment F1
scores.

ERP Average Max Min

VEPS1 0.44244 0.60714 0.23529

N170 0.47239 0.5614 0.33058

VEPS2 0.49361 0.57534 0.39604

P2 0.46928 0.54902 0.29474

N200 0.45316 0.58278 0.33613

P3N400 0.49876 0.59494 0.384

N400F 0.48574 0.58407 0.34545

P600F 0.44997 0.57325 0.2716

OERPS 0.46241 0.56115 0.32353

we are not targeting in this work. Nevertheless, our results revealed the simi-
lar performance of classifying images of a similar nature using machine learning
techniques. So, by choosing certain epochs, we are not attempting to detect any
specific ERP, as determining ERP tempo-topology is still an ongoing effort of
the research community.

4.2 Support Vector Machines

An SVM classifier built-in to MATLAB was used for each of the ERP ranges
for both the unaware and aware data. For SVM features, we used the individual
voltage values throughout each of the ERPs considered individually. SVMs were
trained with the same 1/3 of the total number of images from their corresponding
data. To evaluate the performance of image tagging, we use binary classification
metrics.

Tables 1 and 2 show the average, maximum, and minimum F1 scores from the
SVM classifications. This study suggests that the tagging of images of similar
contents using consumer-grade BCIs may be impossible.

5 Discussion and Future Work

The unaware experiment was designed in such a way that subjects were not
supposed to notice that the web advertisements were fake. At the end of the
experiment, we asked them if they noticed that the imaged disguised as ads
were fake. All of the participants responded that they noticed they were fake.
This may have skewed our results if participants paid attention to the images
and not the articles. However, it turned out that they performed well in the
post-article quizzes (average mark was 72 %), which may confirm that they did
pay attention to the articles. To make sense of this phenomenon, we would need
to conduct further experiments where images would be better concealed.
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To deploy a BCI tagging system, we envision an environment where volun-
teers would wear headsets while using computers as they normally would. These
volunteers could be motivated to use the system if they were offered something
in return such as free or discounted access to certain services like Internet con-
nection or computer applications.

In the future, a look into wave-based classification (as opposed to ERP-based)
may prove useful in finding more accurate and efficient methods of classifying
images.

6 Conclusions

We studied the accuracy of image tagging using BCIs. To this end we conducted
two experiments with 24 subjects who were shown images of rugby and soccer. In
the first experiment, participants focused on reading an article while we flashed
images concealed as web advertisements. To make sure they paid attention to the
articles and not the images, we used deception by not disclosing the real purpose
of the experiment, and furthermore, we quizzed them on the articles they read. In
the second experiment, we disclosed the real purpose of the experiment and then
showed them the same set of images (no articles to read this time) one by one and
asked them to think of a word that best described each image. The results show
that using the mind to classify images shows no statistical differences whether
or not the participant is aware of whether or not the participant is tasked with
thinking of a word that best tags the image, suggesting that image tagging using
ERPs as a method of classification is not feasible on such similar images (e.g.
rugby images vs soccer images). To address this, further research may be done
comparing the performance of ERP-based images (e.g. faces, familiar scenes,
etc.) with images that may not be as effective at eliciting ERPs such as just
the soccer or rugby balls as well as comparing the differences in produced EEG
signals rather than analyzing only the time frames associated with ERPs.
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Abstract. The paper deals with the development of virtual surgical simulator
for microanastomosis developed within the INTERREG (Italy-Greece) MICRO
project. Microanastomosis is a surgical technique that involves, under optical
magnification, the conjunction of blood vessels of a few millimeters diameter
and is used also to support the surgical treatment of tumours. This manuscript
describes the two principal solutions analysed during the progress of the
MICRO project. The first step concerns the development of the simulator using
the Unity3D engine; the second step describes an evolution of the surgical
simulator to support remote control by a haptic interface via web using the
WebGL platform based on JavaScript code. For both, a force feedback module
has been implemented that reads data coming from the simulator and converts
them to generate a servo control action on the haptic interface. For both solu-
tions, some results of the implemented simulator are described .

Keywords: Surgical simulator � Microanastomosis � Virtual reality

1 Introduction

According to the AIRTUM 2013 (Italian Association of Cancer Registers) report, head
and neck malignant tumours are in fifth place in order of frequency in Italy. Every year
they record about 7,200 new cases among men and 2,100 among women (in addition,
the percentages related to skin cancers has to be considered).

About 90 % of these neoplasms are represented by squamous-cell carcinoma
departure from the epithelium lining the mucous membranes of the various districts.
Less frequently, tumours may originate from different types of tissues such as the
salivary glands, thyroid, skin, lymph tissue and bone tissue. More various can be the
onset locations: the mouth, throat, nose, sinuses, larynx, pharynx, salivary glands,
thyroid gland, eye sockets, or bones of the facial region.

At present, surgery is still the method of choice in most cases. The surgical removal
of the tumour, when possible, gives the best chance of healing, especially if associated
with radio-chemotherapy combined treatments. Moreover, thanks to the improvements
in recent years in the anaesthetic techniques and postoperative care of patients the
number of patients who are candidates for surgical treatment is increasing.
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Due to the aesthetic-functional importance of the involved structures, however, it is
of fundamental importance not only tumour resection, but also performing an adequate
reconstruction. Otherwise, sometimes, the results of this type of intervention can be
extremely deleterious. At present, the best reconstructive methods to optimize surgical
resections are based on the use of free flaps. This method, born in the 70 s, has
revolutionized the oncologic and reconstructive surgery. Today, the use of this method
allows, in fact, to adequately reconstruct different areas of the face and different types
of tissues, thus allowing the recovery of adequate function and an often optimal aes-
thetic appearance.

However, this technique requires specialized surgical centres, and it is a procedure
that involves the use of a microscope with a specific ability to operate in diameter
vessels very few millimetres in size. For this reason, it is important to act in the setting
up of a specific training, which today, in Italy, can be done on synthetic or animal
models. Both these methods have major limitations and they are not often used. The
synthetic models, based on the simulation of micro-sutures of silicone models, do not
constitute a faithful representation of reality. The use of animal models is rather limited
by ethical issues, since it needs special structures with high costs, and at present in Italy
there are few centres that could benefit from them.

These factors constitute a big obstacle to the training of the surgeons who would
perform microsurgery and to refresher courses for them.

The simulator developed in this project, by virtually recreating the conditions of the
operating field and of the microscope, can allow the surgeon to perform a training
session to learn and perfect microsurgical techniques, thus facilitating clinical practice.
The use of a virtual system allows one to avoid the problems related to synthetic and
animal models, thus increasing the number of specialists that could perform recon-
structive surgeries based on microsurgical techniques.

The paper treats the development of a virtual surgical simulator for microanasto-
mosis developed within the INTERREG MICRO project. Microanastomosis is a sur-
gical technique that involves, under optical magnification, the conjunction of blood
vessels of a few millimeters in diameter (Fig. 1). This technique is used to support the
surgical treatment of tumours, consisting in bone reconstruction after demolition, and is
one of the surgical procedures used in maxillofacial surgery.

Fig. 1. Surgical technique for microanastomosis
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Also in the medical field, virtual simulators are excellent training tools that allow
improvement in surgical performances. In recent years, advances in engineering and
information technology have allowed for the development of more and more detailed
and realistic simulation models. These innovations therefore provide new tools for
diagnosis, preoperative surgical planning and training, allowing surgeons to perform
procedures on virtual patients that are realistic replicas of real ones.

The serious game represents a new trend in the development of virtual surgical
simulators. Serious games are games whose main purpose is not entertainment, but
teaching and learning. Although virtual simulations and serious games are conceptually
similar and can use the same technology (hardware and software), serious games
introduce an element of entertainment and include some of the main aspects of video
games including challenge, risk, reward and defeat.

Within the MICRO Project, we carried out the development of a simulator for
surgical training in the microanastomosis procedure. Section 2 presents the architec-
tures of the MICRO simulator based on the Unity3D [1, 2] and WebGL [3, 4] plat-
forms. It describes also the algorithms and the structures implemented to obtain a
standard surgical simulator.

Section 3 describes the virtual simulator in terms of both the architectures and the
Mass-Spring based algorithm used to simulate the penetration of the needle in the
tissue.

Finally, Sect. 4 contains the conclusions with future improvements of the surgical
simulator in order to be realized as a serious game.

2 Related Works

Several works about surgery simulators can be found among the literature. Some
review papers [5, 7] analysed the potential benefits of virtual reality simulators for
microsurgery, neurosurgery and robot-assisted surgery. They highlighted that virtual
reality provides a safe, cost-effective and portable environment for surgical training.

Reference [8] evaluated the advantages and disadvantages of virtual simulators for
open surgical procedures compared to more traditional techniques such as those based
on bench models, live animals and cadavers. The main concern about virtual reality
simulators is related to the sense of realism that they could provide.

A strong improvement in users’ performance and appreciation is provided by stereo
viewing and it leads to an accurate navigation and faster decision-making [9, 10].

An example of an anastomosis simulator [11] is the one developed by Boston
Dynamics Inc. By means of a needle holder and forceps attached to force feedback
devices, it allows the user to grasp, poke, pluck and suture flexible tube organs. It uses
a mirror system to show the 3D surgical scene at the hand level of the trainee.

Mimic Technologies released MSim 2.1 [12], a software upgrade that adds anas-
tomosis exercises to dv-Trainer [13], a training tool for the da Vinci surgical system. It
provides also an evaluation of training performance based on data collected from more
than 100 experienced surgeons.

MicroSim [14] provides a virtual environment for microanastomosis training. It
uses real instruments as input interface and detects their position through an optical
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tracking system. It uses also a stereo display to simulate the surgical scene viewed
through a microscope.

The microsurgery training system presented in [15] allows a physics-based suture
between two blood vessels running at 500 Hz. The hardware involved in the virtual
interaction includes also a pair of haptic forceps.

Other significant virtual simulators deal with the anastomotic technique of Cor-
onary Artery Bypass Grafting (CABG) [16] and ventriculostomy [17, 18].

Some other virtual environments [19, 20] simulate guidewire insertions along the
centre line of blood vessels.

Some important algorithms [21] were designed to improve visual realism in virtual
environments for surgical training: they concern object deformations due to external
forces and collisions among deformable and rigid objects.

Some libraries and frameworks have been designed to support the development of
applications based on haptic interactions. The QuickHaptics microAPI [22] provides a
wide range of features that can be used to develop graphics applications involving also
force feedbacks. The Penn Haptic Texture Toolkit [23] is a public repository containing
100 haptic textures and friction models: each of them is based on a ten-second
recording of the force, speed, and high-frequency acceleration perceived through a
handheld tool. Another component-based haptic framework [24] was designed as an
extension for Unity3D.

None of the mentioned works focused on the suitable developing frameworks and
technologies. Our work tries to make a comparison between a desktop (based on
Unity3D) and a WebGL (based on Javascript) implementation of a microanastomosis
simulator. We focused on the technical challenges faced in these two development
environments. In particular, we analysed the feasibility of the implementation of a
surgical simulator as a web service.

3 Architectures and Technologies

3.1 Unity3D Architecture

The research into the development of the simulator has seen two distinct phases. At
first, the development of the simulator was experienced using Unity3D [1, 2]. Unity3D
is an integrated platform for creating 3D videogames or other interactive contents such
as virtual reconstructions or 3D animations in real time. The SDK [25] of Unity3D can
run on both Microsoft Windows and OS X, and the games produced can be run on
Windows, Mac, Linux, Xbox 360, PlayStation 3, PlayStation Vita, Wii, iPad, iPhone,
Android. Unity3D allows using an editor for both development and content design.
Figure 2 shows the simulator architecture based on Unity.

Analysing the stack from the bottom to the top, you can see the first module is the
interface that communicates directly with the haptic Open Haptics Library [26, 27] for
full hardware management. This library implements a process with a loop for rendering
in about 1000 Hz that are necessary for a correct simulation of the forces. Following, a
Middleware communication was adopted for the communication between the Haptic
Server and the Unity3D platform. The haptic Server communicates via ZeroMQ [28]
that allows a rapid deployment of complex communication systems using C++ codes.

68 V. De Luca et al.



The ZeroMQ communication layer allows uncoupling the management of the
interface haptic simulator. In this way, you can use the device with any rendering
graphic engine. The Haptic Sever implements an internal loop and contains a buffer to
allow the correct simulation of the forces. Information about handle positions and
forces is delivered to the communication layer on the physics engine. Figure 3 shows
the scheme of the Haptic Server.

Fig. 2. Proposed architecture based on Unity3D

Fig. 3. Haptic server scheme
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According to the fidelity-to-reality requirement, all the actors of a virtual simulator
have the same physical properties of the corresponding real actors. In particular, surgical
simulations should be able to reproduce faithfully organs, tissues, blood vessels, etc. not
only from a graphic, but also from a behavioural, point of view: the environment should
give the surgeon a realistic cognition of the behaviour of human anatomical structures in
the presence of compressions, expansions, breakage or external voltages.

The main modelling techniques used in the simulation are physically-based or
geometry-based. The former, which allows taking into account the properties of matter
constituting an organ and forces from the external environment, are usually preferred to
the latter [29, 30].

Physically-based modelling can rely on surfaces or volumes. Surface-based modelling
is indicated for interactive simulations and is characterized by a low computational load
(with a lower accuracy), while volume-based modelling offers better accuracy, but
involves a strong computational load, which is unsuitable for interactive simulations [30].
The most commonly used methods in surgical simulations are the mass-spring method,
the finite element method and the boundary element model [31, 32].

In the first phase, Unity3D was used for the implementation of the simulator. It uses
NVidia PhysX as a physic engine and, at the same time, the graphic rendering contains
the OpenGL or DirectX [33] directives. PhysX is a middleware for simulating real-time
physics. It includes collision detection and physics simulation of rigid bodies as
explained in [34, 36]. The Mass-Spring method adopts a mesh of nodes with specific
mass connected through springs with specific damping factors [32].

The model can be deformed when an external force is applied. The offset of each
node can be calculated as:

mi€ri ¼ �di _ri þ
Xi

j
fij þFe

i þ f ui ð1Þ

where mi and ri are the mass and the offset of the node i, while di is the damping factor,
while fij is the external force between the node i and node j, Fe

i is the external force on
the node i and f ui is the initial force applied on the node i.

In the developed application, Unity3D was used to implement the two main
components for the simulation of the arteries and the thread. Spheres with specific
masses were connected by means of flexible joints in order to create the shape of the
body.

The NVIDIA PhysX library [37], included in Unity, was used to implement the
management of the body dynamics, which provides direct control of all the vertices of
the mesh. Such control is necessary to avoid the interpenetration of the bodies [35].

The position-based dynamic also reduces the problems of instability that make a
simulation unnatural. Finally, the algorithms based on the positions directly affect
constraints between the particles and are simple to implement. In literature, the main
technique used to model the dynamics of the surgical thread in the virtual simulations is
known as “follow-the-leader” method [31]. The thread is modelled through a chain of
N cylinders of length L and radius R = L/2. The connection of the cylinders is obtained
by means of joints, which allow the bending of the thread.
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3.2 WebGL/JavaScript Architecture

The MICRO project went through several phases: it started with the development of a
standard simulator with the characteristics of a serious game as in [38, 39], but then it
focused on the design of a cloud-based simulator. In order to enable remote control
through a haptic interface on a web service platform, we implemented a WebGL
version of the surgical simulator using the JavaScript language [3, 4].

The implemented modules are shown from the bottom to the top of the left column
(Fig. 4).

The Haptic Server communicates through the ZeroMQ library [28] with the
JavaScript Web Server based on Node.js middleware [40]. The Node.js framework
allows the development of server-side web application using the same syntax of
JavaScript.

The framework offers several advantages: the most important of which is the
possibility to develop server-side applications without the need to learn any “tradi-
tional” language. Since a strong point of Node.js is software scalability, the framework
could be used for both small projects and enterprise applications. The simulator was
developed as a Single Page Web Application with two specific libraries: Cannon.js [41]
as a physics engine and Three.js [42] as a graphic engine.

The diagram in Fig. 5 shows the application deployment.
The client application includes a haptic Server communicating through ZeroMQ

with the web server based on Node.js. The client browser queries the web server

Fig. 4. Cloud-based 3D architecture
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through the Web Socket protocol with the Socket.io library [43]. The algorithms for the
modelling of tissue and suture thread are the same as those implemented in Unity
(Mass-Spring and Follow-The-Leader) [31, 32].

In the proposed architecture, physics and rendering engines are handled as two
different processes. In this way, an improvement of the system’s general performance
can be obtained due to the independence between the two modules. Each worker
implements a proprietary loop that provides a 30 Hz frame rate for the graphic engine
and a 60 Hz frame rate for the physics engine. In this way, a proper rendering and a
realistic simulation of the virtual environment can be achieved.

The worker code implements the mass-spring algorithm generating the vessels and
the thread structure by means of several spheres with a well-defined mass connected by
elastic constraints [30]. The primary worker updates information about position and
orientation of the meshes according to data sent by the secondary worker.

3.3 Haptic Server and Force Feedback System

In the MICRO project, the setup and configuration of a GeoMagic haptic interface with
the related SDK was implemented [26, 27]. The APIs described in the haptic interface
manual allows a direct control of the hardware system regarding position, rotation
matrix and friction components, mass and density characterizing the force feedback.

In order to provide support to the surgical instrumentation with modules for the
interaction with the haptic interface we used the ZeroMQ (ØMQ) [28] communication
protocol. In this sense, we studied procedures for the real-time data transmission as a
support to surgical environments and we implemented an application based on the
ZeroMQ libraries, which are compliant with the Web-Socket protocol. The application
uses the ZeroMQ libraries and the haptic interface API to elaborate position and
interaction data and to implement real-time transmissions. The ØMQ API provides
general-purpose sockets, each of which can represent many connections between
endpoints with force feedback system.

Fig. 5. Block diagram of the implemented system in the WebGL platform
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Within this activity, we detected the system calls needed for a force feedback
implementation in the server module of the haptic interface simulation and then we
have successfully implemented the force feedback system. The force feedback system
reads the data coming from the Unity Platform and converts them to generate a
servo-haptic control action on the haptic interface.

Even though in a rough form, the force feedback allows remote management during
the wire penetrations through the blood vessel. We implemented a Publish/Subscribe
[44] channel based on the ZeroMQ libraries between the haptic interface control system
and the Unity-based client. In this way, data provided by the Unity client with the API
calls of the haptic interface can be used to reproduce a force feedback in real-time even
for remote sessions.

Figure 6 shows the prototype of the implemented simulator.

The code for this force feedback was implemented on a C++ platform and it was
entirely integrated with the API calls of the GeoMagic haptic interface SDK. Data
transfer is realized by sending and receiving data strings into particular communication
sockets. The output represents a continuous data string containing spatial localization,
rotational and control data.

The Unity3D framework allows the addition of a force impulse for each rigid body
of the medical rope using their mass. It can detect the collisions of the medical rope
with the blood vessel in real time; therefore, we can intercept the feedback force
impulse instantly with a single system call.

These feedback force impulses have various behaviours in accordance with the
mass value of rigid body that has generated it, for this reason the force applied on
objects to push or to twist rigid bodies should be equalized on the different values of
mass in order to avoid too much amplifications or attenuations of force impulses in the
virtual model.

Fig. 6. The prototype of the implemented simulator
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These effects are useful for applying forces that instantly happen, such as forces
from explosions or collisions and are applied to the rigid body as its mass*dis-
tance/time. Such data, which represent a measure of the force feedback, are sent from
the Unity3D platform to the Haptic Server to generate a servo-haptic control action on
the interface. Below you can find an extract of the implemented code for transmitting
the force impulses from the Unity3D platform toward the haptic server:

Vector3 impulse2 = CollisionManager.impulse; 
float xx = impulse2.x; 
float yy = impulse2.y; 
float zz = impulse2.z; 
string data2 = xx + "*" + yy + "*" + zz + "*"; 
NetMQMessage message2 = new NetMQMessage(); 
message2.Append(data2); 
byte[] data3 = System.Text.Encoding.UTF8.GetBytes(data2); 
socket2.SendMore("CHANNEL2", true).Send(data3); 

We declare a variable of type Vector3 to which we assign the values of the force
impulse retrieved by the Unity3D platform. Then we declare three variables of type
float to exact the measures of collisions on the 3D space. Then, these data are sent from
the Unity3D to the haptic server by a socket web connection using the NetMQ library
[45]. In this way, the haptic server module will send and receive data on two different
sockets contemporaneously in real time.

Some libraries were already available for the Unity3D engine to link the haptic
interface control system and the Unity-based client.

On the contrary, for the WebGL/JavaScript platform, we had to implement on our
own some new software routines to emulate the force feedback of the haptic interface
by estimating strength and permanence of the rope with needle inside the blood vessel.
In particular, we identified some measures to bind the movements of the haptic
interface with the deformations of the blood vessel during the penetration of the
medical needle through the blood vessel. The measures of the deformation and then of
the force feedback are obtained by calculating the offsets of each elementary structure
that the blood vessel model realized with respect to predetermined positions; and
adding to them other coefficients calculated basing on the crossing of the medical rope
inside the blood vessel.

Below it is reported the essential code to calculate the feedback force components
for the WebGL platform. In particular, in the extract of the implemented code there are
three principal variables: Ind1, Ind2 and the Vector3d feedbackForce.
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if(((Ind1+Ind2) < threadLength) ) {
if (Ind1<Ind2) {

for(var i=0;i<=(Ind1-1);i++){
bodies["thread-"+i].velocity.set(-1*normalP2.x,-1*normalP2.y,0);
feedbackForce = bodies["vesselAxes-" + indexASSE[i]].position.vsub
(bodies["thread-"+i].position));

}
for(var i=Ind1;i<=(mInd-1);i++){

bodies["thread-"+i].velocity.set(-1*normalP2.x,-1*normalP2.y,0);
bodies["thread-"+i].position.set(PointOrigine2.x+0.1*normalP2.x,Point
Origine2.y+0.1*normalP2.y,PointOrigine2.z+0.1*normalP2.z);
feedbackForce = bodies["vesselAxes-" + indexASSE[i]].position.vsub
(bodies["thread-"+i].position));

}
if (Iscarto>=4) {

for(var i=Ind1; i<=((Ind1+Math.floor(Iscarto/2))-1); i++){
bodies["thread-"+i].velocity.set(1*normalP2.x,1*normalP2.y,0);
bodies["thread-"+i].position.set(bodies["vesselAxes-" + 
indexASSE[0]].position.x+0.1*normalP2.x,bodies["vesselAxes-" + 
indexASSE[0]].position.y+0.1*normalP2.y,bodies["vesselAxes-" + 
indexASSE[0]].position.z+0.1*normalP2.z);
feedbackForce = bodies["vesselAxes-" + 
indexASSE[i]].position.vsub(bodies["thread-"+i].position));

}
for(var i=(Ind1+Iscarto); i<=(Ind1+Math.floor(Iscarto/2));i--){

bodies["thread-"+i].velocity.set(1*normalP1.x,1*normalP1.y,0);
bodies["thread-"+i].position.set(bodies["vesselAxes-" + 
indexASSE[0]].position.x+0.1*normalP1.x,bodies["vesselAxes-" + 
indexASSE[0]].position.y+0.1*normalP1.y,bodies["vesselAxes-" + 
indexASSE[0]].position.z+0.1*normalP1.z);
feedbackForce = bodies["vesselAxes-" + indexASSE[i]].position.vsub
(bodies["thread-"+i].position));

} } } }

The Ind1 and Ind2 variables record and manage the penetration of the medical rope
inside the blood vessel by teaching each body of the structure to follow some specific
directions; while tVector3d feedbackForce is used to calculate the force feedback by
estimating the deformation of the blood vessel with respect to the fixed position of the
its axes points.

The Vector3d feedbackForce variable will be used to implement the servo-haptic
control action on the haptic interface using a different socket to transmit in real time the
control data between the haptic server and the graphic client WebGl/JavaScript.
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3.4 Unity3D Architecture

A screenshot of the obtained simulation results is given in Fig. 7, which shows an
example of a latero-lateral anastomosis during a session of the surgical simulator based
on the Unity3D platform.

3.5 WebGL/JavaScript Architecture

Figure 8 shows an example of a latero-lateral anastomosis during a session of the
surgical simulator based on WebGL/JavaScript.

4 Conclusions and Future Work

The manuscript has dealt with the development of virtual surgical simulator for micro
anastomosis developed within the INTERREG (Italy-Greece) MICRO project. The
development of the simulator has seen two distinct phases. At first, the development of
the simulator was experienced using the Unity3D platform [2, 25].

Fig. 7. A possible latero-lateral anastomosis

Fig. 8. A possible latero-lateral anastomosis
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In the second phase, to overcome some of the limitations of the Unity3D platform
and support remote control by a haptic interface via the web, an evolution of the
surgical simulator was implemented using the WebGL platform with JavaScript code
[41].

In particular, the advantages of using the Unity3D environment lie in the
multi-platform features: it allows implementations for various operation systems and
hardware support. The SDK of the Unity3D [25] can run on both Microsoft Windows
and OS X, and the games produced can be run on Windows, Mac, Linux, Xbox 360,
PlayStation 3, PlayStation Vita, Wii, iPad, iPhone, Android.

The disadvantages in the use of Unity3D lie in the NVidia PhysX engine [33, 37].
The implementation of the suture thread in Unity3D based on the NVidia PhysX engine
did not produce a satisfying result because the simulation diverges under some stress
conditions. In particular, it could be noticed that the lack of high fidelity articulated
physics support often manifests itself in the following problems:

• Two rigidly joined rigid bodies can be pulled apart under huge force;
• The mass ratio between two joined rigid bodies is limited to less than 1:10 in order

to maintain joint stability;
• A heavy weight at the end of a long rope makes the rope springy, jumpy and

unstable;
• Motors are soft and cannot deliver enough power to drive multi-level articulated

robotics;
• Doors, hands, wheels wobble around their joint axis under a heavy load;
• Simulation step size (time interval) should be made too small to provide the needed

accuracy, which destroys performance.

For these reasons, we decided to develop the simulator also with a new software
architecture based on a new physical engine, in particular with WebGL platform [3, 4,
41].

On the other hand, the advantages in using the WebGL/JavaScript architecture are
the access, via the web, to the surgical simulator, also by a haptic interface in remote
position and an optimal multi-platform for different and various pieces of hardware.

In a WebGL/JavaScript environment, the whole surgical simulator is loaded into a
normal browser for navigation on the Internet and in this sense, only a local or remote
Internet connection with specific cloud access via web would be needed.

Moreover, the WebGL graphic engine is very stable and can control all the kinetics
of the rigid bodies, of the joined rigid bodies and of the surgical rope with an
acceptable simulation step size.

The disadvantages in using of the WebGL/JavaScript architecture lie in ensuring an
adequate internet connection needed to run the communications between the ZeroMQ
[28] server with the simulator client with an optimal frame-rate and in setting up an
opportune SubScribe/Publisher mechanism to manage the interaction between the
haptic interface and the rendering engine WebGL during remote control.

Nevertheless, other disadvantages may lie in the requirement for hardware plat-
forms that are more advanced in the sense of computational complexity and a Java-
Script code unsuited for the debugging of the surgical simulator or to update it.
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With the help of the maxillo-facial surgery medical staff of the “Casa Sollievo della
Sofferenza” Hospital in San Giovanni Rotondo, other improvements were identified to
make the virtual simulator as close as possible to the real operating environment. In
particular, the main issues deal with the enhancement of the surgical suture realism, the
possible insertion of a vascular clamp to interrupt the blood flow and the modelling of
bleeding in the case of the non-tightness of microanastomosis as in [38, 39, 46].

In the MICRO project, the “Touch” haptic interfaces provided by Geomagic were
used as input devices, even though they were not integrated with the typical surgical
instruments used by surgeons during the microanastomosis procedure.

Therefore, a further improvement to this project would be to provide the use of
haptic devices that simulate in a more correct way the movements of the surgeon and
the internal forces during the microanastomosis operation [15].

Currently, the trend in simulation is to implement virtual training system as a
serious game [47, 48]. A serious game is a simulator able to rate skills through a final
score. This total score is obtained from the analysis of different parameters appropri-
ately defined and integrated in the simulator in order to produce an assessment of the
training session.

In the light of the above, an improvement could be the addition of a score that will
index the performance of the procedure. The score will be obtained by considering a
number of parameters that must be provided by doctors (for example the elapsed time,
the suture precision, the distance variability of needle insertion points, etc.).
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Abstract. Endovascular surgery requires acquisition of intraoperative
X-ray images, exposing patient and surgical staff to a considerable dose
of radiations. This disadvantage, and the difficulty in using bidimensional
projective images, motivates the integration of endovascular navigators
in the clinical practice. This paper presents a real-time vascular deforma-
tion system to enhance the standard static virtual environment usually
used in endovascular navigation. Our approach is based on a skeleton rep-
resentation of the virtual vessel, linked to the 3D vascular structure via
vertex color masks applied on the target vascular branches. This method
allows the usage of multiple partial skeletons, each with its own defor-
mation function and linking strategy; so, we can model different kind of
deformations due to several factors (e.g., heartbeat, breathing etc.). The
system has been tested modeling the deformation of renal arteries due
to patient breathing: showing a good visual realism, and ensuring the
necessary updating frequency for real-time simulation.

Keywords: Computer-assisted surgery · Endovascular navigation ·
Virtual reality · Skeleton-based deformation · Real-time simulation

1 Introduction

Endovascular interventions are usually performed exploiting real-time images
of the vascular structure of the patient, through the use of a fluoroscope. This
approach allows the intraoperative guidance of the surgical instruments, fusing
the projection of the target vessel and the surgical instruments in a single picture.
Although this technique reduces the invasiveness of endovascular procedures
allowing a shorter recovery time for the patient, it also presents some issues.
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One of the main disadvantages is the exposure of the patient and the surgical
staff to a significant amount of X-rays (i.e., ionizing radiations). Furthermore,
endovascular procedures require the surgeon to navigate inside the vascular tree
relying only on a bidimensional image: the projection of the patient anatomy.
Finally, other difficulties may arise from the injection of the nephrotoxic contrast
medium: required to visualize the vascular structure using a fluoroscope.

In order to overcome these issues, innovative methods to track and visu-
alize endovascular tools in MRI environments have been proposed. In spite of
promising results (acquisition of 3D/4D anatomical models using radiation-free
imaging), the transfer of MR-guided techniques into the clinical practice has
been limited by the lack of MR-compatible instrumentation (e.g., guidewires)
with mechanical characteristics similar to standard surgical tools [3,4].

A possible solution consists in combining MRI with live fluoroscopy: hybrid
X-ray and MR imaging systems (i.e., XMR) can benefit from 3D information on
vascular structures offered by MRI along with a large armamentarium of X-ray
compatible catheters/guidewires [2,16].

Finally, intraoperative navigation platforms have been proposed to ease
endovascular surgical procedures, and to reduce the usage of fluoroscopy; limiting
in this way, the procedural radiation dose by using electromagnetic localization
strategies, or rather: tracking in real-time the insertion of endovascular instru-
ments inside the patient vasculature [1,14,15,17,18].

Furthermore, these software tools are usually based on a static virtual 3D
vascular anatomy of the patient, registered with the real patient position just
before the catheter insertion.

The method we propose is an extension for this kind of endovascular navi-
gators (Fig. 1a). The real-time fusion of the 3D vascular structure of the patient
with the surgical instruments provided with sensors (Fig. 1b), is improved using
a vascular deformation system for the virtual vessels. The continuous tracking of
the position, orientation, and configuration of the surgical instruments, is cou-
pled with the real-time updating of the vascular tree (e.g., coherently with the
heartbeat and the breathing of the patient).

Our approach is based on a compact representation of the vessels: a skeleton
describing the structure of the vascular anatomy, properly linked to the vir-
tual vessel wall. Therefore during each simulation cycle, a deformation is firstly
applied to the vessel skeleton, and then transmitted to the virtual vessel wall via
skeleton-vessel links: modifying the shape of the 3D vascular structure.

2 The Vascular Deformation System

The proposed deformation module has been developed to be integrated in our
endovascular navigator with an architecture, including: hardware devices, soft-
ware modules, and the “Real-Time Deformation” system (Fig. 2) [5,6].

The preliminary test has included the modeling of the deformations of the
renal arteries due to the patient breathing. Afterwards, we have performed a
visual validation of the real-time updating of the vascular structure, monitoring
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(a) (b)

Fig. 1. Overview of the endovascular navigation system: (a) shows a photo during the
preliminary test using a synthetic phantom, whereas (b) illustrates a screenshot of the
virtual 3D environment during the catheter insertion.

at the same time: the breathing of the patient using a position sensor, and the
patient anatomy through an ultrasound scanner.

2.1 Endovascular Navigation System Overview

The endovascular navigation platform is a system providing intraoperative guid-
ance (Fig. 1a), allowing the reduction of the radiation dose and the injection of
nephrotoxic contrast medium [6].

Intraoperative 3D rotational angiography is acquired in the initial phase of
the endovascular intervention, and the volumetric dataset is used to generate
the 3D vascular structure of the patient (Fig. 3a and b). Endovascular catheters
and guidewires, provided with 5 DOF electromagnetic sensors, are tracked using
an NDI Aurora Electromagnetic Tracking System (Figs. 1a and 5a). Initially,
the virtual anatomy is registered to match the real patient position. Then, the
endovascular navigation system is able to visualize the 3D virtual environment:
fusing together the 3D vascular tree of the patient with the endovascular instru-
ments, coherently with the real surgical scenario (Fig. 2) [6].

The endovascular navigation system has shown an overall spatial accuracy of
1.2 mm ± 0.3 mm, and has demonstrated a good usability during the preliminary
evaluation by a group of expert surgeons [5,6].

2.2 Real-Time Skeleton-Based Vascular Deformation

In order to deform the shape of the vessels in real-time, we have designed and
implemented a compact representation of the vascular structure: the vessel skele-
ton. This mainly consists in an approximation of the vessel centerline: or rather



Real-Time Skeleton-Based Deformation of Virtual Vascular Structures 85

Fig. 2. The endovascular navigation platform architecture, including: hardware
devices, software modules, and the “Real-Time Deformation” system.

a tree structure (i.e., undirected graph) described using nodes (3D points) and
links (3D line segments). Moreover, the skeleton includes also special connec-
tions (i.e., skeleton-vessel links) between its elements (nodes and/or links) and
the vertices of the virtual vessel wall. These allow to reshape the vessel wall
considering the skeleton deformation.

The automatic generation of the vessel skeleton is performed through the
computation of the centerline of the patient vascular structure. Although in
this paper we use a different algorithm, in other publications we demonstrated
how to automatically generate the vessel centerline processing ultrasound 3D
datasets [13,21].

Automatic Generation of the Vessel Centerline. The strategy to deter-
mine the vessel centerline, is based on the algorithm proposed by Cornea et al.
[7]. Initially, the volumetric dataset (e.g., a C-arm scan) is analyzed and the
relative 3D force field, represented using a 3D array storing a force vector for
each volume cell (voxel), is generated. Then, once the topological features of the
field are computed, the connected centerline of the vascular structure is created.

Vessel Skeleton Generation and Linking. Once obtained the vascular struc-
ture centerline, we can generate the vessel skeleton. In our approach, we approx-
imate the centerline using only its core structure (e.g., avoiding curve links).

Afterwards, the vessel skeleton can be manually optimized: reducing the num-
ber of nodes, or adjusting their position.

Finally the skeleton has to be linked to the virtual vessel wall. In particular,
the user can define a specific function to connect the vessel skeleton to the
vertices of the 3D vascular structure. We have paid particular attention to the
development of a versatile solution for the vessel skeleton, in order to enable the
connection of both skeleton nodes and links using a wide range of strategies. For
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(a) (b) (c)

Fig. 3. An example of virtual vascular structure: (a) shows the raw high resolution
3D model generated segmenting the medical dataset, (b) illustrates the same model
after the optimization process (artifact removal, simplification, and smoothing), and
(c) represents the two color masks applied to the vertices of the virtual renal arteries
in order to use two different partial vessel-skeletons. (Color figure online)

example: in order to test the deformation of the renal arteries, we have connected
each vertex of the virtual vessel with the two nearest skeleton nodes.

Enabling Multiple Partial Vessel Skeletons. Sometimes, only part of the
vascular structure requires a real-time updating: for example when adhesions
between the vessels and the surrounding anatomy constrain the position of the
main part of the vascularization. In these cases, it would be useless to compute
the deformation of the whole vascular structure; instead we can restrict the
updating to the vessels undergoing a significant deformation.

Our solution consists in the usage of multiple partial vessel skeletons, each
attached to a specific branch of the vascular structure. The identification of the
proper region of the 3D virtual vessel, linked with a partial vessel skeleton, is
done using color vertex masks (see Fig. 3c). This means that each skeleton is
tagged with a color, and linked only to mesh vertices matching that color.

This strategy allows not only to use multiple partial vessel skeletons, but also
to apply different deformation functions to each part of the vascular structure.

Deforming the Virtual Vessel Wall. During each iteration of the interactive
simulation, we update the vessel skeleton configuration applying the deformation
function to all its nodes. Subsequently, we modify the position of the virtual
vessel vertices linked to at least one skeleton element (a node or a link).

In our preliminary tests, each vertex is linked to a pair of skeleton nodes. So,
we have defined an update function fupd based on a weighted distance mean of
the displacement vectors of the two linked vessel skeleton nodes.
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In particular, if i is the index of a virtual vessel vertex, Vi is its original (rest
state) 3D position vector, j and k are the indices of the vessel skeleton nodes
linked to the vertex i, Nj and Nk are their original 3D position vectors; we can
define the two distance weights α and β as:

α =
‖Vi − Nj‖n

‖Vi − Nj‖n + ‖Vi − Nk‖n = 1 − β. (1)

β =
‖Vi − Nk‖n

‖Vi − Nj‖n + ‖Vi − Nk‖n = 1 − α. (2)

where: α and β are the distance weights associated respectively to skeleton-
vertex links (i, j) and (i, k) of the vertex i, and n is the exponential factor used
to enhance the effect of the vertex-node distances.

So we can compute the updated position V′
i of vertex i applying the update

function fupd defined as:

fupd(i) = Vi + (α (N′
j − Nj) + β (N′

k − Nk) = V′
i. (3)

where N′
j and N′

k are the updated position vectors of the linked skeleton nodes
j and k.

Even if we have chosen an update function based on a weighted distance mean
of the displacement vectors of the two linked skeleton nodes, the deformation
system has been designed to integrate any user-defined function: exploiting the
linking strategy selected by the user to attach the vessel skeleton elements to
the vertices of the virtual vascular structure.

3 Experimental Validation

We have decided to validate the vascular deformation system considering the dis-
tortion inducted by the breathing of the patient on the renal arteries. This choice
allows the testing of two different partial skeletons (one for each renal artery),
avoiding the deformation of the aorta: constrained by the adherencies with the
backbone, and therefore considered stable (with no significant deformation).

3.1 Modeling Renal Arteries Deformation Due to Breathing

Several studies have been proposed to model the respiratory motion of the
patient in order to enable the correction of endovascular imaging roadmaps,
through the deformation of a preoperative representation of the patient anatomy.

King et al. proposed a motion correction for X-ray guided cardiac catheter-
isations: a subject-specific affine motion model generated analyzing few high
resolution MRI slices and a general model of the cardiac respiratory motion [11].

Takemura et al. studied digital angiographies taken during patient breathing.
The visceral branches of the abdominal aorta were divided in groups: hepatic
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arteries, splenic arteries, and celiac arteries; associating each group to an artery
bifurcation point. Then, the motion of these points was tracked, and ranges of
vertical and horizontal movements for each group were obtained [19].

In this work we have used the results reported by Draney et al. [8] and
by Lujang et al. [12] to model respectively: the maximum displacement of the
skeleton nodes of the renal arteries, and the temporal evolution of the skeleton
nodes position during the respiratory cycle. According to Draney et al. [8], the
maximum displacement of the points belonging to the renal arteries centerlines
can be modeled using a hyperbolic function (Fig. 4), as described by the formula:

Tmax(Nj) =
a ‖Nj − N0‖

b + ‖Nj − N0‖ . (4)

where Tmax is the maximum translation of a generic point j belonging to the
renal artery centerline, Nj is the 3D position of the point j, N0 is the position
of the renal artery ostia, whereas a and b are constant parameters controlling
the shape (i.e., slope of the function, asymptotic value) of Tmax.

According to Lujang et al. [12] the position of a generic abdominal organ
(e.g., the kidney in our case) can be modeled using a function of the time t:

Tz(t) = Tz 0 − c cos2n
(π

τ
t − φ

)
. (5)

where: Tz 0 represents the position of the organ at exhale, c is the amplitude
of the motion wave function, (Tz 0 − c) defines the position at inhale, τ is the
period of the respiratory cycle, n is a constant value controlling the shape of the
motion function, and finally φ is the initial phase of the respiratory cycle.

Assuming that the same parametric function is applicable to points belonging
to the renal artery centerline, and that the translations along the X and Y axes
(latero-lateral and anterior-posterior direction respectively) are negligible; we

Fig. 4. The Tmax function, modeling the renal artery maximum displacement: (a)
shows the change in shape of the function varying the parameter b (from 1 to 5) while
maintaining a constant (a= 2 mm), whereas (b) illustrates the different Tmax functions
changing the value of a (from 1 to 5 mm) while maintaining b constant (b = 2). (Color
figure online)
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can describe the motion of vessel skeleton nodes during the respiratory cycle as:

Tz(t,Nj) = Tz 0 − Tz max(Nj) cos2n
(π

τ
t − φ

)
. (6)

where: Tz(t,Nj) is the position of the input skeleton node, Tz 0 represents a
constant offset (mm) along the Z (superior-inferior) axis, n is a constant value,
and Tz max(Nj) is the maximum displacement of the node along the Z axis
derived by (4), or rather: the approximation of Tmax(Nj) neglecting the X and
Y displacement components.

3.2 Preliminary Tests of the Vascular Deformation System

Preliminary tests have been performed in order to visually evaluate the “Real-
Time Deformation” module developed.

A MRI dataset has been segmented using the EndoCAS Segmentation
Pipeline [9,10] based on ITK-SNAP [20], and the 3D model of a segment of the
abdominal aorta has been generated and optimized. Afterwards, a vertex color
mask has been applied to each renal artery, and the relative vessels skeletons
have been defined and linked.

A 5 DOF electromagnetic sensor (NDI Aurora Tracking System) has been
placed on the chest of the patient, in correspondence to the diaphragm. This
enable the tracking of the patient breathing frequency, used as input parameter
(i.e., 1/τ in (6)) for the “Real-Time Deformation” system.

An ultrasound scanner (Esaote MyLab One) has been used to verify the max-
imum displacement (along the Z axis) of the patient kidneys during the respira-
tory cycle. This experimental value has resulted compatible with the maximum
displacement of the renal arteries as reported by Draney et al. [8], so it has been
used to estimate the constants a and b of (4).

All the tests have been performed running the endovascular navigator [6] on
a consumer notebook: Intel Core i7 1.73 GHz CPU with 8 Gb RAM running a

(a) (b) (c)

Fig. 5. The endovascular navigation system during the preliminary tests: (a) shows an
overview of the system, whereas (b) and (c) illustrate the virtual vascular 3D model
(back view) during the real-time deformation of both renal arteries.
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64 bit Microsoft Windows 7; using a NDI Aurora system for the electromag-
netic tracking. Figure 5 illustrates the endovascular navigation system during
the preliminary testing of the real-time vascular deformation module.

4 Conclusions and Discussion

This article presents a real-time vascular deformation module integrated in our
endovascular navigation system. The approach described is based on the con-
cept of vessel skeleton: a compact representation of a virtual vessel derived
directly from the centerline of the vascular structure of the patient. Furthermore,
the deformation system supports the usage of multiple partial vessel skeletons,
exploiting vertex color masks applied to the virtual vascular structure during
the generation of the 3D model.

The method proposed has proven to be a good tradeoff between an accurate
vascular deformation and the performance required for an interactive simulation
system. Moreover, the deformation module is versatile, since the software has
been designed to enable the user to customize both the skeleton deformation
function and the skeleton-mesh linking strategy. In this way, it is possible to
model different kind of vascular deformations, for example those due: to the
heartbeat, to the abdominal insufflation, or to the patient decubitus.
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Abstract. This paper describes the development of the prototype of an Aug-
mented Reality based tele-consultation platform settled with a wearable video
see through Head Mounted Display (HMD) with the aim to provide specialist
consult to low specialist remote area without the need to move the patient. The
platform prototype has the donning advantage that gives the user an immersive
experience, moreover the video see through HMD allows for intrinsic coherence
of the scenes shared between the users (the mentor and the proctored clinician).
The platform has been preliminarily evaluated from a technical point of view
and two different scenarios were identified for future clinical testing: ambula-
torial (gynecologic) and surgical (orthopaedic).

Keywords: E-health � Telemedicine � Information systems, collaboration

1 Introduction

The terms tele-presence and tele-assistance have been evolving rapidly in the last
decades thanks to technology evolution. “Telepresence” used to refers to audio and,
occasionally, video interaction between a remote expert supervising a local technician
in doing a specific task, while today the concept evolved implying the concept of
immersive tele-presence thanks to the Augmented Reality (AR) systems.

AR tele-presence (or tele-consultation/tele-mentoring) platforms are widely and
commercially diffuse in industry for maintenance purposes [1, 2], indeed AR has the
capacity to deliver hands-on training where users receive visual instructions in the
context of the real-world objects [3].

In the context of healthcare, from the concept of tele-consultation towards
tele-mentoring and tele-surgery, AR based systems are starting to spread in literature
even if commercial applications are sparse [4, 5].

Rizou et al. [6] defines a general telemedicine system as “Telemedicine is the use of
electronic information and communication technologies to provide and support health
care when distance separates the participants (physicians, providers, specialists and
patients)”. In such a definition AR based systems seems to be the best way to provide
the needed information in a telemedicine context.
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A lot of existing tele-consultation platforms rely on systems that allow the mentor
to overlay with AR technique graphic or textual annotations onto imagery of the
environment where the proctored clinician is. These images are displayed to the trainee
typically on a nearby computer monitor. It is an important issue to enhance the ability
of the mentor to demonstrate proper actions of the trainee in a manageable way.

Vera et al. [7] implemented and validated an augmented reality tele-consultation
platform for laparoscopic surgery, which overlaid a live view of the surgical instru-
ments manipulated by a remotely located mentor onto the laparoscopic monitor viewed
by a trainee to conduct the intervention. This approach showed the effectiveness of
overlaying mentor guidance directly onto the trainee’s view of the operating field;
because the trainee normally views the operating field through the laparoscopic
monitor, there was no active focus shifting [7]. In fact in a very recent work Andersen
et al. [4] underlined how it is important to provide to the mentor and the trainee the
same point of view in order to improve the efficacy of the communication. They
propose a display based platform that interpose a transparent display between the
surgeon’s eyes and the patient so to offer directly in the right point of view the mentor
indications.

Another interesting approach to augmented reality tele-consultation or
tele-mentoring has been presented by Shenai et al., it is called Virtual Interactive
Presence and Augmented Reality and uses a set of videoscopes through which both
trainee and mentor could view the operating field augmented with mentor-provided
overlays. This system allowed a mentor to “see what the local surgeon sees,” and was
used successfully while performing a cadaveric carotid endarterectomy and a cran-
iotomy; a major disadvantage, however, was the bulky eyewear of the apparatus that
forced the trainee to operate from a fixed, rigid location [5].

Considering what abovementioned the requisite for a comprehensive and practical
tele-consultation system are:

• High-definition visualization and depth perception by both the remote and local
clinician;

• Ability of the remote clinician to “see what the local sees”;
• Ability to provide AR facilities to both clinicians;
• An interface that deploy standard and available internet protocol guaranteeing real

time, high quality interaction.

In this respect this article presents a wearable AR-based platform that tries to
address the need for immersive tele-presence and a real-time platform for
tele-mentoring with the aim of provide specialist consult to low specialist remote area
without the need to move the patient.

2 Methods

In this section we provide the description of the developed platform and its initial
testing.
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2.1 Augmented Reality Platform

The platform proposed consists of two dedicated workstations: the Local Calling
Clinician (LCC) workstation and the Remote Expert Clinician (REC) workstation.

Both workstations are provided with a video see through Head Mounted Display
(HMD) shown in Fig. 1. The device entails a commercial stereoscopic HMD (Sony
HMZ-T2) modified with two external cameras (IDS uEye XS), one for each eye. The
cameras capture real world and stream images on the internal HMD monitors so that
the user feels to observe the reality with its own eyes, the internal monitors are used to
display virtual information to augment the reality perceived by the user [8–10].

The HMD has been developed in the mainframe of a multipurpose platform for
image guided surgery, and its custom AR software libraries are used to develop the
tele-mentoring platform [8].

The LCC workstation is provided by a laptop and the HMD. The clinicians,
whenever he/she needs a second opinion or a mentoring, just wear the HMD, start the
application and call the REC.

The REC workstation is organized as a green room (Fig. 2) for field background
subtraction. In this case the visor is mounted in a fixed position and the mentor can sit
and comfortably lean his/her head on the visor.

A key element of the system is represented by the fact that the two platforms are
configured with exactly the same hardware in particular regarding the HMD and the
external cameras configuration.

The two external cameras are mounted with a strategy that allows to vary camera
convergence depending on the needed working distance. From a perceptive point of
view camera convergence regulates the stereoscopic perception of the scene, as it allow
to adjust the screen disparity of the displayed images for viewer comfort, to optimize
depth perception or to otherwise enhance the stereoscopic experience [11]. In our
application is important to set the camera convergence depending on the needed
working distance, that can vary if the clinical scenario changes but it’s otherwise
defined for each clinical scenario.

We decided to mount the cameras with a strategy to vary camera convergence in
function of the application needed in a range of three different predefined positions. All
the parameters are registered in a configuration file that allows to coherently adapt the
convergence of the virtual cameras to consistently compose the virtual scene [12].

Fig. 1. Modified HMD display. The two external cameras can be moved to adjust eye
convergence and field of view.
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The fact that the two workstations share the same hardware with exactly the same
camera convergence configuration automatically solves the issue related to the con-
sistence of the two different scenes and allows to avoid the registration problem. In fact
both the REC and the LCC moves their hands and instruments in the same field of view
and at the same focal distance: the augmented scene is naturally aligned and intrinsi-
cally consistent in terms of focus and object dimensions.

2.2 Network and Communication Protocol

As said high quality, real-time, video streams are a fundamental technological pre-
requisite for the implementation of tele-medicine applications, and relies on the
availability of a broadband solid network.

The aim of the project is to bring specialist support in remote areas that does not
have specialist medical facilities. It is important to underline that it could be logistically
unfeasible to implement a dedicated network infrastructure, so the system has to work
properly with available internet facilities. Starting from the open source available
libraries for developing Voice Over IP (VOIP) platforms [13–15] we decided to move
towards what already used in literature to develop platforms for telemedicine [16–18].

We selected and tested four VOIP software: Skype™ (Microsoft Corporation),
ooVoo™ (ooVoo LLC), VSee (Vsee Lab Inc.), Hangouts (Google inc.). The platforms
were tested in terms of video resolution, bandwidth occupation and robustness of the
communication. In Table 1 you can see the comparison between the identified software
solutions and highlighted the selected software: VSee. VSee software revealed a secure,
high-resolution video-conferencing software. The VSee video-collaboration software
met all the requirements by providing extremely low bandwidth video-calling, control
of bandwidth utilization with robust high resolution and strong data security features.
Moreover, the Vsee company provides (commercially) the API of the software so to
develop tailored platforms.

Fig. 2. REC Workstation. The workstation is arranged to ensure ergonomics and comfort for the
operator and to maximize efficiency for background subtraction. In the red circle the HMD
highlighted. Professional lighting (red arrow) to minimize shadows or chromatic aberrations for a
maximum efficiency of Chroma-key, green screens highly absorbent and low reflectivity for a
good result of the Chroma-key. (Color figure online)
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As for now we decided to develop the platform maintaining the Vsee software
external, but in the future we intend to integrate the VOIP facilities in a unique
platform.

In Fig. 3 a schematic diagram of the system is shown. The core of the platform is
the QRSAR software developed on the top of the custom developed AR libraries [8].
Its role is too performs the stereo image composition both from the REC and the LCC
side and build the AR scene.

Table 1. Selected VOIP software comparison

Bandwitdh 
(Upload/Download)

Resolution

Default (240p) 150/300 Kbps 190/216 Kbps 50/150 Kbps 150/300 Kbps

High Resolution (480p) 225/600 Kbps 504/592 Kbps 70/250 Kbps 256/600 Kbps

High Definition (720p) 600/2000 Kbps 960/2000 Kbps 300/1000 Kbps 512/2000
FIXED Video Resolution 

(no bandwidth 
dependant)

No Yes Yes Yes

Fig. 3. A schematic diagram of the system is shown
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More in details the QRSAR software automatically calibrate for background sub-
traction at the REC side and the stereoscopic frames of the segmented hands or surgical
instruments moved by the mentor are composed with the LCC stream in order to
provide on both side the same view: the remote mentor hands or instruments over-
lapped to the real local scene so to provide an immersive visual feedback that allows for
an effective proctoring. In Fig. 4 an image taken during a phantom [19] test is shown
that explain the afore-described process. On the right it is possible to observe the
side-by-side 3D left and right eye stream once the AR scene has been composed.

2.3 Preliminary Testing

Initial tests of the platform consisted in a preliminary technical evaluation of the system
to qualitatively assess technical aspects such as connectivity, assessment of the video
frame rate, and usability.

In particular 10 non clinicians and 2 clinicians tested the platform in three different
network condition (ADSL, 4G, 3G) for a 30 min call.

The overall video frame rate ranged from 23 to 58 fps with a medium fps value of
32 fps, that means that the real-time target is reached. The video quality was fixed at
720p (HD) and maintained for the whole time of the call and the audiostream was
constant.

The clinicians users report that the user interface could be improved in term of
intuitivity and that the HMD could result a bit cumbersome for long calls.

Two test in two different clinical environments were conducted too.
As said our target application areas are the clinical environments, including rural

medical centers. In particular it was selected a mountainous area of Tuscany, the
Garfagnana, where only a generalist hospital is available; in this context a lot of
patients are often required to move to more specialistic hospitals for a second opinion
or for more specilistic exams.

Fig. 4. Example application of the platform in a simulated laparoscopic scenario. Left: the LCC
and REC stream are showed before Chroma-key subtraction and AR composition. The remote
clinicians moves in the green room a surgical instrument to guide the movements of the local
clinician; Right: once calibrated both clinicians share the same view: the Augmented Reality
composition of the scene.
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We selected two different scenarios: an ambulatorial one, where routines control are
executed that could sometimes require a second more specialistic opinion; and the
orthopaedic trauma unit, where sometimes for serious trauma or fractures external
fixation has to be placed before to move the patient.

In the first scenario, the ambulatorial one, we tested the system during a gyne-
chologic control (Fig. 5), the LCC called the REC (that in this trial was simply in
another room) for help during an external observation of a pregnant woman.

For the second scenario we tested the system with an expert clinicians guiding
remotely a resident to mount an external femoral fixator: in that case we do not involve
a real patient but proved the feasibility on a phantom. Such a scenario revealed very
interesting in terms of possible outcome and usefulness. External fixation is a viable
alternative to attain temporary rigid stabilization in patients with multiple injuries. It is
rapid, causes negligible blood loss, and can be followed by subsequent nailing when
the patient is stabilized. Although demonstrated benefits the mounting of an external
fixator is a challenging task, especially when performed by non-expert clinicians [20].
The possibility to proctor this task through a tele-mentoring platform has been explored
in literature [21, 22], and our application can reveal very useful as it allows the
proctored clinicians to be effectively guided by the hands of the expert clinician in an
immersive way.

Such application scenario will be further investigated and a structured clinical trial
will be conducted to assess effectiveness of the platform for this task.

Fig. 5. Early system testing: gynecologic setup. On the right: the clinician during an exam asked
for advice to an expert: On the left the expert hands guide the local clinician for effective
palpation. In the center the image proposed on both the HMD is shown: the hands of the remote
doctor (red circles) are superimposed perfectly and consistently to the actual scene (blue circle)
and the local doctor can easily follow the instruction. (Color figure online)
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3 Conclusion

Our project is a step in the direction of providing specialist healthcare facilities to
remote rural areas through tele-consultation. An Augmented Reality (AR) based
platform for tele-health over a standard internet connection has been proposed that
proved to offer a real opportunity to enhance clinical outcome.

From a technical point of view the platform revealed effective for the purposes,
allowing a real-time high quality video communication and the AR application added
significative effectiveness and immersive guidance.

Further testing are needed for a clinical assessment and to elaborate clinical pro-
tocols and logistic strategies for actual implementation. We also intend to explore the
local impact of the telehealth service, considering the improvement of the health care
delivered.
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Abstract. This work presents the design a low cost obstetric simulator allowing
precise identification of the fetal position in a simulated birth canal. The system
consists on a female pelvis, a custom-made fetal mannequin, a virtual 3d rep-
resentation, a visual display and an user interface to show in real time what
happens inside the birth canal. Students are often unable not only to identify
correctly the fetal head position, but also to discriminate between the two
fontanels, for this reason the simulator eBSim can help them to train this ability
and could be an important instrument for the instructors to objectively assess the
clinical skill of each student.

Keywords: Simulation � Obstetric � Medical training � Arduino � RaspberryPi

1 Introduction

The knowledge of the correct position and orientation of the fetal head is important for
obstetricians and midwives during spontaneous and operative vaginal deliveries.
Nevertheless, these parameters are estimated in a subjective way. This fact leads to
discordant evaluations, errors and failures in ventouse extraction and forceps appli-
cation, worse outcomes for mother and newborn, increased use of urgent and emergent
cesarean section.

Nowadays, students can practice deliveries only in cases where there is no danger
for both the mother and the fetus. However, when they start their career, they could
come across emergency situations in which they have to act quickly [1].

Simulation is widely used in medicine because it allows students and doctors to
train their skills without any risk; moreover a simulator is an important tool to
objectively assess students’ abilities.
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The most important studies concerning obstetrical simulation started about thirty
years ago, in fact in 1988–1989 R. H. Allen, J. Sorab and G. Gonik from the Huston
University used sensors applied on a clinician’s hand in order to investigate the relation
between applied forces and risk of birth injury [2, 3].

In 2002 C. M. Pugh and P. Youngblood, from the Stanford University, imple-
mented the simulator “E-Pelvis” to simulate pelvic examinations; it consists of a partial
mannequin instrumented internally with electronic sensors that are interfaced with a
data acquisition card and a graphic software to visualize the examinations [4].

In 2003 the “Laboratoire Ampère” of Lyon (France) developed the Birth simulator:
it includes a fetal mannequin; the maternal anatomically correct pelvic model; an
interface pressure system mimicking the pelvic muscles; a software to visualize in real
time the head location [5, 6].

One of the main problems of the commercially available simulators is their high
price. Moreover, most of them do not allow detecting the fetal position and its ori-
entation with respect to the female ischial spines [5]. The birth simulator presented in
this article is a low cost model that overcomes this problem allowing an identification
of the fetal position.

2 Clinical Problem

Delivery is defined as the ejection or the extraction of the fetus from the maternal birth
canal, which is composed by the pelvis and the soft tissue.

The pelvis consists of four bones: sacrum, coccyx and two innominate bones,
formed by the fusion of the ilium, ischium and pubis. The pelvic cavity can be divided
into the false and the true pelvis. The false pelvis is bounded posteriorly by the lumbar
vertebra and laterally by the iliac fossa, whereas the true pelvis is bounded above by the
sacrum, the linea terminalis, and the upper margins of the pubic bones, and below by
the pelvic outlet.

Extending from the middle of the posterior margin of each ischium are the ischial
spines. These are of great obstetrical importance because the distance between them
usually represents the shortest diameter of the pelvic cavity. They also serve as valuable
landmarks in assessing the level to which the presenting part of the fetus has descended
into the true pelvis.

Fetus could be seen as the union between two parts: the body and the head joined
by the neck. The fetal head is composed of two frontal, two parietal, and two temporal
bones, connected by a thin layer of fibrous tissue and separated by membranous spaces
termed sutures. Where several sutures meet, an irregular space, called fontanel, forms.
The greater, or anterior, fontanel is a lozenge-shaped space that is situated at the
junction of the sagittal and the coronal sutures. The lesser, or posterior, fontanel is
represented by a small triangular area at the intersection of the sagittal and lambdoid
sutures [7].

If the fetal head is located in correspondence with the ischial spines, or under them,
the birth canal is defined “engaged”. The engagement level is determined according to
the eleven stations postulated by the American College of Obstetrician and Gynecol-
ogists (ACOG), i.e. eleven positions inside the birth canal (Fig. 1). The position ‘0’
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corresponds to the vertex at the ischial spines and then there are five stations over and
five under it. Each fifth station is located a centimeter above or below the spines. Thus,
as the presenting fetal part descends from the inlet toward the ischial spines, the
designation is −5, −4, −3, −2, −1, then 0 station. Below the spines, as the presenting
fetal part descends, it passes +1, +2, +3, +4 and +5 stations to delivery [7–9].

3 Background

Our goal is to develop a prototype to train the ability in internal examination during
labor, discriminating between the two fetal fontanels and estimating correctly the fetal
head position and descent with respect to the female ischial spines.

An analysis of commercially available birth simulators revealed that most of them
are not able to detect and display the position of the fetus in the birth canal; moreover
they are very expensive. For these reasons we decided to implement a birth simulator
able to detect physically and visually the position of the fetus with respect to maternal
ischial spines and the forces applied on the fetal fontanels. Our aim is to create a
didactical system usable both by students, to improve their skills, and by teachers
which can objectively evaluate juniors’ performances [11]. The prototype we devel-
oped has four parts (Fig. 2):

• Physical model of the fetus and the pelvis
• Graphic model corresponding to the physical one
• Desktop application which allows users’ authentication and students’ performances
• Server-side subsystem to manage communications among the physical model, the

graphic model and the desktop application

Importantly, the first prototype uses only low-cost electronic component and it is a
wireless simulator, it means that there are no cables coming out from the physical
model. Thus it is a space-saving and plug and play system.

Fig. 1. Head levels with respect to maternal ischial spines according to ACOG classification
[10]
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3.1 Maternal Pelvis Model

The maternal pelvis model includes a pelvis skeleton and an overlay (Fig. 3). The first
one is a female pelvis skeleton model distributed by 3b Scientific, having the same
dimensions as a real pelvis. It is placed on a wood surface and it is covered by a wood
overlay which has two openings both to locate the fetus and to perform a simulated
internal examination.

The pelvis model is equipped with eleven magnetic hall effect sensors (US 1881),
located inside the birth canal to measure the engagement level of fetal head. The fetus
neck has a magnetic strip detected by sensors when the fetus passes through the birth
canal. The sensors position simulates the ACOG classification, i.e. eleven levels in
which the birth canal is divided, as described before. For this reason the distance
between two adjacent sensors is 1 cm.

Fig. 3. The complete physical model

Fig. 2. Schematic representation of eBSim: on the left there is the physical model, the black box
in the middle represents the communication system and the screen on the right corresponds to the
user interface, i.e. graphical model and desktop application
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ACOG classification postulates that the engagement level is determined starting
from the head position of the fetus; however we detected the neck position because the
head can’t have any artifact detectable by users. Thus we shifted the system 11,5 cm
upwards, as shown in Fig. 4, according to the distance between the neck and the
farthest head point.

3.2 Fetus Model

The fetal mannequin is composed by a custom-made body and a 3d printed head
(Fig. 5). Starting from a free fetus model, available online, we realized a simulated fetal
head.

Fig. 4. Correspondence between ACOG classification and sensors’ position. Red lines show the
ACOG levels 0 and +5, whereas the green lines highlight the sensors corresponding to the same
levels. (Color figure online)

Fig. 5. The fetal head: on the left there are the groves created to contain the electronic
components, on the right a suture is visible
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In particular we edited the model changing the head’s dimensions so that they were
compatible with our pelvis; then we cut the head at the beginning of the neck, so that it
can join an existing body and we divided it in two parts, both to make the printing
process easier and to locate sensors correctly. Moreover we edited the model adding the
main anatomical landmarks, i.e. sutures and fontanels, which are required to a correct
training.

After the editing we looked for the best sensors. Our aim is to build a wireless
prototype able to determine the fetal position and orientation inside the birth canal and
to detect the force applied on the fontanels. Thus, we chose small sensors so as they
could be placed easily in the head.

The orientation is determined by an Inertial Measurement Units (IMU MPU6050),
whereas the contact force of the user’s hand on the mannequin’s fontanels is detected
by two pressure sensors (FSR) located in correspondence with the anterior and pos-
terior fontanel.

All sensors previously mentioned, together with a Bluetooth module (nRF8001)
used to send data to the communication subsystem, are connected to an Arduino Mega
inside the head.

3.3 Communication System

The communication sub-system is based on a Raspberry Pi 2 model B, which acts as a
bridge connecting physical and virtual simulator. Raspberry Pi 2 model B is a low cost
single-board computer that plugs into a computer monitor. It has various functionalities
including the ability to interact with the outside world thanks to 40 pins GPIO (General
Purpose Input/Output).

Data coming from the fetal head are received and transmitted to Raspberry via
Bluetooth, whereas the magnetic sensors located in the pelvis are physically connected
to Raspberry which sends information to the client via Wi-Fi (Fig. 6).

The software is implemented with Node.js, that is a platform used to build appli-
cations based on JavaScript V8 runtime. It uses sockets (software abstraction) such as
Socket.IO or UDP to communicate in real time: in release mode and development
mode, respectively. Socket.IO enables real-time bidirectional event-based communi-
cation; UDP is used to connect Node.js and the graphic editor Unity that is a graphical
shell for a desktop environment. It is a cross-platform game engine known for its ability
to target projects to multiple platforms.

3.4 User Interface

User interface includes a graphical model, i.e. a virtual representation of the fetus and
the birth canal, and a desktop application which makes it possible to use eBSim as a
didactic instrument (Fig. 7).

The graphic representation consists of a female pelvic 3D model and a fetus 3D
model. The first one is a free model available online, edited so that its dimension are the
same as the physical pelvic model; the second one is the model used to build the fetal
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head which is mentioned before. It translates and rotates as the real mannequin because
it receives data from the IMU and the magnetic sensors. Thus, the graphic represen-
tations shows in real time what happens inside the simulated birth canal allowing users
to train and test their abilities.

eBSim will also include a desktop application which, at the present time, is just
designed. After authentication teachers and students will access to their personal page:
the student’s page will give information about previous sessions and it will allow
students to start a training or simulation session. Teacher’s page will have information
about the whole class allowing each teacher to start an exam session.

Fig. 7. User interface includes a graphic representation of the birth canal, shown on the right
and a desktop application for students and teachers

Fig. 6. The communication architecture
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During a training session the student will make a pelvic examination and he will
check his skills by a feedback provided on a screen. In particular, he will detect the
correct position and orientation of the fetus with respect to the ischial spines. Moreover,
the graphic model will show in real time the correct identification of the fontanels
thanks to pressure sensors: when a user touches a fontanel, i.e. a pressure sensor, the
graphic model will highlight that fontanels.

In simulation mode the student could not take advantage of the virtual represen-
tation; in fact he will simulate an internal examination and then he will complete a
checklist which will give him a score about his skills. The evaluation checklist consists
of multiple choice questions aimed to evaluate:

• The correct detection of the fontanels
• The recognition of the fetus position
• The identification of the engagement level in the birth canal
• The student’s knowledge about the safest extraction maneuver for the current

clinical situation

During an exam mode the student, completely blind about the fetus, will start an
internal examination. The teacher will complete the same checklist mentioned above,
according to the student’s answers and the graphic representation.

4 Conclusion and Future Development

The aims of the project are:

• To implement a birth-simulator able to detect properly the fetal head position and
descent with respect to the female ischial spines

• To create an instrument that can train and evaluate students’ skills to improve their
obstetrical abilities

• To develop a portable low-cost device

Thus, each electronic component of the simulator had to be low-cost and with
dimension that were adequate to the head. This made the research hard, but we suc-
ceeded in sensorizing the simulator, buying the pelvis and implementing the software
using free tools by spending less than 500 euros.

The development of the first prototype allows us to analyze the main problems
linked to the simulator’s feasibility and to determine the future development of the
project.

As we mentioned above, we used eleven magnetic sensors located on the pelvis to
determine the position of the fetus inside the birth canal. Although these sensors work
well, i.e. they are small and able to determine properly the head location, their elec-
tronic connection are very complex: each sensor has five physical connection, this
means that there are fifty-five cables coming out from the pelvis. For this reason it
could be useful to find a new technology that could replace the magnetic system.

At present eBSim has a simple physical model made of wood (Fig. 3) which has to
be replaced by a more realistic overlay, i.e. a woman’s mannequin. In addition the
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physical and graphical pelvis could be equipped with soft tissue, since it is normally
present in the birth canal.

The fetus mannequin has a custom-made body made of cloth, connected to a head
which is 3d printed starting from a 3d model. However, the head’s material (ABS) is
too much stiff and it could be replaced with a softer one, i.e. rubber like material, in
order to be similar to the human skin. Finally, it will be useful to mechanize the fetus’s
positioning inside the birth canal and to measure the force applied on whole head
during the delivery.

As we explained before, the desktop application has not developed yet, so it will be
important to create it, giving a comparison with a web application, so that it can be
possible to study advantages and disadvantages of both solutions.

Finally, another important step will be to test and validate the prototype of the
simulator, in that occasion a selected group of doctors and students will be asked to use
and became familiar with the prototype in order to give us some feedback and sug-
gestions to improve the simulator, including an evaluation process with scores and
penalties so that the assessment will be as objective as possible.
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Abstract. Digital Art and Design is a major part of our culture. Cre-
ating assets in a completely digital environment is well established and
understood. Currently we see a rise in mixed-reality applications that
aim to combine the traditional real-world based way of working with
their digital counterparts. In this paper we present a non-destructive,
immersive, fully dynamic mixed-reality painting system for real-world
objects that combines the workflow of a traditional airbrush artist with
the power of digital media. With this system we can completely alter the
appearance of any Lambertian object.

1 Introduction

Digital painting is currently the method of choice when coloring 2D and 3D
digital assets. Recently, 3D printing technology is pushing into the main stream
market. Being able to produce real-world copies of any asset allows us to bring
3D painting back from the digital into the physical world. Painting 3D assets on
a 2D screen is often a cumbersome task requiring a high level of abstraction and
a trained artist. Using the same skills on a real-world object liberates from this
indirection.

In this paper we present a system that allows us to paint real-world 3D sur-
faces with digital tools. We achieve this by employing a state of the art projec-
tion mapping system that can power multiple projectors and allows us to relight
complex, moveable objects in a fully dynamic setup. Our system compensates
shading artifacts produced by the projectors, giving artists a neutral canvas to
work with. We use an airbrush style metaphor to interact with a given surface.
Digital painting in our context is not limited to applying colors to a surface.
To create rich assets, painting complex materials and setting a light stage is a
crucial part of our system, as can be seen in Fig. 1.

Interacting with arbitrary, real-world objects in this way makes texturing 3D
assets accessible to untrained users. In experiments with our students, we found
that the interaction is not only simple to learn but also fun to use (see our video
at https://vimeo.com/161289655). It allows to play with a blank object without
having a permanent impact on its actual design. A system like this is useful in
various fields. In archeology for example, it is often desirable to simulate the
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Fig. 1. Designing complex lighting scenarios with our real-time multi-projector paint-
ing system on real-world objects.

materials of replicated statues both for research and in a teaching environment.
Texturing real-world objects is also important when designing new products.
Instead of manufacturing a series of prototypes from digital 3D assets, where the
actual texture is often painted on a 2D parametric surface, a simplified stand-in
can be printed. With our system the color and material design can be applied
using natural interaction in the real world. This helps to improve turnaround
times in the designing process and also enables customers to easily create their
own designs.

After giving a brief overview of the previous work in Sect. 2, we introduce
the basic workflow and hardware of our system, as well as some technical details
on the underlying projection mapping system in Sect. 3. In Sect. 4 we detail our
painting framework and subsequently present additional modes of interaction
and some results in Sects. 5 and 6. Finally we give an overview of all our results
and a brief discussion in Sect. 7.

2 Previous Work

Using projection mapping for digital painting is a well described idea. Raskar
et al. described painting using their shader lamps application back in 2001 [2].
While they showed convincing results, modern hardware allows us to employ
more realistic effects while painting. Tracking and user input were improved as
well over the years allowing us to build a complete system with customer grade
hardware.

In 2012 Aliaga et al. demonstrated a system that enabled high resolution
projection mapping [1]. However, while still impressive, the system was not able
to generate the images at interactive rates at the time.

We created our system around a very flexible projection system described
in [13]. This system ensures (per projected pixel), that the light contributed by
multiple projectors on a complex surface is mixed such that viewers will not
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perceive any visual seams. This technique provides a great level of immersion
altering the complete appearance of white diffuse real-world objects.

A simplified version of projection mapping with a single projector was used in
[5]. The authors describe a system that helps traditional painters by augmenting
the canvas with visual guides. Supporting artists in achieving their goals by
means of projection mapping and therewith extending the digital world into the
real world is also demonstrated in [3,4,14,15]. Their work shows, that bringing
back the advantages of digital media into the real world can increase creativity.

While the system we use is markerless, other mixed-reality implementations
like [11] rely on color or IR-markers. The presence of markers in general improves
the reliability of a tracking system. However, the need for markers contradicts
our purpose of having a simple workflow allowing users to paint on 3D printed
objects.

Allowing users to interact digitally with real-world objects is an emerging field
in state of the art research. For example in [12] an ultra wide angle projector
as well as a Microsoft Kinect depth sensor are used to augment the physical
appearance of clothing allowing users to design their own garments.

3 System Overview

The base for our painting system is a state of the art multi-projection framework
that consists of two parts as depicted in Fig. 2. Before the system is usable, all
hardware components (depth sensor and projectors) need to be calibrated. This
is a crucial step, since relighting relies on the exact location for every pixel of our
projection on the target object. After calibration, the pipeline shown on the right

Fig. 2. The two parts of our system. First, all components need to be calibrated.
The actual projection mapping system is markerless and can generate complex and
immersive alterations of the target object.
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side of Fig. 2 takes over. The depth image is used for rigid tracking to determine
the position and orientation of the real-world target object. This transformation
is transferred to the target geometry. Based on this, we can project every arbi-
trary appearance for the object that also contains the user’s painting input and
lighting. The images passed to the projectors have to be altered subsequently by
our multi-projector solver, such that no artifacts are visible (see Fig. 4).

Hardware Setup. Our hardware setup consists of a standard desktop worksta-
tion with an Intel Core i7 4771 (3.5 GHz), 32 GB of RAM and an NVidia
GeForce 980 graphics card. As projectors we use two NEC NP-P451WG, with a
resolution of 1280 by 800 pixels. For object tracking, an ASUS Xtion PRO Live
depth sensor is utilized. The projectors’ intrinsic calibration is performed with
a Canon 5D Mark III camera. An exemplary setup is depicted in Fig. 3a.

(a) (b)

Fig. 3. (a) An exemplary setup of our system with two projectors, a depth camera for
tracking and our Augustus bust as the target object. (b) The Razer Hydra we use for
painting.

Intrinsic Calibration. In order to find the intrinsic parameters of our projec-
tors we employ the calibration method presented by Moreno et al. [8]. Gray-code
patterns are projected onto a checkerboard pattern. By decoding the gray-codes
and detecting the checkerboard corners, enough information is gathered to use
the widely known OpenCV camera calibration routine presented by Zhang [16].
Intrinsics for the depth camera are provided by the sensor’s manufacturer.

An additional calibration step required for a setup with multiple projectors
is color calibration. All our projectors showed noticeable differences in color ren-
dering. We utilize an i1 Display Pro colorimeter to obtain color profiles.

Extrinsic Calibration. With an intrinsic calibration for all parts of our
pipeline, the extrinsics between the projectors and the depth camera are still
unknown. By identifying projector pixels which illuminate predefined geometric
landmarks on the target object, we get correspondences to estimate the extrin-
sic calibration. This has to be performed only once per setup. The subsequent
tracking does not rely on markers.
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Object Tracking. We track the projectors’ positions and orientations relative
to the target object based on the depth image and a known 3D scan of the target
geometry. To achieve this, we use a projective iterated closest point algorithm
based on a point-to-plane metric. In a similar fashion to previous works on 3D
reconstruction [6,9,10], the problem is iteratively linearized around the last solu-
tion estimate. The corresponding linear system is built on the GPU resulting in
a small 6 × 6 system that is solved on the CPU, using singular value decompo-
sition (SVD) [7].

Painting Device. For painting on the object, we use the Razer Hydra device
depicted in Fig. 3b. The two controllers are tracked magnetically and offer a
range of about 1.5 m to the base station. Using the provided API, position,
orientation and button events of the controllers are available. For registration,
we point one controller at predefined geometric landmarks on the target object
and employ the previously described extrinsic calibration.

(a) (b) (c)

Fig. 4. Our multi-projector system: (a) The result of only a single projector. Note the
limited coverage and self shadowing. (b) Simply adding a second projector leads to
artifacts in the overlapping regions. (c) With the implemented multi-projector solver,
the projection is correct at every surface point.

Multi-projector. With a single projector, only a very limited amount of the
target object’s surface can be covered (see Fig. 4a). Even remotely complex geom-
etry will introduce self shadowing, which breaks the user’s immersion. By adding
a second projector, those shadows can be filled. Additionally, a larger area on
the target object is covered (see Fig. 4c). These two factors greatly impact the
level of immersion for the user. One might argue that a larger coverage is also
achieved by placing the projector at a larger distance and therefore increasing
the projection area. However, this contradicts the level of quality we want to
achieve. By placing the projector farther away, the pixel footprint on the target
surface increases, leading to a more blurred projection.

While all those advantages convinced us to use a multi-projector framework,
the drawback of such a system is its complexity. In a fully dynamic setup, where
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the object can be moved around, the correct blending between projectors has to
be computed per frame. Otherwise artifacts in the overlapping areas would occur
as can be seen in Fig. 4b. We used a multi-projector solver based on the work
presented by Siegl et al. [13]. In this system, the contribution of every projector
regarding every surface patch is solved on a per-pixel level, which leads to a
very high projection quality. Also surface effects like object-to-projector distance
and Lambert’s cosine law are considered, providing a clean canvas for painting.
However, the resulting non-linear system is very complex and has to be solved
on the GPU to meet the real-time constraint needed for the fully dynamic setup
in this paper.

4 Painting

Intuitive and correct painting on a 3D object is a challenging task. First, we
need a parameterization of the surface. Since a simple projection of a brush into
texture space will generally fail due to distortions in the parametrization, we have
to choose a different approach for painting. When drawing onto the surface with
a predefined brush, we think of the painting device as a virtual projector, with
its own view-frustum. A good real-world analogy to this is airbrush painting.
In order to avoid sampling artifacts when projecting the brush into the surface
texture, we render the model into its own parameterized UV space, as depicted
in Fig. 5. This means, we issue exactly one fragment shader evaluation per texel
of the target texture. By this sampling in the target domain, we avoid artifacts
from differences in resolution. For every texel we need to identify if it is part of
the projected brush. Therefore, we backproject every texel onto the image plane
of the – virtually – projecting painting device. With this backprojection we can
determine if the current texel is inside the view-frustum and if so, which part of
the brush hits the texel.

Considering the generally small brush size, issuing one fragment shader per
texel will generate massive overdraw. Therefore, we implemented an additional

Fig. 5. Painting on a model by rendering it into its UV space. Every texel in the UV
space issues a fragment shader that decides on how to paint into the texture.
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triangle clipping inside the geometry shader stage of the rendering pipeline.

Brushes. Our system is capable of using arbitrary brushes. On the one hand,
simple images with alpha channel can be used. They are mapped onto the image
plane of the virtual painting projector. On the other hand, we can also handle
parametric brushes, like Gaussian brushes, noise brushes, etc.

The virtual view-frustum of the painting device has another advantage. By
altering the field of view, the brush size can be changed. Additionally – like in
real airbrush painting – moving away from the target object increases the size
of the painted region on the object.

For asymmetric brushes, rotating the input device will directly translate into
the brushes’ rotation on the surface.

(a) (b) (c)

Fig. 6. Pointing the painting device at the nose from the right side. (a) No clipping
is applied. (b) Texels with too much normal deviation and (c) texels with too much
normal and depth deviation are clipped.

Clipping. Without additional clipping in the fragment shader, our brush will
exhibit unexpected behaviour. When mimicing the behavior of a real-world
brush, most notably one would not expect to draw onto backfacing geometry
(see Fig. 6a). To remedy this, we need to know where the central ray of the
painting view-frustum hits the target surface (center-point). Given this center-
point’s normal, we can clip every texel with a surface normal that differs more
than a predefined epsilon (see Fig. 6b). In most cases, this still leads to unwanted
artifacts. In our example such an artifact is visible on the eye. Using an addi-
tional depth test, relative to the center-point, these regions can be clipped (see
Fig. 6c).

Razer Hydra. For our painting system we use the previously introduced Razer
Hydra. Its resemblence of an airbrush pistol suits our needs perfectly. While
we use this input device for showing results in this work, any other device, for
example a PlayStation Move controller would be possible.

For interaction, we use the button configuration shown in Fig. 7. The right
trigger buttons are used for painting and erasing. Using the four buttons on top,
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Fig. 7. Button assignment on the Razer Hydra.

the brush size and alpha value can be altered. With the analog joystick of the
left controller, a color value inside the circular HSV color model can be chosen
by rotating the stick. The other two color parameters – saturation and value –
can be adjusted using the other four buttons on top of the left controller.

Virtual Palette. Rendering a colored brush on a surface with the same color
makes it impossible to see its current location. Therefore, our brush-cursor
inverts the color of its underlying surface. However, with this approach the user
can no longer determine the selected color. Since digital artists are accustomed
to visual cues, we include a user interface in form of a virtual palette.

We decided to use a simple box as the canvas for this palette. By placing the
target object on this box, it is always close to the painted region. Also having four
distinct sides, gives us a natural way of introducing four toolboxes. In general,
every trackable or stationary surface with a known position is suitable for this
task.

The first palette is color, with the currently selected color in the upper left
(see Fig. 8). For ease of use, the two slots to the right show the color triad for the
active color. The bottom three slots can be used to store custom colors. On the
second palette, the user can choose different materials. The third palette offers

(a) (b) (c) (d)

Fig. 8. Renderings of our virtual palettes. (a) A simple color palette. (b) Avail-
able brushes. (c) Material selection palette. (d) Mode switching toolbox (Color figure
online).
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(a) (b)

Fig. 9. Material editing results of our system (Color figure online).

the selection of different interaction modes: painting and light design. Using the
forth side, the user can choose various brush options.

For ease of use, the toolbars can be digitally rotated such that the needed
palette is directly accessible, without rotating the target object.

5 Material Editing in Projection Mapping

Up to this point we described a system for simple color painting using differ-
ent brushes. Since we use a digital system we are not limited to color editing.
By introducing custom shaders we can simulate complex surface materials (see
Fig. 9). From a user’s perspective this is as simple as selecting a different color.
Especially for one of our main focuses, painting in cultural heritage, this is
very beneficial. When trying to figure out the original appearance of artifacts,
archeologists want to experiment with materials, for example gold platings. In
design applications, designers can get a quick feel for the appearance of different
material combinations on a product. While presenting to a client, changes to a
prototype can quickly be visualized. Our system supports a multitude of mate-
rials (for example gold, granite, limestone, linen, leather, cotton, etc.), best seen
in the accompanying video.

The previously described brushes are also used to apply materials. This allows
us to emulate different crafting techniques (for example gold plating). As cus-
tomary in digital painting, brushes also enable the artist to seamlessly blend
between materials.

To enable large scale alterations, which is of special importance in material
editing, a floodfill operation is implemented.

6 Light Design in Projection Mapping

An important aspect of the physical appearance of objects is lighting. By giv-
ing the user the possibility to add and edit virtual lights in the scene, complex
lighting situations can be created (see Fig. 10). Generally the placement of lights
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Fig. 10. Different lighting scenarios created with our system (Color figure online).

is not a very intuitive task. Our system provides real-time feedback and tan-
gible control which makes the problem much more approachable, even for less
experienced users.

After switching to the light editing mode, the user can press the right trigger
button to add a virtual light to the scene. While holding the button and moving
the controller, the light position updates in real-time. Upon releasing the button,
the light is permanently placed in the scene. The color of the light can be changed
with the same interaction as previously described for the brush’s color. Since the
actual position of the lights is not visible in the physical world, a new mode to
pick lights is required. When the user enters the light picking mode, our system
locates the light closest to the controller. By letting this light flash, the user gets
an immediate response and a good idea which light is about to be picked. In
addition, the influence of the light for the complete scene is clearly visible. After
picking a light, it can be placed at a different location and the color/brightness
can be changed. Furthermore, picked lights can be deleted.

With this very intuitive interaction mode for light design, complex and com-
pelling lighting situations can be created. These more advanced lighting scenarios
greatly add to the immersion of the user in our mixed-reality system.

7 Results and Discussion

With the system for painting, material editing and light design presented in this
paper, we can produce compelling results.

Figure 11 shows the intermediate result of a short painting session. The result
combines light editing, material and color painting. On the bottom, different
sides of the palette box can be seen in action.
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Fig. 11. Intermediate results of a quick painting session.

Figure 9 shows further material editing results. The Augustus bust is painted
with blue car paint and weathered limestone. On the right, an exemplary design
application is depicted using a soccer shoe as the target object.

The results of the light design capabilities can be seen in Figs. 1 and 10. In
Fig. 10, the leftmost bust shows our startup lighting setup, in the middle a green
light from the top left was added. On the rightmost side an additional blue light
fills in from the bottom right.

While developing and testing the presented framework in real-world scenar-
ios, we found that our painting application is very engaging. In contrast to virtual
reality, the shared mixed-reality experience naturally added a social component
which immediately sparked discussions revolving around the design.

Limitations and Future Work

Of course, our system shows some limitations. When the hand interacting with
the scene is within the view frustum of the projector, a shadow is cast on the
target object. This not only interferes with the user’s immersion, but can render
the desired task of painting impossible as the painted region may be within the
shadow. Since we have multiple projectors, one feasible approach to remedy this
in the future is to detect this case and fill in the shadow from another projector.

Another drawback is the accuracy of the chosen painting device. The mag-
netic tracking of the Razer Hydra proved to be vulnerable to adjacent electronic
devices. Especially the large and powerful projectors tended to disturb the track-
ing. Switching to an optically tracked device like the PlayStation Move con-
troller would help with this problem. However these systems suffer from occlusion
by the user.
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8 Conclusion

We have presented a multi-projector system for altering the appearance of real-
world objects in a mixed-reality setup. With our system, the user can paint onto
the object in a completely non-destructive way. Editing material gives artists the
power to create complex surface effects with the stroke of a brush. Since lighting
is added to the scene in a physically correct manner, artists can freely explore
compelling lighting scenarios. With our multi-projector setup and markerless
real-time tracking, the object can be moved around while maintaining a correct
projection at all times. This gives the user a great level of immersion.

With this system, we can cover multiple use cases: Archeologists can recover
the native appearance (including realistic lighting) of artifacts without altering
the actual object. In teaching environments, our mixed reality system gives mul-
tiple users the possibility to jointly explore and alter an object. Product designers
can quickly iterate through different ideas and easily collaborate with others in
a real-world scenario. The interaction with customers is simplified, as they get a
better intuition of how different material configurations will look like on a final
product. This makes our system a great tool for agile design development.
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minger, M., Frank, B.: Real-time pixel luminance optimization for dynamic multi-
projection mapping. ACM Trans. Graph. (TOG) 34(6), 237:1–237:11 (2015)

14. Simões, B., Prandi, F., De Amicis, R.: Creativity support in projection-based aug-
mented environments. In: De Paolis, L.T., Mongelli, A. (eds.) AVR 2015. LNCS,
vol. 9254, pp. 168–187. Springer, Heidelberg (2015)

15. Wilson, A.D., Benko, H.: Combining multiple depth cameras and projectors for
interactions on, above and between surfaces. In: Proceedings of the 23nd Annual
ACM Symposium on User Interface Software and Technology. UIST 2010, NY,
USA, pp. 273–282. ACM, New York (2010)

16. Zhang, Z.: A flexible new technique for camera calibration. IEEE Trans. Pattern
Anal. Mach. Intell. 22(11), 1330–1334 (2000)

http://dx.doi.org/10.1007/s10055-014-0256-y


Briviesca in the 15th c.: A Virtual Reality
Environment for Teaching Purposes

David Checa1, Mario Alaguero1, Miguel A. Arnaiz1,
and Andres Bustillo2(&)

1 Department of History and Geography, University of Burgos, Burgos, Spain
{dcheca@ubu.es,malaguero,arque}@ubu.es

2 Department of Civil Engineering, University of Burgos,
Avda Cantabria s/n, Burgos, Spain

abustillo@ubu.es

Abstract. The virtual visualization of historical sites opens the door to a variety
of new classroom teaching methods for students. Two of these methods are
semi-guided tours around 3D immersive environments and the screening of
videos rendered from 3D models. Both are compared in this research that
integrates a 3D model, designed for off-line rendering, in a 3D immersive
environment, operating on Oculus Rift. First, the hardware and the software
associated with the immersive environment are described. Then, the suitability
of the 3D teaching environment is assessed in relation to historical knowledge,
urban layout, and the portrayal of everyday medieval life. The evaluation of
undergraduate student experiences, by means of post-session surveys, points to
the effectiveness of both methods: higher scores were awarded to video
screenings with background narrative in relation to the acquisition of historical
concepts, while the virtual tour was the best means of transferring visually
acquired knowledge such as urban concepts.

Keywords: Virtual reality � Teaching � Cultural Heritage � Immersive
environments � Oculus Rift

1 Introduction

Over recent years, the use of virtual environments for teaching purposes has become a
reality, through the development of hardware, such as Oculus Rift™, and its marketing
to the general public. Virtual environments increase receptivity and learning rates
among students [1, 2], especially among young students [3, 4]. Knowledge acquisition
processes are, however, highly complex human activities. It is therefore necessary to
identify the best way of using virtual environments for teaching purposes, taking into
account the topics that should be acquired and the capabilities and interests of the
students. The majority of studies published on teaching experiences in relation to
Cultural Heritage refer to virtual museums [5], Virtual Reality 3D rooms [6] and
serious games [7]. The first step in such a teaching experience is the development of the
virtual environment, which comprises three elements: the hardware, the 3D models,
and their integration in a game engine.

© Springer International Publishing Switzerland 2016
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Various computer hardware systems have been proposed for the generation of the
virtual environments over the past twenty years: 3D animations with interactive dia-
logues [8], real construction of the 3D meshes by means of 3D printers [9], 3D caves
and 3D immersive environments [4, 10–12], and easy virtual environments rendered
on-line with a web engine for visualization on the Internet [2, 6, 8]. The case of 3D
immersive environments is especially interesting, because it is an option that exercises
greater attraction over young students [3, 4]. Up until 2015, most published research
referred to very expensive solutions such as 3D caves [4, 10–12]. Over the past few
years, the launch of low-cost, high-fidelity, head-mounted displays (HMDs), such as
Oculus Rift™, have opened up new horizons for the application of 3D-immersive
environments in many different sectors. Although some simulator-sickness problems
had to be overcome before their acceptance in long-term experimental programs ready
for audiences of all ages [18, 19], these immersive systems have been proposed for
gaming. They improve the feeling of immersion in the 3D world, in comparison with
2D displays, as well as the feelings of amazement, astonishment, and excitement in
users [19]. If these systems were used for teaching purposes, their characteristics would
make it reasonable to expect higher learning rates. However, 3D immersion blurs both
the picture frame and the distance of the teaching content for the student, which raises
various questions: will 3D immersion leave students at a loss in the visual experience?
Will they either lower their learning rates or will these environments open up new
opportunities for the narration of historical events? [20].

Different approaches have been proposed to create 3D digital reconstructions of
Cultural Heritage, depending on the accessibility of the historical object [11]. In the
case of huge items with complex geometries, such as a late-medieval church or small
medieval town, only three techniques may reasonably be considered: topographic
techniques using a Geodesic Station, laser scanning, and photogrammetry [6]. The
most common technique is laser scanning for the generation of the 3D model and the
acquisition of high-resolution images for texturing the 3D model [6]. However, if the
object is mainly destroyed or lost, these techniques are of little or no use. In such cases,
the most common approach is the use of CAD tools [4, 11–15].

Mainly designed for off-line rendering, most 3D CAD Models used in 3D envi-
ronments are unsuitable for real-time rendering, due to their large size and high
surface-detail. The use of light 3D models in 3D environments is a key factor for
successful teaching experiences, because the size of the 3D models clearly limits
interactivity between the end user and the virtual reconstruction [11].

This paper reports and experimentally validates a teaching experience with
undergraduate students created through the integration of a 3D model, designed for
off-line rendering and video creation, in a 3D immersive environment running on
Oculus Rift™, with Unreal Engine virtual-reality development tools. The integration of
such a 3D model implies many manual and semi-automated tasks, to improve expe-
riential performance, optimization of which depends strongly on the workflow design,
including shading, lighting, polygonal load, creation of tiled textures, and secondary
UV channels for the light cache, among others. First, we briefly describe the hardware
and software associated with the 3D immersive environment to outline the difficulties
that might arise when a 3D model designed for off-line rendering and video creation
has to be adapted to real-time VR HMD. The study then moves on to investigate the
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suitability of the environment for teaching in different areas: from historical knowledge
to Medieval urban layout and the customs and traditions of the Middle Ages. It
identifies the strengths and the weaknesses of this immersive environment for teaching
Cultural Heritage through a comparison with videos in a real case: narrating the
foundation and the initial development in the 14th and 15th c. of the new town of
Briviesca (Spain). Therefore, this study takes a step forwards in relation to previous
research, most of which has focused on the software tools and the hardware needed to
generate a 3D immersive environment [5, 10–12]. Very few works [1–3] have eval-
uated their effect or suitability for final use and even fewer have done so in the context
of teaching Cultural Heritage topics [4, 8], as their disciplines are mainly in such areas
as second languages [2], architecture [16], history [12], and archaeology [11].

Briviesca is located in Northern Spain in an area that was formerly the old King-
dom of Castile. According to the extant documentation, the main town of Briviesca
was, up until the 13th c., located on a hillside, on the same site of the Roman town of
Virovesca; although several small hamlets little more than a few hundred meters from
the main town had sprung up since then. From around the 13th c., the dominance of the
Christian fiefdoms in the Kingdom of Castile assured a period of stability and pros-
perity for the region, during which time the nascent bourgeoisie and the nobility began
to exercise greater influence. In the early 14th c., Doña Blanca de Portugal purchased an
inheritance of a cluster of hamlets around Virovesca from Juana Gómez de Manzanedo.
Doña Blanca is recognized as the founder of Briviesca and was actively involved in
planning the construction of a new villa on the plain, regrouping farmers from the small
hamlets nearby. In 1313, she granted the Fuero de Briviesca (Charter of Briviesca) to
the town, to encourage new town dwellers to settle within its walls. She also decided on
its organized layout, in imitation of the classic Roman urban grid, highly unusual in the
medieval urban centers of the Iberian Peninsula. The grid structure was only slightly
modified by the presence of a small settlement in the south-west of the new town.
Finally, she promoted the construction of defensive buildings and other infrastructure
to attract new inhabitants. Figure 1 shows the spatial distribution of Briviesca nowa-
days and its urban layout in the 15th c. [14]. This unusual urban model lends special
interest to the explanations given to students on historical developments and daily life
in Briviesca in the late Middle Ages.

In this study, we used a 3D model of the town of Briviesca at the beginning of the
15th c., almost a century after its foundation, to create a teaching activity for under-
graduate students that shows the growth of the town, from its foundation until its
consolidation as the main town in the area, a century later. The 3D model, composed of
1,771,882 triangles, includes around 300 ordinary buildings, such as houses and sta-
bles, and over 20 singular buildings, such as churches and gateways in walls.

The paper is structured as follows: Sect. 2 describes the hardware and software that
comprise the virtual environment and the process followed to import the 3D models;
Sect. 3 discusses the practical teaching experience with undergraduate students fol-
lowing two methodologies: a guided visit to the virtual environment and the screening
of the animation video, Sect. 4 summarizes the teaching objectives achieved by each
methodology comparing their strengths and weaknesses. Finally, Sect. 5 presents the
conclusions and future lines of work.
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2 3D Virtual Environment and Adaptation of 3D Models

The 3D models that recreate the village of Briviesca in the 15th C. have previously been
presented in a former work [14]. Historical-archaeological research cites records of
around 300 ordinary buildings in Briviesca at the turn of the 15th c. (including houses,
stables, sheep pens and sheds) and over 20 singular buildings. Besides, some urban
accessories, like signposts, fences, plants and wells, were also modeled. The 3D model
consists of 1,771,882 triangles, among which the normal houses each have an average
of 3,000 triangles, with many more in such singular buildings as the Colegiata of Saint
Mary (89,000 triangles) and the church of Saint Martin (31,000 triangles).

The 3D models strike a balance between visual quality and size that permits
suitable real-time visualization in a game engine. However, the original 3D models
were conceived for off-line rendering and are therefore not optimized for real-time
rendering. So, the design of the following 3-stage methodology was necessary to
import the existing 3D models into the game engine. First a visualization project
analysis was performed. In this step, the complexity of the 3D models was analyzed, so
as to decide which 3D models should maintain high complexity, due to their historical
importance or their proximity to the guided walk that the user will follow. This
approach preserved a level of detail that the user can view during the walk, which
would not be preserved in the mesh quality of other 3D models further away from the
walk. The second step was the integration of the 3D models in the selected game
engine, Unreal Engine. Based on the particularities of this game engine, the 3D models
underwent different manual or semi-automated tasks, to obtain their best display. These
tasks included: adjusting the orientation of normals, checking whether the 3D models
were completely closed, and creating collision meshes to cover those models closer to

Fig. 1. Briviesca nowadays and its urban layout in the 15th c.
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the guided walk. In this step, the adjustments of the textures on the 3D models by UV
mapping and the creation of tiling and additional texture maps were performed. Finally,
in the third step, the virtual environment was created, through the integration of the 3D
models into the virtual environment. First of all, in view of the large number of objects,
a proper management procedure was necessary to import the project into folders and to
structure it. Then, the 3D models were placed in the virtual world, after checking that
they had been properly scaled, to create an optimal virtual reality experience. Before
the first tests could be performed, the lighting was positioned and the interactions and
the animations were introduced.

The main problems encountered in this process were with the technology, which is
still at a very early stage of its development; both the software and the hardware have
no commercial versions and each new release is not always compatible with its former
versions. A further problem that appeared was simulator sickness, as previously
reported in other studies [18, 19]. We reduced this effect in our virtual reality expe-
rience in various ways by setting a continuous rate of 75 fps, by game-engine opti-
mization and by controlling the exposure time of the students.

Blender is a 3D modeling and animation software developed as open-source
software and distributed under the GNU GPLicense (www.blender.org). It was used for
the original 3D meshes and was our chosen tool for 3D modeling. The choice of Unreal
Engine as the game engine was motivated by the easy-to-achieve photorealistic
appearance of the virtual environments that it can create and its ability to create large
virtual maps; an indispensable requisite for this project in view of the size of the villa of
Briviesca. Although other game engines, like Unity, have a larger user community and
variety of web-based learning resources, their implementation is tied to Oculus SDK.
Complete projects may be created for students with Unreal Engine and Unity, which in
both cases operate under an open-source license.

In terms of hardware, Oculus Rift Development Kit 2 was used as the HMD. The
choice was fairly easy, because it is the only development hardware of its type
available to final users. Since the expansion of this technology over recent years, almost
anybody can now acquire a copy, although we should remember that is a
development-oriented unit, for experimental work with this new technology, which is
as yet not on the market for the final consumer. The computer used for running the 3D
environment had the following specifications: Intel(R) Core(TM) i7-4790 CPU
3.60 GHz, 32 GB RAM with a NVIDIA GeForce GTX 780 graphic card.

Table 1. Summary of time spent on the development of the virtual environment

Steps Tasks Software
tools

Time (%)

Visualization
project
analysis

Analysis of modeling complexity and
possible tiling geometry

Blender 10

Game engine
adaptation

Orientation of normals, closing objects,
collision mesh, textures (additional UV
channels and maps) and materials

Blender,
Unreal
Engine

35

Creation of the
virtual
environment

importation and classification, model
refinement, virtual reality optimization,
placing objects, lighting, interaction and
animation, final revision

Unreal
Engine

55
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Table 1 summarizes the different characteristics of the 3-step methodology for the
development of the virtual environment: the time spent (as a percentage of total time)
on each task, the main tasks included in each step, and the software tools required for
its running.

3 Study Case: Teaching Session on the History of Briviesca
in the 14th c.

Once the 3D Model of the town had been integrated in the virtual environment, a
teaching session was designed for its validation with undergraduate students following
two different strategies. Its objective was to detect the strengths and weaknesses of both
teaching methodologies: a video [17] explaining the town in the 15th c. with off-line
renders of the 3D model and a guided visit to the town through the virtual environment
that includes the screening of short video clips.

3.1 Teaching Session Goals and Student Profiles

The teaching experience was designed so that the students could progress towards the
following goals:

• Assimilation of the main historical aspects relating to the re-establishment of the
town of Briviesca, its urban layout and its influence in medieval life

• Evaluation of the visually-acquired knowledge: information not explicitly included
in the teaching narrative, which can be extracted from the images visualized by the
student such as building materials and the structures of houses, etc.

• Stimulation of the interest of students in History, Urbanism and Virtual Reality,
through the use of Information Technologies

It involved 50 undergraduate students on the Communications Media Bachelor Degree
at the University of Burgos. The students were randomly divided into two groups. The
first group watched the video, while the second group followed an individual guided
tour around the town through the virtual environment that included viewing short video
clips. Both groups were gender balanced: 60 % of the first group and 44 % of the
second group were female. The students were aged 21−28 in the first group and 21−29
in the second group, sizes that were similar to those reported in research with the same
HMD [19].

3.2 Description of the Teaching Session

First of all, both groups of students received a short introduction to the goals of the
teaching experience. Then, the first group (25 students) watched the video [17], while
the second group followed a virtual tour with the HMD through the virtual environ-
ment, Fig. 2. Finally, all the students were afterwards asked to fill in an anonymous
survey.
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For this second group, a tour was designed through the virtual town of Briviesca.
As the same teaching goals were valid for both groups, the students might be able to
acquire the same historical content, so the 15-minute-video was edited into 7 clips of
approximately 2 min each. These seven clips were located at various milestones around
the virtual tour, in such a way that, at the end of the teaching experience, all the
students would have received similar amounts of information. The virtual tour also
takes the student on a walk close by all of the unique buildings in the town. On arrival
at each milestone, a 2D map of the actual position on the map is shown to the student.
The definition of a fixed virtual tour was selected for two reasons: it ensures that all the
students spend comparable lengths of time exposed to the virtual environment and they
also receive the same information (by watching all the video clips on the compulsory
itinerary). In this way, the learning rates achieved by the students might be comparable.
The quality of the 3D model of the town is greatly reduced in all those areas without
close-up views, to which the student is not taken on the tour; this makes it possible to
reduce the computing requirements of the virtual environment, as previously outlined.
Figure 3 shows the itinerary of the students through the virtual environment and the
locations of each milestone.

There are two options to create a fixed virtual tour: the user avatar can either travel
on a means of transport (a horse and cart, for example) with no control over its
movement or the avatar can follow a signposted route on foot, which the avatar is
unable to vary. We chose the second option, because it permits the user to control speed
of movement and to take time to enjoy the virtual tour, which can result in a better
acquisition time. Only when the user arrives at a milestone is any further movement
blocked, so that the video clips may be viewed. A path of grass and flowers is shown in
the design of the virtual tour to indicate the right pathway. Two complementary
strategies were applied to limit user navigation around the virtual environment: first,
some shields at the beginning of the virtual tour inform the user about the path of grass
and flowers that should be followed, and, second, transparent walls were located at the
entrance of the forbidden secondary streets so that the users would not lose their way.
Figure 2 shows a student during the virtual tour with the HMD. On arrival at the end of
the virtual tour, the student is asked to fill in a survey to provide feedback and

Fig. 2. Students from both groups during the teaching experience
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conclusions on the learning experience. The average duration of the virtual tour was
between 30-to-40 min.

3.3 Evaluation of the Teaching Session

The survey consisted of 15 questions. The first question inquired into overall satisfaction
with the teaching experience. The remaining survey questions were split into three groups,
to evaluate whether all the goals of the session had been fulfilled. In all the questions, the
student had to select one answer from three options. A first group of five questions
evaluated the knowledge acquired by the students (on historical aspects, use of the main
buildings and population distribution within the town); these snippets of information were
only transmitted in the video narrative. The second group was composed offive questions
on visual knowledge: information not explicitly included in the video narrative, although
it can be extracted from the rendered images (e.g. the average height of village buildings,
the main materials used in the construction of the poorest houses, etc.). Finally, the third
group was composed of four questions that evaluated student capability to recall the main
buildings/services of the town (e.g. the main building next to the town gateway to the
Burgos road, the location of the inns of the town, etc.).

4 Analysis of the Teaching Activity

All of the 50 students who attended the session filled in the survey, although in some
cases the option of “Don’t know/No answer” was selected to answer some questions.
The responses were normalized to the number of valid surveys for analysis and rep-
resentation. The main results of the surveys are shown below.

Fig. 3. Itinerary of the students through the virtual environment and video-clip locations
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The first question evaluated overall student satisfaction with the teaching experi-
ence on a scale from 1 (not at all satisfied) to 5 (highly satisfied). Figure 4 shows the
average score for both teaching experiences. The virtual reality experience scored an
average of 4.84 and the video view an average of 4.76 (over 5 in both cases). The
difference is not so large, but is sufficient to ensure that the overall satisfaction is higher
for the virtual tour, perhaps due to its novelty for the students.

The students who viewed the video obtained better marks (an average of 81.4/100)
in the 5 questions on the topics relating to the knowledge transmitted by the video
narrative (on historical aspects, use of the main buildings and population distribution
within the town) than the students who followed the virtual tour (59.9/100). Figure 5
shows the average marks for each question and the overall average score for the
responses from both groups of students. Although the students on the virtual tour gave
more incorrect answers in general to all the questions, their low result is mainly due to

Fig. 4. Student’s overall satisfaction with the teaching experience.

Fig. 5. Knowledge acquired from the video narrative.
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their answers to the last question of this group. If the responses to question 5 are left
out, the marks are not so very different: 79.7 and 70.9, respectively. The reason for this
poor result was because of a mistake in the design of the virtual tour: the students were
able to complete the virtual tour without viewing one of the video clips, losing the
chance of listening to the information required for a correct answer to this last question.

Quite unlike the results of the previous group of questions, the marks for the
responses to questions on visually-acquired knowledge were as follows: the group of
students who followed the virtual tour obtained better marks to the 5 questions (an
average mark of 69.3/100) than the students who watched the video (51.7/100).
Figure 6 shows the average mark for each of the responses from the two groups of
students to this set of questions and their average scores. It is important to note that the
difference in the average mark (17.6 points) in this second set of questions was higher
than in the first when only 4 questions (9.2 points) were considered.

Finally, the third group of questions tested the students’ recall of the main buildings
and services of the town. Once again, the student group that followed the virtual tour
obtained better marks in the 4 questions (an average mark of 52.5/100) than the student
group that watched the video (32.0/100). Figure 7 shows the average mark for each
response from the two groups of students and the average score. It is important to note
that the difference in the average mark, although both groups present relatively low
marks, was significantly better for the virtual tour (21.0 points, almost 40 % better).
Although it might be thought that this result was due to the limited spatial allocation of
the viewer in the video projection, the video was designed to show different bird’s eye
views of the city, so as to facilitate student awareness of the main buildings of the
village and their locations; the effect of viewer limitations in the video projection case
might therefore be negligible in this teaching experience.

Fig. 6. Visually-acquired knowledge.
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5 Conclusions and Future Works

Undergraduate students studying for the Communications Media Bachelor Degree have
followed a teaching experience, to evaluate knowledge-acquisition rates from two
separate IT techniques: watching a video generated with renders from a 3D Animation
software and a virtual tour through a 3D model showing the same video in short clips.

This research covered 2 steps: in the first, an existing 3D model of the town of
Briviesca (Spain) in the 15th C. created for off-line rendering was adapted to a 3D
game engine and implemented in a 3D HMD. Although it is not the main objective of
this research, it is interesting to note that the main problems encountered in this process
were due to the absence of stable, commercial versions of this technology and the
appearance of simulator-sickness as previously reported in other research. The game
engine was therefore optimized to 75 fps, which reduced both the aforementioned
effect and the viewing time.

In a second step, a teaching experience was designed through this virtual envi-
ronment and 25 students followed the virtual tour while the same number of students
watched the video in a conventional way. After both experiences, the students had time
to fill in a survey, on a voluntary basis, to evaluate their knowledge acquisition and
their satisfaction with the experience. The survey results showed that the students had a
preference for the virtual reality experience (with a slightly better satisfaction score of
4.84 compared with a 4.76 score in the case of the video), due perhaps to its novelty for
the students. Second, the video appeared to be a better option to transmit historical
aspects, the use of the main buildings and population distribution within the town;
information that was easily explained through the video script and visual appreciation.
Third, the virtual tour was a more effective medium for the transmission of
visually-acquired knowledge and information on the main buildings in the town. The
virtual tour was clearly appreciated as a better medium for knowledge acquisition by
undergraduate students. So, we may clearly conclude that a virtual tour with video clips
is a balanced solution for knowledge acquisition on Cultural Heritage by undergraduate

Fig. 7. Students’ abilities to position the main buildings
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students. Finally, the design of a virtual tour is a critical task where any mistakes, such
as the one mentioned in this article, may result in a drastic reduction of potential
acquired knowledge.

Further research will focus on extending this teaching experience to a wider group
of students and people of different ages and personal interests to reinforce the signif-
icance of our conclusions and to extend their scope of application. Moreover, pre-
sentation of the off-line renders to a group of students in a lecture and an analysis of
their acquired knowledge might help to generalize both the advantages and the limi-
tations of this methodology and the virtual environment for Cultural Heritage teaching.
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Abstract. The work presented here is the final step of a multidisciplinary
research project conducted on the Milan Cathedral for eight years (2008–2015).
Three main topics, consequentially related, will be here addressed: (i) the survey
of the structure, meant to update the old drawings; (ii) the construction of an
accurate and detailed 3D model to be used to produce measurements at a 1:20–
1:50 representation scale; (iii) the development of a Building Information
System (BIM) to collect all the data relating to the restoration projects, as well as
all information relating to past, current and future maintenance activities of the
cathedral.
The result of this research project is a complex and accurate digital 3D model

of the main spire of the cathedral and of other parts of the building. This model
can be visualized, navigated and used by the Veneranda Fabbrica technicians as
an info-data catalogue, thanks to a common web browser connected with the
remote BIM System Server and the modelling software where ad hoc I/O
plugins are implemented.
The last step of this long project was to take advantage of the nascent

potential of immersive visualization techniques and to transpose the BIM system
in a VR environment, thus obtaining two main results. The first was a
high-appeal visualization system that allows a virtual visit of the Main Spire of
the cathedral, the building’s highest part that has been closed to visitors since the
beginning of the XX century. The second was the possibility to use this tech-
nology to virtually explore the cathedral from a technical point of view: by using
an immersive visualization technology, operators can improve their under-
standing of the structure and obtain real-time information about the state of
conservation, including current and past maintenance activities, in a sort of
“augmented reality system in a virtual environment”.
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1 Introduction

“Virtual Reality is a computer technology that gives the illusion, to those who use it, of
being immersed in a virtual environment that does not really exist. It is a computer
simulation of a real situation where the human subject may interact with the virtual
environment, sometimes by means of non-conventional interfaces like glasses and hel-
mets on which the scene is represented and the sounds reproduced. A data glove is
equipped with sensors to simulate tactile stimuli and to translate the movements into
instructions for the software. The purpose of virtual reality is to simulate a real envi-
ronment in order to give the impression of being truly immersed in that environment” [1].

Initially, in the wide world of Cultural Heritage, the aim of Virtual Reality was to
implement (i) high-impact applications and (ii) functional purposes. The first corre-
sponded to beautifully performed virtual reconstruction without ‘metric’ accuracy; the
second to reconstructions of sites with the relocation of environment and objects, used,
for example, when they are closed to the public and/or no longer exist. Today the trend
is to ‘mix’ all aspects by creating scientific virtual reconstructions (metric) that are, at
the same time, able to convey an impressive effect.

A virtual model of Cultural Heritage can have different values (scientific, educa-
tional, historical, …) depending on the information that it provides, and it can also be
used to assess the evolution of the environment by comparing 3D reconstructions made
at different times in the object’s life. It thus becomes easy to compare present and past,
and to assess and quantify the changes caused by time.

The reality-based model of the Main Spire of Milan Cathedral was commissioned
by the Veneranda Fabbrica del Duomo1 (from here onwards abbreviated as VDF);
made with great care and designed to support the ordinary and extraordinary mainte-
nance operations, it is used not only to allow ‘the virtual tour’ (typical case of cultural
heritage not accessible to the wide public) but also as a support for the display of
information (technical, historical,…) georeferenced on the single piece (single block of
marble). In this sense, it is not just a virtual visit, but also a real exploration of the 3D
model. In other words a virtual visit to a restoration yard.

In the virtual scenario of the geometric model of the Main Spire the work in
progress on its pieces, it is linked in a sort of Augmented Reality inside the Virtual
Reality. The substantial difference between Virtual Reality (VR) and Augmented
Reality (AR) is that, in the first case, the reconstruction of an entirely fictional world
and consisting of virtual objects is observed on a screen; the second case is not tied to a
video display, but to any surface/object that can become a support to visualize the
additional information of the scene; what we observe is an integration between real
images and virtual objects. In the case of the Duomo, VR and AR models are blended.
The user is immersed in the virtual model and can access computer-generated infor-
mation contained in the Database. The virtual world is ‘increased’, and further enriched

1 “Veneranda Fabbrica del Duomo di Milano” (VFD) is the historic organisation responsible for
preservation and restoration of the Cathedral. Gian Galeazzo Visconti established VFD in 1387, for
design and construction of the Cathedral, and it has been operating for over six hundred years to
ensure the preservation and architectural and artistic restoration of the Duomo, safeguarding and
providing services for the Cathedral’s religious activity [2].
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by additional information (graphic and textual) georeferenced and synchronized on the
model. It is possible to virtually visit the Spire and simultaneously know how the
operations are carried out by the VFD staff (consolidation, cleaning, replacement,
tessellation, etc.). The careful organization of the data will allow the public to visit the
monument and understand its complex organization; in this sense, therefore, the virtual
tour will help visitors to understand the complexity of the preservation of Cultural
Heritage.

In a futuristic scenario, the combination of VR and AR will allow the technical staff
to simulate the start and the arrangement of the restoration yards. These virtual opera-
tions made on reality-based models managed in a BIM process will help to improve the
prediction of costs and the duration of operations, as well as to simulate future scenarios,
etc. The complex system of information (structured DB) visible on the model will allow
technicians to optimize all operations, helping to identify the needs of the yard.

The use of the model by VFD will contribute to the dissemination of innovative
systems for the use of data and will simultaneously allow VFD to self-evaluate
needs-time-cost-answers.

VR and AR will become a management tool of complex Cultural Heritage yards
both for researchers and users in general. It is necessary to overcome the initial effect of
‘wonder’ that this system inspires, and learn to use it effectively as a new work tool,
and thus create the necessary professionals and specializations. VR and AR models will
never replace the in situ visit, but they will certainly increase the understanding of the
Cultural Heritage by the visitor as well as support studies and scientific analyses.

This paper starts with a brief description of the previous research activities
regarding the survey and modelling phase of the project that led to the creation of the
accurate 3D model of the Main Spire of the Milan Cathedral. Then it moves on to
briefly describe the WEBBIM system, created ad hoc and already in use by the
Veneranda Fabbrica del Duomo to support its continuous maintenance activities.
Finally, it will describe the process necessary to modify and adapt this 3D model to a
VR immersive environment.

The paper does not aim at presenting new technical developments in the VR
technologies. Rather, as the final chapter of a long and multidisciplinary research work,
it aims at illustrating the investigation that the team carried out over the years whilst
exploring the possible uses of high detailed BIM 3D model inside VR and AR, as
support for professional activities in the field of Cultural Heritage conservation.

1.1 Virtual Reality for the Cultural Heritage (State of the Art)

The integration of the research in the area of computer graphics, computer vision and
3D survey systems found as a common action field the virtual reconstructions of
Cultural Heritage. A 2004 paper by Jiri Zara [3] presented an overview of techniques
for the creation and visualization of cultural heritage objects and site on the web. The
discussion included dealing with acquiring techniques, modelling, optimization, and
final presentation of digital reconstructions using Virtual Reality paradigms that are still
relevant today. The study was illustrated by practical experience from the implemen-
tation of the EU project Virtual Heart of Central Europe [4]. The aim of the project
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were: (i) the digital reconstruction of selected historical buildings of four cities from
different countries – Bratislava (SK), Graz (AT), Maribor (SI), and Prague (CZ); (ii) the
creation of a digital storytelling; (iii) and the publication of the results on the web. The
pioneering experiment was the Virtual Old Prague project [5], a web application based
on progressive downloading city parts in correspondence to current user’s position and
consists of several components: 3D scene; HTML document, and 2D navigation map
synchronized with the user’s movement in simulated scene. Although today the
technology is evolved and the interface used for the navigation in the virtual space is
old-fashion and not very user-friendly, topics discussed and conclusions are still cur-
rent: “The web definitely has a potential to bring cultural heritage on the screen of any
interested Internet users”.

The article “Visualization and Virtual Reality for Cultural Heritage Diagnostic” [6]
promoted the use of Virtual Reality in Cultural Heritage applications for diagnostic
purpose, introducing the term of Virtual Cultural Heritage. The work developed within
into the SIDART (Integrated System for Cultural Heritage Diagnostic) project and its
objective was the development of hardware and software package to acquire, process,
integrate and visualize information produced by different survey instruments (laser
scanner, multi-spectral camera, calibrated metric photogrammetric camera, thermog-
raphy). Using a VR device (Table Projector Baron with a workstation equipped with
nVidia Quadro 4500 graphic card), the system allowed passive and active stereoscopic
visualization. In order to correctly visualize the model, the user had to wear a special
eyewear (HMD). The most innovative idea of the study was the possibility to not only
visualize but also work interacting with the survey data in an immersive 3D envi-
ronment: “This lets the operator perceive the third dimension and the virtual investi-
gation of the object becomes more realistic. This lets us take into consideration in a
more simple, natural and correct way and also reduce the possibility to make wrong
evaluation due to the false prospective of the classic visualization.”

The current virtual technologies (VR and AR), devices and sensors are able to
immerse the user in a virtual environment, offering the possibility of interacting with
additional contextual heritage data (reality-based 3D model, pictures, technical docu-
ments, historical information, tourist guides, etc.) [7]. The VR applied to Cultural
Heritage has already become a potential tool for ‘tourist’ users to navigate and interact
in a virtual scene in total symbiosis with the environment. The system has an attractive
impact for dissemination purposes because it adds extra information and allows a direct
and intuitive access of digital objects [8].

VR offers more than a replica of the real context; it allows virtual hypothetical
reconstructions of the past aspect that can be developed for different epochs and can be
related or overlaid with the archaeological surviving evidences [9]. VR creates a direct
connection between tangible data (museum collection, archaeological remains etc.) and
ancient invisible space, reproducing the scene, the environment and the atmosphere
(i.e. ancient illumination condition and sound) of past context in an immersive ad
attractive mode [10].

The potentiality of VR applications to promote knowledge Cultural Heritage is
proven by the development of a significant number of projects in this research area
[11]. An increasingly large number of museums possess a virtual gallery where the
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users can explored online digital reproductions enriched with technical and/or historical
documentations [12] and organized in a virtual rooms of the collections [13].

The “museum of the future” [14] developed by European and ArchiVision contains
the 3D models of the masterpieces from the Dutch Rijksmuseum. Using a development
kit for the Oculus Rift virtual reality glasses, the user can visualize and walk around the
paintings at much closer range than would be possible in reality.

Furthermore, in order to make digital contents available to the Europeana collection
portal, the 3D-ICONS project was founded [15]. The aim is the definition of a standard
workflow for the creation of a 3D replica from the selection of methods and tools, data
acquisition, post-processing, online publication of content, and metadata capture.

Virtual Museum Transnational Network (V-MusT) [16], instead, was created to
provide the heritage sector with tools and support to develop virtual museums with
communicative and educational purposes using VR technologies and devices.

“Apa Game” [17] is a case-study selected by V-MUST project to address the issues
of re-use of digital assets in online and mobile applications. The first case study was the
project “Apa discovering Bologna” made by CINECA for the museum of Bologna
Genus Bononiae, which in ITABC CNR participated for the reconstruction of the
Etruscan and Roman age landscape of the city. The result is a 3D cartoon on the history
of Bologna that combines high-performance graphics and rigorous virtual reconstruction
(based on laser scanner and photogrammetry integrated system) [18]. Since its release in
2011, Apa was considered an innovation in the panorama of educational museum
movies, it is the first 3D stereoscopic movie with historical references applied to an entire
city with four different geo-referenced scenarios and seven historical periods: Etruscan,
Roman, Medieval, Renaissance, XVII and XVIII century and the present day.

“Ati discovering Veio” [19] is the successive short 3D animation of the CINECA;
the 3D reconstructions are the result of joint work of archaeologists and experts in
modelling and computer vision [20]. The protagonist Ati (Apa’s cusin), guides the
tourists in the rooms of Villa Giulia museum (Rome) dedicated to the masterpieces of
Etruscan sculpture, with the famous Apollo of Veii, and in the sanctuary of the
“Portonaccio”, leading them to the roof of the temple.

The preview of the animation film was made during the inauguration of the
exhibition “Apa, Etruscan lands in Rome” [21] at the National Etruscan Museum of
Villa Giulia. The initiative was the result of a partnership between the Roman museum
and Genus Bononiae, and a scientific and technological project coordinated by
CINECA. At the same time, the exhibition “The journey beyond life. The Etruscans
and the afterlife among masterpieces and virtual reality” was opened in Palazzo
Pepoli-Museum of the History of Bologn [22]. The starting point of these initiatives is
always a complete historical and scientific study combined with the application of the
most advanced reality-based reconstructions, thus combining science, art and spec-
tacular effects.

One of the attractions of the exhibition “Apa Etruscan lands in Rome” was the
holographic life-size installation of “Situla della Certosa” [23] (precious bronze vase
symbol of Northern Etruria). Virtual animations include the actual geometry of the vase
rich in decorative details, and an artificially restored version, that brings it back to the
time of its production. In the same way, the “Sarcofago degli Sposi” [24], symbolic
monument of the Etruscan civilization (permanently exhibited at Villa Giulia) was the
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subject of a virtual reconstruction in the museum of Bologna. The digital survey of the
sarcophagus was built starting from the fourth team of researchers acquisition cam-
paigns (3DOM-Fondazione Bruno Kessler [25], CNR-ISTI, CNR-ITABC, Leica, and
University of Bologna), coordinated by CINECA. The installation was a performance
combining holography, projections 3D video mapping, sound and advanced visual-
ization techniques in an immersive audiovisual environment.

In conclusion, it is possible to summarize the principal purpose of a VR application
in function of the final consumer: (i) the ‘technical user’ can use metric data and
functional information for preservation and maintenance purpose; (ii) the ‘common
user’ can take advantages for knowledge and dissemination purpose. In any case, the
3D reconstructions of the present and of the past require a reality-based acquisition and
modelling, connected with spatial and geographical data.

2 The Case-Study: The Milan Cathedral

The case study presented here is the Milan Cathedral: to be precise, the research activities
that accompanied the restoration works of the monument over the last 8 years. The original
purpose of the work, commissioned by VFD, was to update the old drawings and produce
new plans, sections and elevations of the Main Spire of Milan Cathedral [26]. The occasion
was represented by the extraordinary maintenance activities that were about to be imple-
mented on that part of the monument. Over the years, however, the research project evolved
into something more stimulating and challenging. The classical approach was immediately
abandoned in favour of testing new solutions: in particular, survey methods able to directly
reproduce the 3D geometry of the structure, as well as different modelling strategies. The
final, ambitious aim became building a complete high resolution and high accuracy
three-dimensional virtual model of the entire structure. The idea was to adopt a method that
would generate plans, sections, elevations and, in general, all measurements at every point of
the building. The resulting virtual model would respect, in fact, the requirements of metrical
accuracy, as well as the richness of details, and would easily allow various representation
scales, including 1:50 for structural parts and 1:5 for the statues and decorations.

It was clear that a mere extraction of 2D drawings from a very complex 3D model
was important and mandatory (and immediately useful for to Veneranda Fabbrica del
Duomo), but reductive in relation to the inherent high potential of the high-resolution
3D model [27].

An important point was how to take advantage of a detailed three-dimensional
model and make it usable for all the operators and workers involved in the Cathedral’s
maintenance. A careful study was conducted in order to better understand the modus
operandi of VFD. Its main activities are the supervision of the monument, in order to
cyclically identify the damaged parts, and the consequent maintenance operations,
which consists of the restoration of the cracked or chipped marble blocks or the
complete substitution in the most extreme cases. The restoration of the monument is an
endless, continuous work of repairing, cleaning and replacement that has to be docu-
mented to help future activities. The modern answer to this necessity is the manage-
ment of all the works inside a BIM system, as it combines the digital three-dimensional
or multidimensional representation of an object with an information database (spatial
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position, technical features, properties of the materials, realization phases, maintenance
operation, etc.) [28]. Thanks to this working method, it is possible to create a proper
geographic and informative system of the heritage, including the management of its life
cycle, from the phase of the project, to the phases of the use and maintenance.

Therefore, the main effort was spent in the last years to build a dedicated BIM
system with this specific goal: supporting to the operations of the restoration yard.

Since 2009, the research work involved different areas of the Milan Cathedral
following or, to be more precise, anticipating the restoration yards. As of today (2016)
the system includes the Main Spire, the Dome Cladding, the two Altars of the Transept,
the 18th Spire, the Lantern and the Big Dome.

2.1 The Survey: Measuring and Modelling Gothic Architecture

The Milan Cathedral is one of most important example of Gothic architecture in Italy. It
is an architectural style born and developed in the early and late medieval period; it
evolved from Romanesque architecture and ended with the advent of Renaissance
architecture. This style had great influence in ecclesiastical architecture. Churches,
abbeys and monasteries were built using a unique combination of existing technologies
such as ogival or pointed arches, ribbed vaults, buttresses, window traceries, clustered
columns, towers, pinnacles and spires. When applied to religious buildings this style
emphasizes the verticality and the light. Pointed arches gave greater flexibility to
architectural form allowing a vertical visual result; they are used in every location
(doorways, windows, arcades and galleries), both for structural and decorative pur-
poses. Externally, towers and spires, both large and small, are characteristics of Gothic
churches. Gothic architecture and especially its characteristic decorations exhibit quite
elaborated geometric shape configurations. This is achieved by combining only a few
basic geometric patterns, namely circles and straight lines. The results are obtained
combining them with one another thanks to a limited set of operations, such as
intersection, offsetting and extrusions.

It was not possible to preventively decide which were the correct and more efficient
methods and tools in order to study such a complex architecture. Therefore, the survey
phase involved different approaches and instrumentations and evolved over the time.
Although a first topographic survey was not sufficient to completely describe the
building, these measurements were essential to georeference all data together. The use
of a laser scanner (2009) seemed to be the obvious choice to complete an exhaustive
survey of the Cathedral [27]. Over the years (2010–2015) the laser approach was
substituted by the photogrammetric method. This technique permitted to overcome
problems linked to the penetration of the laser beam in the structure that prevents
accurate and reliable measurement of structures. Moreover, photogrammetry is more
flexible, as it allows to better negotiate with the presence of narrow spaces, and can be
easily used on moving scaffoldings. As a result, a high number of photos were acquired
and were useful not only to build the 3D model but also to complete the description of
the Cathedral with the addition of information about the state of health, degraded parts
and colour of the marble surfaces. These data also allowed to elaborate high definition
orthophoto, useful to subdivide the models according the disposition of the constructive
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elements. This represented the starting point to build up a multi-scale model aimed at
the precise description of every single marble block of the yards involved in the
maintenance activities.

2.2 The Modelling

The goal of the modelling part was to develop a method to generate 3D models of
complex objects starting from dense point clouds generated from range or image based
techniques. The modelling phase nowadays still represents the bottleneck of the entire
workflow, especially when it comes to reality-based modelling objects rich of details
and freeform shapes [29].

The model was created using Rhinoceros, a widespread 3D software working with
NURBS curves and surfaces. It is capable to manage the complexity of the information
obtained from the survey phase and it shows flexibility both in the modelling phase as
well as in importing/exporting file formats. It can be integrated with external plug-ins
able to manage dense point clouds (Pointools2) or to apply aided parametric design
(Grasshopper). Moreover it is possible create some ad hoc personalized processes using
SDK tools free for developers.

The protagonist of all the maintenance activities is the marble block: for this reason,
every single marble block is singularly modelled. The whole model results in a big
LEGO structure composed by simple (structural) and complex (artistic) blocks that are
close and topologically connected elements. If all objects are closed and valid (there are
no auto-intersecting surfaces), it is possible to calculate the volume, the external surface
and the mass of each element. These values, properly organized, provide useful
information that can be employed in the daily activities of the yard: for economic,
logistics and structural analysis purposes.

An interesting aspect of this system is that it provides not only information on each
object, but also on their position and their proximity, thus resembling a geographic
information system, and therefore allowing the user to operate spatial queries.

During the modelling phase, three types of objects were identified as requiring
different modelling strategies. Line-based items compose the first family: this is the
case of structural elements, that are normally quite simple and with a geometry easily
mouldable with sweeping, revolution and extrusion operations. The second family is
that of freeform objects, which include all round statues, ornaments and decorations
with no straight lines at all [29]. Every component of this category is different from one
another, so they were acquired one by one moving from point clouds obtained by
image-based techniques to meshes, to mesh and finally to NURBS, editable in Rhi-
noceros. The transformation is realized through re-topology operations and reverse
engineering software. It is a mandatory step in order to lighten the model inside the
modelling software and to merge different family models. This allows to virtualize the
last type of objects born from the combination of the two previous ones: they are
“mixed” elements in which appear at the same time geometric and free form shapes.
Usually, these correspond to high-decorated structural elements.

2 Today no longer available.
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Concerning the modelling strategies, two different approaches were tested: direct
and parametric. Today, the most used modelling technique to create reality-based
complex 3D objects is the direct approach. This working method is based on the
extraction of features from surveyed data and on the extrusion of these profiles along
tracks. The parametric approach is used to model similar object avoiding the time
consuming work to model separately one by one blocks that are different to the extent
but identical in shape. This approach can reduce the time requested for modelling
because it allows to adapt a first parametric model to all similar objects, thus allowing
the creation of an abacus of ad hoc parametric models that include elements belonging
to a specific architectonical family.

2.3 The WebBIMDuomo

A dedicated system called WebBIMDuomo was developed in order to manage all the
restoration activities of the yards through a BIM system.

WebBIMDuomo is an ad hoc system created for Cultural Heritage applications, as
the BIM commercial software are not yet capable to handle completely the uniqueness
and the complexity of the objects belonging to this field to be described by
three-dimensional models. It promotes a shared knowledge of an architectural or artistic
object among different participants. It allows to collect and share information and data
useful for the study of the past and to design the interventions for the future.

The system is divided into three parts: the I/O plug-in inside Rhinoceros, the
database and a web-based visualization system. The first part belongs to the realm of
the technical officers, who have the possibility to load parts or the whole model,
through specific queries, as well as to modify the 3D model itself, update or add
information to the imported objects in any file formats. The second module is the
database, which collects all the 3D models, all the information and files related to the
objects, both in the NURBS original format and the JSON one, which is used for the
web visualization. The database, remotely installed on the cloud, allows the users to
share and to synchronize of all reviews in real time [30]. The web module has been
developed for non-technical users and to be used during the works in the yard. In fact,
through any mobile device endowed with an internet connection it is possible to add
information, photos and notes taken during inspections directly on the model, to plan
replacement of parts of the cathedral and to “create all type of maintenance operations”.
For each planned activity, the system is able to create the corresponding records in the
database, to register the input data and share it in real time, allowing the updating of the
virtual model in function of the real physical modification of the structure. Web-
BIMDuomo was developed taking into account the specific needs expressed by the
workers of VFD: the system was designed to be able to manage all the ordinary and
extraordinary activities or interventions that daily occurs in the yards of the Cathedral
[31]. Usually, the main interventions regard the substitution, in whole or in part, of the
degraded marble blocks, anchorages and reinforcement structures.

When an intervention is created inside the system, automatically, a “father-son”
relationship is established between original and modified object; in this way, it is
possible to derive in real-time the history of modifications for each single element.
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All the relations are included in the system: one-to-one, one-to-many, many-to-many,
many to one. This feature allows to cover all possible interventions, from cleaning and
tessellation to partial or entire substitutions. The BIM system automatically prepares all
the necessary records in the DB to insert images and information about the maintenance
operation and about the new objects (3D model, data and info) that will up uploaded in
the system only. The changes are modelled by the technical office on the basis of the
data and instructions stored in the system during the yard activity. The process ends
when the new block is housed in its position in the yard and the 3D model is uploaded
into the system with the related information. In this way, the visualized model is always
up-do-date, as it also includes the latest modifications.

A precise color-coding was adopted in order to simplify the understanding of the
blocks involved in the restoration activities and to have an immediate perception of the
progress on a specific date: the opening procedure of an intervention is highlighted in
blue, the survived part and the tessellation in red and green (Fig. 1).

3 The VR System

As anticipated, the main aim of this branch of the research was to investigate the
possibility to develop a specific VR application in order to use the BIM system in an
immersive environment. Using this type of technology not only for general public
dissemination but also for technical purposes would represent an important

Fig. 1. (a) Main Spire 4.825 blocks; (b) North Altar 3.358 blocks; (c) South Altar 2.883 blocks;
(d) (e) Dome Cladding + Big Dome 4.194 blocks; (f) 18th Spire 379 blocks (Color figure online)
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achievement. The most obvious and immediate application, in fact, is using the model
for museum, virtual navigation, game, virtual reconstruction, documentation or
teaching purposes. The following step, however, that is creating a VR immersive
system for a professional use in the cultural heritage field still represents a significant
challenge. The direct fruition of the virtual model through a fully immersive VR tour
could open the path for an innovative development in the field of architectonic
maintenance, improving our understanding of the spaces and allowing to immediately
georeference the information.

The idea was to focus on the highest part of the Milan Cathedral because it has been
closed since the beginning of XX century. It is also hardly accessible, the only access
now being represented by yard elevators. For this reason, a system that would allow a
virtual visit of this area could be attractive both for a general public and for technician
that are not allowed to enter in the yard.

The chosen development tools are Unity 3D, well-known software designed for
videogame development, and Oculus DK2, the Head Mounted Display (HMD), cheap
and fast, and endowed with an open development kit.

The main idea was to use the data that already exist (3D model and info) and adapt
them in order to build an immersive system. The main issue was the huge amount of
data due to the high details of the 3D reality-based model. In order to solve this issue, it
was necessary to implement a multi-step simplification process:

1. A fix mesh decimation that allows a fix carefully considered reduction of the
number of polygons forming the initial NURBS model.

2. A logical segmentation of the model following the natural distribution of the
structure of the cathedral and following the subdivision in Area-Zone–Sector-Type
used in the technical BIM system.

3.1 The Mesh Simplification

The first process of simplification has been carried out directly inside Rhinoceros 3D.
The expected result was a system of simplified objects topologically well connected

Fig. 2. Synthetic scheme of WebBIMDuomo system performance
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that retained a good graphic quality without stressing too much on hardware
performances.

In order to start the reduction process, it was very important to define the starting
level of detail, the “zero”, which is the base level from where is possible to develop the
various cuts of size and quality. In Rhino there are many different ways to create a
mesh surface, for example through the export command or through the panel
“Mesh/Mesh from NURBS object”. Both commands allow to choose some parameter
values that influence the outcome of the transformation by modifying the level of
simplification and the structure of the mesh. A series of experiments empirically led to
the definition of the optimal level of simplification of the model.

The tests have been carried out on the model of an ornament of the Belvedere
balcony. The aim was to evaluate the behaviour of the different parameters in connection
with the typology of the object, taking care in particular of the degree of complexity
(linear simple object or artistic freeform surface) and of the dimensions. The ornament is
a good test object because shows both linear simple surfaces and complex free-form
shapes. The two main objectives were: on the one hand, to decimate the mesh as much as
possible without losing accuracy and detail, and in particular paying attention to pre-
serve the continuity between all the parts that compose the models; on the other hand, to
find common parameters for every type of object in order to simplify the two processes
of automatization of the decimation, and exportation of the models.

The conducted tests suggest that not only the number of the polygons affects the
handling of a model’s heaviness, but that also the orderliness of the mesh is very
important. In fact, a structured mesh is more manageable by the software compared to a
disordered one, and ordering the structure is essential during the decimation process
when the simplification algorithm is being applied to a large amount of data.

It became clear that some parameters had more influence in decimating the poly-
gons than others. The “maximum angle parameter” sets the maximum allowable angle
between the input surface normal and the neighbouring mesh vertices. It defines a
substantial change in the computed mesh by establishing the curvature degree of
simplification. Within the range between 0 and 90°, after checking which portion of the
test sample is further simplified and which is not, the value 45° resulted optimal. The
second relevant field is the “aspect ratio of the surface”, which varies between 1 and
100. Smaller values result in slower meshing and a higher polygon count with more
equilateral and nicely shaped polygons. This value directly influences the degree of
regularity that the structure of the mesh will retain during the computation of the new
simplified model. Since it affects the proportions of the polygons, it is important that
this number remains close to 1 as much as possible: this means that the mesh triangles
approach the shape of an equilateral triangle after decimation process. The parameter
was set to 5, the best compromise between quality, regularity of mesh structure.

Directly tied to the aspect ratio there are the maximum and minimum edge lengths
that directly control the dimensions of the polygons forming the surface. The choice
was to keep the same values for the two parameters, so that the resulting polygon
would remain as regular as possible. The selection of the best value for these fields was
carried out by taking into account the scale of representation of the processed model;
however, the optimal theoretical value (0,008–0,01 m) resulted in a mesh surface still
difficult to navigate. The chosen minimum appreciable distance was reduced drastically
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at 0.08 m, resulting in a lower definition of the initial surface (in particular for deco-
rated objects) but that nevertheless preserved enough quality and resolution for more
simple and linear objects. The test comparisons on this elaborated 3D model with the
original detailed model demonstrate that this value guarantees a representation scale of
about 1:50 typical of large-scale architecture. To keep the reduction of details within an
acceptable interval, the “minimum initial grid quad” was set on value 10. This
parameter represents the initial resolution of mesh grid that is a quad mesh that Rhino
creates on each NURBS surface in the first stage of meshing. In practice, Rhino will
use at least this number of polygons to describe each surface. This parameter controls
the minimum number of polygons of a surface and consequently its final definition.

In order to conduct the simplification tests, a zero level mesh was used. This was
the mesh automatically created by Rhino using default parameters. It is a not regular
mesh and present 110949 polygons. The surface, after the application of the simpli-
fication algorithm resulted as composed of 34741 polygons. The reduction has been
substantial (66 %) and the processed mesh surface keeps the desired acceptable level of
detail.

On the ornament of the Belvedere section the algorithm for simplification proved to
be quite successful so the work proceeded by testing its effectiveness on a larger part of
the 3D model, precisely on the central cylindrical staircase section of the Main Spire.

3.2 Other Simplification Methods

Other simplification methods were tested starting from how videogames techniques
manage environments and objects: that is, their Level of Approach to Details
(LOD) and their logical sequential segmentation of the scene. These two methods have
been applied to the Milan Cathedral as a case study (Fig. 3).

LOD Levels. The LOD approach, applied to the VR tour development, simulates the
effect of human vision for which the eye catches more details on near objects than on
distant ones. For this reason, objects can be loaded in the scene with a different level of
detail: farther objects are shown at a lower definition while near objects are formed by
more dense and accurate surfaces. The different quality between near and far objects
goes unnoticed, because of the effect of distance and the fact that the scene moves fast.
Unity can simulate automatically the effect thanks to the “LOD Group” component.

Fig. 3. Central cylindrical staircase decimated using first experiment parameters (on the left) and
the same parts using new parameters (on the right)
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It must be properly tuned depending on the scale of the different pieces that form the
model. A different number of meshes with different levels of details can be assigned.
This depends on the desired range of zoom in which they become active, that is a
percentage corresponding to the ratio between bounding box and screen heights.

In our case, to produce a substantial improvement in performance, the component
needs at least three versions of the same mesh. The first (high definition - LOD 0) is the
decimated mesh automatically exported from Rhinoceros following the previously
described consideration. The second and the third retain a lower amount of detail (LOD
1 and LOD2) that reciprocally correspond to a reduction of 70 %. The result was two
very light meshes with a great amount of defects and deformations due to their strong
simplification. They have been taken into account only for objects really far from the
observer where only the silhouette and approximate shape of the block are important.

A LOD approach works very well in this kind of situation due to the outdoor
environment, the dimensions and the high degree of verticality of these structures. The
application of human sight rules surely further lightened the impact of the model on the
system, but the complexity of the Main Spire proved still too heavy to be computed as a
whole. This approach needed to build an ad hoc scene subdivision and to design a
correct setup.

Scene Set Up. The logical solution was to subdivide the environment into levels as for
videogames, so that only the blocks related to a specific section would be loaded at the
same time at higher definitions.

The whole complex of Milan Cathedral can be seen as formed by different con-
stituting areas, and the same concept can apply to the Main Spire. The Spire has been
divided into its four constituting areas as in the technical BIM environment. Each one
corresponds to a specific scene: upper cladding of the dome, first balcony, central
cylindrical staircase and Belvedere. Each has been assigned to a specific scene inside
Unity creating four virtual container for objects and each scene is initially separated and
independent from the others. There are many advantages in choosing this segmentation.
First, in each section there are few pieces with a lot of details, significantly reducing the
time computation and generally making the system faster; secondly in this way it is
possible to load just the interesting area allows for easier and faster consultation.

To create the whole version of the tour, all the scenes have to be connected so that
the user can automatically tour through the whole Main Spire. “Triggers” handle the
connection between different areas. The position of the triggers follows the sequential
order of the areas of the main spire. From the upper cladding of the dome the user
passes to the first balcony, than to the central cylindrical staircase and only after going
through all the sections reaches the Belvedere and vice versa from the top of the Spire,
it is possible to descend until the cladding level (Fig. 4).

Layer Structure. Since the application is thought also for the facility management and
the restoration works of the Milan Cathedral by the Veneranda Fabbrica, it is important
to maintain the name and the layer structure of the blocks coming from the NURBS
model inside Rhinoceros and used for the technical application of the BIM system [30].
It is required to connect the application to the central database, that is the core of the
BIM system where are stored data, info, photos and the original high-resolution models
of the marble blocks. Maintaining the correct naming of the blocks is important for yet
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another reason: in the original model, the marble blocks are named according to the
elapsed intervention works. There are three different name types, an integer number
(i.e. 1), a number followed by an underscore (i.e. 1_1) and the letter “n” followed by a
three digits number (i.e. n532); changes in this convention would result in the wrong
identification of the marble blocks and of the corresponding maintenance activity.
Keeping this information during the export operation is not an automatic and easy task,
due to different behaviour of Unity and Rhino in managing objects and their names.
The problem lies in the fact that whereas Rhinoceros automatically accepts objects with
the same name but on different layers, Unity 3d does not. Therefore exporting the
model (from Rhino to Unity) using a spatial “area based” query, as logically, resulted
in an automatic random variation of the names assigned to the blocks. The solution to
avoid this unacceptable situation was found by taking advantage of the LEGO structure
of the model and by importing the pieces from the subclass “typology”. In this way the
software does not meet blocks with the same name inside the same asset and keeps the
correct structure of the blocks. This implies that the export has to be done piece by
piece and in the future needs to be automated in order to easier and faster export a huge
number of 3D blocks.

Collisions. A general common task in this type of applications is the definition of the
“physics rules” inside the virtual environment. The tour, to be effective, must be
realistic, which means that the interactions between objects must follow real world
physics rules. The main scope is to create useful interactions between the user and the
model in order to (i) navigate the complex space of the spire, (ii) display information
about the marble blocks, statues and decorations. Inside the software, the correct use of
“Colliders” represents the basis for both interactions. Different types of colliders (static
and convex) are available. The choice obviously fell on the static type of collider. This
is a key point because on this assumption the Unity engine regulates the physics of the
object and makes useful optimizations. It is possible to assign automatically a single
static collider to each object, so that they are selectable in order to get the specific data
related to the marble piece and its conservation process. For static object that

Fig. 4. Background seen from the upper cladding of the dome
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sometimes need to be moved or scaled inside the application it is possible to add to the
desired block a “RigidBody” component with the “IsKinematic” property set to active,
this would be necessary for example for the implementation of interaction through a
“Leap Motion” device (Fig. 5).

Model User Interactions. Interactions between the user and the model are thought for
the facility management of the cathedral. Before the models are displayed through the
Oculus device, a special function takes care of colouring objects involved in mainte-
nance activities: green blocks are the remaining parts of large blocks that survived the
interventions, while red ones are the new additions, following the same encoding used
in the BIM system (Fig. 6).

The user interaction with the model is very simple: it is enough to look at the
desired object and click on it for its selection. To retrieve the right object, it is necessary
to shot the RayCast directly from an object inside the model space, starting from the
crosshair cursor. The crosshair cursor is a custom version adapted to be used inside the
stereoscopic rendering used by the oculus device, managing the problems of double

Fig. 5. Trigger sequence

Fig. 6. Result of the process and general view through Oculus device (on screen display) (Color
figure online)
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vision, offset from the centre of the screen, facing the camera changing its position and
orientation in space according to head movements.

When an object is selected, the marble block is highlighted in yellow. It is nec-
essary to take into account of all multipart meshes as well as different models of the
same block imported for LOD level purposes, changing the colour for all of them.

After the selection, the system displays the connected BIM data on screen. Tabs
have been designed ad hoc, covering all corresponding fields of the WebBIMDuomo.
Some tabs are also designed to display the image gallery: one for the images of the
object, one dedicated to the performed restoration works and one for the
post-intervention, in the same way as is the WebBIMDuomo technical release.

All information is gathered in real time from the database of WebBIMDuomo,
through an internet or local connection to the database. The connection to the database
was not always smooth because Unity is still locked to a very old version of Mono 2.0
and it has an incomplete support of system.data.dll. This leads to the inability to use the
.NET ODBC class, which is not fully implemented, thus preventing the connection to
the PostgreSQL database, used for WebBIMDuomo. To solve this problem, it was
necessary to use an old version of Npgsql, compiled for the old .NET corresponding to
Mono 2.0, and to mix the Npgsql class with system.data general class. Npgsql must be
used only to the connection, while for the commands and readers it is required to use
IDbCommand and IDataReader. Otherwise, the queries are executed, but the con-
nection closes unexpectedly when the system tries to access the data. At first, the object
is identified using its layer structure and its name; then a set of queries are executed
onto the database and all data table are filled with the results.

4 Conclusion

The research presented here aimed at applying new VR immersive techniques to the
field of architecture and facility management. The main goal was to evaluate how VR
could be used in the sector of Cultural Heritage as a support for conservation and
maintenance activities. The work represented the follow-up of the previous research
activities of survey and modelling of the Main Spire of the Milan Cathedral. The
research work led to the creation of a complete high-resolution 3Dmodel, currently used
as a support of the maintenance activities of the Milan Cathedral. Furthermore, in order
to promote a wider use of the 3D virtual model to a larger group of users also including
non-experts of 3D, an ad hoc BIM system has been developed. This system is able to
connect the modelling software with an external navigation system that encourages a
simple and shared use of the 3D model by different stakeholders of the conservation
process. It works like a catalyst that collects and connects data and information. The
presented work succeeded in adding a further step in terms of virtualization by creating a
VR immersive system that not only allows the classical virtual visit of the object, but
also provides the technical information stored in the BIM system.

The research was split into different steps ranging from the optimization and
simplification of the original real-based models for VR environment, to the creation of
the VR system inside Unity software, and finally to the connection of the VR appli-
cation to the technical BIM database. The mix of high accuracy 3D survey,
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reality-based modelling, information system and virtual navigation allows a multidis-
ciplinary professional use of the final virtual model. Differently from the industrial
realm, the immersive virtualization of a BIM system in the Cultural Heritage field is
nowadays not as widespread as the current technology could, in theory, allow. As of
today, for the Milan’s Cathedral it is perhaps still a futuristic vision. The research
demonstrated how high resolution models with a given maximal representation scale,
that have been created for technical purposes, can nevertheless be easily adapted to the
use in virtual environments without an excessive loss of detail; it also shows how the
connection with external BIM data can create an augmented system inside a virtual
environment. Moreover, this type of systems is surely optimal to better understand the
geometry of a very complex and extensive architecture, and to immediately georef-
erence the information. In perspective, the tested system may represent a fundamental
tool to address the main difficulties faced by the VFD: the enormous dimension of the
cathedral, and the consequent huge amount of “objects” and information that must be
managed during the endless works of maintenance.

The next phase of this line of investigation will have to focus on improving the
graphic quality and performances, and to add more interactive functions. The future
developments of our work will head in the following directions: (i) the development of
the automatic exporting of the optimized model and its LOD levels for VR visual-
ization, (ii) the possibility, as in the BIM system, to dynamically load the object from
the cloud without restrictions or pre-constituted sub-divisions, and give the possibility
to the user to choose from time to time what to display, (iii) the integration of external
devices as “Leap motion” to improve the immersive experience and interaction with the
model, (iv) the possibility to actively interact with the VR BIM system not only in
reading- but also in writing-mode.
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Abstract. The Sant’Angelo cave church is an underground medieval
Benedictine complex in the south of Italy, affected by serious structural
and chemical degradation. In the context of a documentation campaign
promoted by the local Superintendence and supported by the IPERI-
ONCH.it project, we carried out an accurate 3D and photographic sur-
vey, and reconstructed a detailed 3D model of the site (encoding shape
and colour). While the primary purpose of this large amount of collected
data was to provide a metric documentation of the site, the completeness
and the high detail of the survey suggested also a possible use for dissem-
ination and virtual presentation. Thus, we exploited the 3D digital mod-
els to design and build a virtual visit of the church, oriented to scholars,
museums and tourists. This paper describes the design and implementa-
tion of this educational experience, closely related to the bibliographic
sources of the artistic heritage, fully enriched with hyper-textual infor-
mation, intuitive and easy to use for all users regardless of their level of
familiarity with the 3D medium.

Keywords: Virtual tour · 3D reconstruction · Interactive experience ·
3D web

1 Introduction

Located in Casalrotto, Taranto (IT), the Sant’Angelo cave church is a peculiar
structure, since it is a completely hypogean complex. The Benedictine church
has been carved in the tuffaceous rock between the IX and XV century a.C.; its
structure and decoration constitute an exceptional evidence of the Greek and
Byzantine influences in the art of southern Italy [5,7].

The complex is composed by two underground floors, divided by pillars into
three absidate naves, following the traditional structure of the Cappadocian,
Caucasian and Byzantinium funerary crypts. Some of these naves have Greek
altars, others are decorated by various frescoes with multiple style contamina-
tions. The upper floor was mainly intended to liturgical private functions, the
lower (accessible by a flight of stairs from the back of the right nave at the first
c© Springer International Publishing Switzerland 2016
L.T. De Paolis and A. Mongelli (Eds.): AVR 2016, Part II, LNCS 9769, pp. 158–171, 2016.
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Fig. 1. Sant’Angelo church. Top row: entrance and upper floor. Bottom row: details of
the structure.

floor), slightly smaller, served for funeral rites, as shown by the presence of seven
tombs carved into the floor. Over the centuries the architectural structure suf-
fered several changes: most probably, it was initially composed by one floor of
two aisles and the third one was excavated later; the lower level was a later addi-
tion as well. The detachments of some painted portions from the walls revealed
chronological stratification of paints.

Cave churches are an amazingly interesting heritage: the arrangement of
spaces and the decorations were related to very strong symbolic meanings, and
they can tell a lot about the local culture and the influences from the Greek
and Byzantine worlds. Unfortunately, they are only partially known by the wide
public. One of the reasons for this is that most of the churches are difficult to
reach (see Fig. 1), and due to their structure, they often lack the proper safety
requirements to allow visitors. Additionally, a massive amount of tourists may
impact on the already critical humidity and stability conditions.

The Sant’Angelo church is affected by serious physical and chemical degra-
dation phenomena mainly due to the high level of humidity of the underground
that permeates the friable rock of water. In recent years, a number of targeted
restoration actions and physical-chemical surveys have been carried out aiming
at preserving both the paintings and the rock structure. The latest of these
surveys was supported by the IPERIONCh project.

In this framework, the Visual Computing Lab of ISTI-CNR performed a 3D
laser scanning campaign of the Sant’Angelo cave church, coupled with a photo-
graphic survey. Then, since the frescoes are the most affected by the degrading
effects of moisture, a detailed photographic survey covered a set of six frescoes,
among the most historically and artistically relevant. This detailed coverage has
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been used to generate 3D-from-photos model, then integrated with the laser
scanner data to produce models with higher detail.

The main purpose of this survey was the creation of technical metric docu-
mentation of the current state of the church structure as a whole, but also of
the frescoes. The aim was the mapping on the 3D digital models of the different
analysis and observation done by the restorers and curators. The 3D models will
then be used as a support for the planning and the mapping of future analysis
and restoration actions.

After fulfilling this primary goal, the availability of the 3D digital models
suggested a different work direction. Given their completeness and level of detail,
it seemed natural to exploit them as a way to create a virtual visit of the church.

2 3D Data Acquisition and Processing

The upper floor of the church covers approximately 14 m by 12 m, while the lower
10 m by 10 m, the height of walls is approximately 2.3 m on average. In addition
to the two main areas, the architectural complex includes a sloped depression
at the ground level, leading to the entrance, and another small external room.
Given this considerable size, the device used to acquire its global shape was the
phase-shift laser scanner Faro Photon 120, that is a device used for architectural
end engineering survey.

To overcome self occlusion problems related to the presence of pillars, niches,
altars and loose materials, 29 scan positions have been used. In order to obtain
a sufficiently detailed coverage of the church without having an excessively large
amount of data, the resolution of the range scans was set to 1–2 cm. The resulting
pointcloud, after cleaning and alignment, had around 175 million points with a
global resolution of less then 1 cm (due to the overlapping among scans). A
triangulated surface 3D model of the entire church was obtained using Poisson
reconstruction [8]. The final 3D model id made of 56 million triangles (see Fig. 2).
All the processing stages were performed using the open source tool MeshLab
[4].

As previously mentioned, Sant’Angelo church walls are adorned by frescoes,
full of symbolic meanings. The precise color reconstruction is not an aesthetic
need, but it helps the historical interpretation. Two sets of images were captured
using a Nikon5200 using external diffusive flash or spotlights: 152 pictures for the
global coverage and 221 for an higher resolution color mapping for the six most
significant frescoes. After the pre-processing stages, the pictures for the global
covering were registered and projected onto the 3D geometry using MeshLab (see
results in Fig. 4). The other set was processed using Photoscan [1]: the image-
based reconstruction was used to achieve an higher color resolution (see Fig. 3)
in the painted regions, and an easier alignment and color mapping on the 3D
scanned geometry.
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Fig. 2. The processed 3D data, after scans alignment and 3D reconstruction

Fig. 3. First nave’s Deésis and San Pietro fresco: 3D models renderings

3 Designing an Interactive Education Experience

The increased availability of high quality 3D models is a major breakthrough
also for Cultural Heritage, both for the technical use and the dissemination.
While their use as a technical tool is slowly becoming a consolidated workflow,
the way the 3D model are used when presented to the public still needs specific
care, because non-technical users are involved. It is always necessary to explic-
itly design the interactive experience, the type of information that has to be
conveyed, the target audience, the interaction modality.

Before choosing how to display the collected data, we had to better under-
stand which were the storytelling needs related to this particular subject, explor-
ing the bibliographic material, and what type of visualization fit better to its
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Fig. 4. A rendering of the 3D model of Sant’Angelo’s cave church.

shape. Historical and cultural overview derived from literature sources provided
explanations about the church architecture and the meaning of the internal place-
ment of the artworks. These historical interpretation had to be contextualized
within the model.

3.1 How the Visualization of the 3D Metric Data Might Influence
Perception

When working with an object, may it be a vase or a statue, simply displaying it
on the screen, and letting the user spin it around may be enough to effectively
convey its shape in a way that mimics the real viewing experience. Buildings,
and especially complex decorated environments, are not so simple to manage.
Ideally, in those cases, one would like to show both the building as a whole
and its detail in a more focused way. This is not an easy task, as each level
of navigation would require a different interaction paradigm. At the same time,
there is the problem of accessibility: an interface that offers a completely free
navigation makes possible a complete exploration of the artwork, but may prove
to be too complex to use for the generic user; conversely, a constrained navigation
is easier to use, but may be too limited and boring. Leveraging all these aspects
(generality versus specificity, freedom versus guidance) in a single navigation
scheme is difficult.

Instead of trying to create a multi-purpose visualization with a complex
interface that tries to show all the available data (an approach that, in our expe-
rience, is never really working), we decided to implement different viewers, each
one tailored to a specific aspect of the church that we wanted to convey. In this
way, it was possible to choose, for each kind of data, the best possible interface.
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Offering multiple way to explore the environment also makes the experience more
approachable for the user, that may choose its own path to explore the church.

We then applied the Hypertext principle, interconnecting the different visu-
alizations, letting the user go jump between the different layer of information
and presentation paradigms. In this way, the user can experience each facet of
the building using the most suitable interaction method, but at the same time
he is able to create its own exploration path across the data.

3.2 From Global to Details

The Sant’Angelo church has interesting aspects at several “levels”: from the
global structure to the single painted surfaces. For this reason, the interactive
experience was structured to covey these multiple perspectives of the church, by
using a multiscale integrated presentation.

This idea was developed in the context of a website, where interactive three-
dimensional components were obtained using 3D Heritage Online Presenter
(3DHop [11]), an open-source software package for the creation of interactive
Web content, oriented to the Cultural Heritage field. 3DHOP is fully customiz-
able, and is basically a toolkit to create interactive 3D presentation; this feature
was really important, as we wanted each visualization to use a specific inter-
face and interaction. Another important feature of 3DHop is the use of multi-
resolution algorithms [10], that makes possible the visualization of very high
resolution 3D models on the web, by streaming the model during the naviga-
tion, adapting the experience to the device and available band.

The general structure, visible also in the main page of the website, is shown in
Fig. 7. The global navigation layer provides two modalities: one to visualize the
structure “from the outside”, and one to navigate the interior of the church. The
relationship layer, where analogous portions of the church can be compared, and
the detail layer, where each one of the frescoes may be examined individually.

A Global Perspective. In the global perspective, the overall structure is dis-
playable both from the outside and from the inside. Again, trying to show the
environment from these two perspectives using a single interface would result
in a limited experience not able to effectively convey the idea of a “walkable”
space, nor the idea of a complex building structure. Thus, we designed two visu-
alization pages, following two different paradigms, each tailored to the specific
perspective (inner space/outer space).

A Navigation Designed for the Audience. Sant’Angelo church is normally
closed to the public for safety and conservation reasons; only a limited number
of visitors is allowed in the church, and only by appointment. For this reason,
we decided to create, as our first exploration method, a virtual visit that mimics
the way the church is explored by foot. At the same time, we exploited the possi-
bilities of the interactive media: linkong the 3D geometry to the church’s artistic
contents, and fully enriching it using hypertextual information. This feature uses
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the 3DHOP hotspots: Fig. 9(a) shows red areas indicated on the 3D model; by
clicking on the red area, the user can obtain additional information about the
details in the church. Other hotspots are used to connect this visualization to
each separate frescoes (see Sect. 3.4).

The cave is pervaded by an intimate and liturgical atmosphere, concordant
with the functions of gathering the believers and taking care of the deads. This
feeling could be well experienced much more easily by a virtual environment visit
than the by mere two-dimensional image observations. A number of recesses and
the entire lower floor are almost totally immersed in darkness, so that the real
physical experience is limited by the poor visibility (and frescoes are hardly
discernible). Virtual visitors have the possibility to adjust the light direction
both to have a better visibility and to obtain a suffused lighting.

One issue was related to the navigation of the three-dimensional space. Given
the wide range of potential users, the exploration should have been intuitive and
easy to use for all, regardless of the level of familiarity with the 3D medium.
When dealing with complex architectural environment, free navigation in a
videogame-like style can be devised, but this usually needs a massive amount of
work to prepare the model, possibly leading to lower geometric detail. Alterna-
tive solutions [2] try to provide free navigation where the user can easily control
movements. A different strand of research removes the plain 3D rendering, using
alternative solution like panoramas [6].

In this case, we opted for a constrained path navigation, where the user can
move inside the environment following an invisible pre-defined track. As in a
guided tour, starting from the outside square the user enters through the gate
to the left along the first nave, comes in front of three apses to get down to
the subterranean burial and finally return to the starting point. The user may
move along the path on its own, using the mouse wheel, or follow it with an
“autopilot”. At any time, (both in manual or automatic mode) the user may
change the facing direction, to look around. In the automatic mode, when the
user reaches an interesting point (marked by a hotspot), the path stops, and the
view direction is rotated automatically to face the point of interest.

Methods for automatic determination or improvement of constrained nav-
igation have been investigated [3,9]. In this case, we decided to set the track
in a manual way, given the type of information we wanted to convey, and the
structure of the church (see next sections).

Advantages of a Three Dimensional Representation. The virtual visit
outlined in the previous section mimics something that can be done in reality;
however, 3D models may be used to show aspects that cannot be fully appreci-
ated on-site. In this case, something related to the underground nature of the
site. The overall structure, hidden underground, is hardly intelligible from stand-
ing on the ground level, but also from the inside in a simple visit; conversely, by
looking at the 3D model from the “outside”, we perceive much more better the
spaces and the relationships between them. We can for example notice that the
two levels (Fig. 6) are slightly misaligned, and have an idea of the thickness of
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Fig. 5. Left: the misalignment between the two floors. Right: an image showing the
floor thickness

the floor (see Fig. 5). So, we decided to create a viewer using the digital model
of the church as a “maquette”, with the 3D geometry viewed from the outside.

However, looking a the 3D model in this way is not enough to convey the
relationship between its structure and the inside space: for this reason, still
following the “maquette” paradigm, we subdivided the church in slices, and the
external navigation (Fig. 8) allows to “switch on and off” the visualization
of each slice of the church (using the interface on the right side). Clicking on a
layer makes that slice transparent, while all the ones above it are made invisible,
and all the ones below it are made visible and solid. In this way, the user may
peel away the structure slice by slice, exploring it from top to bottom. Several
important aspects of the church can be seen with this visualization: among them,
the carving of the higher ceiling the first floor plant, the mutual positioning of
the columns, the arched entrances, the altars and the opening to the floor below.

This solution represents an added value compared to the direct experience or
to other forms of documentation. It allows the user to overcome the problem of
non-visible offering in the same time the perception of the shapes and occupied
spaces, difficult to reach by a simple site visit.

3.3 A Comparative Perspective

A different level of exploration of the church is focused towards the comparison of
recurring elements of the church. The underground environment is full of recur-
ring elements: altars, frescoes, apses. In many cases, there are several variations
of the same elements, and exploring them side-by side could help understanding
the analogies and the differences between them.

Among the different recurring elements in the church, we chose to work on
the two Deésis frescoes on the upper floor. A third one, on the lower floor,
is severely damaged. The Deésis (from the greek δέησiς, “supplication”) is an
iconographic Byzantine theme, closely linked to the funerary functions, repre-
senting the intercession of the Virgin and the Baptist, in the presence of Christ,
for the humankind during the Final Judgment. The two reviewed Deésis (one
located in the right apse and the other in the central one) show a number of
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Fig. 6. Plants of the first and the second floor, extracted from the 3D model.

(a) Global layer: external navigation, in-
ternal navigation

(b) Partial layer: Deésis comparison

(c) Detail layer: exploration of the most
important frescoes

Fig. 7. The three perspectives visualization criterion: from the global to the detail.
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Fig. 8. The external navigation. Top: the whole 3D model. Bottom: the ceiling of the
first floor is made transparent to show the structure of the church.

differences and similarities, that are source of debate for the scholars. For exam-
ple in the right aisle the figure of St. John the Baptist was replaced by St. James
probably for the devotion of the client to the saint and the benedictory Christ,
central in both cases, assumes a whole different attitude. Colours for themselves
are drastically different.

The partial layer gives the possibility to visualize them at the same time
(Fig. 10), from corresponding viewpoints. Each difference and similarity is high-
lighted and discussed in the partial display mode through a simultaneous com-
parison on two juxtaposed panels.

This visualization is peculiar because it gives the possibility to compare two
portions that cannot be seen at the same time in the church. Again, the 3D
model offers a visualization that overcomes the limits of the physical space.

At the moment, this type of comparison only involves two of the Deésis,
but ideally should also be extended to some other architectural and decorative
elements that are present in multiple variants in the church. For example, it
would be useful to create a similar side-by-side comparison for the different
altars (which are of two types: Greek and Latin), but also for the different kind
of ceilings geometries.
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(a) Visible hotspots

(b) Clicked hotspot

Fig. 9. The internal navigation (Color figure online)

Fig. 10. Deésis comparison: the analysis of the same portion of the two Deésis to show
similarities and differences.

3.4 A Particular Perspective

Finally, it is possible to use the 3D models of the single frescoes to explore
the church following its details. In this last navigation mode, it is possible to
separately examine the multi-resolution models of the most important frescoes.
As they are not just flat images, we used the detail 3D model to also show the
relationship between the icon and the shape of the wall. Each of the artworks
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is presented on its own, in a simple visualization page, that enables the user to
pan across the 3D, change light direction, look at the surface from any angle,
get close to the picture. The view panel is accompanied by a general description
and a number of hotspots with additional information.

Figure 11 shows the visualization of the Pope Silvester fresco. In this case,
the navigation mimics the on-site experience (moving in front of the fresco,
looking at the wall from different directions, getting close to the surface), with
the additional possibilities to visualize the smallest details and to be guided by
the hotspots.

Fig. 11. Visualization Pope Silvester’s fresco, with two hotspots.

3.5 A Spatial Navigation Through Visualizations

One of the interesting mechanisms implemented in the viewers is the intercon-
nection of the various visualizations using a “spatial” navigation. Since all the
layers are referenced to a common three-dimensional space (the church), the user
can pass from one layer to the other following different paths.

For example, the user can select the visualization of a detail, and from the
detail 3D fresco page there’s the possibility to switch back to the website struc-
ture, as one would expect, but also to jump in the global internal navigation,
in the place where the detail is located, just in front of the fresco. The user can
move inside the 3D model, find another detail, and jump to the dedicated detail
page. The global external viewer is similarly connected to the details, and the
details of the Deésis are connected to the comparison visualization.

In this way, the analysis of the information can follow different paths, and
the website and the 3d space are perfectly integrated. We believe that this has a
big potential as a way to really integrate three-dimensional data in the context
of websites, museum kiosks, mobile applications.



170 A. Canzoneri et al.

4 Conclusions and Future Perspectives

This paper presented the results of the uses of 3D data acquired in the context of
a 3D scanning campaign for the monitoring and preservation of an ancient cave
church. The main effort was focused on the discussion about a possible reuse
of the data, in order to construct a virtual experience through an ancient and
buried world only conceived for didactic purposes.

The available metric data collected by Visual Computing Lab were easily
integrated with other types of data from all the investigations conducted on the
site. The navigation of the site was structured in a multi-level fashion, trying
to provide information at different granularity (a global, comparative and detail
layer). While the application was mainly intended for the wide public, it might
be interesting to combine this application with one addressed to an audience of
researchers and restorers, useful for the purpose of monitoring the church and
to constitute a comprehensive documentation of all the previous surveys.

The website (http://vcg.isti.cnr.it/activities/mottola) could be a very good
starting point for further integration of other types of information: for example,
the evolution of the structure of the church, or the separation of the different
layers on the frescoes. In order to obtain this additional information, further
study of the historical data, and processing of data would be needed.
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Abstract. Latest improvement on mobile devices capabilities defini-
tively changed the way people experience their surroundings. Thanks to
the improvement of built in sensors, devices are able to sense the envi-
ronment at users’ location. The ability to provide contextual services to
the visitors is a key aspect to make public parks more accessible, compre-
hensible end enjoyable. The paper outlines the application of Augmented
Reality technologies in a real case scenario. The aim is to equip visitors
with an ICT tool able to enhance their perception visiting open spaces
and parks. The reporting area chosen for the study case is an Archaeolog-
ical park, the Cardeto, located within an urban green open space in the
outskirts of Ancona, a city in central Italy. Ensuring the success of the
experiment has required an hybrid approach, with the main objective
of providing visitors with an endless flow of information, anytime and
anywhere. To reach this result, a mobile application has been developed,
exploiting two different tracking systems: location-based and edge-based.
The first one helps users to move along with a network of given Points
of Interest disseminated within the park. At the same time, the second
system displays a rich set of information each time a user came in close
the proximity with artefacts or valuable heritages. This work is part of a
wider ongoing project aiming at a better understanding of the potentials
inherent the design space for smartphones in context-aware AR applica-
tions for tourists. Our experiment demonstrates the validity of purposed
methodology as a promising solution for Cultural Heritage purposes.
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1 Introduction

Location-based Augmented Reality (AR) has successfully grabbed the tourism
industry. This is because, among other peculiarities, AR has the capability of
changing users’ sight of the environment. The growing potentials of mobile
devices are definitively changing the way in which tourists gather and access
information, especially in outdoor environment [10]. The traditional orientation,
guides and way-finding maps, have been overridden by the relentless diffusion
of mobile orientation devices and on-line maps, more suitable and accessible
to users needs. Built-in cameras, global positioning system (GPS) sensors and
Internet connection open the way towards a new manner of experiencing public
spaces, thanks to contextual information. Context-awareness is a powerful way
to create an interactive on-line environment in which tourists, even if with little
knowledge of a certain area, can naturally experience unfamiliar places. A trivial
and common thought, preventing AR from being a world-wide reference in this
domain, is that mobile maps are a good solution to find places and interesting
areas in outdoor spaces. However, even if well-established solutions, are not opti-
mally designed for urban exploration and provide limited capabilities to access
data; moreover, and more important, they oblige the user to look away from the
reality. Another issue of currently available 3D maps is that the camera view of
the object is often occluded by nearby structures, which is especially problem-
atic in densely built-up areas [19]. AR represents instead a natural choice for
exploring location-based information of real world, mainly because information
can be superimposed onto the display, with the same sight of the user. Simply
by framing his/her surroundings, the user can easily access additional informa-
tion about a building, in urban environment, by pointing an AR-enabled mobile
device into its direction, regardless of the visual barriers. In [22], the authors
have listed a set of challenges that developers have to take into account design-
ing AR browsers for outdoor environments; many objects can be augmented
with information; each object can be a source of a substantial amount of infor-
mation; contents might be visually heterogeneous and dynamic; users are into
unfamiliar environment; tourists have information needs which differ from those
of dwellers. These considerations represent a useful reference also dealing with
archaeological heritage [2].

Cyberarchaeology aims to build a spatial-temporary environment able to
reconnect the current archaeological landscape with the ancient one, following
a validated and transparent methodological path [8]. Despite Cyberarchaeology
concept was originally conceived for virtual tours in an indoor museum space
[3], is nowadays possible to develop the “simulation process” on site, by AR
applications. AR, which enriches the real world by adding virtual entities, offers
great potential and opens towards new opportunities for mobile applications.
In recent years, many AR systems have emerged. However, the vast majority
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of these systems are intended for small indoor environments, easier to control
because of the limits derived by known issues (e.g. brightness variation, occlu-
sion, 3D registration, etc.) [24]. The development of AR applications for outdoor
scenario implies the use of built in sensors, handy and spread for the majority
of devices, but error prone in terms of accuracy.

To this end, the main objective of this work is the development of an AR
experience for cultural communication, designed for mobile devices in outdoor
environments. The project aims to the enhancement of the Cardeto park, focus-
ing on personal experience to provide tourists and visitors with an interactive
tool to discover the hidden secrets of the park. This research underpins two
main aspects. The first one, theoretical, is that AR and mobile technologies
would represent the milestone for the promotion, the use and the conservation
of archaeological parks. We propose a shift, through new technological tools and
new contents, with the twofold objective of making visit experience easier and
complete, with a greater involvement of visitors, bridging the gap between exist-
ing and accessible, between visible and invisible. The second aim, more technical,
is to challenge the development of an application by merging a well established
state of art location-based services with an edge-based tracking system. The
idea is to use an hybrid approach, integrating into the same application the two
aforementioned tracking techniques. Our test demonstrates that the latter is a
performing tracking system also in outdoor scenarios, where lighting condition
and the variety of landscape hamper an affordable use of marker-less solutions
based on image matching. We also outlined best practices suitable to be adopted
for further exploitations of open-air cultural heritages.
The paper is outlined as follow: Sect. 2 provides a description of the operational
background, highlighting related works and guidelines adopted for the devel-
opment of our system. Section 3 focuses on the description of the experimental
application, while Sect. 4 gives details about the architecture of application, with
special focus on the tracking systems. Results of experiments and discussion on
future developments are provided in Sects. 5 and 6 respectively.

2 Background and Related Works

In addition to offering a revolutionary new concept of cultural enjoyment, AR
can attract a growing number of visitors; it is also an affordable and simple solu-
tion for insiders (e.g. tourist guides, administrators etc.) who can enable new
solutions, offering new information and management methodologies to simplify
access to historical areas, expanding the range of promotion and dissemination
services. In some cases [15] existing GIS platforms have been extended into
mobile services. Starting from the territory, AR can take the user into other
domains, evaluating the entirety of the cultural heritage (CH), encouraging a
deeper exploration of diffused heritage goods [9]. From the e-learning standing
point, Mobile Augmented Reality (MAR) has proved of being a winning solution
[7]. However, some technological and anthropological issues still exist, preventing
MAR from becoming a broadly used tools for open spaces. External variables
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that influence user acceptance include enjoyment, personal innovativeness, per-
ceived benefits, costs and information quality [20]. In the following, a brief state
of art review is reported, useful as a comparison with our work.

The problem of using AR for tourism purposes, highlighting the benefits
offered to the tourists, is widely discussed in [11]. Authors state that the core
idea behind the use of AR for tourism is the enhancement of user’s perception
of reality and of the surrounding environment. As tourists in fact, we are often
exposed to unfamiliar environments where the fast retrieval of information is fun-
damental for our decision-making. Access to relevant contents through location-
based services not only facilitates this process, but also changes the way we per-
ceive destinations, creating more memorable and unique experiences. Recently,
a lot of attention was directed towards AR interfaces as a suitable visualiza-
tion paradigm, especially within the domain of travel and tourism. AR browsers
deliver (geo)spatial and attribute information about physical objects through
spatially registered virtual annotations. Such interfaces reduce the need to trans-
late abstract information (for example, encoded in maps), or oblige switching
gaze between information and physical space. This happens with guidebooks
or list-based mobile interfaces. This scenario is particularly beneficial for time-
pressured visitors to unfamiliar locations. In [23], interesting consideration have
been done, with respect to the criteria that should be used when developing an
AR service for tourism. Four features should be followed:

– Readability: labels should be readable at all times and should not overlap;
– Unambiguous association: labels should clearly refer to their target objects;
– Aesthetics: labels should be placed in a way that prevents visual clutter;
– Frame-coherency: the system should provide a seamless transition of content

among frames.

The aforementioned criteria are effective also when dealing with archaeologi-
cal sites [5]. In fact, these areas are generally wide, and findings are scattered
among the landscape. Some commercial existing solutions prove the validity of
the method. CorfuAR1 is a tourist city guide using the strengths of the AR tech-
nology, by placing information about surroundings on reality. The experience of
visiting Corfu is enhanced with virtual information about sights, museums, mon-
uments, religious sites, nature and many more. AR have been adopted also for
the visualization of ancient buildings to be viewed and explored in real-time [4].
Some interesting example of visualization of 3D models during a visit can be
found in [1] for city environment, and in [13] for remote archaeological sites.
In spite of this, location-based services are error prone, and are more suitable
for way finding purposes, rather than for precise registration of virtual objects.
Object-centered design with edge-based tracking [16], [24] is the state of art
technique that better fits with the problems of outdoor environments, and could
represent (together with cloud computing services [21]) the only effective alter-
native to deepen the knowledge of cultural goods, scattered and diffused in our
parks.

1 http://www.corfuar.com, last accessed: April 12, 2016.

http://www.corfuar.com
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3 The Project

This project is concerned with the proposal of a change in the use of the park:
new technological tools and new contents communicate with the dual objective
of making the visit easier and straightforward, improving the involvement of visi-
tors. Even if the development has been carried out at a local level and is ongoing,
the discussion is backed by the first knowledge and experiences exchanges carried
out within the European COST Action Project Cyberparks2, which provides a
forum for cross-sector working among researchers, urban designers and devel-
opers, ICT experts, urban anthropologists and sociologists, creative industries
experts, from 29 countries. Actually, the park presents some weaknesses such
as the complete lack of orientation and the inaccessibility for the majority of
the buildings. With the introduction of digital service, the expectation is that
there will be a change in the use of the park, bridging this way the gap between
existing and accessible, between the visible and invisible. The current condition
of the trails is of semi-abandonment, with few sporadic way findings along the
way (Fig. 1).

Fig. 1. One of the main entrance of the park. The lack of care and signs makes the
park inaccessible and difficult to visit.

2 http://www.cost.eu/domains actions/tud/Actions/TU1306.

http://www.cost.eu/domains_actions/tud/Actions/TU1306
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Fig. 2. Map of the park with all the starting point highlighted in yellow. (Color figure
online)

The App, accessible by smartphone or tablet, allows visitor to choose from
different visit trails. Accordingly with his position, the tourist can chose among
different pathways. By different tracking techniques, further information are
made available every time a user gets close to a point of interest. The site’s
map, with highlighted the main entrance points, is shown in Fig. 2.

4 Methodology and Technology

For the development of the proposed application, we have chosen to adopt two
tracking systems. Location-based tracking and edge-based tracking. The first
one is based on the user location and enables the smartphone retrieving context
information accordingly. The second one is an Object-centric approach catego-
rized as marker-less tracking, based on geometrical edge features [12]. The reason
why we have chosen to merge two tracking system into the same application,
lies in the possibility to exploit the potentials of both systems. Location-based
helps way finding, triggering services only at a specified distance from the Point
of Interest (POI). Furthermore, in absence of signage, as for this study case, it
helps a visitor to follow his preferred path according to the POIs typology. On
the contrary, once the tourist is close to the cultural good, the location-based
service cannot provide in-depth analysis of cultural objects. The development of
Augmented Reality experiences, in fact, is strictly dependent on the type of reg-
istration (i.e. overlaying of virtual contents) that one choose. Delivering in-depth
analysis of specific objects, requires robust tracking techniques able to anchor
the real object with the one displayed in the camera of the device. With edge-
tracking, enabled only at a certain distance from the POI, the user is provided
with a more precise registration of digital contents. It is a state of art method
used to mark the points of digital image in which the light intensity changes
abruptly. Abrupt changes of the properties of an image are usually the symptom
of important events or changes in the physical world in which images are the
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Fig. 3. The steps of the architecture during on site visit.

representation. These changes can be for example: discontinuity of depth, the
discontinuities of the surfaces, changes in material properties, and variations in
ambient lighting from the surrounding environment. In the following subsection,
the two methods are discussed.

4.1 Location-Based AR

This functionality has been developed to permit the user activating the aug-
mented reality browser and to search for all the POIs close to him/her.

All the POIs have been stored into a Relational Database Management Sys-
tem (RDBMS), with a classical web-server which hosts php pages. For this exper-
iment we have chosen an open source MySQL server. POIs have been stored
within the database by assigning them a table with specific parameters like lat-
itude and longitude (to correctly register geo-location), title, description, link
to external resources, metadata and other information of interest for the user.
A web-service is needed to collect the POI information (in JSON format) and
get it back to the AR platform. These parameters are computed by the applica-
tion, permitting to overlay the labels into the real scene. To retrieve these points
according to user’s location it also necessary that the application generate a
php script that returns the POIs. Performing a series of asynchronous calls to
activate the php script it is possible to transfer the user’s location coordinates
as parameters. A brief explanation of the architecture can be found in Fig. 3.

All the features of the app have been implemented by using libraries pro-
vided by API LayarSDK3, a static library that implements augmented reality
and geo-localization functions. A compass, displayed on the screen, helps the
user in orienting among the different POIs. In this way, the user is guided to
reach the area where the wanted item (a building or a specific finding) is located.
To implement this feature we took advantage from the set of embedded sensors
of mobile devices (e.g. compass, gyroscope, accelerometer and GPS receiver). For
adjusting the search area, the user can set a search radius from the device. Within
this radius, the application looks for relevant POIs. This is particularly helpful
during the visit to retrieve information of a limited set of POIs nearby the user.
Moreover, the application allows displaying, in a popup window, more informa-
tion (the title, description, footnote and image) associated with the selected, as
well as the cultural good typology.

3 https://www.layar.com, last access April 12, 2016.

https://www.layar.com
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(a) The path of War buildings (b) Cultural and religious POIs

Fig. 4. Mobile application running in the park, with different path.

The particular case selected for this work encompasses a various Cultural
Heritage, including Romans relics, as well as buildings dated the Second World
War. By categorizing all the POIs, we have given the possibility to follow spec-
ified trajectories among the park. Some screen shots of the application running
are shown Figs. 4 and 5.

4.2 Edge-Based AR

The recognition of contours (edge feature detection) is the second tracking tech-
nology used for the presented application. This tracking technique is particularly
suitable to augment:

– a previously defined solid 3D object from any view angle on a non-planar
environment;

– different objects independently of their texture;
– the scene to obtain the scale of the environment;
– objects in an unpredictable environment where motions and changing lighting

conditions make image matching difficult.
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(a) Route guidance labels (b) App close to the POI

Fig. 5. Mobile application running in the park, in way finding mode.

To obtain this function, the following steps have been implemented into the
application. First of all we have built the 3D model of an historical building
within the park and preloaded it into the system as a tracking object. In this
case an ancient barrack, as shown in Fig. 6a. Within the app, the edge detection
process has been implemented with Canny algorithm [6], running once with the
device’s camera is enabled. An example of the edges extracted from camera frame
is showed in Fig. 6b.

The 3D model is managed by the Layar SDK, allowing the matching between
the edges of the image from the camera and the edges of the 3D model, managed
in wireframe with hidden line mode. Once the user has reached a specified POI,
for instance, is closer to it by a given distance (e.g. less than 50 m) and the
cultural object is in the line of sight, the navigation switches into edge-tracking
mode allowing the visitor to display more detailed information. The initialization
starts with predefined views from several locations in the environment, according
to an initial pose, setted up by default, that specifies a rough initial estimation of
the camera position and orientation to the target object. In order to avoid visual
occlusions, the tracking 3D object has been developed to appear in Silhouette
mode (Fig. 7a).
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(a) Edge extraction from the camera (b) 3D model of the barrack

Fig. 6. Steps for the implementation of the edge extraction from the real scene.

(a) App close to the POI (b) Images superimposed to the building

Fig. 7. Mobile application running with edge tracking enabled near the POI.

In this specific case, since the building access is forbidden to the public, the
application allows the visitors to virtually explore the interiors with its related
pictures (Fig. 7b).

5 Results and Discussion

The application has been validated by several tests realized both in laboratory, to
optimize the content retrieval, and in the real environment. During the outdoor
testing sessions, we observed that the application retrieved and displayed the
labels in real time; labels and contents were responsive and integral with the
device’s movements. The a priori definition of a categorization for the POIs
resulted a winning solution for the personalization of the path. Users found
this feature very useful to perform an experience tailored according to their
interest. In this light, the enrichment of metadata to deep the knowledge of the
user is useful but very time consuming; AR browsers should be developed using
semantic web technologies [17]. For our experiment, we have used an iPad 2
and a Samsung S3. Whenever the GNSS service was available, accuracy ranked
between 5 m up to 10 m, depending on the vegetation canopy. By the way, the
accuracy for the overlaying of the digital contents is strictly dependent on the
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Fig. 8. Hypothesis of a possible use of wireless sensor network in the park.

current accuracy of consumer grade GNSS receiver. However, working as a path-
finder, this accuracy can be considered satisfactory to guide the users towards the
POIs. Even if location-based services demonstrated to be an effective solution
to improve way finding, especially in wide areas such as archaeological sites,
the use of edge-based tracking within the same application ensures an improved
knowledge of the items scattered among the trails. The possibility of switching
to the edge tracking whenever the user gets near the POI implies two main
advantages:

– edge feature detection works regardless the lighting conditions, ensuring the
registration of digital contents;

– 3D edges models are small, allowing the possibility of being remotely stored
and retrieved also with the use of 3G/4G connection.

The target building, chosen for the test, is approximately 30 m× 30 m large and
is composed of simple geometry. The tracking system resulted very responsive,
showing quickly the augmented contents. To evaluate the usability we have tested
the application with different subjects, allowing us to draw useful feedback for
further improvements. One impediment is represented by the initial pose of the
3D object, chosen in advance. With this set up, the user have to move along the
building until he find the corresponding pose. Besides, the user-test conducted
for this case highlighted other issues that need further investigations, caused by
the intuitiveness of the tracking system. In fact, whilst in location-based mode
labels appears automatically on the user screen, in edge-tracking mode the users
have to catch the correct camera pose in order to trigger the augmented contents.
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This task did not result usable for the users and could represent an impediment
in terms of fruition for the user.

6 Future Work and Conclusion

In this paper, an interactive route guidance through augmented reality is pre-
sented. Location-based services guide the tourist towards the main attraction
of Cardeto park. The database containing the POIs have been enriched with
metadata, in order to categorize the various cultural goods, spread in the park.
Thanks to the addition of edge-based tracking in the same application, the user
can experience an enriched visit when arrives in proximity of buildings or archae-
ological findings. The recuperation of urban parks means, first of all, persuading
people to visit them; by providing users with digital tools, making their visit
more interesting, funny and simple, this objective should be pursued. With our
solution tourists can discover more easily the space, visiting also what is invisi-
ble. The merging of location and edge tracking represents a rapid and affordable
solution to be developed, also because the simplicity of the architecture make
it easer to be constantly updated by the public administrations. In the future
we are planning to use Cardeto park like our open air laboratory, making it
a sensible space with new sensors like Beacons (see Fig. 8). The advantage of
disseminating the park with an active network of beacons is twofold: on one
hand, by using beacon’s localization system it will be possible to reduce the
error arising from GNSS receiver. The Wireless Sensor Network in fact can be
exploited to localize smartphones inside it. On the other, in case of lack of GNSS
signal, beacon’s position can be used to provide users with push and notifica-
tion services, enriching the experience. In this direction, we are working on the
AR visualization of labels, getting the position from beacons’ position instead
of from the GSNN one.

In this way, we envisage to create a pervasive environment [14], [18] where
contextual information are automatically provided to the users with proximity
technology, but with a more precise localization with wireless sensor networks.
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Abstract. In recent years the explosive growth of smartphones and the evo-
lution of mobile communication networks have certainly revolutionized the way
how people communicate and access information. This growing adoption of
technology creates also some challenges. It is struggling to teach people who has
had an increased exposure to technology. Cultural heritage organizations deal
with this issue endlessly and look to the new technologies as an opportunity to
transform and enhance the exhibition experience for matching the interest of the
newest visitors. In this paper we focus on the augmented reality (AR) tech-
nologies and the role that they play to connect visitors to the modern exhibitions.
Moreover, we define for the first time the concept of Augmenting Smart Object
(ASO) that arises from the study of the state of the art of the AR systems applied
to the cultural context and from our direct experience in a participatory design
aimed at developing and evaluating an AR system for a museum exhibition.

Keywords: Augmented reality � Mobile devices � Participatory design �
System usability

1 Introduction

Modern technologies are progressively becoming sewn into our daily lives. Small
computational devices are integrated into common objects that people use to perform
normal tasks or during leisure activities. This is more evident in digital natives, people
born in the modern digital era who are used to touch and speak with their interactive
devices to play, learn, and communicate or even to build their own smart and pro-
grammable toys with easy to use technologies like littleBits1.

This growing adoption of technology creates also some challenges. As Prensky
explains in [1], it is struggling to teach people who has had an increased exposure to
technology. They not only will have developed an habit to use technology to look for
information and to interact with others, but also they might have developed different

1 http://littlebits.cc/.
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ways of learning [2] and in fact most of them are experiential learners [3], and with a
capacity for multi-tasking.

In the domain of cultural heritage (CH so forth) there is a growing interest in
making the cultural sites “enjoyable” to this new kind of users. As stated by Hein in
[22] museums are perceiving themselves more as experience providers than as object
exhibitors. In order to make such experiences more satisfying for visitors, exhibitions
need to link the personal motives and values of visitors with the knowledge exhibited
[4]. There are some examples of CH sites enhanced with digital technology, and
particularly with augmented (AR) and virtual reality (VR) [5, 6]. For instance, the
Museo Archeologico Virtuale2 of the ancient city of Ercolano (Italia) does not exhibit
real objects but allows visitors to interact with digital reproductions generated through
holograms. In the nineteenth-century palace of S. Teodoro3 in Naples, the curators
enrich the visits using virtual and augmented reality to recall ancient events and set-
tings. By means of the Augmented Reality, curators recreated rooms of the temple of
Hatshepsut in Deir-el-Bahari, of the Calatrava castle and of other ancient buildings.

However, to pursue the original goal, improving the experience of visitors, inte-
grating technology per se shouldn’t be the main design driven force. As discussed in
[7], technology should be conceived as a mediator to improve the visitor’s experience
not as a tool that diverts the attention from the cultural object or site to the technical
device. The experience has to be attractive and enjoyable from the users’ point of view
but it also has to meet the educational goals underlying most cultural heritage sites.
Csikszentmihalyi and Hermanson [26] identify two main factors that improve the
visitor’s engagement: situational interest, that happens when they are pushed to face
challenging or intriguing situations; and personal interest that appears when the
exhibition links with enduring visitor values and motives. The role that virtual and
augmented reality technologies can play to promote situational interest is to deploy
content and support an interaction that might generate stronger links with visitors. For
example, authors of [25] explore the use of an augmented object to take profit from the
social nature of people to improve the user experience.

In this context, we introduce the Augmenting Smart Objects (ASOs) concept as a
way to support engaging experiences that combine both experiential and pedagogical
value. An ASO is a nonintrusive and interactive device allowing users to access and
interact with AR content in different CH contexts with a view to creating personal links
between visitors and the exhibit. Following a participatory design approach, field
research and interviews with experts were conducted to understand the features an ASO
should exhibit. This knowledge informed the design of a prototype of ASO whose
usability was evaluated with users who found the ASO as a way to experiment a more
personal experience to interact with each object in the exhibit.

The rest of the paper is organized as follows: Sect. 2 presents the state of the art of the
AR systems for CH sites. Section 3 describes the participatory process for designing an
instance of the ASO and its usability evaluation. Section 4 formalizes the lessons learned
during the whole design process. Finally, in Sect. 5 some conclusions are drawn.

2 www.museomav.it.
3 www.palazzosanteodoroexperience.com.
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2 Related Work

The use of AR systems in CH sites are not a particularly recent practice. Back in 1999,
Brogni et al. [15] discussed the growing interest and the technological limits of this kind
of systems and tried to envision their future based on some kind of wearable or mobile
devices. Nowadays, despite the expectations raised by devices supporting AR, such as
large see-through screens or holograms, the most common solutions in CH sites are
mobile devices, such as phones, tablets and AR glasses. These technologies are generally
technically feasible and affordable, and, when the system is conveniently designed on the
users’ necessities, can offer a more personal and rewarding user experience.

Some examples are given by Vanoni et al. [16] and from the Casa Batlló4 (Spain). In
the first case, a tablet allows visitors to select different layers of virtual content to add to
the exhibited pictures of the Salone dei Cinquecento in Florence’s Palazzo Vecchio. In
the second case visitors looking through a smartphone and using earphones can expe-
rience a virtual and augmented visit of Casa Batlló. However, although mobile devices
are easy to use, in [21] authors highlight that similar systems act as a distraction during
the visit and the attention is transferred from the environment to the technology. Also for
such reason AR designers are looking to other technologies such as AR or VR glasses.

An example is given by the “Dreams of Dalí”5 project. The project is hosted in the
museum, sited in St. Petersburg, in Florida. The VR glasses allow visitors to experience
for a while the immersion in one of the a Dalí’s masterpieces. The company Guidgo6 in
2014 developed a AR guide for museums exploiting the Google Glass7. The device
guides the visitors and add extra information to the exhibit. A significant experience
about AR application is given by ARtSENSE [14]. It is a European project which aims
to create mobile museum guides based on AR applications. The ARtSENSE interface is
based on AR glasses and other wearable devices used to allow visitors to interact with
virtual objects. Similar projects are ARCHEOGUIDE [13] and LifePlus, [12]. Differ-
ently by ARtSENSE, the AR glasses are used to augment archaeological sites. Also in
this case visitors have to use other wearable devices to use the system. In [29],
researchers present a system aimed at supporting tourists in the city of Naples during
their cultural visits. The system is based on AR glasses, hand recognition and head
movements detection. Differently by the previous projects, the users have to wear only
the AR glasses integrating several needed components and carry a mini pc. However,
preliminary results describe the interaction uncomfortable and difficult.

The designs of AR systems generally share some common characteristics and limi-
tations. First of all, they try to be didactic and recreational offering multimedia content to
support visitors in understanding the exhibit. Their aim is to be helpful by assisting users
during the whole time spent at the site (i.e. suggesting itineraries). Moreover, they require
a continuous attention and they lack an adequate study of the interaction. Indeed, in order
to recognize the objects to augment, visitors often have to explore the CH site using the

4 www.casabatllo.es/en/visit/videoguide.
5 thedali.org/dreams-of-dali.
6 www.guidigo.com/glass.
7 www.google.com/glass/start.
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provided device and have to stop and carefully stare at the exhibited items. In other cases,
they are required to wear uncomfortable devices during the whole visit or in some
concrete points and they may need some external helps to use them.

In [19], the authors notice that AR designers chiefly focus on visual augmentations
and disregarding other visitors’ necessities. Pedersen remarks in [18] that “human users
needed to be treated as centers, immersed in AR interfaces rather than as viewers,
seeing interfaces or graphical overlays”. In [20], the authors present a list of AR
system requirements for CH sites. In particular, they highlight the necessities to have a
full interactive, recreational and didactic AR system. Moreover, the system must focus
on aspects that help users relax during the visit in order to enjoy the CH experience.

Van der Vaart and Damala in [17] try to deal with these issues through the design of
an AR loupe. Such device is a smart object, that is a common object integrating sensors
to understand and react to the environment [28]. In this specific case, the loupe integrates
an iPhone to exploit its screen and sensors. The goal is to provide a more appropriate
device for a museum context, to exploit the loupe affordances and make the interaction
more intuitive. The loupe is able to recognize the exhibited objects and to add any
multimedia content. The visitors have to stare at the exhibited objects through the loupe
to see the content. Different functionalities can be selected by moving, tilting or shaking
the device. Even if the loupe tries to address some of the mentioned issues, after an
experimental study, the researchers recognize that the task to look for an object to
augment may easily distract visitors especially the youngest one. More in general, some
testers declared to focus more on playing with the device rather than the same exhibit.

These researches highlight there is still a need to understand how to integrate
useful, usable and enjoyable technology in the museum in a way that does not divert
the attention to the technological devices [7] and makes it possible to provide a more
satisfying experience. A participatory design approach like the one described in this
paper could help to understand better how to design these technological interventions
balancing the goals of the CH professionals with the traits, motivations, values, and
expectations of current visitors.

3 Participatory Design: Understanding the Requirements
of Cultural Heritage Professionals

With a view to understand how to design experiences with the CH site, we adopted a
participatory approach where stakeholders were involved in the elicitation and analysis
of the requirements of potential technological devices. During this process, interviews
and field work was conducted. In particular, we conducted three interviews: one with
the director of the archaeological site of the Villa de Fuente Alamo in Cordoba (Spain);
a second with an archaeological practitioner working as a guide at the ruins of ancient
Stabia near Naples (Italy) and as a children archaeological teacher; and, a third inter-
view with the technological manager of the S. Teodoro Palace in Naples (Italy).
Moreover, we spent time in the sites where they work to observe activities and visitors.
We discussed with our interviewees the kind of visitors they usually work with, the
way they interact with them, and the main difficulties they can have when trying to
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connect with them. Moreover, we also explore their confidence on the role of tech-
nology, and their willingness to use it in their work and in their daily life.

We obtained similar answers from the first two interviewees. The average age of
“spontaneous” visitors is between 30–50 years and most visitors are women. More-
over, it is common to work with groups of school field trips. Spontaneous visitors
generally show an initial interest for history and the ruins but after a certain time they
get mentally tired. Pupils are more distracted and do not pay specific attention to the
context. The guides try to deal with attention issues using some techniques based on a
continuous interaction with visitors and trying to involve them in some recreational
activities. Three examples used to get the attention of visitors through recreational
activities include: (a) having actors playing the roles of the ancient dwellers of the city
or recreating famous or mundane events; (b) proposing experiential activities such as
having children excavating fake ruins to discover objects or (c) inviting visitors to
touch and play with replicas of ancient objects found in the that archaeological site.

Apart from the attention issue, interviewers also highlighted another interesting
point they have to deal with: the way to make visitors understand the different eras of
the archaeological site. For instance, the director of Villa Fuente explained that some
ancient ruins belong to Pre-Roman era, the thermal baths to the Roman, the Villa to a
second Roman era while the cemetery was from the Arab period. The differences
between periods that might seem obvious for experts are quite difficult to perceive by
visitors but they make up an important fact to understand the site.

When asked about their confidence with modern technologies and their willingness
to integrate them in their work they also provided similar answers. They use on daily
basis devices for their personal life and to organize their work activities. For example,
during the visits they use sometimes smartphones and tablets to write down notes,
communicate with colleagues, take pictures and show pictures also to the same visitors.
On the one hand, our interviewees do not consider themselves distrustful towards the
introduction of some kinds of technological supports for their work, but on the other,
they were afraid that the technology could be intrusive and could grab the attention of
the visitors and divert it from the real goal: understand and appreciate the CH site. As
one of the interviewers put it “we are a small site in a non rich area, so we need people
from the community liking and needing us. They have first to appreciate the value of
this site and to perceive why we are valuable for the region”. When asked which kind
of objects can be considered not intrusive, portable and respectful of the context small
thinks like coins, lamps, pictures, shrines, or ancient bricks, were suggested.

The last interview gave us a different point of view. In the S. Teodoro Palace,
visitors are led not by a human guide but by a digital guide speaking through some
totems strategically located in the different rooms. The visit is enriched by the usage of
VR helmets that allow to recreate ancient events and sets of the palace. The kind of
visitors is really varied. It is common to have visitors of any age and any gender. Most
of the visitors come fascinated by the idea of experimenting a new kind of visit. All the
technologies are installed in strategic points and require the users’ attention just there.
This is to allow visitors to explore the rooms without to focus continuously to the
technology. However, as the technical manager of S.Teodoro Palace confirms: “If on
the one hand there is a necessity to improve the visits using digital content, on the
other, there is a real risk to completely draw the attention on it”.
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3.1 Augmenting Smart Objects

We capitalized the knowledge gained from the fieldwork and interviews in the form of
scenarios of working practices, from which we could start our brainstorming activities
to envision ways to integrate technology in CH sites. Scenarios are a well known
technique in design that we will use to illustrate alternative solutions [24]. In particular
we introduce the concept of Augmenting Smart Object (ASOs henceforth), which are
nonintrusive objects that can be naturally integrated in the physical context and that
combine the ludic component with the didactic one. With that purpose an ASO is
usually an existing physical object that is somehow related with the goal of the CH site.
Moreover, the affordances of its physical shape [23] can be exploited to provide an
easier and quicker interaction. The ASO is also a portable and interactive device aimed
at providing users with AR to improve their visit without grabbing the spotlight: they
can be used only in specific locations set by the administrator of the archaeological site.
In the next paragraphs we describe two scenarios of use of ASOs.

Scenario 1 – Augmented Guided Visit. In this scenario the guide leads a group of
visitors through the ruins of an ancient Greek-Roman colony. (S)he carries an ASO in
form of a Roman lamp and uses it when (s)he wants to make people see the different
eras of the site. Connecting the ASO to one of the totems distributed in the ancient city
(see Fig. 1), an augmented reality system is started. A large see-through screen inte-
grated into the totems superimposes on the reality some virtual objects recreating the
ancient coast line. By changing the orientation of the ASO on the base, screen displays
how the quarter looked like in the Roman era. In this case, the AR system is controlled
by the expert guides, so the communication with the visitors is still managed by them.

Scenario 2 – Augmented Personal Visit. Visitors of the ruins of a Roman city enter
the archaeological park and are provided at the entrance with an ASO in the form of an
ancient Roman brick that has an integrated display. Visitors receive a brief explanation
about how to use an ASO in the same way they do with a common audio guide. Then,
they are encouraged to explore the site and pay attention to the bases allocated in
strategic places. When a visitor puts the ASO on a base, the system recognizes the

Fig. 1. A guide leads visitors through a CH site and uses an ASO to improve the explanations
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position and the orientation view, the display gets alive and shows through augmented
reality the recreation of a target building. Moreover, the visitor can rotate the object and
put it again on the base. The scene changes and the screen will show the recreation of
that building in a different historical era. Moreover, visitors can enter well-preserved
rooms where they can admire remains of ancient mosaics (Fig. 2).

Besides an ASO’s base there are coins’ reproductions of different eras. After
leaning the brick, they can pick a coin a put it in front of the ASO. It recognizes the
exact coin and shows the reconstruction of the mosaic and the decoration of the
corresponding era.

Starting from these scenarios we elicited an initial set of requirements divided into
five categories according to the classification described by Preece et al. [10]. More
relevant requirements are summarised in Table 1.

3.2 Prototype

In order to test the initial findings, a prototype of the ancient Roman brick presented in
the second scenario. It was built since as suggested by Tom Chi in his inspiring talk
“Rapid Prototyping at Google X”8, it is always better to prototype an idea even with
limited means and explore it than guessing how it will work. Also recreating the actual
shape and physical properties of the ASO will help to understand better usability issues,
following an experience prototyping approach [27]. Therefore, we built the brick in a
fast and chip way using components that can be far from the final product but that can
be combined quickly in order to have an immediate feedback.

To make the brick, we put together a Samsung Galaxy S3 running Android 4.2, an
Arduino 1, a NFC reader, a tiny metal cable and a simple cardboard box. Some objects
were put inside to make the brick heavy convincing.

Fig. 2. Visitors exploring a CH site using an ASO

8 goo.gl/PXpLbF.
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Table 1. ASO requirements

Requirements Rationale
Functional requirements
The system provides visitors with AR
functionalities based on image recognition
and localization

Augmented reality allows visitors to access
to digital content without loosing the
reality. AR techniques should be
implemented taking into account different
settings (i.e. indoor, outdoor). In the
scenarios the ASOs use outdoor a
technique based on recognition and indoor
an image recognition technique

Different ways to interact should be
implemented based on the specific
affordance of the ASO and its base

The used devices have specific shapes
suggesting how to interact with them. For
example, in the second scenario the ASO is
in a form of a brick and its base entails the
usage position and the view orientation.
Moreover, visitors can explore different
AR experiences by changing the vertical
rotation of the brick

Environmental and contextual requirements
In CH sites some explicit areas or spots will
be signalled to make users aware that can
use the ASO

The AR system does not require a continuous
users’ attention in order to allow visitors to
focus mainly on the exhibit. In the
scenarios specific bases are placed to allow
them to exploit the AR just when it is
really needed

The environment set can be crowed Groups of people can be small as just two or
large as 20. In the first scenario the visitors
are a numerous group of people led by a
touristic guide while in the second some
visitors explore individually the site

The visit can be outdoor and/or indoor An archaeological site as an exhibit can have
both outdoor and indoor area. Our
scenarios are set in an outdoor
archaeological park but some indoor areas
are present (i.e. rooms of a temple)

Users may receive training before using the
ASO

Exactly as it happens with audio guide, in the
second scenario operators briefly explain
the way to use the ASO. This is
particularly useful for people not familiar
with the used technology

The technological devices can be integrated
in portable and contextual objects

The interviewees stated that during a visit
reproductions of small ancient objects are
often present to stimulate the visitors
interest. The ASOs can be integrated in
objects related with the CH site. In the first
scenario, a lamp used to activate the AR
system is carried by the touristic guide. In
the second, an ASO in form of roman brick
is given to each visitor by a CH operator at
the entrance

(Continued)
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Table 1. (Continued)

Requirements Rationale
Data requirements
The system must be able to manage different
media: image, video, holograms, audio, 3D
models …

The digital content that can be superimposed
to the reality is heterogeneous. As reported
in the related work there are AR systems
for CH sites providing users with a
plethora of media: from simple text to
full-immersion 3D experiences

Data must be accurate and updated
frequently

As shown in the scenarios, an ASO can
recreate digitally different eras of
abuilding. To make such recreation
realistic it is necessary to be accurate in
positioning the virtual elements on the
ruins and in giving the right dimensions

User profiles
CH guides and curators are willing to use
some technological devices as far as they
are not invasive

All of these requirements come from the
interviews conducted with experts and the
filed study

Most of the users is familiar with
smartphones. The grand part of the
youngest users is familiar with AR and VR
technologies

The range of the instruction level varies
between primary school to postgraduates

Most of the current users are in the range of
30 to 50 and 10–16 years

Most visitors are occasional users
Usability requirements
The user interface should be effective: it
should provide a simple management of
users mistakes

Visitors should focus only into the CH
experience without caring about the
technology. Therefore, it is paramount to
reduce the number of possible
unintentional user mistakes

The ASO should be easy to use and should
require little training effort

As we learnt from the interviews, users do
not visit the same CH site frequently and
do not have the opportunity to learn a
complex system. In the second scenario,
CH operators give only a brief explanation
of the ASO and let visitors to experiment it

The object must support mobility. As described by the scenarios, the visitors
walk to explore the site and interact with
the ASO standing and moving from a base
to another one. Therefore, mobility is an
important component to consider in the
interaction design
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Then, we build a support base with another box and a NFC label. Figure 3 shows
the final result.

The mobile phone results really useful because integrates several elements, such as
camera, GPS, movement sensors, gyroscope, permanent internet connection all ele-
ments necessary to build the system.

The mobile phone is used to control the ASO and to realize the augmented reality.
Arduino is programmed to link the NFC reader to the phone. Finally, the metal cable is
simply an extension of the NFC antenna and allows to read an NFC label nearby its
bobbin (Fig. 4).

From the software point of view, we developed a real versatile mobile application.
It can manage different augmented reality techniques based on image recognition or
positioning. It is based on the AR framework Wikitude9 that allows to easily manage
videos, images and sounds and Vuforia10 combined with Unity11 that better manages
3D objects and animations. In this way, we are ready to provide a plethora of AR
experiences. The assembled box looks like a lifeless object but when it is placed on a
NFC label, a trigged event activates the screen and the mobile application selects the
AR experience associated to that label. In this way, it is possible to associate different
AR techniques and behaviours to each NFC label.

Two interaction modality were implemented: (1) Rotation movements, (2) item
recognition.

Fig. 3. The early prototype of an ASO

9 www.wikitude.com.
10 developer.vuforia.com.
11 unity3d.com.
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Rotation Movements. Users can select a different AR experience by rotating the box
and placing it again on the base. For example, let’s suppose we are in front of an
ancient Greek-Roman temple. We place our box on the base and we see through the
screen how the temple appears set in the Greek period. We roll the box rightward
making the scene change to the Roman period. By rolling it again leftward we go back
to the previous scene. Removing the box from the base for a couple of seconds will
make it apparently lifeless again. Figure 5 shows how the cardboard box works.

Item Recognition. Users locate the ASO on the base, then, in order to select the
experience, they put in front of the camera a coin to be recognized. To each coin a
different AR experience is connected. Figure 6 shows a user experimenting this kind of
interaction.

In the next section we report a usability evaluation and user experience linked to the
usage of the prototype.

3.3 Evaluation

A usability pilot study was carried out to understand the potential of the ASO proto-
type. The goal of the study was to evaluate the quality of the interaction in terms of
ease to use and user satisfaction. Ten users were asked to use and evaluate the brick.
The group is formed by IT students and researchers, all of them have at least an idea of

Fig. 4. The Roman brick hardware scheme

Fig. 5. Interaction based on rotation movements
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what an AR system is. This kind of background is typical for digital native users and
moreover we want the testers focus on the whole experience rather than the techno-
logical newness. To evaluate the potential effectiveness and usefulness of the appli-
cation, a “think-aloud” technique [8] was used. The “think-aloud” technique allows the
observer to explore possible usability problems and to detect them in the precise
moment they arise. Moreover, users were photographed and recorded by a video
camera to allow the research team to review the experiment.

We asked the users to perform a specific task with the current prototype and discuss
any possible suggestion to improve it. We focused on two aspects of the interface:

1. The usability: we checked whether the layout is effective to guide users in
accomplishing their tasks. The interface must not confuse users or make them feel
awkward.

2. The capability to navigate the different AR experiences: we needed to determine the
best way to structure the navigation in order to avoid users getting lost during the
interaction.

3.3.1 Participants Profile
The users were asked to fill out a questionnaire about their profile and their experience
with CH sites. They had to answer and give a motivation to questions like how many
times they go to a CH site in a year; if they were satisfied about the experience they are
provided; what they need to improve their visit experience. Table 2 reports some of the
answers to the questionnaire.

Mainly the users age is between 25–35 and just three can be consider expert of AR.
Based on the questionnaire answers we score with 3 an expert user, with 2 an advanced
user, with 1 a user with basic knowledge, and 0 those without any knowledge about such
technology. The majority of our users (6) visit a museum or an archaeological place just
one time a year. They do not feel attracted to visit CH sites of their own city but usually
visit when travelling. Anyway all the testers, even those who visit frequently a museum,
are never full satisfied of their visit. The main reasons they exposed were:

(1) Users feel the necessity to access to more information in order to understand art
works or ancient and far places. They feel their background is usually not enough
to have a rewarding experience with the exhibition. They also consider that the

Fig. 6. Interaction based on item recognition
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information provided to them should be personalized on the basis of their own
characteristics (i.e. language, cultural background, interests)

(2) Often the visit consists only in looking the exhibition and they would prefer to
touch objects and have a more interactive experience.

(3) They cultural aspects are important for them but they will not spend some hours of
their free time just to learn. They would like more fun activities to make the visit
more enjoyable.

3.3.2 The Tasks
During the first part of the study, users received a short presentation about the prototype
and were introduced to a scenario: a visit to an exhibition of ancient objects. Then they
were left free to touch and get used to the prototype. This part lasted around 10 min.

After that, participants were left free to explore the exhibition and to use the ASO.
During the visit they were asked to “think aloud”. At the end of the activity they were
asked to fill out a SUS questionnaire [9]. The SUS questionnaire is a reliable, low-cost
usability scale suitable for an initial assessment of a system. Introduced in 1986, it is
still broadly used in early usability experiments like the one reported in this paper.
Indeed, the SUS questionnaire is considered reliable with large samples of users and
also with very small ones [11].

In addition to the questionnaire, the observer interviewed them on some aspects he
noticed during the visit. This part of the session took around 10–15 min.

3.3.3 The Exhibition
We simulated an archaeological exhibition with replicas of ancient objects set in a big
room prepared for the experiment. Each object represents a different culture connected
to the Spanish history including a small bronze board showing a high-relief of Minerva,
roman coins, a pre-Columbian rainstick from Peru, a military hat of the 1900s and a
completely virtual 3D sculpture representing a stone lion. Figure 7 shows participants
interacting with the objects of the exhibition through the ASO.

Table 2. User profile questionnaire

ID Age Expert (min 0–max 3) Visit frequency Satisfied with current
experiences (min 0–max 3)

1 25–35 2 Monthly 1
2 18–25 1 Annually 2
3 36–50 1 Annually 1
4 25–35 1 Annually 2
5 25–35 1 Monthly 1
6 25–35 3 Annually 1
7 25–35 3 Annually 2
8 25–35 1 Annually 2
9 25–35 1 Weekly 2
10 36–50 3 Monthly 1
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Each object has one or more AR experiences associated to it. To access to each
experience, participants had to interact with the ASO. In some cases, they had to rotate
the ASO as shown in Fig. 5. For example, the rainstick has three experiences; the first
experience is the reproduction of its sound; by rotating the ASO shows some evocative
images of musicians in traditional costumes; by rotating again a short video shows the
discovery location. In an other case, the users have to put a coin in front of the camera
in order to select the experience. Figure 7(a) shows a tester using the coins. Anyway,
anytime the ASO is positioned on a base, it gives hints on the kind of interaction in
form of a splash screen, as shown in Fig. 7(b), and icons placed on the display borders.

3.3.4 Results
According to the SUS data, participants were satisfied with the experience (see
Table 3) The score system in the SUS survey ranges from 0 to 100 points. There are 10
question items, SUS scales all values from 0 to 4. Odd-numbered items are scored by
subtracting one from the user response. For example, if a user scores an item with five,
the SUS score will be 4. Even-numbered items are calculated by subtracting the user
response from 5. For example, if the user scores an item with 1, the SUS score will be
4. The final score of the SUS system ranges between 0 and 100. Therefore, it is
necessary to multiply the average of the users’ scores by 2.5. For example, an average
score of 40 multiplied by 2.5 gives 100.

In [11] a threshold of 69 is considered valid to demonstrate the usability of a
system. In our case the average score given by the users is 83.5 which is above the
threshold so the ASO could be considered usable. Moreover, items 4 and 10 provide
some insights also about the learnability dimension. The testers assigned to item 4 an
average score of 3.2 on 4 and to item 10 a 3.3 on 4. Also in this case the learnability
perception is pretty high. It is worth to remember that participants were introduced to
the ASO by a researcher in the same way a museum operator would introduce an audio
guide device to the visitors.

Since the SUS system is not diagnostic and can just measure the usability perception,
we observed users during the experiment and, after they filled the questionnaire, we

(a) (b) 

Fig. 7. Users interacting with an ASO during the simulated exhibition
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asked them for more specific information. Most of them expressed they valued the
experience for a variety of reasons. For example, one of them compared the ASO to the
classic museum audio guide: “I like to visit museums and often I do not have the right
background to understand a kind of art or a specific historic object. For such reason I
always use an audio guide when it is available. I see that using a AR system I can have a
better experience than an audio guide because I can access to a quicker and easier
information”. Most of them liked the idea of watching video animations with the real
object as background, since as one of the participants said “This is really evocative”.
A user watching a video showing a stream captured by a camera in the ruins of
Machu-Picchu (where the rainstick was supposed to be found) thought that the camera
was truly alive: “It’s like having an open window to the external world, I feel linked to
that place through this object”. Since all the participants were interested in watching the
video of the discovery place, one of them was asked if he would have the same reaction
with a normal screen in a museum. He answered: “I do not think so, I really like the idea
to hold this object and see through it, I feel it as something more personal”.

All the users stated that they might be encouraged to go to more exhibitions if they
could experiment an AR system. “I go to a museum or to an archeological site just
when I travel. I would go to visit the museums of my city if they would give me
something new like this”. Other users suggested that the content of the ASO could be
updated with a certain frequency. This would encourage them to go back to the exhibit
to explore new things.

Five users considered the ASO bases as a limitation since they would use the ASO
while walking whenever they want. However, this is exactly what the CH curators want
to avoid: the risk of technology grabbing the spotlight.

Finally, participants were invited to provide suggestions. Three basic issues were
raised:

(1) A more accurate choice of the interface icons. The icons are used to suggest to the
users the way to use the ASO and the number of experiences they can access.
Such icons made confused some users for a while. Moreover, the testers would
appreciate to have some hints directly placed on the top of the ASO’s base.

(2) The ASO should include an on-demand tutorial to make visitors feel more con-
fident at the beginning of the visit even without a first explanation.

(3) Participants would like to interact with some of the virtual objects.

4 Lessons Learnt

In this section we give some considerations about designing of an ASO based on the
state of the art of AR for CH sites, our cooperation with different CH practitioners and
the experience gained during the design of the discussed artifact.

First of all, an ASO should be designed to be nonintrusive and to blend into the
context. This is because an ASO is an external tool that can move the visitors’ focus on
itself. For such reason the designers should consider technologies that can be easily
camouflaged into the context. Also specific areas should be strategically predisposed to
use such technologies. In this way, the ASOs require the users’ attention just there.
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Moreover, the device should be selected to be comfortable. Wearable technologies
should be avoided when bulky and heavy. Another factor to take in mind is that people
usually visit a CH site as a group and interact with each other. For such reason, the
selected technology should not be a barrier between visitors. Exploiting intensely
headphones or requiring users to continuously look through a screen can completely
alienate them.

Furthermore, the ASO is aimed at creating personal links between visitors and the
exhibit. This experience is possible by exploiting individual devices that can be
independently used without any external helps. From a practical point of view, the
devices should be affordable for all kinds of CH organizations. Small CH organizations
often cannot afford expensive technologies. A good choice is to exploit common
smartphones.

To design the visit experience, we have to take in consideration some character-
istics. The AR system has to be attractive and enjoyable to foment people to visit a CH
site and to give more interest to the exhibit content. Indeed, the new CH visitors are in
habit to access to information in new technological ways and it is important to match
their inclination. Another aspect to carefully consider is that that the ASO is a didactic
device. Visitors should not confuse it with a game. On the other side, we learnt that the
system must provide for some recreational activities. Indeed, during long visits, people
can lose interest and attention. Recreational activities can be helpful to avoid attention
decreases.

Finally, particularly attention must be given to the interaction design of the ASO.
Visitors are not just passive users who visualize overlapped images. They must be
considered as the centre of the AR system and they can fully interact with it. Moreover,
the interaction should be intuitive for each kind of users. The visitors, indeed, are likely
casual users and should be able to use the device without a long learning process. This
can be possible also exploiting the affordance of the ASO’s size and shape. The ASO

Table 3. SUS average score

SUS item Average
score

1. I think that I would like to use this system frequently 3.3
2. I found the system unnecessarily complex 3.5
3. I thought the system was easy to use 3.3
4. I think that I would need the support of a technical person to be able to use
this system

3.2

5. I found the various functions in this system were well integrated 3.1
6. I thought there was too much inconsistency in this system 3.3
7. I would imagine that most people would learn to use this system very
quickly

3.7

8. I found the system very cumbersome to use 3.5
9. I felt very confident using the system 3.2
10. I needed to learn a lot of things before I could get going with this system 3.3
Total score = 33,4
SUS Score = 2,5 *33.4 = 83.5

Augmenting Smart Objects for Cultural Heritage 201



behaviour should be context adaptable, providing different modalities of interactions as
well as different kinds of media to match users’ needs of the moment. For example,
there are situations in which time visitors need to be supported in imagining a
reconstruction through a digital reproduction, a specific era through an animation or a
far land through sounds, colours or streaming videos. For such reason the kind of
media must be selected painstakingly in collaboration with specific experts to achieve
the desired goal.

5 Conclusions

In this paper we introduced the definition of ASO as a physical object designed to
provide augmented reality experiences to the visitors of cultural heritage sites. The goal
of an ASO is to enhance the visitors experience and generate more interest towards CH
sites without moving the user focus on the technological device. As part of the study
we have developed an instance of the ASO in form of an ancient brick. We followed a
participatory design approach to develop an early prototype involving real CH prac-
titioners. Then, we carried out a usability study with potential stakeholders to find
potential issues and get first users opinions. On the basis of these evaluation and the
experience gained along the entire research process, we have pointed out some findings
that we discussed in forms of lessons learnt. The lessons can be exploited by AR
designers to develop their own instance of an ASO.

In the next future, we plan to effectively integrate an ASO within a real archeo-
logical site. In this way, we aim at reaching a wider users base and extracting more
quantitative and qualitative data to confirm the preliminary findings and understanding
the real feasibility of the application of an ASO in CH site.

Finally, we want to improve the ASO prototype working in very close contact with
CH practitioners to prepare more useful content and to develop new functionalities.
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Abstract. The paper illustrates the results of the research carried out by PON
In-Cul.Tu.Re. Project (INnovation in CULture, TUrism and REstoration) on the
church of Santo Stefano in Soleto (Lecce, Italy). A multidisciplinary study has
been carried out in order to increase the knowledge of the church, through
non-invasive diagnostic tests, and to monitor the state of conservation of the
building. An Augmented Reality virtual tour has been created through the use of
Information and Communications Technologies in order to enhance the church
knowledge and make it more accessible to the public.
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Medieval church

1 Introduction

The paper illustrates the results of the research carried out by In-Cul.Tu.Re. Project
(INnovation in CULture, TUrism and REstoration) on the Church of Santo Stefano in
Soleto (Lecce, Italy).

The In-Cul.Tu.Re. Project, winner of the competition announcement Smart Cities
and Communities and Social Innovation (d.d. 84/Ric 02/03/2012), was founded by
Miur (Italian Minister of University and Scientific Research).

The activities of the Project took place for the last three years 2012-2015 in Grecìa
Salentina, an area that comprises twelve municipalities in the province of Lecce (the
Union of Grecìa Salentina), and have been supported by Ibam-Cnr Institute of Lecce,
the Politecnico of Torino “Non Destructive Diagnostic Laboratory”, the Mario Boella
High Institute of Torino and CRESCo cooperative. During the course of In-Cul.Tu.Re.,
twelve cases of study have been identified in line with three main aims: to apply
non-destructive and non-invasive diagnostic tests for knowledge and conservation of
cultural heritage; to study energy efficiency of historic buildings; to develop Infor-
mation and Communication Technologies for enhancement of cultural heritage.

© Springer International Publishing Switzerland 2016
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The results are available on-line and could be downloaded through the www.inculture.
eu web platform, an open-data solution having GIS (geographical and information
system).

One of the cases of study of In-Cul.Tu.Re. was the Church of S. Stefano in Soleto
(see Fig. 1).

A multidisciplinary study has been carried out in order to increase the knowledge of
the Church, through non-invasive diagnostic tests, and to monitor the state of con-
servation of the building, with the aim to prevent decay problems after latest restoration
realized in 2012 by ex-Soprintendenza Beni Storici, Artistici ed Etnoantropologici of
the region of Puglia. Moreover, an Augmented Reality virtual tour has been created
through the use of Information and Communications Technologies in order to enhance
the Church and make it more accessible to the public.

The Church of S. Stefano, with its ornamental and iconographic scheme, represents
one of the most significant examples of late Gothic painting in the region of Puglia. It is
situated in the historical centre of Soleto, an important Greek Byzantine cultural and
religious site from XIII to XVI century. The Church was consecrated to S. Stefano and
S.Sofia and probably built before 1385 by Raimondello del Balzo Orsini, who was one
of the most important feudatories of the Naples kingdom. A sequence of pictorial
cycles covers completely the walls of the building. The iconographic scheme is
coherent with a homogeneous project, but the executive phases are different and
separated.

Fig. 1. The Church of S. Stefano in Soleto, Lecce, Italy (Ph. by P.Colaiocco for In-Cul.Tu.Re.,
2014)
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The bibliographic research and the study of archives allowed to create the icono-
graphic interpretation diagrams, in which the different theories about pictorial cycles of
the Church are detailed (see Fig. 2).

Non-invasive diagnostic tests were carried out in order to monitor the conservation
conditions, to prevent decay problems (through IR Termography) and to characterize
the pigments employed in mural paintings (through Portable Micro X-Ray Fluores-
cence Analysis).

Passive IR Termography, carried out by the Politecnico of Torino “Non Destructive
Diagnostic Laboratory”, was useful to map the degradation phenomena, to investigate
the masonry and the historical stratification of the building. The researchers planned
three surveys in a year, in different seasons (Spring 2013, Autumn 2013, Late Sum-
mer), hours (early afternoon, evening and midday) and climatic conditions (sunny, after
rains).

They investigated the presence of rising damp and infiltrations, responsible for the
past partial paintings loss. The first survey revealed the presence of thermal anomaly
induced by rising damp that wasn’t confirmed by next surveys (see Fig. 3).

In addition to this, it has also been possible to study the weaving of the masonry,
identifying some walled up windows and the juxtaposition of different materials
attributed to the several restoration works done over the time.

Thanks to an investigation carried out by Ibam-Cnr Institute of Lecce, the portable
Micro X-Ray Fluorescence technique (see Fig. 4), it has been possible to extend the
pigment characterization also to the western wall and to the upper parts of the northern
and southern partitions, whose pictorial cycles had never been analysed by any

Fig. 2. The iconographic interpretation diagrams.
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diagnostic programs realized before the restoration. The pigments and the possible
blends used for the main colour fields (blue, red, yellow, green, white, black and fleshy
pink) have been found in nearly 70 measuring points.

The results identified pigments usually employed in frescos such as red and yellow
ochre, green earth but also pigments less common in this technique such as cinnabar,

Fig. 3. The IR Termography mapped the decay problems and investigated the masonry of the
Church of S.Stefano.

Fig. 4. The portable Micro X-Ray Fluorescence testing. (Color figure online)
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azurite, etc. The study need to be improved by the use of diagnostic tests comple-
mentary to Micro-XRF.

Moreover, an Augmented Reality virtual tour has been created through the use of
Information and Communications Technologies in order to enhance the Church and
make it more accessible to the public.

To develop the platform of AR virtual tour for both mobile and remote devices,
Ibam-Cnr IT-Lab researchers first realized the Church 3D model employing laser
scanning relief, digital photogrammetry and high resolution paintings mapping. The 3D
model was exploited as a support for information about paintings iconographic analysis
and techniques, virtual restoration and for the results of the latest diagnostic surveys.
This useful tool for the Church protection and conservation allows an interactive,
immediate and efficient tour and approaches in an easy way the general public to topics
which are often for experts only (Fig. 5).

2 An Hybrid Platform

The virtual archaeology aims to give to the public the results of interpretation for
monuments and artwork whose appearance has been damaged or compromised, a goal
pursued through a systematic study, which must be traceable in its evolution and
possibly must be transparent and intelligible. In this study, all the information gained in
the different disciplines of archaeological and historical research converge in a
“knowledge model” that can be identified as a “synthesis” of the collected data. As
often happens, the reconstructive study or the digital presentation of an ancient mon-
ument is strongly affected by information gaps, such as the misspelling of the sources,
the wrong translation or worse by subjective interpretations that can drastically affect
the final result, leading to reconstructions and interpretations many time very different
from each other. The main objective that we intend to always pursue, therefore, is the

Fig. 5. Screenshot of some available contents.
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development of reconstructive studies through a strict philological path, highlighting
the results achieved with the whole path from which the proposed reconstruction starts.
All data collected are generally available individually on specific publications, in
scientific paper form, generally too complex and detailed for the visitor who wishes to
start a journey of knowledge on that cultural object. Starting from this premises, in the
In-Cul.Tu.Re. project we have been developed digital output intended to be used from
smartphones, focused on logics of efficient on-site use ad on-site experience, through
the use of technologies mainly based on Augmented Reality (AR). These technologies
allow the creation of an overlap between the actual experience and virtual information
elements (media information, geo-data, analytical data, historical, archaeometric, etc.)
In an environment where the media elements that “increase” the information on the
reality can be added and viewed via devices, such as the latest generation of mobile
phones (Fig. 6).

As known, there are different approaches to use AR technologies. The most classic
way provides a simple superposition of information directly over the object displayed
on portable device. In recent graphics libraries implementations, you can add a sim-
plified three-dimensional models that help the understanding of archaeological struc-
tures, or contexts of cultural and tourist interest, directly over the real site. The use of
these libraries, however, is strongly influenced by the computational limitations on
different devices, effectively compromising the enjoyment on many poorly performing
equipments. Another possible limitation concerns the realism of the represented scenes,
which for the reasons described above, do not allow to observe the complex 3D objects
with its realistic textures. A solution called 3DHOP recently experienced by ISTI CNR
of Pisa in collaboration with our laboratory (CNR IBAM ITLab), developed only for

Fig. 6. User experience on iPad device. In evidence the different point of view.

210 F. Gabellone et al.



iOS, has allowed to represent with high quality rendering of the Hypogeum Palmieri in
Lecce, but with a navigation only on fixed path (rails). One solution to this limit is
given by an AR hybrid mode, where ultra-realistic three-dimensional reconstructions
are mixed in spherical high resolution VR panoramas. In this process special attention
is given to lighting the scene and to different set-up that re-creates the same lighting
conditions of the actual site, to produce a convincing result perfectly superimposed on
the real site. This process allows to view several monuments in their original context,
but also to enjoy a better and efficient management of the reconstructions even in
complex environmental conditions. A emblematic case, unfortunately very common, is
represented by the reconstructions where the adoption of a simplified 3D model,
without shadows, radiosity and low-resolution textures would result in a poor inte-
gration and a qualitatively acceptable results. Regarding the church of Santo Stefano in
Soleto we have been used technologies that could be called semi-AR, where the basis
of the navigation is a three-dimensional model in which are “hooked” heterogeneous
contents, not simply the usual photographic restitution of the status quo. The utility of
this approach has elements of interest because, through a panorama based on a 3D
model, you can explore the church from unusual perspectives, very difficult to repro-
duce in reality. Another useful element is the easy overlapping of scenes where the
same model is represented with different or modified textures, or even with architec-
tural elements added or subtracted to the original model (Fig. 7).

In general this technique is useful for the effective control of environmental impact,
since its “direct” vision from a real point of view, allows to easily evaluate any
volumetric disproportions, to control the actual spatial contribution and its relationship
to the whole. Certainly the use of easy and portable technologies, like spherical VR

Fig. 7. 3D model of church.
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panoramas based on 3D scenes, are an effective solution for small architectural spaces
such as St. Stefano church. The use of a 3D model explorable in real time would not
add significant functionality, but, on the contrary, it would increase the complexity of
the platform, thus decreasing the usability. The architectural space, based on a single
nave, is very simple and small, consequently two or three points of view cover all the
space (Fig. 8).

3 Multiple Contents Accessible from the Platform

The contents accessible from the platform concern mainly the figurative themes of the
paintings, but the most original aspect is definitely related to read the archaeometric
data within the virtual environment. Many scientific information, from IR, XRF and
microscope observations, can be certainly defined as out of “range of visible” and need
suitable tools for their correct interpretation and visualization. These data are generally
available within specialist technical reports and are not published for the general user,
the so called “general public”. For this reason has been developed the idea to place
these information within a virtual platform able to make “visible the invisible”, to look
beyond the surface of the object, to reveal the presence of cavities, hidden object, to

Fig. 8. Screenshot of figurative themes of the paintings.
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observe the behavior of materials under the temperature variation, highlighting cracks
or plaster detachments, or to emphasize and display various types of deterioration
(Fig. 9).

With the creation of a three-dimensional model, used for the generation of spherical
panoramas, it was possible to obtain a perfect projection of the textures generated from
the IR analysis on the inner walls of the church. This approach has solved the problems
arising from the resolution of the single IR frame and lens distortion of images captured
in different measurement campaigns and on different points of view.

The result is a reading, in a fading transition, of the visible color, with the possi-
bility of comparison between the two different stages (Real-IR). An application con-
ceived on this way immediately transfer scientific and technical information to users
not prepared to read archaeometric data. We propose a “branched” reading, in which it
is consulted only what you really matters. This visiting system combines the historical
and humanistic knowledge with the technical and scientific disciplines: the object, as
values container, is analyzed in its mineralogical, petrographic, chemical and physical
components, but also in its historical and formal features related with the ancient
context. The virtual space accelerates and enhances cognitive performance. It is capable
of generating extremely effective learning processes, easy to use and understand. These
systems improves understanding of cultural works and take advantage of the inter-
disciplinary contributions from several researchers, who in different ways contribute to
trace the historical, artistic and archaeometrical values (Fig. 10).

The technology is an important tool, especially to represent a complex and dia-
chronic vision of the monument. It allows to elaborate articulated script on
multi-platform languages, such as JavaScript, which provide advanced solutions, but
require adequate skills in programming. Despite this, the creativity and the ability to

Fig. 9. Spherical panoramas with IR analysis (left) perfectly matched over visible colors. (Color
figure online)
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solve problems suggest some interesting answers, such as the representation of the
phases before and after the restoration of some paintings present on the walls of the
church. The solution used is based on a open jQuery library. The result implemented in
this enjoyment platform has allowed to obtain an interactive comparison that returns in
an even more “transparent” way the restoration work. It makes the user aware of the
great work of figurative recovery, that the purely conservative operation would seem
overlook. The main output of the project is an HTML5 application compatible with PC
and smartphone, with gyroscope function enabled on-site. This architecture allows
future developments with significant enrichment of all types of information necessary
to the understanding of the monument features and its transformations over the time
(Figs. 11 and 12).

Fig. 10. a-b: IR and XRF analysis accessible on demand.
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Università Politecnica delle Marche, Via Brecce Bianche 12, 60131 Ancona, Italy

{naspetti,mandolesi}@agrecon.univpm.it
2 Department of Information Engineering, Università Politecnica delle Marche,
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Abstract. Eye-tracking technology is becoming easier and cheaper to
use, resulting in its increasing application to numerous fields of research.
Recent years have seen rapid developments in this area. In light of the
foregoing, in the context of Cultural Heritage (CH), the definition of a
modern approach to understand how individuals perceive art is challeng-
ing. Despite the art perception is highly subjective and variable according
to knowledge and experience, more recently, several scientific study and
enterprises started to quantify how subjects observe art by the applica-
tion of the eye-tracking technology. The aim of this study was to under-
stand the visual behaviour of subjects looking at paintings, using eye-
tracking technology, in order to define a protocol for optimizing an exist-
ing Augmented Reality (AR) application that allows the visualization
of digital contents through a display. The stimuli used are three famous
paintings preserved at the National Gallery of Marche (Urbino, Marche
Region, Italy). We applied eye-tracking to have a deeper understanding
of people visual activities in front of these paintings and to analyse how
digital contents eventually influence their behaviour. The description of
the applied procedure and the preliminary results are presented.

Keywords: Augmented Reality · Museums · Eye-tracking · Behav-
ioural analysis · Mobile

1 Introduction

Eye-tracking is a technique used to determine gaze direction of eyes and also
the sequence in which the eyes are moved at a given time. It is very useful for
researchers, who try to understand movements of the eyes while a person is
c© Springer International Publishing Switzerland 2016
L.T. De Paolis and A. Mongelli (Eds.): AVR 2016, Part II, LNCS 9769, pp. 217–230, 2016.
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involved in different activities. During the years, several techniques were devel-
oped for measuring eye-movements and these usually involve the use of a device
commonly known as an eye-tracker. It generally consists of a camera and associ-
ated electronic components to produce data representing gaze positions (or “gaze
data”). This gaze data can be used to determine where the individual is looking,
which can be described in terms of fixations (a steady gaze for a predetermined
period of time) and saccades (movement of the gaze between two points).

The relation between eye-movements and internal brain processes (thinking,
cognition, etc.) is known for a long time. For this reason, eye gaze data have been
used in many fields such as neurology, ophthalmology, psychology, and related
areas to study oculomotor characteristics and abnormalities, and their relation
to mental states and cognition. There are some applications, still confined to
controlled environment, for research in advertising and marketing, as well as in
human factors engineering to evaluate web sites and computer interfaces.

This paper is concerned with the usability of eye-tracking for a better under-
standing of a work of art. In fact, design and implementation of digital experi-
ences cannot be separated from the core component of the system: humans. This
is true for almost every domain, even more when we talk about museums. The
comprehension of visitor behaviour during their visit can provide needful data
for improving the museum exhibition [24].

This might positively affect visitor experience, hence museum appeal. A mod-
ern approach to the fruition of art is actually based on a wide and targeted use of
technologies [1]. For this reason, a growing number of museums is adopting digi-
tal tools as integral part of the exhibition, providing users with new instruments
to study in deep art [9,17].

One of these cutting edge technologies is Augmented Reality (AR). It allows
the visualization of digital contents through a display, with the same point of
view of the user, by superimposing virtual objects on the real scene. It also
permits the visualization of virtual objects (e.g. 3D models, audio, text, images)
avoiding the use of artefacts (i.e. QR code) to retrieve contents, in addition to
an automatic and interactive visualization of Points of Interest (POIs).

In this study, we describe an experiment that used eye-tracking techniques
to define a criteria for the selection of focal points for AR applications, for a
better understanding of human behaviour. The main contribution of this paper
is to provide useful information, analysing the movement of the eyes, in order
to define the baseline towards a total User Centered Design for AR applica-
tions, forecasting the display of art contents, based on masterpiece features,
technological constrains and user typology. The number of AR applications is
significantly increasing, also for Digital Cultural Heritage (DCH) purposes. The
reason of this increment is manifold; first of all, AR is simple to use and intu-
itive. Technology is mature and, up to now, there are several available tools for a
cross-platform development. Markerless tracking systems (predominantly based
on image matching algorithms) are robust and stable, even when lighting condi-
tions are not optimal. Besides, thanks to the diffusion of smartphones and tablets
with high computational capabilities, adoptions of such applications are more
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widespread. In a form of artwork, markerless AR permits the visualization of vir-
tual objects (e.g. 3D models, audio, text, images) avoiding the use of artefacts
(i.e. QR code) to retrieve contents. It works in addition to an automatic and
interactive visualization of Points of Interest (POIs). Several researches show
the advantages of Mobile AR (MAR) in conveying CH contents [11]. In [18]
for example, an application to enhance the experience of visitors in a real case
museum scenario was presented. An interactive touchscreen for a detailed visu-
alization of the painting provides the user with a brushstroke-level visualization.
The mobile applications are available in the app stores. They offer the Museum
customers the possibility to deepen their knowledge of paintings like the “The
Ideal City” presented in this paper, with a handy tool. Thanks to the Augmented
Reality section, users can frame the artwork and interact with superimposed con-
tents that are a continuum between the painting and the users point of view.
Markerless AR is well established, but the following research questions, that
triggered this work, have not been completely addressed: (i) which is the best
criteria for the selection of contents? (ii) can we identify the user characteristics
to personalize contents according to her background? and (iii) is it possible to
analyse the most observed areas of the painting, to define attention points for
AR applications? Previous work [3] delivered an optimized AR solution, final-
ized thanks to a classical user test and survey. This first stage allowed to define
highlights and weak points of the application, towards the final solution, already
published, mainly based on users suggestions. In an attempt to answer the ques-
tions mentioned above and given the results of our previous research, we used
the eye-tracking to define a criteria for the selection of focal points for AR appli-
cations. The preliminary results showed that the proposed methodology for the
definition of AR contents, displayed as POIs in artwork applications, is promis-
ing. The main objective is to define the baseline towards a total User Centered
Design for AR applications, forecasting the display of art contents, based on
masterpiece features, technological constraints and user typology.

The paper is organized as follows: Sect. 2 is an overview of the existing
approaches in the context of eye-tracking; Sect. 3 gives details on the proposed
method for this problem, that is still the core of our work; final section (Sect. 4)
describes the results and a discussion over the potentials of this system, followed
by conclusions and our future works in this direction (Sect. 6).

2 Related Works

Eye-movements are the expression of the relation between what is observed and
its relevance to the interest of viewer and they are an important index of selec-
tion. It is well-known that the process of seeing is not simply the reproduction
in our brain of external stimuli, but the result of more sensory part connected
to individuals’ own internal representation [14,20,23]. Several factors contribute
to eye resolution: the density of photoreceptors in the retina, the nature of the
neural connections between them, and the contrast of the stimulus. The use of
eye-trackers allow to record the movements of the eyes. Recent advancements
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have made them smaller, less inexpensive and invasive. In [5] are used for human
computer interaction and they can be mounted directly on the user’s head or
can be positioned in the work environment. In last applications, eye-trackers
are used to select objects on the screen or in a virtual environment, to provide
attentional information of a user.

In relation to art the contribution of eye-tracking is quite recent.
For example, in [10] the authors describe statistical regularities in artwork

that appear related to low-level processing strategies in human vision, especially
for the processing of natural scenes and the variations in these statistics.

In [20] the pattern of fixations of subjects looking at figurative and abstract
paintings from different artists and at modified versions is described and several
aspects of these art pieces were changed with digital manipulations. The authors
found that people look at art depending on the subjects’ interests and their
artistic appreciation.

Another paper in which are used eye-tracking technique is [16] with the
aim to investigate the influence of bottom-up and top-down processes on visual
behaviour of subjects, while they observe representational paintings.

The analysis of the exploratory pattern of viewer and selection of salient
visual aspects can optimize AR application.

AR was recognised as an emerging technology [12], and the diffusion of smart-
phones and tablets with high computational capabilities made it look like easer
to have a more widespread adoption of such applications. Recently, the focus
of the evaluation on AR application has developed [6]. The first AR software is
ARToolKit [13] for putting contents in overlay with the use of the video tracking
and a virtual camera in the same point of view of the observer. The AR mobile
applications are ARAC Maps [8] (for archeological content) and AR-TagBrowse
[7] (for tagging and browsing virtual 3D objects).

A new concept of Adaptive Augmented Reality (A2R), employed within the
context of the creation of an AR guide for the museum visit is proposed in
[4]. The main goal is to provide a augmented, unique, museum visiting experi-
ence, and to monitor the physiological reactions of the museum visitor. It has
an important tool for better understanding the impact on human cognition of
learning environments, such as museum and gallery.

3 Methods

3.1 Participants

Forty Italian students and employees at Università Politecnica delle Marche took
part in the study. All participants were young adults between the ages of 18 and
56 (meanage = 27.9 S.D. = 7.8), equally distributed across gender and had
normal vision. An additional group of 12 students was recruited for the pre-
testing.
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3.2 Procedure

The survey included two steps. During the first step, the visual behaviour of
subjects using eye-tracking was analysed, in the second step respondents were
asked to complete a questionnaire regarding interest and attitudes towards art.

Eye-Tracking. A Tobii Eye-Tracker X2-60 and the Imotions R©Attention Tool
software (vers. 5.7) were used to record the eye-tracking data. All measurements
were performed in a quiet room and under standard illumination conditions.
Each participant was seated 60 cm from the eye-tracker and monitor. The dig-
ital versions of the paintings were showed in a 23′′ monitor, at a resolution
of 1920× 1080 pixels, preserving the original aspect ratio. Participants were
informed that their eye-movements were recorded. The eye-movement indica-
tors, on which the analysis is based, are fixations and saccades. Fixations are
eye pauses over a particular of interest averaging about 300 ms. Saccades are
rapid eye-movements between fixations. Each trial started with a 9-point cali-
bration pattern. After calibration of the eye-tracker, the study started with an
experimental task (Task 1). The first slide included instructions for Task 1 and
participants were free to read and proceed to the next slide. Three famous paint-
ings, all preserved at the National Gallery of Marche (Urbino, Marche Region,
Italy), were shown in a randomised order: “The Ideal City” (Unknown author
1480–1490), the “Portrait of a Gentlewoman” (Raffaello 1507) and the “Flagel-
lation” (Piero della Francesca 1463–1464) (Fig. 1).

During the exposure, the proportions of each painting were preserved. Par-
ticipants were asked to look freely at the pictures presented. Since previous liter-
ature results on view durations varied a lot, the exposure time of the stimuli was
determined during a pre-test. Twelve students, at Università Politecnica delle
Marche, with no particular knowledge of art, were asked to observe a faithful
reproduction of the picture “The Ideal City” as if they were at the museum. For
this test we used the Eye-Glasses mobile eye-tracker. The average time of obser-
vation registered was 64 s. Based on pre-test results, each painting was shown
to the participants to the main study for maximum 1 min. The pre-test that we
performed was also useful to compare the outcomes between using digital image
and using the real-size artwork. In fact, even if looking at the real painting would
better simulate the real conditions, we noticed the following issues: due to the
head movements of the testers and the low resolution of the glasses, we could
not achieve a satisfactory precision to properly identify the areas of interest.
Consequently, the test was carried out using the digital version of the artworks.
After the three pictures sequence, respondents were asked to look again at “The
Ideal City” picture (Task 2). This time, six details of the painting were framed
in red in the picture, as visible in Fig. 2.

The six-framed details were defined according to the existing AR application
for this painting. They include some architectural details that experts consid-
ered relevant in this painting: the doves, the vanishing point; the capitals; the
landscape in the background; the floor and the geometry that characterize the
whole painting.
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(a) “The Ideal City” unknown author (1460-1480)

(b) “Portrait of a Gentlewoman”
Raffaello (1507)

(c) “Flagellation” Piero della Francesca
(1463-1464)

Fig. 1. Paintings used for the test.

Fig. 2. “The Ideal City” painting (Task 2) (Color figure online)

Survey. An on-line survey followed the previous tasks. Participants were asked
to focus again on “The Ideal City” painting and to rank the six particulars from
the most interesting to the least interesting. Then, a set of twenty items was
selected to measure participants’ interest in art (Table 1). Subjects were asked
to express their level of agreement with a 5 Point Likert scale (from “Strongly
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Table 1. Interest-in-art scale. R means “reversed scale”

N Sentences

1 Whenever I see a poster related to art I check it out

2 I read culture and art pages of newspapers

3 I don’t like talking about art with my friends (R)

4 I am interested in a branch of art unprofessionally

5 I am not interested in painting exhibition (R)

6 I could stare a long time at a beautiful painting

7 I have a strong appreciation for great architecture

8 I think that individuals who deal with art are more creative

9 I don’t like reading book promotions of newspaper supplements

10 We talk and make discussions about art events in my family

11 I believe that I should spare for some money artistic activities

12 When I see a beautiful photograph, I want to obtain information about it

13 I don’t like following artistic events on internet (R)

14 I think that art is necessary for individual development

15 I watch carefully when there is news on TV about art

16 I don’t like buying books about art (R)

17 I’m passionate about art

18 I like decoring the walls of my room with nice artwork

19 I like making researches about artists and their works on internet

20 I like going to exhibitions with friends experts of art

Disagree” to “Strongly Agree”). This interest-in-art scale included items adapted
from three existent scales (by [2,15]). Six questions were added to assess par-
ticipants’ art experience [2]. Socio-demographic questions (gender, age, level of
instruction) concluded the survey.

4 Results

Data collected were extracted using the IMotions R©Attention Tool software and
analysed using STATA vers. 13. IMotions R©provides different metrics for each
Area Of Interest (AOI): the TTFF-F and the Time spent-F. The TTFF-F rep-
resents the time to first fixation or in other words, it identifies which areas of
interest the participants at first sight saw; while the Time spent-F provides the
time spent in a specific AOI. In general, a short time value of TTFF-F indicates
that the participant’s fixation for that particular AOI started immediately as
the image appeared on the screen; while a high time value of TTFF-F shows
that the fixation achieved late or not started. The TTFF-F value is equal to the
entire exposure time of the image when the fixation not started.
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Fig. 3. Heat map of “The Ideal City” with free-screening (Color figure online)

Figure 3 shows the heat map, for all 40 participants, when they were asked
to observe the painting as they were at the museum, according to Task 1. In this
figure, the red colour in the central part of the painting shows that this is the
most attracting area. Participants’ eyes formed a “vertical line” in the middle of
the painting where is the Baptistery is located. This vertical line equally divides
the painting into two parts. The heat map shows that, in the central area the
number of fixations, during the “free-screening”, was larger (1398 fixations) than
in the rest of the painting (Fig. 3). The TTFF-F in this area is 0.5 s, meaning
that, as the picture appeared on the screen, participants looked in the middle
at first and persistently look in it for quite a long time. The Time spent-F was
higher (11.00 s), as compared to other areas. The heat map, when looking at the
TTFF-F values, also indicate that once participants have looked in the central
part of the painting, they move their attention to the nearest areas. The subjects’
saccade pattern is defined in Fig. 3 by the sequence of the numbers from 1 to
7. The number of fixations and the Time spent-F decreases from the centre to
the external areas of the painting. While, the TTFF-F increases from the centre
to the external sides of the painting. Subjects were initially attracted by zone
number 2 (TTFF-F = 6.5 s, Time spent-F = 6.1 s and 763 fixations) and, then
by zone number 3 (TTFF-F = 7.7 s, Time spent-F = 7.2 s and 846 fixations),
both very close to the dominant area. The more external areas, including the
zones 4, 5, 6 and 7, are characterized by a small number of fixations (zone 4:
63 fixations, zone 5: 92 fixations, zone 6: 44 fixations, zone 7: 53 fixations). In
order to deepen the investigation, we relate the analysis of AOIs during the free
screening (Task 1) with the results of Task 2, when we asked to observe the
painting with the 6-framed details of the AR application. In Table 2, relevant
data for each AOI as obtained in Task 1 and Task 2 are reported.
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Table 2. The six AOIs metrics for Task 1 and Task 2

Task 1

Metrics
AOI 1 2 3 4 5 6
TTFF (sec) 1.2 6.5 7.7 8.3 10.4 14.3
Time Spent (sec) 6.3 6.8 6.3 2.7 2.9 1.8
Ratio 40/40 40/40 40/40 40/40 40/40 37/40
Revisitors 40/40 40/40 39/30 40/40 36/40 37/37
Fixations 780 843 742 426 441 291

Task 2
AOI 1 2 3 4 5 6
TTFF (sec) 3.0 3.5 9.7 16.1 9.0 12.8
Time spent (sec) 7.3 9.1 6.7 5.9 5.2 4.7
Ratio 40/40 40/40 40/40 40/40 40/40 40/40
Revisitors 40/40 40/40 40/40 40/40 39/40 39/40
Fixations 901 1072 847 801 734 617

Results reported in Table 2, show that AOI number 2 collected the highest
number of fixations for both tasks. In this AOI, participants also spent the
majority of time. The number of fixations for AOI 2 is significantly higher respect
to AOIs number 4, 5 and 6 (p < 0.001). Results for all the other AOIs, for the two
tasks, differed. During the free screening phase (Task 1) participants essentially
focussed their attention on the central areas of the painting, where they spent
most of the time. During Task 2, when obliged to follow the instructions and to
look at the six red rectangular (Fig. 4), participants show a higher number of
fixations but more balanced among the AOI.

Fig. 4. Heat map of “The Ideal City” with 6 areas of interest (Color figure online)
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Results indicate that the attention of participants was higher during Task
2. Both the number of fixations and the time spent increased for each AOI.
The number of fixations is significantly higher for all AOI (AOI 1 p < 0.05,
AOI 2, AOI 3, AOI 4, AOI 5 and AOI 6 p < 0.001). Participants spent more
time inside each AOI: the increase of time spent is significantly higher for AOI
2 (p < 0.05), AOI 4, AOI 5 and AOI 6 (p < 0.001). Participants’ visual route
changed when they were asked to follow the instructions (Task 2). In other words,
during the free vision of the painting (Task 1) the heat map shows a wider and
opened discover of the painting, later, when the view includes the 6 framed
details (Task 2), participants only explored the six framed zone. Comparing the
two heat maps, the vertical line in the central part of the free-vision disappears
during Task 2 and the time spent on the painting is more distributed across the
six-framed particulars. The presence of a vertical line means that, according to
the respondents, there are other attractive areas that should be included in the
AR application. Two areas of interest generated a high number of fixations: the
window above the central door of the Baptistery (337 fixations) and the cross of
the Baptistery (136 fixations). It is important to note that the area around the
cross of the Baptistery, although it was not immediately watched (TTFF-F =
28.8 s), especially attracted the attention of participants eyes (since the number
of fixations was relatively high). The temporal order of AOI (TTFF) also differed
in the two tasks. On the other hand, the marginal zones are less interesting for
respondents who essentially focussed on the details in the central vertical line
and those on areas closed to that. This analysis reduces the areas of interest to
5 zones, all around the Baptistery: the central door, the window and the cross
all on the Baptistery, plus AOI 2 and AOI 3 (see Fig. 3 for AOI codes).

5 Discussion

In this study we used eye-tracking to investigate subjects viewing pattern behav-
iours in AR applied to a single painting (“The Ideal city”). The preliminary
results confirm some of the previous findings on art viewing behaviour investi-
gated with eye-tracking. We found that, participants attention fall on the centre
of gaze of the painting [20]. In the lack of a human figure, the Baptistery area
acts as an attractor [16]. In this area the number of fixations, during both free-
screening and with 6-framed areas, was significantly larger than in all the other
areas of the painting. The eye-movements vary between free vision and when
participants are asked to follow a task, as in [21]. People visual patterns changed
as function of the task requirements by focussing their eyes on the 6- framed AR
regions, in place of a global searching strategy in the free screening. Furthermore,
the task influenced the temporal order of the view.

Experimental tests, depicted in Figs. 3 and 4 demonstrate that our eye-
tracking system provides useful input information to design a personalised user
experience in AR applications. For these reasons, considering the heat map of
Fig. 3, we divided the painting in six equal areas (Fig. 5).
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Fig. 5. Heat-maps of paths. Darker colours represent the areas with higher fixation
time. (Color figure online)

At a first stage, we analysed all eyes-tracks, calculating a posteriori prob-
abilities for eye presence in an “area of interest” and for transitions between
adjacent areas (see Fig. 6).

This representation is a model of the attention scheme that can be incor-
porated in the AR applications to have a transition probability or to guide the
user on a novel AR interaction scheme. Nodes represent “area of interest” with
presence probability, darker colours indicated high probabilities. Links represent
passages between adjacent areas with transition probability. For example, node
B has the higher presence probability of 30 %, while link A–B has the higher

Fig. 6. Markov chain with a posteriori probabilities of a model of the attention scheme
over the painting.
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transition probability of 80 %. These probabilities can be used to analyse move-
ment trends in front of painting and comparing them with a priori expected
behaviour, they can provide insights to improve our application with multime-
dia content.

The proposed solution opens up new outcomes and possibilities, especially to
improve the design and user experience of AR applications. First of all, by know-
ing in advance the visitors behaviour when looking at a painting, it is possible
to know where their attention was focused. In this way, thanks to AR functions,
will be possible to guide the user attention through virtual contents, also for the
areas with less interest. The use of a visual sensing approach, besides, permits
to recognize predefined patterns, based on the gaze tracking of the visitor. This
represents a useful tool that allows the museum managers to know which are the
details a visitor is interested in. The second important contribution will be the
possibility to customize the contents according to the user typology. The adapted
content, with predefined visitors’ profiles, can make the experience exciting and
rewarding, promoting a more tailored learning. By monitoring the interest and
engagement of the visitors the organization of multimedia exhibition would be
strongly improved. Finally, this methodology represents a reliable way to per-
form a real User-Centered Design (UC) informed approach, as well as to identify
the system requirements, using an interdisciplinary approach that places the CH
professionals at the center of the design process.

6 Conclusions and Future Works

We presented a novel approach for analysing AR usability evaluation. The use of
eye-tracking has a potential measure of analysing people attitudes during visual
processing offers an deeper understanding of possible common patterns of fix-
ations. In the painting “The Ideal City” the attention fall on the central area,
subjects were inevitably attracted to the area in the painting with the most rel-
evant particular in front of the subject. The manipulation implemented by the
researcher (adding AR squares in specific areas) acted as a visual cue, partially
modifying the natural common pattern of exploration of the painting. Further
analyses are needed to investigate possible influences of participants experience
and interest in art on viewing pattern behaviours. Additionally analysis of phys-
iological data, associated with some statistical analysis on the main indicators
(gaze, TTFF, fixations, etc.) should be should be performed to identify possible
dynamic patterns.

Our future researches are directed towards the use of eye-tracking techniques
to investigate human behaviour for works of art, to provide Augmented Reality
to users based on gaze information. Our research work have several researches
going on in the filed of AR and Smart Environments [19,22], and the results
obtained with this study are promising in the direction of making museum spaces
more interactive and aware of human presence. Moreover, we intend to improve
our eye-tracking system. We will conduct a user evaluation for identify the type
of person observe painting: “expert” of art or “non-expert”. For this purpose
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we will use machine learning techniques and many classifiers will be tested and
compared, to investigate the application’s adaptability to the visitor, based on
the user profile and on the anticipation of the users’ interest. It is well known
that one of the most common problems when dealing with the development of
marker based AR applications is the display of different contents at different
locations at the same time. By sensing the “user awareness” to the system, for
instance allowing the application to know what area the user is interested in at
the moment with the aid of gaze tracking devices, contents will be provided in
a more reliable and proper way.

Acknowledgements. We thank our colleagues Ramona Quattrini and Paolo Clini
from DICEA Department who provided expertise and materials that greatly assisted
the research. We also thank Jacopo Di Girolamo for help in eye-tracking data collection.
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Abstract. In this paper, we describe the design and implementation of the
Immersive Learning Environment for Visual Arts (ILEVA), which is a system
that employs virtual reality technology that allows novice users to immerse into
their own artworks and experience the virtual space interactively, thus providing
a whole new perspective of creating and experiencing art forms to the users.
This paper describes the design and architecture of ILEVA and presents a case
study with a group of high school students studying in Visual Arts. The result of
the work, user responses and evaluation will be discussed .

Keywords: Virtual reality � Human factors � Visual art � Education

1 Introduction

In the last couple decades, computer graphics technology has demonstrated its potential
in the Visual Arts domain and been widely used in different applications such as digital
art, graphics design and film making. Virtual Reality (VR), despite of its long history
and promising potential, has relatively limited applications. Primarily due to the system
complexity and difficulty in content development, VR applications are often restrained
in some high end domains such as aerospace and automobile industry.

However, in recent years, the cost of major VR components such as 3D projectors
and motion tracking systems has reduced dramatically. In addition, the advancement of
software technology also greatly enhances the user friendliness of authoring tools. All
of these trends help to democratize the deployment of VR technology to the general
public.

In this paper, we describe the design and implementation of the Immersive
Learning Environment for Visual Arts (ILEVA), which is a low cost Virtual Reality
(VR) system that immerses the users into a virtual environment. With the help of this
system, a workshop of integrating the traditional Visual Arts elements with the cutting
edge visualization technology has been conducted for a group of secondary school
students. Feedback from users and evaluation will also be presented.
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2 Background

2.1 Visual Arts Education

The essence of art education is to cultivate virtues, such as caring, respect, in-depth
reflection, self-discipline, striving for excellent, perseverance, meaningful worldview
and the pursue for aesthetics. It is through personal experience, observation, partici-
pation, project and reflection that students are able to achieve such virtues. Students
need to learn through systematic and thematic study in order to be able to understand
and manipulate aesthetic expressions, coding systems, and visual structures presented
by visual languages and visual forms. They can then make use of visual images to
convey their personal feelings and thoughts as well as appreciate and judge the sig-
nificance and value of various artistic pursuits and artifacts. Students can develop their
artistic potential and values and establish global and diversified views towards the
world and a variety of cultures [1].

2.2 Virtual Reality System

The Cave Automatic Virtual Environment (CAVE) is one of the most famous VR
systems and is originally developed by the Electronic Visualization Laboratory
(EVL) at the University of Illinois at Chicago. It produces 3-dimensional stereo effect
by displaying in alternating succession the left and right eye views of the scene as
rendered from the viewer’s perspective [2]. These views are then seen by the viewers
through a pair of LCD shutter glasses whose lenses open and close at high frequency in
synchronization with the left and right eye views that are projected via cathode-ray
projectors onto the translucent walls and floor acted as screens. In addition to 3D
stereoscopic vision, motion parallax, the apparent displacement of objects when you
move, e.g., objects closer to your eyes move faster than objects that are far away, is
another very important cue to perceive objects in 3D space. In the immersive virtual
reality system, it is at least, if not more, important than stereoscopic vision, especially
for the 3D objects closed to the user. For example, if a user looks at a piece of virtual
furniture in a CAVE, the user should be able to move around and examine the furniture
from different angles. This system should be able to produce the image from the correct
perspective corresponding to the relative position of the user and the virtual furniture.
Because of this motion parallax cue, the user has the faked perception that the furniture
exists at the same 3D space as the user. In order to achieve this motion parallax cue, the
system has to know the position and orientation of the user’s head in real time and this
information has to be provided by a motion tracking system. As a result, the system
allows the user to be immersed into the virtual environment and interact with the virtual
entities realistically.

Since the CAVE system provides a highly versatile platform for 3-D visualizing
complex concepts and systems, it has been deployed to explore new statistical graphics
applications [3], simulate complex molecular dynamics and interactions between
atomic particles [4], virtual exploration and analysis of archaeological site [5], perform
assembly planning [6], and for collaborative product design and development [7].
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2.3 When Visual Arts Meet VR

As sponsored by the Quality Education Fund, the Visual Arts department of SKH
Bishop Hall Secondary School in Hong Kong launched the “Embrace Your Life”
Creative Art Education Project. One of the highlights is the collaboration workshop of
‘Walking into Virtual Reality’.

In order to broaden students’ artistic view and to know the relations between digital
technology and art, the Visual Arts department of the school collaborated with the
Department of Industrial and Manufacturing Systems Engineering (IMSE), The
University of Hong Kong. In phase one, Form 4 art class students created a series of
projects, such as comics, sketches, 2D designs based on the theme “Self Growth” under
teacher’s guidance. After a 60-h digital certificate course, students learnt to use the
SketchUp 3D modeling software [8] and designed a unique 3D art gallery which
displayed their artworks of the year. In phase two, students work was integrated with
ILEVA, a virtual reality system at IMSE. When students were working in this 1:1
virtual art gallery, they explored the virtual space with their 3D glasses. Students
visited each corner of their own galleries and they can examine and walk through the
art pieces. Meanwhile, the students experience the virtual space in the VR system and
understand the combination of digital technology and Art today.

In fact, the workshop of ‘Walking into Virtual Reality’ is a pioneer attempt in the
local secondary school education, both the teacher and the student gain new concepts
and experiences through the interdisciplinary learning activity.

3 Design and Implementation

3.1 Design Concept

Despite the desirable features and performance of the CAVE system, the high cost and
somehow fixed configuration are key barriers for the deployment and ownership. In this
respect, the major advantages of the ILEVA are its low cost design, high performance
and versatility in content authoring and visualization. The ILEVA is similar to the
EVL CAVE system [2] that consists of three 3 m by 2.5 m projection walls and a 3 m
by 3 m screen as the floor projection screen (Fig. 1). With the use of 3D stereoscopic
digital projectors and shutter glasses, a high performance active stereoscopic projection
system is obtained.

In order to archive immersive effect, the user’s movement is fully tracked by an
optical tracking system in both configurations of ILEVA. The tracking information is
sent to the computer so that it can calculate and render the perspective correct image
corresponding to the user’s position in real time. Combining with the 3D stereoscopic
projectors, the user is completely immersed in the virtual environment.

Instead of using a cluster of network PCs, all projectors are driven by a single
powerful workstation. The advantage will be discussed in the section of imple
mentation.

Immersive Learning Environment for Visual Arts 233



3.2 System Implementation

Inside the ILEVA, the front, left and right walls are rear projected by three active 3D
stereo projectors running at 120 Hz with XGA (1024 × 768) resolution. The advantage
of rear projection is to avoid shadow casting problem. The floor image is from the
projectors mounted at the top of the system. The 3D stereoscopic images from surround
projection walls fill the entire field of view of the user’s eyes.

For user position tracking, we use the NaturalPoint OptiTrack tracking system. This
tracking system uses retro-reflective marker technology to track targets with the
infrared light source that is built into individual cameras. In our setting, there are 8
infrared cameras mounted at the ceiling to provide a range of coverage of about 4 m by
3 m. As illustrated in Fig. 2, each of the devices (3D goggle and handheld controller) is
attached with three markers. Each of three reflective markers defines a tracker and is
continuously tracked by the optical tracking system. By analyzing the images obtained
by the cameras at different angles, the tracking system is able to recognize and calculate
the 3D position and orientation of the user and the controller.

Totally there are two computers used in this system. The first computer is a part of
the optical tracking system and is connected to the infrared cameras. It is responsible
for the calculation of the trackers’ positions and orientations by analyzing information
streaming from the cameras. The result is then broadcasted to the network in real time.
Another computer, named the Image Generator (IG), is the core of the whole system as
it is responsible for creating the virtual 3D environment. Unlike using a cluster of PCs
in a traditional CAVE-like system, we only use a single computer to render all images
of the virtual world. By having all of the rendering happening in a single machine, we
can get rid of the overhead and limitation of event synchronization in other similar
systems. Moreover, it eliminates the complexity of handling synchronization in the
content development. The IG receives the input from the user and the tracking system,
calculates the interactions in the virtual world, and then renders 2 channels of 3D

Fig. 1. ILEVA
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stereoscopic images to the projectors in real time. As the performance of the whole
system is greatly affected by the IG, we use a workstation class computer with a fast
CPU and high performance graphics processor.

Apart from the hardware graphics performance, one the most critical factors is the
software rendering engine. Not only it determines the performance of the rendering
process and the quality of the final rendered images, it also affects the effectiveness and
efficiency of the application development. Unity [9], as the most popular cross-platform
game engine with more than 4.5 million registered developers in year 2015, is an
obvious choice for us. However, although it supports many different platforms such as
PCs, handheld device and tablets, it restricts itself within the traditional user interface
of screen, mouse, keyboard and touch based input. Unity has no support for VR system
such as 3D stereoscopic rendering, asymmetric camera and interface to motion tracking
system. This drawback has limited its application in a VR system. Not until recently, a
middleware named MiddleVR [10] emerged in the market and it provides support for
VR systems. MiddleVR is a generic immersive virtual reality plugin and handles
different aspects of VR component such as stereoscopy, interaction devices with
motion tracking and clustering. One of its most unique features is the introduction of
hardware abstraction. The hardware specification such as the number of projection
screens, motion tracking system and the type of user interface, is abstracted in a
configuration file. When running an application with a different hardware platform, a
new configuration file is the only change required with the corresponding hardware
setting. This has huge benefit to the software development process because the same
application binary can be used in a different VR system without modification of pro-
gramming codes or recompiling. In fact, our applications can be deployed to other
completely different VR systems such as the AVIE [11] with 360° curve screens
running with a cluster of computers.

Fig. 2. The 3D goggle and gamepad controller with retro-reflective markers
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3.3 Content Authoring

Since the target is a group of students studying Visual Arts at a local secondary school,
we would not expect they have any skill of 3D modeling or programming. Instead, a
60 h course of 3D modeling is provided to the students. We choose to use the Trimble
SketchUp software primary because of its ease of use. Moreover, SketchUp has a huge
library of ready-to-use 3D models shared among the users. In the course, the students
learn the basic 3D modeling concept and technique. At the end of the course, they are
asked to prepare a personal exhibition to display all of their previous artworks such as
paintings and sketches. They need to design and build an art gallery for the exhibition.
Some examples are shown in Fig. 3. After all of the 3D models of their personal
galleries are ready, they will be imported into Unity in order to be displayed at the
ILEVA. As learning Unity is beyond of the scope of the exercise, an experienced Unity
developer handles the importing process for them. A simple navigation control has also
added to the final applications. After all of the virtual galleries have been deployed to
the system, all students are invited to the university and experience their own virtual
galleries with ILEVA. As all of the students have never use any VR system before, a
brief introduction and demonstration is provided for them to familiarize with the
system and learn the basic navigation control. Afterward, each student spends some
time to explore his own virtual gallery, then they have to present their artwork to the
rest of the class. Each student has approximately 15 min using the ILEVA (Fig. 4).

Fig. 3. 3D model of art galleries created by student

236 L.K.Y. Chan et al.



4 Discussion and Conclusion

4.1 Preliminary Evaluation

After the workshop, we have prepared questionnaires to collect feedback and response
from the students. There are totally 11 male students with age between 16–17 years old
participated in the exercise and 10 questionnaires are collected. The result is list in
Table 1.

The majority of result is favorable towards the use of a virtual reality system in
undertaking the project. For content creation, students only agree marginally that
SketchUp is an easy tool to use for building up their own 3D gallery model (Question
1-2). This reflects that building 3D model is a challenging task for them. As they are
first time learners of the 3D modelling software, this finding is understandable. On the
other hand, the experience in ILEVA is more positive. They enjoyed the workshop and
this experience stimulates their interests in Visual Arts creation (Question 8-9).
Moreover, the system also enables them to understand their own artwork in more depth
and facilitate their reflection (Question 10). Some students have commented it is the
most satisfying and meaningful moment as they ‘walked’ into their own art gallery,
which is something beyond their imagination. Although students think that ILEVA is a
better tool for presentation than traditional media (Question 11), as audiences, they tend
to agree in a lesser extent that ILEVA provides a better means to understand other
student’s presentation. This is probably due to the fact that the immersive VR system is
optimized for a single user. In fact, only the user with the head tracking device has the

Fig. 4. Students experiencing their own virtual art galleries at ILEVA
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immersive feeling, as all projected images are rendered from his perspective. Other
users, who look at the images from other perspectives often felt disoriented and con-
fused as the images do not match with their positions and movements.

4.2 Advantages and Limitations

From the evaluation, it is clear that ILEVA helps students to explore the art form in a
new dimension. Although their creations only exist inside a computer, the VR system
provides a platform so that they can enter their artwork and explore the creation. The
level of realism is so overwhelming that a student has expressed that being able to walk
into his own gallery is one of the happiest things in his life. All of their hard work of
building 3D models suddenly becomes worthwhile and meaningful. In fact, being able
to walk into a creation helps students look into the artwork from a whole new per-
spective and hence getting new inspiration. This inspiration helps them to examine,
understand and rediscover the meaning of their own works.

Table 1. Summary of the result from questionnaires

Q Question Average Standard
deviation

Content
authoring

1 SketchUp: Easy to use 3.6 0.5
2 SketchUp: Easy to integrate previous

artwork and build a 3D virtual gallery
3.1 0.6

System
performance
and User
interface

3 Effect of Immersiveness. You feel inside
the real gallery

4.2 0.9

4 Enough moving space 4.0 0.9
5 Gamepad is easy to use 4.0 0.8
6 3D glasses is comfortable 3.2 1.1
7 Felling seasick or discomfort in

orientation
2.4 1.6

Effectiveness in
visual arts
education

8 I enjoy the workshop 4.5 0.5
9 The experience at ILEVA stimulates my

interest in Visual Art creation
4.5 0.5

10 The experience at ILEVA helps me to
understand my artwork and facilitate
my reflection

3.8 1

11 Compared to ordinary computer and
traditional media, presenting at ILEVA
is more effective in expressing my
artwork

3.7 1.2

12 Compared to ordinary computer and
traditional media, I can understand
other students’ artwork more
effectively when I watch their
presentation at ILEVA

3.3 0.9

1 = strongly disagree, 2 = Disagree, 3 = Neither agree/nor disagree 4 = Agree, 5 = Strongly
agree
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However, the evaluation also reveals that IELVA may not be an outstanding pre-
sentation tool as we have thought. As the whole system is optimized to serve a single
user, the audiences, who receive the distorted images, may feel confused when looking
from outside. In this case, traditional way of presentation with a single large projector
may be a preferable choice.

4.3 Conclusion

This paper presents an immersive learning environment for visual arts and its actual
deployment in visual art education for high school students. With the overwhelming
response from the participants in the visual art creation workshop co-organized by SKH
Bishop Hall Secondary School and The University of Hong Kong, the technology of
Virtual Reality is starting to unfold its true potential in the world of Visual Art Edu-
cation. Feedback from students suggested that ILEVA transforms the teaching and
learning process of visual art education by allowing students to ‘enter’ their art creation
and to explore the work in different dimensions. Furthermore, ILEVA provides an
effective platform for students to experiment and develop new inspiration with sig-
nificant saving in cost and time.

Acknowledgements. Our thanks to the Quality Education Fund from the Education Bureau of
the Hong Kong SAR Government for partly funding the workshop.
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Abstract. The aim of this paper is to show the development of an
immersive application in a historic visual and acoustic space. The “Llotja
de la Seda” (“Silk Exchange Building”) is a late Valencian Gothic style
civil building in Valencia (Spain), built between 1482 and 1548. The
UNESCO considered it as a World Heritage Site in 1996 since “the site
is of outstanding universal value as it is a wholly exceptional example of
a secular building in late Gothic style, which illustrates the power and
wealth of one of the great Mediterranean mercantile cities”.

In this on-going work, we have joined the development of a spe-
cific Head Mount Display for our application, in combination with a
HRTF rendering system, and the virtual reality and acoustic modelling
of this building. The acoustical calibration of the model was made using
25 impulse response measurements according to ISO3382. The Llotja’s
reverberation time at mid-frequencies is 3.1 s, with a volume of 12,100m3.
From this model we are developing applications for dynamic representa-
tion mixing voice and music.

Keywords: Virtual reality · Virtual acoustics · Acoustical archaeology ·
Head mount display

1 Introduction

The aim of virtual archaeological reconstructions is to recover ancient buildings
or even recreate previous stages of actual ones and submerge the user in a free
moving space inside or around buildings that have been lost or modified over
time. This modality of virtual reality allows the user to enjoy a sensory experi-
ence, not just seeing how the building was in different ages, but also “taste” the
sound in the environment.

c© Springer International Publishing Switzerland 2016
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The “Llotja de la Seda” is one of the most emblematic buildings of Valencia.
It was built in the 15th century and it is considered the most brilliant exponent
of the European civil gothic architecture. Nonetheless, it became a UNESCO
World Heritage Site in 1996.

It was built as headquarters of the silk commerce, as there met together
traders and sellers. Its conception as a temple shows the importance of the silk
industry which was the main economic activity of the city.

The building has a rectangular plan and it consists of several volumes: the
“Sala de Contratación”, the “Pabellón del Consulado”, the tower and the garden.
This study is focused on the acoustics of the “Sala de Contratación” also known
as “Columnario” which is the largest space and the main body of the building.

This room is divided in three longitudinal naves and five transversal ones,
all of them covered by ribbed vaults which lay on 24 twisted columns. All ele-
ments are made of stone as well as the doors and windows’ ornamentation but
originally, vaults were painted simulating a sky full of stars between the palm
trees represented by the nerves. Figure 1 shows the current state of the vaults. In
this room was installed the “Taula de Canvis i Dipòsits” (Table of changes and
deposits) which was the first municipal bank institution. Its function was the
coin change and valuable object deposit, and it gained recognition for its money
solvency and the magnitude of its operations. Even though the room was built
for speech, music was also introduced during the 19th century as historical docu-
ments reflect that parties and dances were usually held in the “Columnario” [1].

In this paper we will show the design and the performance of a head mount
device that has been designed to render visually and acoustically VR/VA mod-
els and which will allow visiting different buildings. In particular, we have used
this device with a model of the Valencian’s Silk Exchange (Llotja de la Seda),
a Mediterranean Gothic building of the 15th century. We will discuss the com-
ponents of the head movement detection system and the display and the virtual
acoustic features of the building.

Fig. 1. Columns and vaults in the “Columnario”.
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2 Head Mount Display

The head mount display is divided in two parts, the display and the head move-
ment detection system. First is the display itself, composed by a 5.6 in. LCD
screen, the screen controller and two aspherical five augment lenses. Head move-
ment is detected through a MEMS sensor with a gyroscope and an accelerometer
(MPU-6000) or in addition to them a magnetometer (MPU-9025). The use of
them will be discussed further in this paper.

2.1 Display

Since the display is going to be used in architectonic virtualizations, it had to
have a high resolution and pixel density, so as to present the user with a very
sharp image. We opted for a high definition LCD with a high pixel density.
Figure 2 shows the configuration of the screen for the HMD.

Screen. The selected screen has a resolution of 1280× 800 pixels (16:10 ratio)
with a density of 270 pixels per square inch, that means that each eye receives
a 640× 800 (4:5 ratio) pixel image. It has the capability of displaying 262,144
colors and has a very compact design, to reduce the amount of weight of the
device.

The screen is connected via an LVDS cable to a controller board containing
adjustment buttons (such as menu access and movement), a power connection
and a HDMI input connection.

Lenses. In order to achieve a 3D visual effect, the image displayed has a barrel
distortion. The effect is similar to a fisheye lense, wich makes the image take an
hemispherical view, this also increases the angle of view.

Fig. 2. LCD screen with controller.
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Fig. 3. Spherical aberration correction of a normal lens (left) and an aspherical lens
(right). (Color figure online)

Once the image has been distorted, an aspherical lens provides a pin-cushion
effect that corrects the spherical aberration given to the image (shown in Fig. 3).
It also has 5x magnification, to bring the screen closer to the user’s eye and fill
all the filed of view.

2.2 Head Movement Detector

The head movement detection system is composed by a microcontroller and a
sensor. The main goal is to achieve a high sample rate and a low latency. We
want to achieve a sensor sample rate of at least 1 KHz to avoid user dizziness
and provide lifelike movement sensation.

Microcontroller and Communication. For a test base we are working with
a PSoC which has an Intel 8051 microcontroller. First of all, we wanted to see
what communications protocol is more suitable for our goal since both IMU work
with I2C (Inter-Integrated Circuit) and SPI (Serial Peripheral Interface). This
SoC also allows us to configure the device as a HID (Human Interface Device)
so that it can be used in different systems.

I2C is a serial bus mostly used to communicate low speed peripherals to
processors and microcontrollers, it only requires two buses, one for the clock
(SCL) and another bidirectional one for data (SDA). If we had an MPU-6000
and an external magnetometer we have the possibility to set up a master-slave
system, but having an IMU with an integrated magnetometer this will not be
necessary. Its standard clock speed goes up to 100 KHz or even faster at High
Speed mode (3.4 MHz), but it can lead to certain delays (ηs) between transferred
bytes and requires I/O buffers.

SPI is also a serial bus for short distance communications. Unlike I2C it works
with a four wire bus: master clock signal (SCK), master to salve signal (MOSI),
slave to master signal (MISO) and slave select (SS). This can come handy if we
were to work with multiple sensors in a master-slave system, which again, is not
the case. SPI is full duplex, unlike I2C which means it can go over 10 Mbps.
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Having available both protocols on each IMU, we will conduct sample rate
and throughput test to see which one is more appropriate, considering speed,
low noise and reliability.

Sensors. We have tested the system with two different sensors, the MPU-6000
and the MPU-9250 (shown in Fig. 4). The difference between the two is that
the MPU-9250 has, in addition to the accelerometer and gyroscope that the
MPU-6000 offers, a magnetometer.

Fig. 4. MPU-6000 (left) and MPU-9250 (right).

MEMS sensors like the MPU-6000 are known to have an x-axis zeroing drift
with usage. To correct this drift we explored two different approaches. One is
using the MPU-6000 with different filters such as a Kalman or a complementary
filter. An alternative is to use a MPU-9250 with a magnetometer to be used as
a spatial reference to locate a reference at all times.

Different test are to be done to find the best user experience, and evaluate if
the filter ensures an easy solution to the drift problem. If the filter adds a high
computational cost to the microcontroller and slows the sample rate output to
the computer, we would go for the MPU-9250 and let the computer software
deal with the drift correction.

2.3 Design

The device has been 3D printed, and designed to weight the least possible. It will
also let lens distance adjustment, so that users with different eyesight conditions
can use it. We have also taken to consideration the fact that users may have
different pupillary distance, and will provide an adjustment system for this.

Figure 5 show the main device (head mounted display) which is composed by
the lenses, screen, structure, and the bands that hold it on the head. The screen
controller will be installed in a different enclosure that will sit on the desk.

3 Model and Simulation

In this part of the work, we aim to obtain an immersive experience including
visual and acoustical perception, so we can see and hear the room as realistically
as possible. This work has been developed in several stages.



246 S. Mirasol-Menacho et al.

Fig. 5. Connection diagram.

It started with the ‘in-situ’ measurement of the acoustic parameters of the
room which served as reference to calibrate the room for the acoustic simulation.
Simultaneously, visual modelling was also developed.

Measurements were taken according to standard ISO3382 [2,3] and the vali-
dated protocol. It is noteworthy to mention that the number of positions mea-
sured was oversampled in order to obtain more reliable results and detailed
information of the room’s acoustic behavior. We measured 24 points of the room
whose distribution is shown in Fig. 6.

Fig. 6. Plan and section of the room with the source position and the points measured.
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The room impulse responses (RIRs) are obtained at each reception point
using sine sweep signals, running from 16 to 20,000 Hz, which are generated
and analysed by the WinMLS 2004 software [4] via the professional sound card
VX Pocket v2 from Digigram. This generated signal feeds the INTER-M 1000
amplifier for its subsequent reproduction by the omnidirectional source AVM
dodecahedral DO12 01-dB Stell loudspeaker, placed at 1.50 m from the floor
and on the stage.

Several microphones are used to obtain the different parameters: G.R.A.S.
Type 40 AK 1

2 -in. and its corresponding supply source G.R.A.S. 12AA, and
G.R.A.S Type 26AK pre-amplifiers are used.

Given the complexity geometry of the room and the opposite characteristics
required for the visual and acoustical simulations, we decided to build two sep-
arate models. Figure 7 shows an interior view of both models. They were built
up from the existing architectural plans. The number of polygons used for the
visual model is 18262 and for the acoustic model is 3875.

The visual model should be as detailed as possible to give a realistic percep-
tion. After modelling the structure the model was texturized by assigning tex-
tures previously created from photographs taken in the room and post-processed.
These confer the room a realistic look and recreate details that could not be
modeled geometrically. Finally illumination was added to the scene to obtain
the desired effect. The final result is shown in Fig. 8.

Fig. 7. Models used for the visual and acoustical simulations.

In order to get a valid acoustic simulation the geometric model used must
fulfill certain requirements. For this reason modeling must follow some consid-
eration such as include only the inner and accessible surfaces, to be concerned
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Fig. 8. Texturized model.

about the normal orientation which must point inside, define accurately vertex
and edges to prevent openings and avoid modeling details which can be emulated
by diffusion adjustment.

The model has been calibrated adjusting absorption and diffusion coefficients
from the RT30 average values and according to the criteria of not having differ-
ences of more than 1JND (Just Noticeable Difference) between simulated and
measured values. Figure 9 presents the average results for RT30 calibration at
each frequency.

3.1 Auralization

We calculated the impulsive response of the room (RIR) in the selected positions
in the calibrated model, to do the subjective study. By convolving the impulsive
response with an anecoic signal, we obtained the different auralizations of the
room.

One of the main difficulties in auralization is to have anechoic recordings
[5]. There have been few attempts to use synthetic signals as source signals in
auralizations [6]. As far as we know there has not been a thorough attempt
in the literature to use commercial products for music editing or commercial
text-to-speech software to produce source signals for auralizations.

We used Finale Notepad 2012 (free distribution), which includes high quality
built-in software instrument sounds, to produce separate instrument recordings.
For voice sources we used TextAloud with AT&T Natural VoicesTM. TextAloud
supports changing voices within an article. This feature allowed us to produce
separate voice recordings with different voices. Using both programs, we have
separate signals that we used as source signals.

Auralizations were computed according to the following procedure:

– Single auralization with one source. Receiver points to the source at center of
stage. Source signal was a four channel mixture.

– Mixed auralizations with four sources. Receiver points to the center of stage.
In each source, a separate channel of music composition or play scene was
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Fig. 9. RT30 calibration. (Color figure online)

used. Using ODEON [7] mixer, four channels of auralizations were combined
in a stereo file.

The auralization of music with a receiver in movement has been done by
computing the impulse responses in different points. The musical auralization
was done by using the CATT-Walker tool in order to obtain the auralization.
The auralization sequenced several IRs in the walk through the room and an
excerpt of an aria from the opera Don Giovanni by W.A. Mozart was used as
anechoic recording [9].

4 VA/VR Navigation Tool

For the implementation of the virtual reality/acoustic navigation tool, we have
used Unity Pro 5. The graphical model used has been imported directly from
the texturized model.

The audio rendering tool has been integrated into the navigation tool by
using a modeled version of the CIPIC HRTF database [10]. This tool allows to
render the audio directional information coming from the HMD by convolving
the auralized audio source with the HRIRs in real-time. The auralized audio is
transmitted by using a Bluetooth 4.0 transmitter connected to the PC, to a pair
of wireless headphones.

For this prototype, the auralized audio source has been located within the
environment as a single source, but in future development a multisource scenario
will be considered.

5 Conclusions and Future Work

The device is intended to work with any simulator or game that allows head
movement independently of the body. On this particular paper, the setup is
focused in virtual archeology/architecture to provide the user a sensorial experi-
ence of the 15th century building. The architectural model has been integrated



250 S. Mirasol-Menacho et al.

in Unity Pro 5, in order to obtain visually and acoustically a first-person navi-
gator. A module has been developed to allow head tracking as an input to select
HRTFs. As discussed, in order to achieve full immersion, an acoustic model is
also being developed based in the dimension of the building, vaults, and the
absorption coefficients of the construction materials.

The model built out of the real geometry, texturized using in situ photographs
and acoustically calibrated from experimental measurements is truly valuable
due to the architectonic and historical importance of this unique space consid-
ered heritage of humanity. For that reason, the auralizations and visualizations
developed can be considered of general interest.

As a future work, we will develop a configurable multisource scenario includ-
ing an auralizator tool. In this way, the model will use an anechoic audio source
and the impulse response of the location of the room considered.
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Abstract. In this work, we discuss the existing methods to implement and use a
touchless gesture-based interaction on mobile platforms such as smartphones
and tablets, specifically for situations where you cannot have a direct interaction
with devices. The purpose of this work is to investigate the actual solutions and
establish the most convenient way to enable these interactions on mobile devices
with minimally-invasive procedures. The paper is organized in three parts: a
survey of the current technological possibilities; a description of trials made to
know advantages and limitations of the existing solutions; a final discussion
concerning the evolution of the natural user interface on mobile platforms in the
next few years.

Keywords: NUI � Natural user interface � HCI � Human Computer
Interaction � Mobile � Computer vision � Internet of Things

1 Introduction

Natural user interfaces (NUI) paradigm is the evolution of the concept of user-interface
intended as the method of the human to interact with machines and comes historically
after the previous CLI (command line interface) and GUI (Graphic User Interface).

These kind of interfaces rely on different types of control that can impart commands
and actions to the machine through input such as touch, eye-tracking, voice, gesture
and movement [1].

In the last years, a plenty of devices, libraries and applications dedicated to create
experiences has been developed, that enable users to interact with digital artifacts using
these kind of controls.

We assume here that the starting point of this revolution could be fixed in the year
2010 with the launch on the market of the Microsoft Kinect that has got a lot of success
establishing also a Guinness World Record as “the fastest selling gaming peripheral”1

in the history.
In this decade a lot of interest began to emerge from the community of developers

around this type of peripherals and technology, and the natural consequence of this
trend was an increase of the efforts from the hardware manufactures in order to con-
stantly improve the stability and the features of their products.

1 http://www.guinnessworldrecords.com/world-records/fastest-selling-gaming-peripheral/.
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All these efforts produced several interesting applications developed in different
fields, but they were restricted to a use through desktop environments with a classic
monitor and a traditional computer [2].

The past years were also characterized by the proliferation of smartphone and tablet
in everyday life: currently people use mobile devices to interact with the world and to
improve working performances and capabilities [3].

The rise of the possibilities offered by these devices has led new possible applica-
tions in different contexts, but at the same time opens also new issues related to the
interaction with devices. We refer specifically to situation where your hands are engaged
with other operations or there are some conditions (e.g. dirty hands) that prevent the
direct contact with the surface of the screen like surgery environments [4, 5].

These key points are at the base of the considerations that led us to investigate how
could be possible to enable touchless interaction the previously mentioned platforms
and what could be the trends in the future.

2 Related Work

Over the last years of research in touchless interactions and NUI was produced a lot of
interesting works related to the key concept of naturalness and intuitiveness of these
kind of interaction with computers. Norman [6] clearly emphasized the usefulness of
“not-natural” NUI, noting that gesture-based approaches will lead to a more holistic
human interaction of people with technologies. O’Hara et al. [7] considered the nar-
rative factors as relevant keys to deal with the success of “natural” an “intuitive”
approaches. Karam and Schraefel [8] deeply reviewed 40 years of literature on
gesture-based interaction, to pose the question of how researchers claim about the key
role of gestures in advanced HCI.

These efforts produced the result that NUI has started to be considered not only a
visionary future solution to interact with computer, but a real and available possibility.

The consequence of this consciousness is the production of research and works
with the aim to identify possible scenarios that could benefits from the use of this kind
of interactions and interfaces.

3 Identification of Possible Approaches

In this section, we would like to illustrate the possible approaches that already exists in
NUI world and that are suitable to create touchless interactions together with our
considerations about their implementation on mobile devices.

It is important to say that for our analysis and interactions with mobile devices, one
of the key points is the identification of solutions which use hands gesture recognition
without the imposition of particular constraint.

We focused only on hand-based solution because we would like to explore the
feasibility of a system that can control and manipulate contents using simple and basic
gesture.
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3.1 Computer Vision

Computer vision approaches to NUI derives from lots of past experiments, which
enabled the creation of interactions with computers through a large use of algorithms
based on the principles of the images processing.

In the past, computer vision was widely used for medical and security purposes but
over the years it has evolved becoming a new way to create applications even for fields
like marketing and entertainment [9].

In fact, the use of frameworks belonging to computer vision makes possible the
creation of applications, which use shape and colors of objects to enable different types
of interactions with the computers.

With the current computing power available on the market the main implementa-
tion of computer vision approaches to NUI does not have any specific requirements, it
only needs a camera that capture images like infrared or RGB and a peripheral that
elaborates the frames coming from the input stream [10].

The reason why we analyze the computer vision approach to NUI concerns the
possibility to take advantage by the presence of a camera on a general device. In this
way, it could be possible to implement computer vision algorithms to enable touchless
interaction on mobile platforms [11].

3.2 Depth Sensor Camera

In this subsection, we evaluate solutions enabling the use of touchless interactions
based on a technology that is the core of device like Microsoft Kinect and Leap
Motion.

The previously mentioned devices use a combination of infrared and depth sensor
that allows the tracking of movements of individuals, hands, fingers and objects in
three dimensions [12].

To use their features, it is necessary that each device is connected through USB to a
computer that satisfies specific hardware requirements, and this is straightforward on
PCSs but not directly replicable with current smartphones and tablets. For this reason, it
is easy to understand that these devices are not useful for this purpose.

During our research, focused on finding an alternative available on the market to
the system described above, we found that Intel RealSense2 seems to be the only
alternative to our purpose. It consists on a platform that enables, among others cool
features, the implementation of gesture-based interaction through a 3D embedded
camera.

Unlike Leap Motion or Kinect, with Intel RealSense technology the device that
acquire data is the same that use them. They are not separated and doesn’t require any
particular implementation to manage event e communication.

However, now this technology is not so widely spread to consider it as a standard or
a real opportunity for the scopes.

2 http://www.intel.it/content/www/it/it/architecture-and-technology/realsense-overview.html.
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3.3 Wearable Devices

A third possible approach considered to enable touch-less interactions is based on the
world of wearable devices and this kind of solutions includes equipment like
data-gloves. Although this approach has many benefits, the fact to wear something
impose an important constrain that can obstruct the right execution of task in real life
and furthermore is a solution that could be expensive to implement.

For these reason and for the assumption made in the introduction of this section we
didn’t considered it a good alternative for a simple interaction with mobile devices.

4 Prototype System and Application

In this section, we introduce our work to better understand and explore benefits and
limits of the current available touchless solutions for common mobile platforms after
the analysis of the possible existing approaches.

As a starting point, we decided to build a demo of a mobile application with the aim
to enable the use of the basic “swipe” gesture in the four directions: top, down, left,
right. We implemented the application using iOS devices as target for our deployment
but following the principles related to cross-platform development.

4.1 Investigation and Development

Since we noted that depth sensors technology is not widely available for mobile
applications, we decided to implement an application using the computer vision
approach.

First, we defined the framework that can help us to embed image processing inside an
iOSmobile application, so that it can be replicated on Android devices. For these reasons,
we tested (Fig. 1) and considered OPENCV the best choice for our purposes [13].

Fig. 1. Testing OPENCV framework on iPhone 4s
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In fact, the OPENCV library has a version of SDK available even for iOS and
Android platforms. Moreover, a lot of documentations and a forum with a large
community of developers are available online; this means that it is easy to find best
practices, feedback and suggestions3.

According to the principles of the cross-platform development, we decided to
develop the UI and the main logic of the application with Apache Cordova, an
open-source mobile development framework that allows the use of standard web
technologies. Such technologies (HTML, CSS, JavaScript) are world-wide standard to
build applications without using the different native development language, except if
you want to develop your own plugin interface between native and WebView
components.

At this point, we included the OPENCV component developing a custom plugin in
order to enable gesture’s detection feature.

The realization of this algorithm can be achieved with OPENCV through two
different techniques.

The first technique makes use of a component called “Cascade Classifier” that can
recognize an object in the frame, starting from an XML representation; whereas the
second one called “Skin Color Detection” works directly on the frame operating on the
RGB values of the pixels (Fig. 2).

We prefer to use the second way because it is faster implemented and it can give us
more control over the variables and the parameters acting in the algorithm. Further-
more, the first method requires a very strong representation of the object and this can be
achieved only through a supervised process to create the XML values. Lastly, this
method is more expensive, in terms of resource consuming, than the “skin color
detection”, with a higher possibility to cause crashes on devices.

Fig. 2. Testing algorithm with a filter control

3 OPENCV official website, http://www.opencv.org.
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The implementation and the customization of the “Skin Color Detection” method
allowed us to create an algorithm based on the following flow:

1. Frame input from camera (f);
2. Extraction of RGB values of fn pixels;
3. Comparison between values of fn and fn-1;
4. Determination of the amount of pixels changed;
5. Analysis of the changed pixels to understand if they can trigger a gesture;
6. Determination of gesture direction (up, down, left, right);
7. Transfer information to the main logic

The just described flow can be activated and stopped through two functions accessible
from the JavaScript layer of the applications, thanks to the plugin structure of the
Apache Cordova frameworks.

In this way, the application logic can be easily shared between different versions of
devices and platforms, modifying only the layer of the plugin with the native language
to edit the flow that open, analyze and close the stream from the camera.

The result we obtained from this type of approach is the recognition of the four
basic swipe gesture (i.e. up, down, left, right) and it can be used in applications, which
requires to operate without direct contact of the finger on the device.

The application mentioned above gives us a good feedback about the possibilities
to use touchless interactions on mobile device. For this reason, we consider it a good
starting point for some future developments.; even if it is necessary to increase the
types and numbers of recognized gestures through revisions and improvements of the
detection algorithm.

4.2 A Novel Approach: Natural User Interface Over Internet of Things

While working on computer vision based approach we discovered that although it has
some benefits related to his rapid implementation, it has also limits in terms of per-
formances and quality.

In fact, the algorithm described in the previous section relies directly on the quality
of the video captured by the device’s camera which is an important variable for the
precision of the detection of each gesture.

In particular, algorithm’s performances are related to the fact that logical operations
can consume a lot of resources to analyze the stream if they are not well implemented,
with the possibility to cause a crash of the application on the device.

The quality issue emerged because the detection of the pixel’s change can be
affected by external factors such as environment’s light and color. These limits led us to
search and identify a possible alternative which enables touchless interaction without
being affected by factor.

To by-pass these limits, we developed a low-cost device (Fig. 3) based on com-
bination of hardware and software that enable the detection of gesture events and their
transmission to smartphones and tablets using the Internet of Things paradigm [14].
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We built this device using the following components:

• Raspberry Pi 2 Model B, single-board computer Linux based4;
• Hover, a little sensor able to detects hand movements in the air5;
• RGB led, to give feedback about events;
• USB Wireless N 802.11 N Nano Dongle (WiFi Adapter), to enable the

communication;
• 3D printed box, as enclosure;
• Node.js, platform used for the creation of the server and the management of devices,

events and data;
• Socket.io, Node.js module that enables real-time bidirectional event-based

communication;
• hostapd and dnsmasq, Linux modules useful to create a custom wireless network;

The combination of the last two components gave us the possibility to create a
custom network and assign a fixed IP address to the device, making it a node identi-
fiable and accessible through HTTP.

This possibility enabled the exchange of http request/response and events with the
Node.js server which runs on the Raspberry PI, manages data produced by the Hover
sensor and controls the state of RGB led.

The implementations of all these features is possible by the presence of 40 GPIO
pins on the Raspberry PI and by the modular nature of the Node.js framework: The first
aspect is important because it improves the possibilities offered by Raspberry PI, giving
it the chance to have connections with other things; whereas The second aspect allows
the use and the development of modules to implement various features.

In particular we used:

• Express, for the creation of a web server;
• Socket.io, for the communication through socket between client and server;
• Hover, made by ourselves to manage the connection between Raspberry PI and

Hover sensor trough the GPIO pins;
• pi-fast-gpio, used for the management of the RGB’s state in PWM mode;

Fig. 3. HW components assembled

4 https://www.raspberrypi.org/.
5 http://www.hoverlabs.co/.
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All operations described above allowed us to create an intermediate between the
users and the final application, which enables touchless interaction with the aim of
being space-saving, robust and plug and play.

This new approach is a good alternative to embedded solutions and gives the
possibility to have touchless interactions in situations in which users need to use their
hands for actions that obstacle the direct interaction with smartphone e tablets.

Due to its standalone nature this kind of device can be placed inside different
environments acting as a sort of remote control for situation where user and content are
distant.

4.3 Use Case Demonstration

To evaluate the functioning and the behavior of the two systems, we developed a proof
of concept applications where user have to browse the steps that compose a recipe.

Environments such as kitchen are ideal to test the solutions developed because in
these spaces are present a lot of conditions that can be resolved using touchless
interactions.

We refer to problems related to aspects like cleaning and ergonomics which can
interfere or extend the number of actions necessary for the right execution of tasks.

Traditionally, users that would like to follow a recipe have to use their hands and
fingers directly on paper and screen in order to go over the steps.

The main difference between the two implemented methods is that in the first
solution, mobile devices works at the same time as input manager and monitor, while in
the second one they act only as monitor controlled by the sensor mounted on our
device.

During our evaluation we seen in users a sort of social acceptance in using this
unfamiliar way to get information about the steps that they need to accomplish, and at
the same time we collected some interesting feedback and request about features
implemented.

5 Conclusion and Future Directions

This work started with the goal to describe how touchless interaction could be enabled
on smart mobile devices that were not specifically designed for this functionality and
with the aim to be low-cost and minimally-invasive.

We made a comparison between two different approaches traditionally used for the
development of different type of interaction related to Natural User Interfaces.

Table 1. Comparison between approaches

Computer vision Depth sensor

PROS Rapid implementation Reliability and precision
CONS Performances Expensive, intrusive
Use on mobile Embedded Usually not available
Technology OPENCV INTEL REALSENSE
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Our point of view is summarized in Table 1. In particular, we analyzed computer
vision approaches and depth sensors methods used with mobile devices, underlining
their advantages and disadvantages.

In our opinion, at the moment, the most convenient and quickly way to enable
touchless interaction is to use, or develop by own, a framework that use a computer
vision based solution. This consideration is based on two indicators:

• Cost
• Ergonomy

The first principle is linked to the idea that touchless interaction doesn’t have to
impose any additional cost to the application’s user, except for the device itself.

The second one is related to the idea that touchless interactions should be integrated
and embedded in the devices in order to facilitate its usage and avoid the presence of
external equipment which imposes a constraint to the users in terms of space and
transportability.

Using the same indicators we developed a novel solution IOT based, as an alter-
native to computer vision based approach and that can be used for a lot of purpose, not
only related to the interaction with mobile devices.

In the near future, the market trends of NUI seems to be oriented towards these
solutions where devices like Kinect or Leap Motion will act as embedded systems with
enough computing power inside to work in a standalone way as IP nodes [15].

However, this assumption is strictly related to future improvements in terms of
hardware performances and miniaturization.

In this way NUI devices can be accessed and configured through several type of
connections and easily integrated in applications or ecosystem.

In the future we also think that there will be a growth of mobile devices with
embedded touchless interactions which will result in an enhancement of tailored
functionalities for different kind of users.

Our assumptions are supported by the actions of the big manufactures which are
playing on the market with some acquisition and development. Apple, for example,
recently acquired PrimeSense, an Israeli 3D sensing company famous for the devel-
opment of the core technology at the base of Microsoft Kinect, while Samsung started
to enable touchless interactions on some devices with the use of the RGB and Gesture
Sensor - APDS-99606.

At the moment we are still investigating the role and possibilities of Natural User
Interface in the field of the Human Computer Interaction and our aim is to identify their
possible evolutions, improvements and applications in relation to a wide range of areas
like Virtual Reality, and Immersive environments.

6 https://www.sparkfun.com/products/12787.
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Abstract. As Virtual Reality (VR) expands its application range in various
domains, one area that benefits more and more from VR implementation is
cultural heritage. This synergy has created a new research subject: virtual cul-
tural heritage, with specific challenges and with the key issue being to recon-
struct the 3D virtual model of a real cultural artefact or item. We propose that by
transcending the classic 3D reconstruction instruments to online services
available remotely these newly appeared challenges can be properly addressed
and the 3D reconstruction process will gain in accessibility and availability for a
wider range of scientists, researchers and users. This paper presents an original
implementation of such 3D reconstruction services that create virtual models
based on data obtained from a 3D scanning system operating on the laser
striping principle. This solution is intended to be used for digital preservation
efforts of the cultural artefacts from the Brasov history museum by creating a
digital archive with their 3D virtual models.

Keywords: Virtual reality � Service-oriented architectures � 3D
reconstruction � Virtual cultural heritage

1 Introduction

Virtual reality has expanded its application range in various domains, one of these
being the field of cultural heritage. The emerged virtual cultural heritage is a VR-based
technology that creates virtual representations of archaeological artefacts, buildings,
monuments and other cultural items with the goals of raising their availability to the
general public, easy sharing between research parties, preservation etc. [1].

Another important application is the creation of a mixed reality environment where
virtual 3D artefacts co-exist and interact with real ones, thus enhancing the visitor’s
experience at a cultural heritage site. Last but not least, the synergy between virtual
reality and cultural heritage has the potential to enhance the teaching of
history/archeology courses by offering students a more “hands-on” perspective and
thus helping them in better understanding certain events in history or other elements
that would be more abstract without a viewable model.

In the development of virtual cultural heritage, the key step is the 3D modelling of
cultural artefacts. This process extends from 3D data acquisition to the 3D recon-
struction of the artefact’s virtual model.

© Springer International Publishing Switzerland 2016
L.T. De Paolis and A. Mongelli (Eds.): AVR 2016, Part II, LNCS 9769, pp. 261–268, 2016.
DOI: 10.1007/978-3-319-40651-0_21



Achieving a 3D digitization of cultural heritage artifacts either stored in museums
or at archeological sites offers many advantages such as [2]:

• Digital preservation of the cultural artefacts by creating a digital archive that would
represent an invaluable asset in preventing permanent loss of these items due to
accidents or natural disasters.

• Creating educational resources for history and culture [3].
• Increasing the public availability and access to cultural artefacts by providing digital

replicas in on-line museums and exhibits.
• Using the reconstructed 3D models for documentation and analysis. In the case of

on-site acquired models, this would allow more researchers and historians to be
offered faster access to the newly discovered item, and enables visualization from
viewpoints inaccessible in the real world.

• Creating physical replicas based on the 3D model of a cultural heritage item – this
allows interacting with objects without risking any damage. Also, this has potential
applications in other fields like the film industry.

Furthermore, recent research efforts are targeting the development of large online
3D digital libraries (like the Europeana project) by a massive digitization and anno-
tation of 3D artifacts in museums and exhibits. Leveraging the Web’s infrastructure for
the creation and storing of digital 3D cultural heritage artifacts brings another important
asset with regard to sharing these items, since the web and mobile devices are the ideal
platforms for such a dissemination [4].

2 3D Acquisition

One major issue is the workflow going from 3D data acquisition to the 3D virtual
model reproduction. In the cultural heritage field, this flow implies the use of several
technologies linked together, each with its own resources and specific problems, that
must also take into account the particularities of this domain.

Dealing with archaeological object, any direct physical contact is obviously for-
bidden. Thus, the 3D shape acquisition process in this case is based on non-contact
methods relying on light, leading to the use of one of the following technologies: laser
scanners, structured light devices, photogrammetry, and so on.

Given the interdisciplinary approach that is used in the field of cultural heritage
(involving engineers, historians, archaeologists, etc.), a special care needs to be taken
when processing the data sets provided by the shape acquisition tools (clouds of points,
images, etc.), as data format, accessibility and availability, and computing and storing
resources become very important challenges [5].

3 3D Reconstruction

3.1 Stand-Alone Solutions

One method of processing 3D acquired data to generate a 3D model is by using
stand-alone software tools, like PhotoScan or MeshLab. Usually, such applications
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operate with 3D data like calibrated or un-calibrated images, or point clouds, and offer
a variety of options for editing, converting, and rendering the 3D meshes.

This approach however needs dedicated computers/software tools with a certain
level of complexity and thus restricts the access only to specialized users – 3D engi-
neers. Also, it makes the entire flow much slower, especially in the case where a mobile
3D scanner is used on-site for data acquisition, and so the two processes: acquisition
and reconstruction are two separate tasks, performed with a considerable time delay
one from another.

3.2 Service-Oriented Approach

The downsides mentioned above and the recent advances in the field of web and
mobile technologies and services have led to the development of 3D reconstruction
services, available online on the Web [6].

Developing new solutions and technologies for the integration of various hetero-
geneous components in distributed systems is made easy with the newly emerged
service-oriented paradigm. This represents the most recent innovation in the creation of
middleware technologies intended to provide the infrastructure needed for large-scale
Internet applications while solving the problem of inter-operability.

Thus, the service-oriented approach is the ideal solution for a “seamless” integra-
tion of a variety of software and hardware technologies by providing the flexible
middleware needed for granting a high degree of inter-operability. This is all possible
due to the standards and protocols that are the building blocks of SOA, and which
enable the unified, service-based access to different types of computing resources,
abstracting away their specific particularities [7].

A particular form of service-oriented distributed system is cloud computing, the
next evolutionary stage of the Internet, which delivers various types of distributed
resources to clients as services [8]. The cloud computing infrastructure brings on
several assets like cost reduction, limiting the need of licensing new software tools and
increased flexibility of business processes.

By applying the service-oriented paradigm to 3D reconstruction solutions two main
key elements are achieved: raising the accessibility of such solutions by becoming
online-available services, and abstracting away part of their complexity, thus enabling a
remote 3D reconstruction fast and without much specific knowledge.

Most of these 3D reconstruction services are free, and can be used by both inex-
perienced users and researchers. The financial aspect can be very important in areas
such as cultural heritage – especially archeology – where project budgets or specifi-
cations may not allow developing or installing dedicated tools for 3D reconstruction.

4 Implementation

Our implementation deals with developing and integrating 3D reconstruction services
to support a FPGA-based 3D acquisition platform.
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The 3D scanning system is based on the laser striping principle for acquiring the
object’s 3D surface information. This information is used by the 3D model recon-
struction process, which is remotely available online, “as a Service”. A web interface
has been implemented that creates an abstraction level masking away the complexity of
the process, and also improving performance and granting an easy sharing infras-
tructure. An overview of our system is shown in Fig. 1.

Being a custom implementation, the system involves low-level data protocols and
complex processes sequentially executed for acquiring and transferring the 3D data. If
the 3D reconstruction were to be handled manually, using stand-alone solutions, the
complexity of the entire flow would have been higher, with increased execution times,
thus lowering the efficiency and attractiveness of the 3D acquisition system.

Thus, we have considered applying a service-oriented approach intended to abstract
away the flow’s complexity and offer users a friendly, fast and efficient web interface
for the 3D model reconstruction.

This service-based approach was chosen especially for improving the system’s
usability and portability – the scanning system is being separated from the 3D
reconstruction software, now available remotely online, on a “Software-as-a-Service”
cloud computing model. Not only that these services can be accessed from any location
(which extends the application range of the hardware acquisition system) but also they
benefit from their execution on dedicated computing servers, which increase their
processing speed.

4.1 System Architecture

The service-oriented integration of the workflow (depicted in Fig. 2) is based on three
key elements:

1. The web interface enabling the I/O data transfer between the user and the actual web
service handling the 3D reconstruction task. This interface was developed using the

Fig. 1. Overview of the 3D model acquisition and reconstruction system.
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JSP (Java Server Pages) technology. JSPs were chosen since they represent a
solution for generating dynamic web content, by combining HTML, XML and
embedded Java code, actions and commands [9].

2. A Java servlet implemented for extending the Web application’s functionality. Java
servlets, key components of server-side Java development, help extend and cus-
tomize Java web or application servers by improving flexibility and usability [10].
In our case, the Java servlet acts as an intermediary component (or layer) between
the JSP interface and the Web server, being responsible with processing HTTP
messages to/from the JSP pages and handling the SOAP-based communication with
the Web service.

3. The actual Web service – a Java implementation running on a Glassfish 4.0 Server
instance. On this service we implemented a method responsible with the creation
and configuration of the local working environment on the server, and with running
the 3D reconstruction flow.

Dealing with a large number of images, the Web service’s method operates in a
“buffered” technique that improves the overall processing speed. This has been
accomplished by processing each pair of images (with/without laser line) as it is
received, having the point coordinates extracted and stored in the database while the
other images are being transferred and processed.

4.2 Functionality

The workflow basically takes as input the data uploaded by the user (e.g. scanned
images) and by running the 3D reconstruction software it generates a VRML 3D model
of the object and a PLY (Polygon File Format) – the 3D model obtained from point
clouds. These files are then sent back to the JSP Web interface and thus made available
for the user download.

The 3D reconstruction flow has been automated using Perl scripts. Its first stage
consists of running the image processing software – developed in C using OpenCv 2.1
libraries [11]. For providing correct results, this stage requires two synchronization
mechanisms, respectively calibration and angle adjustment. These are mandatory for a
correct translation from cylindrical to Cartesian coordinates. Lacking a proper

Fig. 2. Web service-based integration of the work flow
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calibration prior to 3D acquisition would cause an erroneous perspective of the object
(which would appear shifted towards the interior). Also, the angle between the camera
and the laser is important, and for best results it should be in the range of 15 to 20°. As
with the calibration process, an improper angle adjustment would lead to a vertical
distortion of the object’s perspective.

Further on, image processing algorithms were implemented involving image dif-
ference, median filters (for noise removal) and edge thresholding (for clearer laser
outline in the resulted image).

Following these operations, the cylindrical coordinates of the laser point from each
image line are extracted which are further on converted to Cartesian coordinates by
applying mathematical formulae. These points are used by the application to create two
databases needed for 3D model reconstruction [12]: a Cartesian coordinates’ enu-
meration – used for 3D modeling based on point clouds using MeshLab and a VRML
mesh file.

The mesh file is generated automatically by using a Poisson Surface Reconstruction
algorithm. In order for the entire flow to be automated and thus be invoked by the Web
service method, the processing tasks performed with MeshLab have been automated by
using mlx filter scripts and meshlabserver batch scripts in the command line. In Fig. 3
is presented an example of an artefact 3D reconstruction using the proposed
framework.

4.3 Validation and Applications

The main target and objective for this research is providing a flexible and efficient
solution for the digital preservation of cultural artefacts from the various museums and
other cultural institutions.

Our partner is the Brasov history museum, which contains a permanent exhibition
of more than 3000 cultural objects from different historical periods: middle Paleolithic,
Iron Age, objects belonging to the roman settlers in the area, and naturally a lot of items
dating from the Middle Ages and modern history. These cultural heritage possessions
are of great importance, being included in the Romanian national Thesaurus of cultural
heritage.

Consequently, there is a great interest in extending the methods of preservation and
increasing the public availability of the artefacts. The solution described in this paper
aims at contributing to accomplishing these goals by creating the virtual 3D models of

Fig. 3. Example of an artefact 3D reconstruction using the proposed framework
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the real cultural artefacts. Ultimately, the target is to be able to group these virtual
resources into repositories of an online museum.

We are currently working on applying the service-oriented 3D reconstruction
framework for the digitization of the cultural artefacts from the above-mentioned
history museum. Several trials are currently underway for validating, testing and
improving the system, making it a viable solution with a high degree of mobility and
reliability for fast, on-site digitization of artefacts. An example of a 3D reconstructed
artefact using this platform is shown in Fig. 3.

5 Conclusions

We described in this paper a model of implementing 3D reconstruction web services
that enable the generation of 3D models based on data acquired using laser-striping
based scanning solutions.

The 3D model reconstruction process is available “as a service”, thus offering a
high degree of portability to the 3D acquisition process. As shown, this approach gains
in flexibility and scalability over the traditional 3D scanning solutions, which makes it
an ideal candidate for applications in the field of virtual cultural heritage, where artefact
digitization and web availability of the 3D models are very important issues.

Also, there is a considerable speed-up of the reconstruction process since the image
processing and the elaboration of the 3D model are being executed online on
high-performance computing machines. Thus, there is no need for managing a local
machine for such a task, which also leads to another strongpoint of our proposed
implementation: ease of use.

Compared to the traditional setup, where one or several software tools needed to be
installed and managed on a local machine – with all the implications: constant updates
of the software or hardware, this novel approach offers the users a standard, easy to use
web interface that abstracts away the complexity of such tasks.

This paper also brings notable benefits in the academic field and also with regard to
the research in virtual heritage applications. Dealing with the possibility to enhance the
digitization and web-availability of the cultural artefacts and items, the approach pre-
sented in this work leverages service-oriented architectures and Web services as viable
building blocks needed to transcend the 3D reconstruction process from locally man-
aged tools to online available services on a cloud computing model.

This leads not only to an improved and generalized access to such resources,
available online, but also to a widening of the potential user categories (due to its ease
of use), from specialized 3D software engineers, to archeologists, historians and other
researchers without specialized knowledge. This is a key factor in the cultural heritage
field, as one of its main characteristics is the interdisciplinary work that it implies, and
the synergy between various branches of science.

Last but not least, we are focusing on using the online 3D reconstruction Web
services to help the ongoing preservation efforts from the Brasov history museum by
creating virtual 3D models of the artefacts and ultimately including these models in an
online museum.
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Abstract. Darul Aman Palace is one of Langkat Sultanate palaces in Tanjung
Pura. This palace had been destroyed when ‘social revolution’ occurred in the
East Sumatera in 1946. Digital reconstruction is required in order to preserve the
history. In this research, Virtual Reality has been utilised to give the user dif-
ferent experience when exploring the historic site digitally. Reconstruction is
made based on collection of old images, which are taken before the revolution,
using single-based image modelling. Thereafter, the 3D model of Darul Aman
Palace is embedded into Virtual Reality (VR) environment integrated with
Head-Mounted Display device in order to improve its immersive graphic. As the
result, the reconstruction process permits a Virtual Tour that provides different
experience for its user when exploring the reconstructed palace, especially to
study the history that is almost extinct.

Keywords: Darul Aman Palace � Digital reconstruction � Virtual reality �
Virtual Tour

1 Introduction

The Darul Aman Palace in the city center of Tanjung Pura has been destroyed during
the social revolution in 1946 [1]. Nowadays, the site where the palace ever built has no
sign of ruined palace. As the palace has historical value of East Sumatera Malay, hence
the reconstruction is required to preserve the history knowledge of East Sumatera
Malay.

Based on the historical evidence, Langkat Sultanate had two palaces i.e. Darul
Aman and Darussalam. Darul Aman had unique malay architecture, and Darussalam
had mixed architecture from Mughal, European and Malay building structures as
shown in Fig. 1.

The digital research of historical relics has been developed and currently focus on
the area of archaeological studies and computer application [2]. Therefore, digital
reconstruction technique allows historians to preserve the historical site without build it
physically. It is expected that a 3D model of Darul Aman Palace combined with the
Virtual Reality, leads to a model that can provide exciting experiences to users. Virtual
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Reality allows user to feel that he or she is indeed in the ruined historic site. Past studies
regarding virtual reality have been done due to its benefit to the historians and com-
mercial industries. Scagliarini et al. had reconstructed Pompeii city destroyed by Mt.
Vesuvius eruption in AD 79 [3]. They applied techniques such as 3D modelling
technique based on stereo photo-pairs, virtual display technique based on Cave
Automatic Virtual Environment (better known by the acronym CAVE), exploration
technique based on virtual animation, and scene interaction control technique based on
Virtual Reality Modelling Language (VRML) nodes.

Bruno et al. [4] presented some guidelines for development of a VR system for
digital archaeological exhibition. The work illustrates a complete methodology to
create a virtual exhibition system based on realistic high-quality 3D model. Calabria
that built between 18th and 9th BC was the subject of his study. Using a low cost
multimedia stereoscopic system called MNEME (from the Ancient Greek ‘memory’),
which allows user to interact in easy way.

Furthermore Syahputra et al. [5] has reconstructed Darussalam Palace using
Image-Based Modelling and Game Engine as the Virtual Environment. However this
last study had not implemented Full-Immersive Virtual Reality yet. Therefore, in this
research, we use Virtual Reality (VR) environment and has been integrated with
Head-Mounted Display device in order to improve its immersive graphic.

2 Methodology

The methodology of this study consists of several phases, i.e. data collecting, 3D
modelling and virtual reality environment. It is shown in the Fig. 2.

2.1 Data Collection

The first stage in this research is data collection. In this study, we use three types of
data, i.e. photos of palace that include architectural from both exterior and interior,
information from sultanate family and field observation.

Images collection can determine the layout of the palace to be designed in 3D
modelling. In Fig. 3, it can be seen some photos that have been made as references in
order to make the 3D model of the palace.

(a) (b)

Fig. 1. Darul Aman (a) and Darussalam Palace (b)

270 M.F. Syahputra et al.



The result of data collection is shown in Table 1.

Fig. 2. Methodology

(a)

(b) (c)

Fig. 3. The photos of palace from perspective

Table 1. Data source

No. Data source Photo found
1. The Koninklijk Instituut voor Taal-, Land- en Volkenkunde 103
2. The Tropenmuseum (Museum of the Tropics) 64
3. The ETH-Bibliothek 8
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KITLV is a research institution which focuses on acquiring and collecting data
from the time of Netherlands invasion in Indonesia which is around 1851. This
institution has data’s such as journals, articles and photos which is open data that can
be accessed by everyone, we found 103 photos related to Sultanate Langkat from this
source. Our second data source is taken from The Tropenmuseum run by Royal
Tropical Institute. Tropenmuseum is focused on collecting object related to Netherland
invasion’s land such as Indonesia and others, from this source we can get 64 photos.
The last source is The ETH-Bibliothek, a public library focused on culture, science and
engineering. From this source we collect 8 photos.

The photos that had been collected are the exterior photos of the palace, while
interior photos and information’s is really hard to be acquired. Below is the photos of
Sultanate palace from aerial perspective, its current position of the palace in the area of
Tanjung Pura City, and it can also be observed in Langkat regional mapped drew by the
Netherlands. It is shown in Fig. 4.

The information acquired from sultanate’s family consist of photos and stories from
their ancestors. Current sultan’s father (here they call him as “Raja Muda”) is the last
generation that entered the palace, at his father’s time the social revolution is happen,
resulting the destruction of Darul Aman palace. We can reach informations directly
from Raja Muda, the information’s regarding the history of Darul Aman palace, and we
also get the old photos from the sultanate’s family. In addition, other data sources are
obtained from field observations and by interviewing the sultanate family. From field
observations, we acquire the spacious of Darul Aman Palace complex and some left-
over debris as shown in Fig. 5.

2.2 3D Modelling

The available information is limited therefore it is quite difficult to determine the
layout, size and spacious of the palace accurately. In determining the size of the palace,
the calculation is based on estimates of the scale and the actual size of an object in the
photo of palace. The method used in this 3D modeling process is image-based

Fig. 4. Map of Tanjung
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modeling (IBM) using Blender 3D modeling software version 2.76 and using a cal-
culation based on photo. This has been shown in Fig. 6.

Denoted x is as the height of people who were given a blue box in the image, and y
is as building height 1st floor by the green box on the image. Then, the scale com-
parison between x and y obtained from image processing software with value of 1:2,35.
According to the used scale, then y = 2,35x. The height of person in the photo is
assumed 170 cm, therefore one can obtains the value of y as below.

(a) (b)

Fig. 5. Some of debris of Darul Aman Palace beside people housing.

Fig. 6. Palace size calculation process

Digital Reconstruction of Darul Aman Palace Based on Images 273



y ¼ 2; 35 xð Þ ¼ 2; 35 170ð Þ ¼ 399; 5 cm

From the calculation above, one can obtain the high of palace for each floor with
value of 399,5 cm or rounded up to 4 m high. Utilising the floor height then one can
easily calculate other parts of the palace based on the photos. As a result this approach
can generate a full layout design of the palace. From layout design of the palace, the 3D
model can be produced as shown in Fig. 7.

There are three basic primitives or fundamental ways to create a 3D shape: points,
curves, and polygons. Points are the simplest primitive; a 3D shape can be composed of
a large amount of points to cover the whole 3D surface, where each point can be
represented by a 3D vertex. A more practical and compact way of representing 3D
shapes is using curves, which can be approximated by lines or points. Curves are used
to describe complex 3D surfaces [6].

In this research several techniques were used for 3D modelling:

1. Polygonal Modelling

Fig. 7. Darul Aman Palace in 3D model form
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Polygonal Modelling is the most common 3D modelling technique. A model
defines as polygon called mesh. Polygon have size, shape and position so that the
polygon forming surface [7]. The advantage of polygonal modelling is simple process
on computer for display and manipulate the object. Flexible shape and has a resolution
mesh which vary according to application. Polygonal modeling is used to generate low
poly objects with low resolution.

2. NURBS Modelling

NURBS (Non-Uniform Rational B-Splines) is 3D modelling technique using
curves. NURBS has became standard in 3D modelling object especially, to create
objects with curved shapes that have a high level of complexity. This technique is
different than the Polygonal.

In NURBS, an object consisting curves. Transformation curves will effect the shape
of the object. NURBS is the most popular method because NURBS curve can be
formed only by three point. NURBS have control point (CV) make it easier to control
the curves. One point of CV can control one area [8].

As the process in measuring the size of the palace is based on assumption of old
photos, then the design of the palace can be build. Most of the palace’s photos are
exterior photos, thus in order to do interior modelling of the palace, we took the model
from other related palaces which still connected to Darul Aman Palace, such as Deli
Sultanate Palace and Siak Sultanate Palace.

2.3 3D Model Enhancement

In the 3D modelling of an object, counting vertices and face on the object is not an
efficient method as accurate modelling requires plenty of vertices to produce a smooth
surface. However vertices reduction is useful for rendering process, making the object
become low poly and simplify the UV mapping on the object.

This is not usually used on meshes which have been created by modeling carefully
and economically where all vertices and faces are necessary to correctly define the
shape. But if the mesh is the result of complex modeling, sculpting or applied sub-
surface modifiers, the Decimate modifier can be used to reduce the polygon count for a
performance increase, or simply remove unnecessary vertices and edges.

The Decimate modifier is a quick and easy way of reducing the polygon count of a
mesh. However, using modifier decimate will change face position.

2.4 Materializing and Texturing

3D model of the palace should be given appropriate materials and textures. The
common material at that time was metal, stone, wood and roof. Material contains
parameters to determine how light interacts with the surface of the model, so the
material is able to provide the level of staining that has quite good gradation and can be
arranged as desired. The results from the addition of material can be seen in Fig. 8.
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Virtual reality is running on a real-time rendering so it requires texture to give a real
impression of the model we want to built. Texture which contains bitmap data is added
to the material. In other words, the provision will only change the surface texture of a
model without being affected by light as if the paint attached to the object. The feature
that we can use here to improve the texture quality is using UV mapping. With UV
mapping, we can tell the software to place textures at an exact location. When we create
a UV map, the computer has all the instructions to place the textures where the artist
wants on a face.

UV texturing permits polygons that make up a 3D object to be painted with color
from an image. The image is called a UV texture map, but it’s just an ordinary image
[9]. The UV mapping process involves assigning pixels in the image to surface
mappings on the polygon [10]. UV is the alternative to XY. It only maps into a texture
space rather than into the geometric space of the object. However the rendering
computation using the UV texture coordinates can determine the painting process of the
three-dimensional surfaces.

In a few decades, innovations in rendering and texture mapping techniques may
generate realistic images such as height mapping, bump mapping, normal mapping and
displacement mapping. In this study, the mapping technique used is the normal
mapping.

Normal mapping is a technique used for faking the lighting of bumps and dents. It
is used to add details without using more polygons. A common use of this technique is
to greatly enhance the appearance and details of a low poly model. Low poly object has
a few vertex. In Fig. 9, we can see the result of texturing process into the models that
have been added to the previous material.

Fig. 8. Materialized 3D model

Fig. 9. Texturized 3D model
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2.5 Virtual Reality Environment

Virtual environment is built to support 3D objects that has been established earlier.
When first developing virtual reality, modeling process until virtual environment is
built using a VRML (virtual reality modeling language) which is quite native. However
in this time, there are many development methods of VR to do, one of them using the
game engine (GE) platform application development.

The virtual environment is a holistic entity of the landscape that has been designed
as desired. The landscape itself is made using the existing terrain features on Unity3D
and refers to the map of Tanjung Pura as in Fig. 10a. The results of the modeling of
virtual environments can be seen in Fig. 10b adapted with data from field observations.

3D object that was made before then applied with terrain of the palace as shown in
Fig. 11.

3 Result and Discussion

Fundamentally, Virtual Tour for non-immersive mode and full-immersive mode are not
different, but only have a little different in player that is used. The visible effect to the
user only bias on sight, where OVR Player for HMD device adjusts the display settings
to make the display more comfortable to be seen by user. Virtual Tour display can be
seen in Fig. 12.

(a) (b)

Fig. 10. Tanjung Pura Terrain

Fig. 11. Terrain of the palace
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As for the interior parts of the palace with minimal reference were taken from the
combination of Malay palace in Eastern Sumatra region, as shown in Fig. 13.

4 Conclusion

Based on the previous discussion and evaluation, it can be concluded as follows:

1. The application has been demonstrated to be able to represent Darul Aman Palace in
digital reconstruction. The result of the reconstruction process follows the stages of
3D modeling based on Precision Match and Qualitative Test methods

2. An application of Virtual Tour provide a different experience for its users, espe-
cially in the study of history. However, the application requires hardware with high
specifications, especially memory and graphic cards in order to get maximum
experience.

(a) (b)

(c) (d)

Fig. 12. Photo and its 3D model result

(a)     (b) 

Fig. 13. Interior of Darul Aman Palace
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3. Limited resources of informations and datas of Darul Aman Palace makes the
researchers quite difficult in modelling the palace, so the accuracy of objects created
were less than optimal, especially in term of the palace’s interior.

4. The level of emissivity on applications built in presenting the virtual reality
experience is quite limited. Complex aspects of engineering and high specifications
of hardware are needed in order to create a virtual world with optimal immersive
graphic (closer to reality).
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Abstract. This paper describes the design and implementation of an augmented
reality (AR) guide for religious museum. The aim of this study is to provide to
the museums a new guide tool that allows the users to understand the complex
meanings of the religious artwork in an intuitive and user-friendly way. The tool
has also the intent to facilitate the born of an intercultural dialogue between
visitors with different backgrounds and creeds. In our design, the artworks are
used as natural markers, using the camera of a portable device (smartphone or
tablet), the system recognizes the artwork and superimposes it multimedia
materials, 3D models and interactive/sharing sections. The App will run on the
user’s device, reducing the hardware-related costs. Moreover, the guide remains
available, for the users, even after the visit is finished and can be used outside
the museum by framing the museum’s book.

Keywords: Augmented reality � Virtual reality � Computer vision �
Man-machine interaction � Multimedia � Museums

1 Introduction

The evolution of the web from phase 1.0 to phase 2.0 has generated a new kind of
users, called 2.0, with different needs respect to the “normal users”. The new users are
not simply information consumer, they want to create, communicate, collaborate and
share contents in a simple and interactive way. The launch on the market of new
devices (smartphone and tablet) and technologies (ADSL, Wi-Fi, 3G, LTE), capable to
reduce the geographical distance, the economic and social differences, as well as the
release of platform to create digital and virtual contents allows the content’s developer
to satisfy the needs of the users 2.0 [1].

With the help of the Augmented reality (AR) technology (e.g. adding computer
vision and object recognition), the information about the surrounding real world of the
user becomes interactive and digitally modifiable. Artificial information about the
environment and its objects can be overlaid on the real world [2, 3]. The superimposed
objects provide to the user the way to interact with the artworks. In this way, the users
have control on issues that they want to deepen moving the experience from a uni-
directional flow of information to a customized experience.

Similarly the cultural sector, in particular the museums, is considering different
possibilities for using these new resources to transform the visitor experience from a
contemplative fruition to an interactive and contributory visit (ParticipatoryMuseum) [4].
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The religious museum, in this years characterized by globalization and migration,
has to face with the challenge to explain, by the use of their collections, religious faith
and practice to people with different background and creeds [5]. Enabling an intercul-
tural dialogue seems to be the way to deal with discussion of religion, among religions
and through religion. To facilitate intercultural dialogue is necessary to help foreigners’
visitors to understand the meaning of the artworks like actors, gestures, objects and faith
so that they can make a comparison with their creed and background. The use of
multimedia contents can improve the understanding of the museum’s collection and
engage the visitors in going in depth respect to the artwork they are looking at.

By using AR is possible to transform the linear model of a museum visit into a
customized activity with multiple pathways for the visitor to experience contents,
religious museums can provide new paradigm of interactions and can establish and
support an intercultural dialogues.

The use of the social network like Twitter, Facebook or similar, inside the appli-
cation, and the development of an in-depth section linking artifacts with similar
meanings, but coming from different religions, will favorite the born of a virtual place
where users can exchange opinions and let comments about their museum visit
enabling an intercultural dialogue [6].

The aim of this work is to describe the development of an AR interactive guide
system for religious artworks with the intent to generate an intercultural dialogue.

2 Related Works

Ronald Azuma published the first survey on AR in 1997 [7] describing the charac-
teristics of AR systems and its limits. In 1999, with the release of ARtoolKit to the
open source community, the AR has become available and usable on any OS platform
and has begun to spread outside the scientific community. In the recent years three
main aspects have favored the growth and diffusion of AR applications on the market:

1. The born and development of portable devices (tablet and smartphone) with high
computational performance, low encumbrance and high camera resolution.

2. The step forward done by the computer vision technique in the object tracking field
in terms of performance [8]

3. The release on the market of multi-platform engine like Unity3D, Aurasma and
Wikitude [9–11] for the software and content development and visualization.

Computer vision offers different techniques for object tracking: positioning, marker and
markerless [12]. Figure 1 shows the use of the positioning technique for AR tours at
archaeological sites: by retrieving the user position and orientation by GPS and
compass, the application superimpose an augmented 3D temple to live video on the
display [13]. This solution is suitable for outdoor AR application. Figure 2a shows an
AR experiment called Variable Museum [14]. It uses a marker based augmented reality
system to add virtual pieces to the empty gallery space. Another example of marker
based AR environment is the Museum of Stolen Art (MoSA) (Fig. 2b) in Hertogen-
bosh (NL): “The exhibition emphasizes the feeling of loss by showing empty canvases
in frames, which only come to life when visitors look at them through their smartphone
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or tablet” [15]. In both the examples, the use of the markers do not modify the outfit of
the exhibition because the markers are the exhibition. In many other cases this kind of
markers are discouraged because can alter the work done by fitters.

The markerless technique tracks objects in reality without special marker. In these
cases, object tracking depends on natural features. The object tracking is obtained using
pre-existing image as the target to be detected to display the virtual objects [16]. In
Fig. 3 is shown an example of AR markerless system to add multimedia information to
artworks or fossil record made for the American Museum of natural History by Ori

Fig. 1. Positioning technique for augmented reality application for tours at archaeological sites
and subsequent augmented 3D temple reconstruction.

Fig. 2. Markers based augmented reality art installation: (a) variable museum, (b) museum of
stolen Art.

Fig. 3. Markerless augmented reality demo for American Museum of natural history.
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Inbar and Snowball VFX. The dinosaur skeleton is used as natural marker and once it is
framed the multimedia content are added to the user’s device.

The choice of the computer vision technique is context depending. A wrong choice,
about the computer vision technique, can negatively influence both the perception of
the exhibition and the interaction between the users and the application. Moreover, the
multimedia content and the interaction mode play an important role for a good user’s
experience. Therefore, in this work, it has been paid particular attention to the choice of
the computer vision technique and on the choice of the multimedia and the interaction
with them.

3 Case Study

The application has been developed for the Museo Diocesano of Milan1, inside the
MeLa project2. The artworks chosen by the museum to be augmented inside the
application was five paintings describing miracles, more or less known, related to the
sacrament of the Eucharist, located in the Hall of the Arch of SS. Sacramento. The
choice of these painting has been driven by the nature of their contents rich of sacred
instruments useful to create links with the other rooms of the museum where are
exposed sacred jewels, chalices and other objects used during the religious rituals. Each
painting is full of different meanings provided by the use of religious symbols, people
and gestures. They are barely clear or invisible for the most of the people.

By using AR the App can highlight with a graphic sign the hidden aspects pro-
viding to the user the tools to understand the paintings and generate curiosity about the
ritual and, if possible, comparison with his/her religion. Moreover the app will collect
and share the user’s comments so to create a sort of social network where exchange
idea and comments between the users with the intent to enhance the intercultural
dialogue.

Figure 4 shows the architecture of the application and the user’s interaction with it
after the AR recognition of the painting.

4 Design and Implementation

The chapter describes the system’s architecture and its implementation. The app has
been designed taking into account different aspects:

• Costs of the hardware: in order to minimize the costs adoption, the application will
run on user’s device avoiding the purchasing cost to be charged to the museum. The
solution developed will be scalable depending on the device performance.

• User friendliness: the system needs to be easy and intuitive to use, with simple
interface, short instructions and natural gesture for the interaction.

1 http://www.museodiocesano.it/.
2 MeLa* European Museums in an age of migrations is a four-year Research Project funded by the
European Commission (FP7).
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• Multimedia content: describing religious contents is a complex task. By using
videos the App can easily shows the meaning of the ritual expressed on the canvas
highlighting and explaining some specific aspects of the painting. Images and texts
provide both artistic and historical information of the elements represented and
intercultural links with the museum’s artworks. By zooming, moving, or rotating
3D models provide the user the chance to explore objects that are not inside the
museum.

• Low visual impact in the real exhibition: critical aspects for the introduction of new
technologies inside the museums is the visual impact they could have on the out-
fitting. The use of natural markers for the objects tracking reset to zero the visual
impact.

The App has been developed using Unity3D and Vuforia. Unity3D is a game
engine multi-platform that provides a set of tools to create adaptable user interface,
import and visualize 3D models and multimedia.

Vuforia is a computer vision library developed by Qualcomm. The library can be
easily integrated in Unity3D and provides the methods to generate the AR contents. By
using Vuforia, Unity3D can associate the augmented contents (3D models, video, text
and interactive sections) to natural markers, which in our case are represented by
canvas/paintings.

The contents are stored in a local XML database. Editing the XML, the content’s
creator, can add or remove images and texts, enable or disable interactive sections and
add new markers. Each natural marker is associated with specific contents that become
visible to the users when a natural marker in the real world is framed by the device’s
camera. The users can interact with the augmented contents by touch and gestures. This
is a description of how the App worked: after a registration phase, which allows to
identify the user in the comment’s section, a screen appears explaining how to use the
App (Fig. 5).

Fig. 4. Architecture of the contents and usage flow
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Clicking on the “Start” button enables the recognition of the painting. Framing the
paintings, the user can access at two different AR content’s categories: Watch and
Listen and Active Areas (Fig. 6).

In the Watch and Listen section, a video explaining the meaning of the paintings is
shown to the users (Fig. 7). The actors, gestures and objects used to describe the

Fig. 5. Sign in and instructions steps needed to access to AR contents

Fig. 6. When a marker is recognized two section are shown to the users: watch and listen and
active areas
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sacrament of the Eucharist are highlighted with the intent to facilitate the visitor’s
comprehension during the audio listening.

The format of the videos is mp4 and they are embedded in the app. Each video have
the same aspect ratio of the painting, depending on the device it will be superimposed
to the real pictures or will played in full screen.

In the Active Areas (Fig. 8), the users will find the same objects, gestures and
actors highlighted in the Watch and Listen section.

The Active Areas allows the user to deepen the contents of the paintings by using
an interactive graphical user interface (GUI). A pop menu and a toolbar composes the
GUI. The pop menu is positioned at the bottom of the screen while the toolbar at the
right of the screen. Three buttons representing the elements that the user can inspect of
the paintings (actors, gestures and objects), compose the toolbar. The active element of
the toolbar enables the application to superimpose a set of virtual buttons to the real
painting. The virtual buttons are positioned in correspondence of the elements with
additional content (Fig. 6 on the right). Touching a virtual button, the users access the
screen with the description concerning the selected object. Depending on the selection
made, different choices are available on the pop menu: in-depth, museum’s objects,
intercultural link, 3D models and comments.

• The museum’s objects: describes the objects and suggests to the users where they
can find objects similar inside the museum.

• The intercultural link: shows how this objects or rituals are used in different reli-
gious context given that the meaning of rituals or sacred objects represented in the
painting maybe hard to understand for people with different backgrounds and/or
beliefs.

• 3D models: this selection is active only when the museum’s objects section cannot
gives a link to a museum’s room because the object is not present in the museum’s
collection. By this selection, the application loads and shows on the screen a 3D
model of the objects. Using gestures, the user can inspect the 3D model.

• Comments: this is the only section always available in the pop menu. It acts as a
collector of information where user can exchange impressions and opinions about

Fig. 7. The video explains the sacrament of the Eucharist portrayed in the painting highlighting
the objects, gestures and actors that distinguish it.
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the application and the content provided, with the intent of enabling an intercultural
dialogue. The information collected will be used to enrich the contents of the
various sections and improve the application.

The data storage of the personal data and user contributions is based on a MySQL
database located on a web server. The software module for the data exchange between
the application and the database has been developed using the scripting language PHP.

5 Conclusion and Further Development

One of the main goal of this project is to have the application running on the user’s
device. Since the market offers many different devices with different processors, OS,
screen resolution and dimension the application has been tested on four different device
with different characteristics.

Fig. 8. Active area section: content’s architecture
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Three of the mobile devices used with the AR mobile application were
Android-based:

1. Tablet 7-in. screen, with a resolution of 1024 × 600 pixels, OS Android 4.0.3 Ice
Cream Sandwich and rear camera with a resolution of 3.2 MPx.

2. Tablet 10-in. screen, with a resolution of 1280 × 800 pixels, OS Android 4.0.3 Ice
Cream Sandwich and rear camera with a resolution of 3.2 MPx.

3. Smartphone 5.5-in. screen with a resolution of 1440 × 2560 pixels, OS Android 4.4
KitKat and rear camera with a resolution of 13 MPx and optical stabilizer.

The app has been tested also on an iPhone 4 s with 3.5-in. display size, resolution
640 × 960 pixels, iOS 5.0 and rear camera 8 MP.

The application has shown to be scalable, all the devices shown the AR contents
with the proper proportions. The different OS have not generated runtime error. As
easily predictable, better rear cameras and high screen resolutions offered a best
visualization and the highest performing processors made the application usage more
fluid. An interaction problem has been notice with the 3.5-in. display size because of
the smaller size of the virtual buttons.

Another aspect to be taken into account to have the application running on the
user’s device is the installation of the App on the device. When the application will be
adopted by the museums, it will be put on the PlayStore or AppleStore. Unfortunately,
the.apk or IPA is 92 MB, because all the contents (video, 3D models, images and texts)
are embedded in the application; therefore, not all the user would be available to
download the App because of the excessive consumption of their internet traffic.

The next release of the application will use the cloud to store and share the contents.
In this way, the users will download only the contents of their interest reducing the
internet traffic consumption. The adoption by the museums of an efficient and free
Wi-Fi can improve the use of this application.

Fig. 9. Sequence showing how the application works.
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As expected, the choice of natural markers for object tracking allows the user to use
the application also outside the museum; by framing the pictures of a painting (Fig. 6),
on any kind of support such as the museum’s book or a web image, the augmented
contents will become available and usable (Fig. 9).

The papers has described the design and implementation of an AR guidance for
religious museum, running on mobile devices, and the improvements expected in order
to help its adoption by the museums.
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Abstract. Interacting with 3D contents is a challenging task and the
implementation of natural and effective interfaces is usually demanded
to computer programmers. On the other hand, exhibit designers would
greatly take advantage of graphic tools able to completely hide techni-
cal details and code programming. This paper presents a graphic edi-
tor where interface designers can intuitively link objects, gestures and
actions together, without needing computer science skills. Tests show
the advantages of the proposed solution both for experts and beginners;
moreover, a real example concerning the exhibit of the digital Nefertiti’s
bust within a holographic case controlled by hand gestures has been
implemented.

Keywords: Interactive displays · Interactive exhibits · Museum
visitors · Visitor engagement

1 Introduction

Computer graphics, virtual and augmented reality and, more in general, digi-
tal contents are massively used to enhance the user experience in exhibitions.
For instance, museums often take advantage of digital technologies to provide
visitors 3D reconstructions and background information. Static contents have
been soon replaced by interactive solutions, which allow users to inspect and
better understand displayed data. On the other hand, interactive contents need
more sophisticated and natural interfaces. Interaction is always a complex task
and Natural User Interfaces (NUIs) allow also non-expert users to immediately
benefit of new interaction paradigms.

The widespread of affordable touch and touch-less devices provide researchers
new stimuli to design more intuitive and natural interfaces. Digital contents
can be easily controlled by voice, hand/body gestures and gaze. Unfortunately,
establishing the relationship between content behavior and interface is still a
challenging task, which can be performed only by technicians. Let us assume for
instance to reconstruct, by a 3D scanner, a CAD model of an ancient artifact;
c© Springer International Publishing Switzerland 2016
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the reconstruction can be displayed by a stereoscopic or holographic display and
we want to link a hand gesture with the rotation of the model. This task can
be accomplished only by a computer programmer, whereas this activity should
be performed preferably by exhibit designers. To tackle this challenge, a graphic
editor able to provide an intuitive environment to associate hand gestures/poses
to interactive digital contents actions, thus defining the interface logic, is pro-
posed. Actions and events can be linked together without writing code. The
Leap Motion has been used as input device, a holographic case as display and
the Blender’ Game Engine as the real-time interaction environment. Results
clearly show benefits of the editor as non-expert people are now able to develop
their own interfaces and programmers can considerably reduce implementation
times.

The paper is organized as follows: Sect. 2 presents the state of the art, whereas
Sect. 3 describes the editor and some quantitative results. Section 4 shows how
the proposed solution can be used to implement the interactive NUI used to
control the digital Nefertiti’s bust within a holographic case.

2 Background

Computer graphics, virtual and augmented reality, holographic displays and so
on have been proved to enhance the user experience in exhibition [1], which is
also deeply related to interaction capabilities exhibit systems can provide [2].
The Exhibition Design [3] is the discipline in charge to create communicative
environments in 3D spaces and it is deeply based on new technologies, thus
taking also advantage of new and natural interaction forms. The MAV (Museo
Archeologico Virtuale, Italy, which presents details of Herculaneum and Pompeii
before the eruption of the Vesuvius 79 AD), the Llandudno Museum (Wales,
where a prehistoric artifact is shown by a hologram), the Museum Lab (France,
born by a collaboration between the Louvre museum and the Dai Nippon Print-
ing, presented several installations based on tangible user interfaces, projections,
gestural interfaces and so on to enable visitors to interact with digital con-
tents), The Torino’s Egyptian Museum, Italy (the augmented reality is used to
enhance the user experience and the interaction with contents) and the Museum
of Libya (where the Touchwindow technology, a thin interactive foils able to
turn any glass surface into a touch screen, is used to interact with projections)
are just a few examples of exhibition design by advanced digital technologies.
The way we interact with computers, and more in general with interactive sys-
tems, is a complex and wide research area, usually labeled as Human Computer
Interaction (HCI); it involves both technical areas (e.g. computer programming,
operating systems, computer graphics) as well as social and human disciplines
(e.g. cognitive sciences, ergonomics, psychology). Recent technological advances
helped researchers and scientists to think new interaction paradigms [4]; when
the screen-keyboard-mouse paradigm is scarcely usable (e.g. for exhibit) several
alternative interfaces have been proposed. Analyzing interfaces for exhibit from
the “input point of view”, it is noticeable as almost all modes have been used.
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Of course, the choice of the interface is strongly dependent on the target hard-
ware. For instance, mobile devices such as smartphones and tablets can be used
to guide users in a virtual tour of museums [5]. Furthermore, information can
be easily shared, thus allowing visitors, digital contents and museums to be part
of a sort of community. Visitors are used to use personal devices, therefore a
training phase is not necessary and the interaction is immediate and intuitive.
Touch-based interfaces are one of the most widespread solutions, even if it is not
always natural to interact with 3D contents using a 2D input space [2]. Touch-
less interfaces can overcome the above mentioned constraint, thus expanding
user interaction; gestures and poses can be now tracked by affordable devices:
the Microsoft Kinect is used in [6], whereas the Leap Motion is used in [7]. Speech
is one of the most intuitive way to input a command and it is diffusely used to
design 3D user interfaces [8]; although speech-based interfaces can be affected
by robustness problems in very noisy environments, tour assistants are some-
times used to support visitors by providing the so called Question-Answer (QA)
modality [9]. Based on the premise that prolonged visual fixation is an indication
of a viewer’s interest, a gaze tracking-based interface has been proposed in [10]
to support visitors in artwork exploration.

The same analysis from “the output/display point of view” reveals as mobile
devices [11] provide an affordable and immediate solution, but they often require
users to download and install an app, thus needing a network connection. Dis-
plays, large screens and kiosks assume a key role when images, text and videos
have to be presented [12,13]. Augmented reality technologies are often used to
overlap computer generated assets to real artifacts [14,15]. On the other hand,
stereo displays, holograms and augmented holograms are the dominant solutions
when 3D contents have to be displayed [16,17]. The user experience is greatly
enhanced when interaction is added to 3D contents [18], but a key issues to
be tackled [19]: the reduction of costs and times needed to develop interactive
contents. A possible solution has been presented in [20], where the Dart pro-
gramming language [21] is used to quickly integrate the Leap Motion and a
touch screen in the user interface.

From the point of view of the real-time visualization engine, the BGE has
been already used by other cultural heritage applications such as [22,23]. The
BGE proved to be a flexible and intuitive solution for developing real-time cul-
tural heritage applications and with respect other solutions such as X3DOM and
OSG3WEB allows users to create interactive 3D worlds without any program-
ming skills [24].

The approach proposed in this paper extends BGE’s features and, always
using a paradigm based on graphic bricks, the proposed solution allows users
to link together gestures, actions and objects into a graphic environment, thus
enabling non-expert people to create the logic of their own interfaces.

3 The Editor

The proposed editor aims to minimize the workload due to the inclusion of
new interaction devices in the design of interactive interface. Without loss of
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generality, the Leap Motion controller has been selected as input device, but the
same methodology described in this Section could be extended to other sensors.
Interactive contents are displayed by holograms; the selected holographic case is
based on the well-known Pepper’s ghost effect to display images rendered into
different viewports of a “hidden” monitor. A glass shaped like a pyramid (each
face is bended of 45◦ with respect to a projecting monitor) provides users the
illusion of (possibly 3D) objects floating within the case. A Leap Motion has been
placed in front of the glass pyramid (see Fig. 6) to allow a user to interact with
projected contents. The developed application has been named Leap Embedder.
The relationship between objects/scenes and action is the interface logic. The
Blender Game Engine (BGE) has been selected as real-time environment to
run interactive applications. The BGE allows users to define the logic of an
interactive application by an editor (the Logic Editor) [25] where three basic
elements can be linked together: sensors, controllers and actuators. Objects can
exchange messages and modify property values, which act as local variables.
Even if this approach considerably simplifies the logic definition with respect a
direct code writing, a non-expert user is not able to cope with the complexity of
a real application logic.

The Leap Embedder provides interface designers a graphic editor where four
type of nodes can be inserted and linked together:

– object nodes: each element can be an object node, therefore meshes can be
object nodes as well as lights, cameras and so on. Object nodes can be related
to an user interaction. A special object node (global object) also exists; it is
used to add behaviors to be implemented in each level of the application (e.g. a
gesture to be used to return at the start scene), as well as an object can be
designed as pointer (e.g. a virtual hand);

– gesture nodes: represents different “gestural patterns” usable to interact with
objects such as circle, swipe, key tap, and so on. Some gesture nodes can be
further characterized; for instance, the clockwise or counterclockwise rotation
can be selected for the gesture circle. A Python script running in BGE reads
JASON-formatted messages from the websocket server of the Leap Motion.
The script parses and processes JASON messages in order to identify hand
gestures/poses; when a gesture/pose is recognized, a message corresponding
the gesture/pose is posted in the BGE message pipeline;

– actuators nodes: this kind of node maps directly onto BGE’s actuators (e.g.
motion, action, visibility, sound, property, message, scene etc.);

– wait for nodes: this kind of node allows an object to wait for an event triggered
by another object; an event can be a message sent either from another object
or from the script mentioned above.

The Leap Embedder starts loading a library where all assets (objects, anima-
tions, sounds, videos, lights, and on) are available; we use Blender also as model-
ing and animation tool. Asset generation does not need any programming skill.
An interface designer can now organize the interface in levels/scenes (a level
must be designated as the “start scene”) by selecting elements from the whole
list of assets to be considered for each level. An asset can be selected for an
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Fig. 1. The scene considered for tests. A part of the application logic in the BGE’s
Logic Editor is displayed at the bottom.

arbitrary number of levels; when levels have been defined, the user can set the
interaction both for each object and level transitions. When the interface logic
has been completed, the editor exports a XML file describing assets, interactions
and level transitions. The XML is loaded in Blender by an ad-hoc add-on, which
automatically loads the XML and translates it in an implementation by sensors,
controllers and actuators for the BGE (see bottom part of Fig. 1). In order to test
the proposed editor, a very simple application has been considered (see Fig. 1).
There are six objects: two small cubes, a torus, a bigger cube, a sphere and a
monkey head (Suzanne). People selected for tests were asked for designing an
interactive application fulfilling the following requirements:

1. scene 1 (the start scene): a tap gesture over Suzanne has to trigger a level
transition toward the scene 2;

2. scene 2: a tap gesture over the biggest cube has to trigger a level transition
toward the scene 0;

3. a circle gesture has to trigger a return to the start scene independently of the
current level;

4. scene 1: a tap over the torus has to trigger a Suzanne’s animation (an available
asset) named SuzanneAction, which is 60 frames long;

5. a swipe toward right over the sphere has to trigger a sound (another available
asset);

6. users are also asked for designating the smallest cube as the pointer object.

Figure 2 shows how three different levels/scenes can be created by using the edi-
tor. Some objects (e.g. the object sphere) appear in every level, whereas Suzanne
appears only in the initial scene.
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Fig. 2. Three levels/scenes have to be generated.

Fig. 3. The behavior of the object Suzanne is depicted.

Figure 3 shows blocks needed to implement the logic for the object node
Suzanne. The object is connected to a wait for node and when receives a message
StartAction the pre-recorded animation SuzanneAction is played for 60 frames.
Moreover, Suzanne is sensitive to the pointer object; when it is over Suzanne
and a tap gesture is detected a level transition toward Scene 2 is triggered.
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Fig. 4. Average completion times in minutes for the three user categories with respect
the reference. Numbers over the bars indicate standard deviations, whereas the number
of users for category is between brackets. (Color figure online)

It is important to outline how the direct implementation in the Logic Editor of
this last feature needs an ad-hoc sensor to detect the position of the cursor with
respect objects. The implementation of the application directly in the Blender
Logic Editor needs 85 elements (31 sensors, 29 controllers and 25 actuators); on
the other hand, 10 nodes are necessary by using the proposed Leap Embedder
editor. Three different user categories have been selected for tests by an inter-
view. Users without, or with a poor, previous knowledge of Blender have been
classified beginner (7 people), users with good skills in modeling and animating
with Blender have been categorized intermediate (5 people) and people with also
a prior knowledge of the BGE were assigned to the expert category (4 people).
A developer of the proposed editor was the reference.

Each tester has been individually trained to use both of the Leap Embedder
editor and the BGE’s logic editor; 15 min have been devoted for each editor,
basically to explain usage philosophy (expert testers have been trained only in
the proposed editor). Figure 4 shows obtained results: the graph lists times in
minutes needed to implement (without errors) the interface logic. Red bars refer
to interfaces obtained by directly working in the Logic Editor, whereas blue bars
denote average times obtained by using the proposed editor. Numbers over the
bars represent standard deviations.

Beginner and intermediate testers are not able to complete the task without
the proposed editor. These two user categories represent non-experts (such as
exhibit designers), which are enabled by our solution to create their own inter-
active contents.
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4 A Real Example

A real example has been also implemented; it concerns the exhibit of an Egyptian
artifacts: the bust of the Queen Nefertiti wife of the Pharaoh Akhenaten (the
real object has been exhibiting at the Berlin’s Neues Museum since 2009).

The project is organized in different scenes/levels presented by a holographic
case enabling content interaction by a Leap Motion controller:

1. the start (default) scene: it presents users gestures to be performed in order
to activate a set of functionalities (see Fig. 5): pointing, selection, next text
page, previous text page and back to the section menu. The section menu is
presented by selecting the start “button”;

2. the menu scene: it allows the user to select among three different
scenes/sections;

3. scene 1: it shows the 3D bust of the Queen Nefertiti rotating. In this section
it is possible to select four sub-sections focusing on some details (see Fig. 6):
the collar, the eyes, the mouth and the head covering;

4. scene 2: it presents the story of the artifact by a certain number of textual
information organized by consecutive pages (a text page is modeled as a
textured plane);

5. scene 3: it shows a video of the real artifact (a video is an animated texture
mapped onto a plane).

Fig. 5. The default scene: possible gestures are depicted.
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Fig. 6. Scene 1 is shown: four options can be selected to learn more about four details
of the Queen Nefertiti’s bust.

Fig. 7. A part of the logic automatically implemented by the Blender add-on related
to the pointer object.

Each object/scene has been related to an action activated by a well define ges-
ture; for instance, the circle gesture brings back to the default scene or an object
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selection triggers an animation activated by an ad-hoc message sent in the BGE.
Figure 7 shows a part of the logic automatically implemented by the Blender add-
on related to the pointer object, where received and sent messages are clearly
visible.

5 Conclusion

The widespread of new affordable devices able to support natural interactions
opens new and intriguing scenarios. The exhibition design is a discipline that
can take a lot of advantage of more intuitive and robust interfaces. On the other
hand, if new devices aim to provide end users friendliness and usability, expert
software developers have to be involved in the implementation of interactive dig-
ital content. The proposed work overcomes this constraint, thus allowing non-
expert people to easily embed interaction devices (such as the Leap Motion) in
the design interface process. People without any prior knowledge in code writing
can relate objects and scenes to actions activated by gestures. In the considered
scenario, a hologram is controlled by hand gestures in order to navigate multi-
media contents. The choice of the Leap Motion as an interaction/input device is
not limitative and other devices such as the Microsoft Kinect could be integrated
in the proposed graphic editor. In other words, by a user-friendly environment
users can link elements of a scene to functionalities offered by an interaction
device in order to activate a well-defined behavior. Of course, people interested
in using the proposed solution have to be able to model and animate 3D assets,
but these are skills usually well known to designers.
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Abstract. This paper presents a user study on touch interaction with
hand-held Video See-through Augmented Reality (V-AR). In particular,
the commonly used Device Perspective Rendering (DPR) is compared
with User Perspective Rendering (UPR) with respect to both perfor-
mance and user experience and preferences. We present two user study
tests designed to mimic the tasks that are used in various AR applica-
tions.

Looking for an object and selecting when it’s found, is one of the most
used tasks in AR software. Our first test focuses on comparing UPR and
DPR in a simple find and selection task. Manipulating the pose of a
virtual object is another commonly used task in AR. The second test
focuses on multi-touch interaction for 6 DoF object pose manipulation
through UPR and DPR.

Keywords: User perspective rendering · Augmented reality · Touch
interaction · Video see-through

1 Introduction

Augmented Reality (AR) is the use of computer graphics to add augmentations
to a view of the world. Hand-held AR is one of the AR displays that is often
used due to low production costs and ease of use [1,2]. In hand-held AR a
camera placed on the back side of a hand-held device is used to capture a view
of the real world. Computer graphics are then added as augmentations to the
captured view and rendered on the screen of the hand-held device. This is often
called Video see-through Augmented Reality (V-AR). Hand-held AR is used
for various purposes such as education [3], collaborative design [4], outdoor and
indoor navigation [5,6], games [7,8], and etc.

Two perspective views are used for hand-held AR: The commonly used Device
Perspective Rendering (DPR) and User Perspective Rendering (UPR). In DPR
the view created on the screen is same as the view of the back-side camera.
UPR creates a view that changes dynamically based on the relative position and
orientation of the user’s view and the screen. The latter makes the V-AR system

c© Springer International Publishing Switzerland 2016
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a window to the real world that is co-registered with the world based on the
view of the user.

In this study we present comparison between two perspectives of hand-held
AR. Our tests are designed similar to common hand-held AR tasks using touch
interaction.

A common task among different AR applications is that the user looks for
a virtual object by moving the hand-held device and selects the object when
visible on the screen. This object selection task is used for various purposes in
AR applications [9,10]. The focus of our first test is on the differences in the
performance of find and selection tasks using DPR and UPR. We seek to find
which perspective is faster and which is more natural and intuitive to perform
find and selection tasks.

The touch interaction is an important part of the hand-held V-AR where
the user interacts with the 3D virtual world using the 2D touch screen of the
hand-held device. In various AR applications multi-touch gestures are used to
move or rotate a virtual object [4,11]. Our second test investigates the effect
of the AR perspectives on such touch-based object transform manipulation in
V-AR. The results will show which of UPR or DPR is better to be used for such
applications.

2 Related Work

Most V-AR applications use DPR, however, there are few approaches towards
UPR V-AR. Yoshida et al. [12] for example, developed ARScope. Their method
uses a head mounted projector to project on an opaque hand-held device, the
world footage from a camera that also is mounted on the head. They create
the homography based on feature points of the images from that camera and
one that is mounted on the opaque device. This homography is then used to
create UPR. Hill et al. [13] used the front and back-side camera of a hand-
held device to create a homography-based UPR. Their method however assumes
a scene that is parallel to the screen with a single depth. Tomioka et al. [14]
presented a UPR V-AR that is based on homography using two cameras on a
hand-held device. Samini and Palmerius [15,16] created a geometry based UPR
using Virtual Reality concepts and external motion tracking system.

There are some studies comparing UPR and DPR in hand-held V-AR.
Steinicke et al. [17] performed two psychophysical experiments on thirteen com-
puter graphics experts to identify the optimal geometric field of view (the angle
at the peak of the view frustum pyramid) for rendering and determining per-
spective distortion of virtual scenes and objects. The test subjects compared a
real view to two renderings (with different geometric fields of view) of a physical
scene and identified which rendering matched the real-world view more accu-
rately. Their results show that the virtual scenes with a perspective projection
that use the same geometric field of view (FOV) as the FOV of the screen, are
perceived as most realistic representation by subjects. It also states that there
is up to 20 % difference between the geometric FOV and the Screen FOV. This
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user study is not on V-AR UPR since there is no V-AR nor tracking and it is
not done on a hand-held device. However, it shows the better perception of a
user view frustum that is the same or very near to the virtual camera’s.

Baricevic et al. [18] presented a user study to evaluate the benefits of UPR
over DPR on a hand-held device. They did a selection and a search test using a
UPR simulator. Their results indicate that using UPR view for the selection test
has significantly better performance time and also a small significant benefit in
terms of path distance. From a qualitative point of view users preferred UPR for
selection tasks while DPR were preferred for search tasks. Their study was done
using simulation of a UPR. They used a head mounted display (HMD) to render
the virtual world and a wand to input user interaction which is potentially very
different from real V-AR and touch interaction.

Tomioka et al. [14] did a pilot test based on two experiments that evaluate the
visibility of finding the correspondences between the displayed image on screen
and the real world and a third experiment on the visibility in virtual object pose
recognition. They recruited eleven male subjects for two first experiments and
the results indicate that the average task completion times of UPR was shorter
than DPR. They state that the subjects were confused because of the jitters while
using UPR thus the score may increase if the jitter is reduced. The authors also
recruited nine subjects for the third experiment. Their result indicates that the
approximated UPR improved the subject’s ability to recognize the object pose.
Also here the authors state that the results could be better without jitters and
latency in the experiment. Using homography for tracking leads to registration
inaccuracy that is caused by the detection and pose estimation errors. Accurate
3D pose estimation using homography is still an open problem. It is dependent
on variables like the camera focus, the geometry, and the light condition of the
scene. It also dictates high cost calculations to the system that may reduce the
frame rate on a hand-held device.

We believe that while previous work have addressed the benefits of the dif-
ferent AR displays in some specific tasks, there is need for a test study designed
based on touch interaction and tasks that are commonly used in hand-held AR
applications.

3 Used Methods

For the presented study we used geometry based UPR to create a view from
the user’s perspective and compare it with camera’s view (DPR). To let the
subjects interact with the system we used multi-touch interaction on the screen
of a hand-held device.

3.1 Geometry Based User Perspective Rendering

The 3D geometry-based UPR method that is used in this study was first intro-
duced in [15] and later described in details, along with a registration method,
in [16]. The method uses principles from Virtual Reality to create a view that
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matches the user’s perspective. A tablet device is used as the video see-through
and the processing unit. The tracked poses of the tablet screen and user’s head
are used to create a dynamic frustum that is continuously updated. A camera
placed on the back side of the tablet device is used to capture the real world. The
extrinsics and intrinsics of the camera are used to create a virtual image plane
that is placed in the virtual frustum. The camera‘s video feed is placed on this
virtual image plane and is rendered with the virtual augmentations on the screen
of the device. The method allows for both on-board camera-based tracking and
external tracking. In our experiments we have used external tracking.

3.2 Multi-Touch Interaction

In our study, touch screen of a hand-held device is used to interact with the
virtual world. Multi-touch gestures are used to select, rotate, and translate vir-
tual objects. The first finger selects the object and moves it along the X and Y
axis (panning). Using a second finger object can be both; translated along the
Z axis by pinching and rotated around the same axis by swivelling. Adding a
third finger allows to rotate the object around its X and Y axis (parallel to the
X and Y axis of the screen) by panning.

4 User Study

Two user experiments where designed to investigate the benefits of hand-held
AR perspectives in two various tasks. Fourteen test subjects (four females and
ten males), age 21–37 took these tests. The test subjects were all university
students. None of the subjects had any physical disabilities or eye condition that
would effect the test.

4.1 Pre-test Procedure

In a pre-test questionnaire the subjects were asked to assess their level of famil-
iarity with hand-held devices and Augmented Reality on a scale of 1–5. For the
familiarity with hand-held devices 78.6 % answered 4 or 5. For familiarity with
AR 50 % answered 4 or 5. Figure 1 shows the results of the latter questions.

Each subject had a pre-test learning session about the system and used meth-
ods. To prevent the familiarity effect, we had longer sessions for the people less
familiar with the system, based on their pre-test questionnaire result. We made
sure that all the participants where at the same level of familiarity with the sys-
tem and used methods before starting the tests. The subjects also were trained
how to perform each test. Latter training included performing the test for a
few times as practice. The length of the training varied for each subject and
took between five to ten minutes for each test. To increase the fairness each test
only started when the subject was confident that they completely learnt how to
perform the test.
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Fig. 1. Results from the pre-test questionnaire. The subjects were asked to assess their
level of familiarity with hand-held devices and Augmented Reality on a scale of 1–5.
(Color figure online)

The order of the conditions was balanced between the subjects to minimize
the impact of learning effects. The start order in each test was balanced to
minimize this effect. To have the same physical experience test subjects wore
the tracking goggles for both DPR and UPR although it was only used in UPR.
To find out the opinion of the subjects about the experiment they were asked
to fill a post-test questionnaire after each test. Each participant was awarded a
lunch coupon as a thank you for their time and effort.

4.2 Test Environment and Prototype

The tests were performed within an area of two square meters which was covered
by a PhaseSpace optical motion tracking system for 6 DoF real time tracking. An
off-the-shelf Microsoft Surface Pro 3 tablet PC was used as the central processing
and video see-through rendering unit. The live video feed was captured using the
tablet’s back-side camera with Full HD resolution. The tablet was attached to a
3D printed frame along with the illuminative markers. A pair of safety goggles
attached with the illuminative markers was used for head tracking (Fig. 2).

VRPN [19] is used to communication with the PhaseSpace motion tracking
system. The software is developed using the C++ programming language and
OpenGL. OpenCV is used for camera capture, calibration, and image undistor-
tion. SDL [20] is used to access input devices and graphic hardware via OpenGL.

4.3 Find-and-Select Test

The first test was designed to investigate which of UPR or DPR is beneficial
for the find-and-select tasks, where a virtual object (visible only on screen) is
searched for in a real environment and selected when found. Baricevic et al. [18]
indicated that in their study UPR was significantly faster for selection tasks and
DPR was preferred for search tasks by the users. Here we want to investigate
which perspective is better for a coupled search and select task. We believe
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Fig. 2. The system prototype: Back side of the tablet computer with the 3D printed
frame attached to it. The frame holds the illuminative markers and the LED unit driver
that also is the power source for the LED markers. The safety goggles attached with
illuminative markers that also is connected to the unit driver.

selection can be faster in UPR because the object will be rendered with its
actual size and placement in the user’s view direction. Finding an object can
be faster in DPR due to the wider field of view (FOV) that makes it easier to
find the object with less movement of the device (camera). Both perspectives
had their benefits and drawbacks for the designed test so we hypothesized that
either can be faster to complete the task.

Method. Each test participant had to find and select thirty virtual spheres to
complete the test. The test subjects stood in the center of the test environment
and used the tablet device to perform the task. Four printed paper signs were
placed in the test area which showed the pre-defined appearance positions of
the spheres. The virtual spheres appeared one by one randomly on one of the
signs. The subjects did the test once with DPR and once with UPR while the
task completion time was recorded by the system. The order of starting the test
using DPR or UPR was balanced to minimize the learning effect. Figure 3 shows
a test participant performing the test.



310 A. Samini and K.L. Palmerius

Fig. 3. The find-and-select test: Finding and selecting thirty virtual Spheres in one of
the four pre-defined positions in 3D space in relation to the physical signs placed in
the test environment.

Quantitative Results. The results from find-and-select test can be seen in
Table 1 and Fig. 4. Our hypothesis was that the test task may be completed
faster in either of UPR or DPR. We used significance level of 0.05. Paired two-tail
t-test t(14) = 2.77, p = 0.016 (p< 0.05), stated statistical significance between
find-and-select test time using DPR and UPR.

In general ten test subjects did the test faster in DPR and the Mean total
time of job completion was 11.96 s faster using DPR. We can conclude that
subjects did the find-and-select task significantly faster using DPR.

Table 1. Paired samples statistics for UPR and DPR in the find-and-select test. The
mean is the task completion time for all (N) users in seconds.

Mean N Variance

DPR 106.42 14 776.04

UPR 118.38 14 954.28
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Fig. 4. Results from find-and-select Test: The completion time for each user for both
DPR and UPR. Measured time is in seconds and is the addition of find and select time
of thirty virtual balls separately for each perspective. (Color figure online)

Post-test Questionnaire. The goal of the post-test questionnaire was to cap-
ture the feeling of the subjects about the test. We asked how natural and intuitive
each perspective felt to perform the finding and the selection parts of task sep-
arately. We categorized the answers to “not at all”,“a little”,“fairly”,“quite”,
and“very much”. To understand the similarities, the test subject could vote for
both methods to be as good or bad. As is shown in Fig. 5, four people felt UPR,
six DPR, and four both to be “quite” or “very much” natural and intuitive to
find a virtual object in 3D space. Nine subjects found UPR, three DPR, and two
both to be “quite” or “very much” natural and intuitive for selecting a virtual
object on the screen of the hand-held device.

4.4 Multi-touch Pose Manipulation Test

The second test was designed to investigate if using either of AR perspectives
benefits the applications that include rigid transformation of a virtual object in
3D space with the use of the touch interaction. The rigid transformation of a
3D virtual object consists of both translation and rotation. In the test multi-
finger touch is used to translate and rotate the virtual object in relation to real
world, as described in Sect. 3.2. We investigated if either of UPR or DPR is
faster or more natural and intuitive to move a virtual object using multi-touch
on the tablet device. We believe that UPR creates a more realistic and aligned
view, and therefore better perception of perspective, distance and position of
the virtual objects placed in the real environment. We thus hypothesized that
test subjects will perform the pose manipulation test better using UPR.
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Fig. 5. The post-test questionnaire results from the find-and-select test. The subjects
were asked how natural and intuitive they felt to find and select virtual objects using
UPR and DPR. (Color figure online)

Fig. 6. Multi-Touch pose manipulation Test: Moving the virtual model of a coffee mug
from a start point to an end point and aligning its orientation with a real coffee mug
placed at the end point. The multi-touch interaction is used for the pose manipulation
of the virtual object.
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Method. A coffee mug was placed on a meter high stand in the test environ-
ment. A virtual model of the mug was placed randomly oriented on the floor
about 2 m away from the real object. To complete the test each participant
had to move the virtual model to the same place as the real one and align its
orientation. The touch screen of the tablet device was used to manipulate the
virtual object. To avoid the effect of searching time for the objects, the start
and end points were marked with physical target signs in the real environment.
The time of the test completion were recorded by the system. Each test partici-
pant performed the test four times using UPR and four times DPR. The order
of starting the test with either of the perspectives was balanced between the
subjects. Figure 6 shows a test participant aligning the virtual mug with the real
one performing the test.

Quantitative Results. Table 2 and Fig. 7 show the results from the multi-touch
pose manipulation test. Our hypothesis was that the subjects will have better
performance using UPR. Paired one-tail t-test t(14) = 0.57, p = 0.29 (p> 0.05),
indicated no significant difference between DPR and UPR performing the pose
manipulation test. The paired two tail test p = 0.58 (p> 0.05) also agreed with
the latter result.

Post-test Questionnaire. The post-test questionnaire explored what the sub-
jects felt during the test. We categorized the answers to “not at all”,“a lit-
tle”,“fairly”,“quite”, and “very much”. The test subjects could vote the same
for both methods in case that they had the same feeling.

Fig. 7. Results from the multi-touch pose manipulation test: The completion time for
each user for both DPR and UPR. Measurement time is in seconds and is the time to
move the virtual coffee mug from the start to the end point and align it with the real
mug four times separately for each perspective. (Color figure online)
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Table 2. Paired samples statistics for UPR and DPR in the multi-touch pose manip-
ulation test. The mean is the task completion time for all (N) users in seconds.

Mean N Variance

DPR 115.79 14 2612.61

UPR 106.11 14 3435.99

First the subjects were asked if either of the perspectives felt natural and
intuitive for moving the virtual object in 3D space. Six people found UPR, two
DPR and six both to be “quite” or “very much” natural and intuitive to move
the virtual object during the test (Fig. 8).

Then we asked how natural and intuitive the subjects felt using each per-
spective for rotating the virtual object during the test. Five people found UPR,
two DPR, and seven both perspectives to be “quite” or “very much” natural
and intuitive to change orientation of the virtual object during the test. The
post-test questionnaire results are shown in Fig. 8.

Fig. 8. The post-test questionnaire results from the multi-touch pose manipulation test.
The test subjects were asked how natural and intuitive were translating and rotating
the virtual object using UPR and DPR. (Color figure online)

5 Discussion

For the design of the presented tests we considered the fundamental functionality
that are shared among the AR applications for multiple purposes. The first test
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focused on a task that coupled finding and selection using a tablet device. The
virtual objects were found and selected in the real environment in correspondence
with physical cues. In our opinion both perspectives had their benefits for the
test. DPR could be beneficial for finding due to its larger FOV that made it
easier to find an object with less movement of the device. UPR could benefit
the selection because the object was rendered on the user’s view direction so the
user could point the device towards the object and select it in his view direction.
Fourteen subjects performed the test. The results yield a significant difference
in favour of DPR. The test subjects stated that the wider view of DPR on the
screen made it easier to find the object. They also expressed that selection was
easier and more intuitive with the user’s perspective instead of the camera’s
perspective. But over all they did the task significantly better using UPR.

The second test investigated if any of the perspectives is beneficial for user
interaction with the virtual objects. The subjects had to use the touch screen
of the tablet to transform a virtual object and align it with a real object of the
same shape. We believe UPR creates a more correct perspective that leads to
better understanding of the depth and the size of the virtual and real objects
and the environment. Therefore Our hypothesis was that UPR would benefit
the test. Fourteen subjects took the test. Although more subjects found UPR
more natural and intuitive to perform the test, the results showed no significance
between two perspectives for the test. The insignificant result can be because
the misalignment using DPR is mostly between what is rendered on the screen
and the real world that can be seen around the screen. The on screen render of
the real and virtual world is aligned in both perspectives. The test is performed
in a small environment and with near objects. Here the user mostly looks at the
screen and not the world visible around it and thus the task is not effected by
DPR misalignment.

6 Conclusion

In this paper we presented the results from a user study on differences of DPR
and UPR, based on common AR application tasks. The study illustrates an
experimentation in real condition in contrary to the work of Baricevic et al. [18]
that is performed in a simulated environment.

The results from the search and select showed a statistical significant differ-
ence using DPR compared to UPR. That might be explained by the wider field
of view in DPR compared to UPR. Generally the subjects found UPR more nat-
ural to select and DPR to find a virtual object. The multi-touch manipulation
test did not show statistical significant difference between two perspectives. That
might be explained by the near manipulation that made DPR misalignment less
harmful. However, subjects preferred UPR to perform the test. On the other
hand DPR requires less tracking and is easier to implement that may make it a
better technique for many applications.
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Abstract. In this paper we investigate suitable 3D manipulation tech-
niques for a new generation of depth trackers exploitable in ego-vision
for an immersive virtual environment. After presenting the specific con-
figuration and hardware used, the paper focuses on an investigation into
the advantages and disadvantages of the various techniques in order to
choose the one most suitable for the manipulation of an object in an
immersive virtual environment. We have faced the problem of canonical
manipulation which includes, besides the selection, the positioning and
rotation. Two different approaches are described allowing respectively a
direct or constrained manipulation of the virtual object. Our aim is to
evaluate the perceived usability of the two proposed manipulation tech-
niques in the specific configuration and for this reason qualitative data
have been gathered using the System Usability Scale questionnaire. The
results show a different level of difficulty perceived by the testers between
the two canonical manipulation techniques and a general preference for
techniques that prove to be less tiring.

Keywords: 3D manipulation · Ego-vision · Leap Motion · Immersive
virtual environments · Questionnaire evaluation

1 Introduction

In recent years, both Virtual (VR) and Augmented Reality (AR) have received
increasing attention from the research community thanks to the rapid spread of
low cost head-mounted displays (HMDs) and VR headset kits, such as Google
Cardboard [1], with which the user can use her/his smartphone to dive into an
immersive virtual environment (VE). These new low cost devices have been open-
ing up new opportunities with the result that they have started to be profitably
used in many different application areas, such as entertainment, marketing, edu-
cation, training and tourism. The main factor behind the success of these devices
is their extreme portability that allows users to immerse themselves in a virtual
environment anywhere, and at any time without having to wear cumbersome
equipment.
c© Springer International Publishing Switzerland 2016
L.T. De Paolis and A. Mongelli (Eds.): AVR 2016, Part II, LNCS 9769, pp. 318–330, 2016.
DOI: 10.1007/978-3-319-40651-0 26
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The main characteristic of immersive VEs is that users engaged in an immer-
sive experience cannot see anything of the real world around them. This leads to
a generic issue in immersive VEs that is related to the interaction modalities with
which the users can interact with the virtual object in the surrounding environ-
ment. The common input devices such as the keyboard, mouse, joystick or touch
surface prove to be no longer suitable for these applications because their result
to be completely invisible to the user while wearing the VR headset. Moreover,
the extreme portability of the actual headset adds a further constraint in the
design of the human-machine interfaces related to the necessity of preserving the
user’s mobility and comfort.

An interesting possibility arises from the fact that the new sensing devices
have become small enough to be worn together with the VR headset. Such
devices mounted in front of the VR headset allow the system to track the user’s
actions by exploiting egocentric vision. The benefits of this solution are twofold:
the user can interact with the VE by using her/his hands without the need to
manipulate any specific physical device that will result invisible to the user; and
her/his hands tracked by the sensor can be reproduced in the VE improving
the sense of presence perceived by the user and at the same time softening the
aforementioned interaction limitations.

Fig. 1. The hardware components used for the design and evaluation including the
interactive VR headset worn by a user.

Nowadays, while considerable progress has been made in terms of interacting
with virtual objects, from the best of our knowledge, much more can be achieved
in terms of improving and/or facilitating interaction for immersive VEs exploit-
ing sensors with an egocentric viewpoint. Immersed users need to interact and
manipulate virtual objects naturally by using interaction techniques which are
easy to learn and to memorize, and which improve performances without any
physical or mental discomfort.

In this paper, we deal with mid-air freehand interaction techniques supported
by 3D spatial gesture input in a situation in which the sensor is positioned in
ego-vision. As we will see in the discussion, this solution presents advantages
and disadvantages and not all the interaction techniques presents in the litera-
ture prove to be suitable for this particular configuration. The paper presents a
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preliminary investigation into the most widely accepted interaction techniques
applicable to an hardware configuration including a low cost VR headset together
with a small wearable sensors usable in ego-vision. Finally, our attention has been
focused on a specific sensor, the Leap Motion Controller since this proves to be
one of the lightest and best performing devices available off-the-shelf.

The rest of the paper is structured as follows. In Sect. 2, we review related
work in the design of 3D manipulation techniques for VEs. In Sect. 3 we describe
the chosen hardware and the specific configuration while Sect. 4, presents our
investigation into suitable 3D manipulation techniques, resulting in the defini-
tion of two possible approaches. Afterward, Sect. 5 focuses on the qualitative
evaluation test performed, also including a discussion of the experimental results.
Finally, in Sect. 6, we present our conclusions.

2 Related Work

Manipulation is a fundamental task in VR which allows users to interact with
an object or multiple objects in the VE. According to [5,10] manipulation can
be divided into three sub tasks: selection, positioning and rotation.

Selection is the task of selecting a target or a group of targets within a VE:
it includes distance to target, direction to target, target size, selection count
and target occlusion. In [17] four techniques are designed for the selection of
a group of object in a VE. The authors distinguished between serial selection,
which concerns selecting only one object at a time, and parallel selection, where
a group of objects can be selected. They conclude that parallel selection can
be far more effective than serial techniques as the number of target objects
increases. When the selection becomes more demanding due to object occlusion
in a cluttered environment, disambiguation techniques may be needed [15].

Positioning concerns the task of changing the position of a specific object
within the world by translating it along the X, Y and Z axes, whereas the rota-
tion task allows the user to rotate the target object. A complete taxonomy of
manipulation techniques is provided in [5]. In [20] manipulation techniques are
divided into exocentric and egocentric techniques. In exocentric techniques, the
user interacts with the virtual environment in a third person view: a classical
example is World in Miniature technique [24], where the user interacts with
a miniature model of the environment. In egocentric interaction, the users are
within the virtual environment and interact with it in the first person. The most
common egocentric technique is the virtual hand [4] where the users can interact
with virtual objects by touching and picking them up with a virtual represen-
tation of their virtual hand. This type of technique is considered isomorphic [6]
because the manipulation is defined by a geometrical one-to-one relationship
between the motion in the real world and the motion in the virtual environ-
ment. The main problem with issue of these techniques is that the physical arm
is confined to a small space around the users body, making it impossible to inter-
act with distant virtual objects. To deal with this limitation, hybrid techniques
have been designed, such as HOMER [4] that combine direct manipulation (the
virtual hand) and indirect manipulation (the ray-casting technique [19]).
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Recently, range sensors like Microsoft Kinect, which use infra-red lights and
cameras to determine the 3D position and pose of the entire body without the
need to hold a device or wear a data glove, have encouraged researchers to
develop free-hand gestural interfaces. In [9] a gestural interface is presented for
an interactive exploration of medical images. Since the user interface is touch-
free and does not require complex calibration steps, it is suitable for use in
operating rooms, where non-sterilizable devices cannot be used. In the same
way, mid-air object manipulation techniques are designed to interact with a large
display from a distance: in [23], using the Kinect sensor, a handle bar metaphor
is proposed as an effective visual control metaphor between the user’s hand
gestures and the corresponding virtual object manipulation operations; while
in [18] a vision-based gesture interaction is developed which exploits scalable
computing techniques to accelerate the frame image processing. Finally, gesture-
based interfaces are considered also to interact with the volumetric display [12].
In [22] GestureVR is described, a gesture recognition system which allows a single
hand object manipulation by tracking the thumb and index finger in real-time.

3 System Hardware Configuration

In the investigation of a suitable 3D User Interface (3DUI) for an immersive VE,
we have considered a specific hardware configuration in which the user wears
both the headset and the tracker sensor (see Fig. 1). In this configuration both
the physical movements of the head and hand can be mapped to some interaction
commands. The head movements are tracked by using a magnetometer and a
gyroscope embedded in the smartphone used as a display for the VR headset
while a fine segmentation and tracking of the hands is achieved by using a
depth sensing device integrated with the headset. The hardware configuration
chosen for this experimentation includes the Durovis Dive 5 as the headset that,
combined with a 4.95 in. smartphone and a pair of lenses, allows a field of view
(FOV) of about 90◦. The sensor used to track the user’s hands is the Leap
Motion [2], probably one of the lightest off-the-shelf sensors (45 g), which allows
a robust hand segmentation even in gloves or with cluttered backgrounds.

This device tracks mid-air user gestures with a degree of accuracy that allows
the tracking of individual fingers in the hand. Leap Motion works by using
two infrared cameras arranged so that their field of view intersects and three
infrared red IR light-emitting diodes (LEDs) positioned to be alternated with
the cameras. The Leap Motion sensor provides a horizontal FOV of 135◦ while a
vertical FOV of 120◦, and a maximum operating distance of 0.60 m (see Fig. 2).

4 Egocentric 3D Manipulation Techniques

In this paper we aim to investigate the most suitable manipulation techniques for
the specific configuration described in the previous section. For 3D manipulation
we have considered all the approaches which allows you to manipulate an object
while preserving its original shape (spatial rigid object manipulation).
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Fig. 2. On the left, the differences between the horizontal FOVs respectively in green
of the Leap Motion and in blue of the user’s point of view using the VR headset.
On the right, the coordinated reference system of the Leap Motion and the maximum
operating distance of 0.60 m (Color figure online).

First, in our analysis, we have to consider the possible interactions allowed to
the user from the specific configuration. In the situation described the user can
interact with the VE and the virtual objects mainly in two modalities. The first
modality exploits her/his head movements tracked with the inertial sensors of
the smartphone and uses them to control the user’s view point. This interaction
represents a main interaction in an immersive VE because, thanks to the fact that
the user is allowed to perform the natural action of looking around, it drastically
improves the user’s sense of presence. With the second interaction modality, the
user is allowed to use her/his hands: the system maps their movements to a set of
interaction techniques used to accomplish the manipulation task on the virtual
objects in the scene. While the first modality proves to be intuitively connected
to the manipulation of the first person view point, choosing a specific interaction
technique for the second modality is not an easy task. There are a wide range of
methods and approaches to interact with 3D content in a virtual space [6]. Since
this work focuses on an investigation into the most suitable freehand mid-air
interaction gestures with an egocentric viewpoint we will discuss in detail the
advantages and disadvantages of the proposed configuration in order to define a
set of possible interactions suitable for this particular context.

Among the advantages of a 3D manipulation in this configuration there is
the low cost of the hardware used, which has already been discussed, and the
possibility of exploiting free-hand interaction that allows the user to move freely
without being constrained by physical devices or wires. Despite the user proving
to be blind in the sense that she/he is immersed in a VE, in this configuration
she/he is always aware about the sensor position. Moreover, when the ego-centric
position of the sensor is joined to a virtual representation of the user’s hand
projected into the VE, the user has the full control of the interaction, being able
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Fig. 3. 3D Positioning. On the left, with the direct manipulation, the user after the
selection controls 3 DOFs simultaneously to change the object position in the VE. On
the right, with the constrained manipulation, the user after the selection is allowed to
change the object position by acting on the related widgets. The red place-holder in
the background indicates the required object position in the task (Color figure online)

to decide when to interact by simply moving her/his hand in the FOV of the
sensor. In this context, also the incoming and the outgoing of the user’s hand
from the sensor FOV can be used as a voluntary interaction exploitable in a 3D
User Interface (3DUI). The main advantage of this configuration is the way in
which the user interacts. In fact the user has to place her/his hands at eye level
in front of the sensor, performing an interaction modality that corresponds to
the natural way that humans behave when they need to directly manipulate an
object. In such a case, the human usually first centers the object in her/his FOV
and than starts to manipulate the object by introducing also her/his hand into
the VE. At this time a coordination between the view and the hand movement
is performed in order to complete the task. However, this configuration presents
also some disadvantages in terms of the design of a valid 3DUI. The sensor
placed in egocentric vision shares the view point position with the user’s gaze
direction. In fact, each time the user moves her/his head, the view point of the
tracking sensor rotates accordingly. This aspect causes a series of unintentional
user interactions that happen each time the user rotates her/his head having is
hand still in the FOV of the sensor. Indeed, these movements are usually wrongly
translated by the system into a spatial movement of the hand. Moreover, despite
the fact that in a real direct object manipulation both the hand and object are
in the FOV of the user we have to consider that humans rarely perform the
manipulation with mid-air gestures. The large muscle group involved in a mid-
air interaction does not represent an advantage for both interaction precision [26]
and user comfort which aims to avoid the Gorilla arm effect [3]. In fact, the user
by keeping her/his hand at eyes level for a long time can easily feel tired and
progressively lose accuracy in the interaction.

With this said, in order to investigate the most suitable interaction tech-
niques for this particular configuration we followed both the main design
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guidelines described in Bowman et al. [6] and the main characteristics of the
chosen system. Fist, we considered the task of performing, aiming to allow the
user to select and manipulate an object changing both its position and rotation
in the VE. Moreover, being in an immersive VE, we aimed to exploit egocentric
manipulation techniques joined to a virtual representation of the user’s hands
in the VE in order to improve the sense of presence of the user. In order to
apply the best manipulation techniques, it is important to match the interaction
techniques to the sensor device properties. Therefore, Leap Motion being a 6
degrees of freedom (DOF) devices, it become possible to exploit both integrated
and separated manipulation techniques. We decided not to manipulate all the
6 DOF at the same time adding constraints to generic 3D manipulation tech-
niques in order to help the user to be more efficient and precise [21]. Finally,
given the limited FOV of the sensor, especially in the allowed distance inter-
action, we decided to reduce the limitation of the real interaction by adopting
non-isomorphic techniques [14]. In fact, isomorphic approaches would not be
able to map the limited movements executed by the user in her/his motor space
in a virtual space indefinitely greater.

After these considerations we designed two different manipulation techniques
for the specific configuration and then evaluated them in a qualitative user study.
We decided to differentiate them based on the allowed interaction modality:
direct for the first technique and constrained for the second one. In the first
case the user was allowed to directly manipulate the virtual object, namely
simultaneously manipulating the object across all dimensions in Euclidean space,
while in the second approach the user manipulation is constrained to managing
a single dimension at a time. This differentiation is performed for two tasks, the
positioning and rotation of virtual objects.

Before presenting the manipulation techniques in detail, it is necessary to
explain how the user is allowed to select the virtual object to manipulate. We
implemented a selection technique called Wait to Click based on our previous
work [7] in which the user can easily select an object by pointing at it and, in
order to confirm the selection, must keep her/his index finger still on that object
for a configurable number of seconds.

In the direct manipulation approach the positioning problem is performed by
allowing the user after the selection to move the object in all the 3 dimensions
of the virtual space by exploiting 3 DOFs tracked from the sensor. On the con-
trary, the positioning performed with the constrained modality allows the user
to move the selected object by selecting the corresponding widget and moving
the virtual object along a single axis at a time by exploiting the corresponding
DOF tracked from the device. Similarly, to change the object orientation in the
direct manipulation the user after the selection is able to change its orienta-
tion by rotating her/his the open hand in the Euclidean space. The constrained
manipulation allows the user to choose a single angle at a time to rotate by act-
ing on the corresponding widget. In this way the direct manipulation requires
a single selection of the object while the second technique requires the user to
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Fig. 4. 3D Rotation during the trial performed in the user study. On the left, with
the direct manipulation, the user after the selection controls 3 DOFs simultaneously to
change the object rotation in the VE. On the right, with the constrained manipulation,
the user after the selection is allowed to change the object rotation by acting on the
related widgets. In the black box, the object orientation required in the task

first select the object to manipulate and then, when the widgets are visible, to
select the one desired.

For both the manipulation approaches, the user’s hand movements performed
in the motor space are not linearly mapped to the movements of the virtual hand
in the virtual space but, instead, a filter based on the user velocity is used to
map fast hand movements to a coarse-grained manipulation (corresponding to a
ballistic phase) and slow hand movements to a precise interaction (correspond-
ing to a correction phase) [11]. Moreover, we decided to implement both the
interaction modalities by using the open hand in order to reduce the perceived
fatigue. With the same goal, we decided that the metaphor used to deselect an
object at the end of the manipulation would be removing the hand from the
FOV of the sensor.

In order to face the problem of the required coordination between the head
and hand movements each time the user was, with an open hand, manipulat-
ing the orientation of the virtual object the user head movements are completely
filtered out. This approach was possible because, for the rotation, after the selec-
tion of the object the system automatically moves the user’s view point to the
correct distance from the object in order to facilitate its manipulation. In this
way, the user focuses on the rotation manipulation, not feel the need of move also
his view point. Obviously, this consideration proves to be not applicable for the
positioning of the objects in the scene. To accomplish this task the user is always
left free to move her/his view point so that a coordination between the head and
hand movements is needed. Finally, each time the user ends the manipulation
of the object orientation by moving her/his hand out of the sensor’s FOV, the
constraints applied to her/his view point are removed.
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5 User Study

5.1 Goal

The object of this study was to evaluate the perceived usability of the two pro-
posed manipulation techniques in the specific configuration. Our aim was to
verify what had already been shown in previous research. In fact, in [13] it is
observed that performing tasks which are perceptually integral (performable by
controlling simultaneously all the allowed dimensions) with an integral device
(allowing a simultaneous control of the involved DOFs) increases performance,
the same rule applying to the case of separable tasks performed with a separable
device. In our case we wanted to test the usability of an integral device in an
immersive VE in both direct (integral) and constrained (separable) manipula-
tion. In more detail, our goal was to test the two proposed techniques separately
for the position task and rotation task.

5.2 Design

We conducted a questionnaire evaluation, in which all the subjects tested both
the proposed manipulation techniques. The experiment was performed using a
single VR headset and the same simulated scenario for all the users, guaranteeing
the same set-up and conditions for each tester. Each subject performed four
trials, one for each combination of proposed technique and task to accomplish,
namely positioning and rotation. Finally, the combinations of the trials among
the volunteers were counter-balanced to reduce any carry over effects.

5.3 Participants

We recruited 10 unpaid volunteers to perform the study. The participants’ ages
ranged from 26 to 45 years old, with an average age of 33.1. Four of the partici-
pants were female and all of them were right-handed.

5.4 Procedure

Initially, a facilitator showed, to each volunteer, a brief demonstration video to
introduce the system, including its functionalities, and to demonstrate how to
use the two proposed techniques. Specifically, the video was used to explain how
to engage and disengage a manipulation, the head-hand coordination needed in
the positioning task and the constraint applied to the user’s view point during
the rotation task.

Afterwards, in a practice session, designed to make the participants feel more
comfortable and relaxed, the subjects were left free to familiarize themselves with
the interface without any limitations using a training VE similar to the exper-
imental one and being allowed to switch between the two proposed techniques.
The practice session is aimed at improving the subject’s confidence in wearing
the VR headset and especially in dealing with the hand movements necessary to
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interact with the widgets in the constrained interaction. In this phase, the facil-
itator was only allowed to switch between the approaches on the participants’
request.

Next, the test session started with the users receiving precise instructions
from the facilitator about the tasks to perform. The simulated scenario was
composed of an uncluttered environment populated by the object to manipulate.
That simple scenario was chosen in order to avoid distracting the user during
the manipulation. For each trial the users were required to perform a rotation
or change the object position in the space. In the rotational tasks the system
provided the user with a picture of the same object in the desired final position
asking her/him to place the object in the same position as that of the picture (see
Fig. 3). In the positioning tasks the system showed a place-holder highlighted in
space in which to move the object (see Fig. 4). For both tasks a visual feedback
reports to the user the conclusion of the task. Anyway, the user was left free to
abandon the trial at any time.

The test session was organized with the repetition of two different and con-
secutive moments for each trial. In fact, each tester was allowed first to perform
the trial using one of the two techniques and then, systematically, was asked
to evaluate it by using a questionnaire. No time limit was imposed on the par-
ticipants during the trial; each user’s interaction was observed to collect all
the possible impressions of her/his experience. The participants were also asked
to think aloud, describing their intentions and possible difficulties. In the same
way, no time limit was imposed on the completion of the proposed questionnaire.
However, the users were asked to record the answer to each item as quickly as
possible, rather than thinking about the questions for a long time.

To measure both the usability and the user’s experience, we used five-point
Likert-scale questionnaires [16] structured to fulfil all of the criteria listed by
Uebersax [25]. The participants answered the questions using a scale from 1
(very low) to 5 (very high). In detail, the users were asked to complete the
System Usability Scale (SUS) [8], which allows you to obtain a rapid evaluation
of the techniques expressed as a single number which ranges from 0 to 100.

5.5 Results and Discussion

After the practice section almost all the subjects complained of an initial diffi-
culty in coordinating their head and hand movements during the manipulation
of the objects. However, all the users expressed a positive evaluation of the vir-
tual hand shown in the VE, an aspect that has helped them to address better
the coordination problem.

During the trial execution, the testers showed fewer difficulties performing the
positioning task with both the proposed techniques. In fact, after the confidence
gained with the head-hand coordination in the practice session, all the users
were able to move the object in the space also controlling simultaneously 3
DOFs. Even better, after the practice session, the testers started to consider the
constrained positioning too slow and sometimes even more difficult than of the
direct manipulation.
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On the contrary, the rotation task was considered, as expected, more complex
than the positioning task. Almost all the users found extremely difficult control
3 DOFs at the same time for the rotation task expressing, consequently, a pref-
erence for the constrained rotation. In more detail, this consideration should be
considered as the product of a perceived discomfort during the interaction modal-
ities. In fact, the testers complained that the fine rotation of the virtual object
performed while manipulating simultaneously 3 DOFs was extremely tiring.

Finally, the evaluation showed that the users prefer to have a full control when
positioning the object in the space, when coarse-grained movements followed
by fine adjustments are not perceived as strenuous. Conversely, in the rotation
task, the users prefered to have a fine control restricted to a single dimension at a
time. Moreover, the interaction based on the widget manipulation was considered
simple to use and understand. These observations were also confirmed by the
results of the SUS questionnaire whose average score ranges from 0 to 100 For
the positioning manipulation, the score was 65.6 for the direct solution and 59.4
for the constrained solution. On the contrary, for the rotation, the score was
49.86 for the direct rotation and 61.34 for the constrained rotation.

6 Conclusions

The rapid development and dissemination of low cost wearable VR technologies
has the potential to bring such techniques into our everyday life. However, many
challenges are still present, such as the design of 3D manipulation techniques
that do not force the user to wear or handle any type of device.

In this paper, we have investigated the design of two free-hand manipulation
techniques for wearable VR systems in which the tracking sensor is placed in ego-
vision. The two proposed techniques allow, respectively, a direct and constrained
manipulation of the synthetic object, to modify both its rotation and position
by using free-hand gestures. We performed a preliminary usability evaluation
test, which showed that users perceive the two types of manipulation to be
extremely different, preferring a direct manipulation for the positioning task and
a constrained manipulation for the rotational task. However, we also noticed that
these choices are guided by the tendency of the users to express a preference for
interactions that do not cause any physical discomfort. In the future, our work
will focus on improving the manipulation techniques in ego-vision by following
the user’s preferences collected in this preliminary test and then on carrying out
a quantitative evaluation of these techniques with a larger group of users.
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Abstract. This paper presents a CAVE-like architecture to support the
interaction for small groups of people with a leader in a multi-projection
environment in the unusual condition where a vertical depth camera
records people and their movements. In this framework, modelling peo-
ple as gaussians, we localise and track people when they step into a
defined area. We compared our approach with a typical local minimum
one and our algorithm results to be faster and more accurate. Detected
leaders manage the interaction with hands. We developed a trained ges-
ture recognition model and a rule-based one and the former approach
reports better outcomes. While the proposed virtual environment is
mainly intended as a multi-projection system, the presented architec-
ture allows to dynamically change the area such as to integrate further
input and output devices. It can be extended up to provide support in
collaborative tasks for remotely connected groups acting in the same vir-
tual room. The whole system has been adopted in Cultural Heritage sce-
narios to provide an immersive experience for art, historical contents or
virtual environments. Interviews with people participating to the exper-
imentation phase of the OrCHeSTRA project show that the system was
well-received by the general public and that future extensions towards
collaborative environments are encouraged by the end-users.

1 Introduction

Providing an immersive experience allows users to enjoy artistic as well as virtual
environments; this is the purpose of PaSt (from the Italian “Passeggiata nella
Storia” - “History walkthrough”). Natural environments often react to people
moving inside them. Providing users with coherent reactions in artificial envi-
ronments where free roaming is allowed strongly contributes to the quality of the
experience. When data sources are presented in free-roaming artificial environ-
ments, content access can be linked to the users’ movements in the environment
itself. Position and behaviour, gestures in our case, can have different outcomes
depending on their combination.
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In this paper, we explore the domain of Natural User Interfaces (henceforth
NUI) [13], applied to cultural heritage. NUIs are characterised by their reduced
intrusiveness with respect to wearable devices so we designed the experience
without recurring to such technologies. PaSt is a modular software application,
independent from the context and driven only by the naturalness of the interac-
tion. It is currently composed of an array of projectors showing contents on the
floor and on the wall, while a depth camera on the ceiling detects small groups
of people and tracks their movement on the scene; one of these users will be
elected to leader and her position and gestures will be interpreted as input to
activate and change the contents. The high modularity of the software and its
independence from the contents allowed us to apply PaSt to different contexts
and with different functions: in the presented case studies we applied it, first, to
the cultural context, projecting on the floor a set of historical pavings browsed
using scroll-like gestures; then, we applied it to the archaeological context, pro-
viding a set of maps projected, one at time, on the floor, and allowing the leader
to browse the maps with a gesture and to step inside the maps to activate the
contents related to specific points; this way, we designed an exhibit illustrating
the urban evolution of the inner city of Naples, during the XIX century; in a
different case study, we applied it to the gastronomic context, considering people
could step into a menu and see the available specialities of a virtual restaurant.

2 Related Works

PaSt comes from an explicit request: visitors had to step into the layered cul-
tural history of their city and browse through ages just like if they were book
pages. The best way to satisfy these requirements was to provide an immersive
environment that granted a didactic and, at the same time, attractive experi-
ence to visitors; thus, we chose to design PaSt as a virtual floor, expressed by
contents that users could change with a simple browsing gesture. The motivation
of an interactive floor finds explanation in different branches of literature: learn-
ing, for example, especially for children, is often supported by interactive floor
systems, as children sense and learn through their body [5]; movement, in fact,
stimulates the sensory system, providing individual experience and knowledge of
their own identity, as well as of the physical outside world. Social studies often
take advantage from interactive floors: movement based playing can be relevant
in developing social skills, as explained by [6,7], where authors highlight the
relationship between language and body movement, and propose iGameFloor:
an interactive floor technology that provides collaborative learning games for
hearing impaired children. We find one of the first interactive floors for cultural
heritage in the Puccini Set Designer [12], an exhibit organised with the support
and collaboration of Milan’s renowned opera theatre “La Scala”. Among a wide
range of technological solutions, authors present an “immersive cinema” consist-
ing of a carpet of 2.5 by 3.5 m and of a vertical surface; five icons representing
the sets of Puccini’s Turandot are projected on the carpet and, when the visitor
stops on one of them, the related contents are projected on the vertical screen.
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When the user, then, points an arm toward the vertical screen, he activates the
multimedia contents. The implemented metaphor considers the carpet as a com-
puter mouse-pad, the person moving is the mouse selecting information and the
vertical screen like the monitor that shows the chosen information. This system
used two computers and seven synchronised software applications to implement
the system: in particular, they used Macromedia Flash for the carpet and pro-
prietary software for the vertical wall.

The concepts of virtual floor or virtual wall naturally lead towards the reali-
sation of a CAVE-like environment such as the one presented in [3], where each
projection represents a façade of the virtual environment. The usage of CAVE-
like environments avoids eyestrain or nausea, common effects of head mounted
displays (HMD) [11] and makes it possible to display actual-size objects, which
is an important aspect in education, as observers can compare the size of the
objects with their body, as explained in [8]. As we will see in the next sections,
we preferred a CAVE-like environment over a HMD solution as the former is
suitable to support a small group interacting in a defined area and the latter
is limited to one person. Moreover, off-the-shelf HMD solutions, such as Oculus
Rift1, require wired connections, a strong limitation in considered scenarios. In
this setup a vertical depth camera localises and tracks people. A related solution
is proposed in [14], a Water-filling inference algorithm based on local minimum.
This system is interesting from a model point of view, but it is very expensive in
performance. At each frame the algorithm starts from a depth map and, choosing
random points, it searches local minimums by adding temporary values, called
“rain drops”, in an area. A minimum is intended as a person if rain drops amount
goes beyond a threshold. A preliminary configuration is needed to setup a set of
parameters.

3 The Architecture

In the case studies considered in the framework of the OrCHeSTRA project, the
virtual environment consists of a multi-projection system turning a real envi-
ronment into a complex digital exhibition. The PaSt architecture is based on
a multiple client-server application in which each client handles a side of the
virtual environment with its multimedia contents, while the server detects and
tracks the users, chooses the leader, catches the input events, and activates the
specific clients. This allows the system to handle clients running on the local
machine and on remote machines as well. In our case, a single PC manages the
interaction as the computational load is kept at a minimum. Another advantage
of the client-server architecture is that it allows us to make the system indepen-
dent from the virtual environment. This way, it is possible to easily adapt PaSt
to different scenarios: from a basic setting characterised by only one projection
(usually the floor), to multiple facades (usually walls) composing the virtual
environment. Integration with a 3D-Audio diffusion system for virtual auditory

1 https://www.oculus.com/, retrieved on 30th March 2016.

https://www.oculus.com/
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scene rendering is also supported. Similarly, the system represents each possi-
ble input, such as the presence of the leader or the execution of a gesture, as
generic events triggering transitions in a state-machine. Different scenarios can
be defined and loaded on startup, using the XML languages described later in
this Section.

In order to manage the interaction, PaSt detects users, tracks them, chooses
the leader and catches the events. Moreover, it interprets the input signals,
handles the output devices, and manages the virtual environment. Some of these
tasks are controlled by a central unit; some run in parallel. In order to build
the system, we designed a client-server multi-threaded application, organised as
shown in Fig. 1.

Fig. 1. Server architecture

Specifically, the server launches as much clients as defined in the configuration
file and it handles two main threads: the “working thread” processes the input
stream to detect users, tracks their position, chooses the leader, and interprets
the input events; the “interaction thread” handles the communication with the
clients: it assigns a task to each client, depending on the context. Once they
have received the task to accomplish, each client processes it, and if the task
requires the parallel execution of multiple contents, it creates a thread for each
content. This is a very abstract approach that allows to implement different
case studies using the same architecture. In our tests, we consider the leader
position and four types of gesture as input sources: (i) one hand, left to right
(ii) one hand, right to left (iii) two hands, zoom-in (iv) two hands, zoom-out.
The input stream is acquired by means of a depth camera detecting people in
semi-dark environments. This technology allows to easily separate the foreground
subjects from the background. The image processing steps are implemented in
openFrameworks2. While our tests run under OSX, the high portability of the
2 http://openframeworks.cc, retrieved on 4th March 2016.

http://openframeworks.cc
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framework makes it easy to run the software under the other supported operating
systems (Windows, Linux, Android...). The experimental setup is composed of a
MS Kinect v1 and of a projector arranged in a smart box located on the ceiling
of a free room to avoid interference with obstacles (for example stairways, walls,
or tables). We used Kinect just as a depth camera; this sensor is very useful in a
typical horizontal configuration, recurring to body recognition, but this feature
is not available in the proposed setup, where the camera is on the ceiling and
oriented towards the floor. Kinect v2 does not highly improve depth camera
resolution, so the chosen sensor is sufficient for our purposes.

After deployment, some preliminary operations are necessary like configuring
the height of the Kinect, the frame rate, and the tolerance for the gesture detec-
tion. To manage interaction, a set of documents using standard XML languages
is parsed to manage interaction and select the contents. Details about this are
presented in Sect. 3.4.

3.1 People Detection

In order to implement an interactive system based on gesture recognition, it is
necessary to detect and track people moving in the area the MS Kinect detects.
The server processes the acquired depth map, a grey-scaled image in which the
higher the grey value, the higher the closeness of the point from the camera,
as shown in Fig. 2(a). A noise reduction algorithm using a threshold computed
on the basis of the height of the smart box, removes noise coming from the IR
sensors and erases any point that is too far from the Kinect to belong to a human
user. Then, it computes the minimum and maximum pixel values of the whole
map and, if the difference between the values is lower than a fixed threshold, no
user is detected. Otherwise, the system proceeds to isolate the users.

Taking advantage of the anatomic geometry, from a mathematical point of
view a person moving in the environment can be approximated from the top
with a 3D multivariate Gaussian, where the human head is usually found on the
highest part of the curves. Multiple people on the floor are modelled as different
Gaussians on the map. Calculating precise expression about these curves can be
very expensive but, for our purposes, it is sufficient to approximate this phase
in the following way:

1. a threshold action separates the upper half of the body from the legs, which
are not relevant for our goals;

2. result is converted in a binary image, whose white blobs identify the users;
3. a contours detection algorithm isolates the boundaries of each blob, and

returns their area and the centroid coordinates, which allow us to track the
blobs on the scene.

The binary image is a mask reporting a raw description of the arrangement,
because coordinates are a first approximation of the head centroids. To reduce
computational load, our goals allow us to apply more detailed analysis to the
leader only.
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(a) Input image (b) Extracted leader

(c) Contrast stretching (d) Blob of the head

Fig. 2. Performed steps to extract the head position of the leader

Groups and Leadership. After obtaining rough positions for the detected
people, the system tracks these points in time to follow the users and chooses a
leader among them. In this implementation, the leader is the first subject who
enters the scene. To implement the interaction, more accurate tracking data are
needed for the leader. To do this, the following operations are applied on the
leader blob, as shown in Fig. 2(b):

1. minimum and maximum pixel values of the input image are computed. Black
pixels are excluded by using the previously obtained map;

2. the image contrast is stretched, as in Fig. 2(c), so that the minimum pixel
value is set to zero (black) and the maximum to 255 (white). The result is a
normalised frame that does not depend anymore on the camera height;

3. a threshold operation at the 85 % of the maximum value (255) is applied
to isolate the head. This threshold is chosen on the basis of commonly used
anatomic ratios [1];

4. blob detection is applied, as in Fig. 2(d), to find head contours and its centroid
in order to keep a punctual leader position, independent from arms’ variations,
which may altering the centroid.

Our centroid results more accurate and stable at leader’s movements than
that obtained by Water-filling, due to two motivations: (i) Water-filling is a
randomly initiated algorithm so the final result highly depends on starting point,
and (ii) shoulders are efficiently excluded, avoiding erroneous detection to which
Water-filling is subject.

In our case studies, only one user at time, the leader, can interact with
PaSt. We tag the leader as the first detected user and if she leaves the detection
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range, her nearest neighbour is elected to leader; nevertheless different dominance
strategies can be applied, as discussed in [2]. We set this limit to improve the
interaction in a small space for a group of people.

3.2 Gesture Recognition

Starting from results obtained in Sect. 3.1, the system knows the leader’s position
and its contour. Then, both hands have to be tracked to recognise gestures. In
order to detect the hands, the system calculates an ellipse fitting the contours of
the leader’s body. The minor axis of the ellipse follows the direction of the user;
the major axis is an estimate of the distance between the shoulders. For each
frame, the contour of the leader is divided in two parts following the direction
of the body. This way, right and left hands are independently detected. For each
part, the farthest point from the centroid is calculated; if the distance is higher
than half of the shoulder distance, the corresponding point is tracked as a hand.

After one or two hands are detected, further processing is applied to correctly
identify right and left hands. As shown in Fig. 3, a hand is undefined until it does
not fall in a disambiguation area. If the hands are not clearly identified during
the movement, the resulting gesture is not completed.

Fig. 3. Considerations on left and right hands

In order to detect performed gestures, both hands are tracked in time. We
developed two different modules to recognise gestures; these are mutually exclu-
sive and they will be compared in Sect. 5. Independently of the used module, the
position of the leader does not affect the gesture results, because hands position
are processed in a reference system centred on the leader. A first recognition
module has a rule-based approach with empirical time and space limits. By
moving the hands, angles are drawn in space. By considering the vector made
by one hand with respect to the head, we have an initial vector as the hand is
detected. The angle between the initial vector and iteratively observed ones is
analysed: if the hand draws an adequate angle in a specified time interval, the
gesture is valid; hands and their directions discern the type of gesture. Left and
right hands are processed independently. Examples are in Fig. 4(a) and (b).

Once the leader triggers a new event, the server sends the related instructions
to the specific client.
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(a) Starting point (b) Finishing point

Fig. 4. Tracked points for gestures.

3.3 Machine Learning Approach

A second version of the recognition module based on machine learning introduces
the use of a specific type of Conditional Random Field (CRF) [9] for the gesture
recognition step. CRFs were designed to capture inter-class relationships by
maximising the conditional probability of the sequence of labels from a sequence
of observations. Given a set of trained weights λ, the sequence of labels Y and
the sequence of observations X, a Linear-Chain CRF estimates P (Y |X) as

P (Y |X,λ) =
1

Z(X)
exp

(
K∑

k=1

λkfk(yt, yt−1,xt)

)
(1)

where Z(X) is a normalisation constant, N is the number of observations
and fk(yt, yt−1,xt) is either a state feature function or a transition feature func-
tion. State feature functions model the relationship between observation/label
pairs. Transition feature functions model the relationship between the observa-
tions and the transitions from one state to another. Feature functions include
the observations vector xt, representing an arbitrarily extended context of obser-
vations having length W . One limit of CRFs is that they only model inter-class
relationships. When the target classes are characterised by complex, not explic-
itly annotated, internal dynamics, it is necessary, for an automatic approach, to
model these latent structures to obtain a complete description of the annotated
class. This is the typical case for gestures, where a target class is defined by,
non annotated, latent dynamics (e.g. waving hello is composed by left-to-right
and right-to-left hand movements). Latent Dynamic Conditional Random Fields
(LDCRF) [10] are an extension of CRFs designed to introduce hidden variables
in the model, in order to capture both kinds of dynamics and have been explicitly
developed to segment and annotate gestures. Hidden states represent a sequence
of unobserved variables H and define the latent conditional model

P (Y |X,λ) =
∑
H

P (Y |H,X, λ)P (H|X,λ) (2)
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This allows only disjoint sets of hidden states for each class label. Therefore,
each label yj has an associated set Hyj

of hidden states with Hyi
∩ Hyj

= ∅ for
i �= j, making it is possible to rewrite Eq. 2 as:

P (Y |X,λ) =
∑

h∈Hyj

P (H|X,λ) (3)

The conditional probability of the hidden states given the set of observations
and weights can then be formulated as for the CRF model:

P (H|X,λ) =
1

Z(X)
exp

(
K∑

k=1

λkfk(ht, ht−1,xt)

)
(4)

A comparison between Linear-Chain CRFs and LDCRFs is shown in Fig. 5.
LDCRFs do not provide connections between observations and labels due to
the hidden variables layer. As the labels are disconnected from the observations,
they are assumed to be conditionally independent.

y1 y2 yn

x1 x2 xn

y1 y2 yn

x1 x2 xn

h1 h2 hn

(a) (b)

Fig. 5. A Conditional Random Field (a) compared with a Latent-Dynamic Conditional
Random Field (b)

3.4 Virtual Environment

As explained earlier, in our case a virtual environment is a multi-projection sys-
tem. We used XML-based standards to model the interaction: the sequence of
states is represented with the SCXML (State Chart XML) standard, which is
able to describe state-machines. A SCXML file includes multimedia contents,
coded with SMIL (Synchronized Multimedia Integration Language); it aims at
integrating and synchronising different multimedia contents to create presenta-
tions. The combination of SCXML and SMIL is a powerful instrument to model a
large set of scenarios and, to change a setting just need to write a suitable XML
file. We could easily vary input strategies, depending on the specific require-
ments; in particular, the interactions are intended as generic state transitions
expressed by the triple <event, condition, action> and represented by SCXML
elements, while the multimedia contents are SMIL elements describing in detail
the operations linked to the SCXML states.
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Listing 1.1. A snippet of SCXML-SMIL file.

1 <scxml i n i t i a l=” i n t r o ”>
2 <s t a t e id=” i n t r o ”>
3 <datamodel>
4 <data> < !−− SMIL elements −−> </data>
5 </datamodel>
6 <t r a n s i t i o n event=” l e ade r In ” ta rg e t=” s1 ”/>
7 </ s t a t e>
8 <s t a t e id=” s1 ”>
9 <datamodel>

10 <data> < !−− SMIL elements −−> </data>
11 </datamodel>
12 <onentry>loadContent</ onentry>
13 <t r a n s i t i o n cond=”0” event=” l e ade r InC la s s ” t a r g e t=” s2 ”/>
14 <t r a n s i t i o n cond=”1” event=” l e ade r InC la s s ” t a r g e t=” s3 ”/>
15 </ s t a t e>
16 </ scxml>

By loading the SCXML document, all the states in which the system will
be are known; moreover, the transitions between the states are known, too. In
particular, a state is represented by its ID and by the entry and exit actions
that declare the behaviour about the contents. Listing 1.1 shows an example of
SCXML+SMIL document. During the execution, each client receives the cor-
responding SMIL fragment, parses the XML nodes and attributes, and then
executes the derived rules. SMIL rules define the layout of the windows, the con-
tents to be shown, their area and duration. The client is informed about which
contents have to be shown in sequence and which must be presented simultane-
ously. In the case of parallel executions, a new thread for each presentation will
be created. Every data type requires different presentation strategies, thus the
client activates the specific player for content. When the presentation ends, the
client sends a stopping signal to the server and waits for a new input. Listing 1.2
shows an example of SMIL elements. In the head node, data about windows lay-
out are listed; the body block defines the rules to simultaneously present different
multimedia contents - text, video, images, and audio - in different regions of the
window and for different durations. Sequential/parallel contents are possible and
different strategies to synchronise them.

Listing 1.2. Example of SMIL code

1 <smi l>
2 <head>
3 <l ayout>
4 <topLayout id=”win1” t i t l e=” f l o o r ” width=”640px” he ight=”480px”>
5 <r eg i on id=” f u l l ” width=”100%” he ight=”100%” f i t=”best− f i t ”/>
6 <r eg i on id=” reg1 ” top=”50%” l e f t=”60%” f i t=”best− f i t ”/>
7 <r eg i on id=” reg2 ” top=”10%” l e f t=”10%” f i t=”best− f i t ”/>
8 </ topLayout>
9 </ layout>

10 </head>
11 <body>
12 <par>
13 <img reg ion=” f u l l ” s r c=”img/ nap les . png” dur=”10 s ”/>
14 <t ext r eg i on=” reg2 ” s r c=”Text to show” dur=”15 s ”/>
15 <video reg ion=” reg1 ” s r c=”vid / expl .mp4” begin=”2 s ”/>
16 <audio r eg i on=” f u l l ” s r c=”aud/ expl .mp3”/>
17 </par>
18 </body>
19 </ smi l>
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4 Case Studies

We designed the gestural interaction to keep the user in the middle of the action.
Gestures are not intended to be just represented by hands or arms movements:
the whole body is involved in the process of interaction and the semantic of
an event depends on the states defined in the particular case study or in the
SCXML as explained in Sect. 3.4. The user’s position is therefore part of the
interactive experience. The system monitors the position of users on the floor
interested by the horizontal projection, can take note of the leader’s movements,
such as stepping into or out the scene, or of her intention to move to a different
quadrant giving rise to a new action.

(a) gastronomical context (b) flooring

(c) redevelopment of Naples

Fig. 6. Different applications for PaSt

In a simplified version of our system, PaSt has also been designed as a human
pointing system in an application showing gastronomical products organised on
a menu on the floor. In order to make the interaction as more natural as pos-
sible, the proposed approach just relies on the leader position. People stepped
into the projection to explore available specialities. Figure 6(a) shows an exam-
ple with the proposed menu. The next step aims at improving the experience
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and introduces gesture interaction with the CAVE; it allows users to manage
cultural contents integrating hands movements with their position. In this view,
a dedicated module recognises the gestures made by the leader by tracking her
arm and hands. All these events could alter the experience. In order to make
the experience concept as abstract as possible, this is represented as a sequence
of states; navigation among these is driven by introduced events. Ideally, a free
roaming interaction area is composed of a set of projections: a “base” on the
floor, a sequence of walls, and, possibly, a projection on the ceiling. The activated
projections change based on the chosen configuration: the increasing number of
projected parts makes the area more and more involving for the user. In a par-
ticular state, multimedia content needs to be presented: images, texts, and video
can be projected; audio sources can be played. The main problem is to select the
right part of the interaction area and the exact time to play the content. With
these premises, a state is represented from a piece of possible multimedia content
and a set of transitions to navigate toward other states. The general concept is
not strongly linked to a single application, but can be redeployed in every task
proposing the navigation of either physical or conceptual maps.

A first version of PaSt has been used to browse important flooring situated
in historical buildings of Naples; this was an experimental version reacting to
just two gestures made by one hand: left to right and right to left, simulating the
browsing gesture in two directions. In the proposed approach, images reporting a
pavement of a historical period were projected on the floor and the leader could
change the flooring by browsing; the proposed setup is shown in Fig. 6(b). The
presented implementation of the document is linked as a simple chain, following
a temporal sorting.

In a second version of PaSt, two other gestures have been introduced: zoom-
in and zoom-out, made by separating or joining hands movements, respectively;
in addition, a gesture was related to the position where it was performed: the
same gesture G may have different meanings in positions P1 and P2, where P1

and P2 are points in the depth image. The extended set of gestures changed
the pattern of interaction: zoom-in and zoom-out gave the possibility to require
more or less information about an area.

Fig. 7. The interaction pattern of PaSt applied to the redevelopment of Naples
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Navigation could be represented as a layered-graph: zoom gestures navigate
in depth and single-hand gestures explore the breadth of the structure. We
employed this version of PaSt to explain the redevelopment of Naples at the
end of XIX century: a map is projected on the floor, the leader navigates the
contents following the schema in Fig. 7. An example of projected image is shown
in Fig. 6(c).

In the final version of PaSt, leader tracking has been used as a source of
events: leader-in, leader-out and leader-changed events have been introduced
and the multi-window software architecture has been added. The representation
based on the combined use of SCXML and SMIL was introduced, and the inter-
action pattern has a free graph structure; this version also includes the previous
ones. In the framework of the OrCHeSTRA project, PaSt has been applied to
show the “ten layers” of Naples: the city evolved by changing existing buildings
and by extending the area of the previous one; so, many historical parts are not
visible. This version of PaSt presents a map of Naples on the floor, highlight-
ing the active areas in a selected period; the user can change the map - by the
browsing gestures - or can require information about an area, by zooming in; a
front projection shows multimedia contents about the selected part. Once the
user is in a detailed state - by examining an area in depth - the browse gestures
are used to navigate frontal contents. A leader-out event is used, for example, to
restore the initial state of the interaction. In this version, the gesture recognition
module is modelled with the LDCRF classifier, as explained in Sect. 3.2.

As explained in Sect. 3.4, in our experiments, we consider a virtual environ-
ment as a multi-projection system and we presented a number of case studies
using either one or two sides configurations. This concept can easily be extended
both from the point of view of the immersiveness degree (number of virtualised
sides) and from the point of view of the specific application, by exploiting the
portability of the system architecture. This specific characteristic allows the sys-
tem to include interface systems that do not use multi-projection systems. For
example, it is possible to use a client on another kind of remote device such
as smart glasses, tablets, smartphones or smart TVs. It is also possible to sup-
port collaborative environments by running multiple instances of the system
on remote machines. For example, two groups in different PaSt environments
could interact remotely with each other in the same virtual room. Assuming a
centralised host machine handling the representation of the collaborative envi-
ronment, a number of client instances can synchronise with the central unit
and provide feedback about the activities of the groups they are monitoring in
order to let these intervene on the overall scenario. An example of this kind of
CAVE-like interconnected systems is presented in [4].

5 Results

This paper presents an interaction system based on gestures and virtual reality
for a small group of people. Tracking users in a defined area is the first require-
ment and it is not a recent issue, but we propose a computer vision algorithm
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that highly improve this phase, compared with approaches cited in Sect. 2, with
specific attention to Water-filling. Our algorithm is based on a different concept,
because we approximate a person with a Gaussian curve and we search its mean;
details about our method are in Sect. 3.1. Table 1 summarises time of execution
at different image resolutions. We used a Mac mini, Intel-i5 2.5 GHz, 4 GB RAM,
MacOSX 10.10.2, openFrameworks v0.9.0, based on OpenCV 2.4. On the basis
of the above considerations, PaSt is explicitly designed to be a low cost sys-
tem from both the hardware and software points of view. The high-performance
implemented algorithms and the modular architecture, do not necessarily require
neither a single powerful station nor a physical infrastructure typically used in
CAVE-like environments.

Table 1. Execution time of people detection algorithms

Image resolution Water-filling Proposed approach

160× 120 9 ms 3 ms

320× 240 47 ms 5 ms

640× 480 261 ms 8 ms

Concerning the data shown in Table 1, further considerations are needed. In
order to improve performances of Water-filling algorithm, we scaled the depth
map and applied it to a smaller area; very high reduction of resolution yields
better results, but image copy and scale operations have to be added each time.
Moreover, some system parameters are strongly dependent on number of pix-
els: the higher the resolution, the higher the required amount of “rain drops”,
decreasing performance. Our approach, indeed, has a small set of thresholds and
is less sensible to noise - related to flat areas and close people. Eventually, the
obtained head centroid is more accurate than Water-filling result; motivations
are explained in Sect. 3.1. By executing both the algorithms on the same frame,
we obtained some difference among results: the former approach produces a fixed
point that coincides with the real centroid; the latter system has a mean spread
of (11.95, 8.42) pixels for x and y, that could change in time. Variations in head
centroid are dangerous to gesture recognition, because a fixed hand and a moving
centroid is interpreted as a opposite situation.

A second essential part of the system proposed in this paper is gesture recog-
nition module. The primary version relied on a rule-based approach analysing
position of both hands in time; worse results have been gathered in zoom-in and
zoom-out gestures. Second version was based on LDCRF: the training set has
been populated by data collected by 7 people; each person has performed the
four gestures 10 times at 8 fps. In order to obtain a user-independent model,
the classifier has been trained and tested using leave-one-subject-out (LOSO)
validation approach; resulting F-measures are 69.11 and 96.12 respectively for
rule-based and trained models.
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When designing these approaches, it is important to keep the users involved in
the development process. PaSt has been presented during the experimentation
phase of the Italian OrCHeSTRA project. During a public exhibit, 51 people
tried the technologies developed in the framework of this project and provided
feedback by compiling a questionnaire. In this paper, we concentrate on the
evaluation users gave to two specific aspects of PaSt: the usability for the tasks
at hand and the disposition of the users to participate in collaborative tasks in
the same environment. Specifically, people were asked if (1) the data presented
by PaSt were correctly integrated in the application and if (2) they considered
the proposed virtual environment suitable for collaborative tasks. People reacted
positively both to the current way for accessing data, in the cultural heritage
domain, and to the possibility of using the same framework for collaborative
tasks. On a scale of 1 to 5, the average value assigned to the system by the
participants is 4.5. Disposition towards working together with other participants
in the same environment obtained an average score of 4.2.

6 Conclusions and Future Works

In this paper we presented PaSt, a virtual reality CAVE-like architecture to
support interaction for a small group of people in a multi-projection environment.
In this work, we compared a gaussian-based people detection algorithm with a
water-filling approach. Both systems use a vertical depth camera for tracking.
We have shown that the proposed approach is faster and more precise than
reference one, improving a key aspect towards extending the system to a larger
area and to introduce support to higher resolution devices.

Concerning the gesture recognition phase, we tested two different approaches:
a rule-based algorithm and a trained model. Each system uses the same features:
the tracked positions of both hands. The former system analyses angles drawn
in a given time period and considers hands directions and angles amplitude to
discern the target gestures. The latter approach applies a normalisation step
and is trained on the reference dataset using a LOSO approach to account for
generalisation. Obtained results show that the LDCRF offers better results and is
more robust with respect to tracking interruptions. Future work on this part will
focus on applying geometric transforms to account for varying camera heights,
which currently disrupts the recognition capabilities of the trained model. Scores
obtained with the questionnaire show that the proposed interactive modality is
well-received by the users, who reported that the data are well-integrated in
the application. Independently of the used gesture recognition approach, gesture
are not correctly identified when the leader is located on the boundaries of the
detection range, as the arms could be not detected. Moreover, the leader could
not be correctly detected on the boundaries, due to variations of perspective.

The final strong point of the proposed system is the designed architecture:
client-server organisation with SCXML+SMIL offers a high degree of adaptation
to a wide range of possible virtual environments. Given the modular design of
the architecture, extending the environment corresponds to changing the num-
ber of clients at run-time to handle more sides or to introduce interfaces that are
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completely different from the ones considered in our case studies. Remotely con-
nected clients can provide support for collaborative environments where multiple
groups operate in the same virtual room, extending the potential applications
of the proposed system. Scores obtained from the questionnaire show that peo-
ple appear to be well-disposed towards exploring the environment together with
other users for collaborative tasks.
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Abstract. We present a mobile AR interaction system where the user can
naturally interact with and manipulate 3D content by recognizing discrete in-air
gestures and temporal poses of a hand in front of the camera. Our system
consists of established image processing, pose estimation and AR rendering
steps, and a novel fingertip detection algorithm that can run real-time on
off-the-shelf mobile devices with the use of an external depth camera. We also
present an application prototype implemented on a tablet with a mounted IR
structured-lighting depth camera.

Keywords: Natural interfaces � Augmented and mixed reality � Gesture
recognition

1 Introduction

Mobile devices, such as smartphones and tablets are commonly used nowadays and
play an important role in our everyday life. As a result, mobile application development
is growing rapidly worldwide, including augmented reality (AR) applications and
technologies for mobile devices [8]. In this paper we present an AR content manipu-
lation scheme designed for mobile devices. Our proposed system uses gesture recog-
nition and range sensing as an input interface for manipulation of virtual objects in a
mixed reality environment.

Hand gesture recognition is one of the most natural ways to interact with an AR
environment [1]. A typical gesture recognition pipeline consists of two major steps:
(a) Segmenting the hand from the rest of the scene, and (b) classifying the detected
pose/gesture. Various approaches are used in order to detect the hand and identify
poses or gestures. A finger tracking method for interaction in augmented reality
environments was presented in [2]. The use of existing depth sensors for robust hand
gesture recognition is proposed in [3], while in [4] the hand is tracked during inter-
action with an object. A fast algorithm for automatically recognizing a set of gestures is
proposed in [5]. Recently, a random forest approach was presented in [7], and an offline
approach in [9], where only an RGB camera is used and was argued that depth sensor
usage in mobile scenarios is prohibitive due to power consumption, heat dissipation
and size. However, recent advances in depth-sensing technology have allowed the
miniaturization of depth sensors, like the one used in our prototype (Sect. 5),
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which also uses an internal battery for power supply, alleviating, thus, the aforemen-
tioned issues.

This paper aims to present a real-time gesture-based interaction scheme for mobile
depth-capable devices. The implementation requires that the algorithms run in real-time
on resource-constrained mobile processors. The following section provides an over-
view of the system architecture. Section 3 describes the input acquisition and depth
registration pipeline. Section 4 describes the hand detection scheme including back-
ground extraction, hand detection, fingertip recognition and hand pose-gesture recog-
nition. In Sect. 5, we provide some implementation details specific to the example
application we created and provide the results of our framework. Finally in Sect. 6 we
discuss the limitations of our proposed system and possible future work.

2 System Overview

The proposed system consists of 4 processing modules, a mobile device that has both
front and rear cameras, and a depth sensor mounted on the device.

The 4 processing modules (Fig. 1) are:

• Input acquisition and depth registration: This processing module handles the cap-
turing and processing of the raw input color and depth frames. It soft synchronizes
the two streams and releases a registered RGB-D image as described in Sect. 3. The
results are sent to the Hand Gesture recognition module.

• Hand Pose-Gesture recognition: This modules detects the hand in the scene,
identifies the gesture and pose of the hand. The module is described in detail in
Sect. 4.

• Interaction handler: This modules receives input from the Hand gesture recognition
module and applies relative manipulations and transformations to the virtual objects
in the AR scene.

• AR Rendering Engine: This module maintains the scene data and virtual objects,
and collaborates with the input acquisition stage to perform marker tracking and
estimate the pose of the camera.

3 Input Acquisition and Depth Registration

Most systems that employ depth-sensing, use devices capable of providing a registered
and hardware-synchronized RGB-D Image (e.g. MS Kinect). In our case, the range data
information is provided by an external IR structured-lighting depth sensor (Structure
IO1) and the color data by the mobile device’s internal camera. Therefore, the first
processing module of our pipeline handles the synchronization and registration of the
depth stream onto the color one, as well as the marker-tracking operations necessary for
pose estimation and AR Rendering.

1 http://structure.io/.
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3.1 Streams Synchronization

In order to preserve tracking and detection of hand gestures, it is important to keep the
image pairs tightly synchronized so that the content doesn’t vary in case of quick
movements. To achieve this, the two capturing threads, retrieving frames asyn-
chronously, timestamp the input frames and push them to a synchronizing queue. From
there, the synchronizer checks the timestamps of the arrived frames, and publishes an
RGB-D pair by choosing the temporal closest ones.

3.2 Depth to Color Registration

The most computationally-heavy task of the input acquisition module is the depth
registration. This is the process of re-projecting the depth frame in order to match the
color camera’s characteristics and position. We assume that we have estimated the
depth and color camera intrinsic matrices, denoted Kd and Kc respectively, through
standard calibration procedures. Having previously undistorted the two input frames
based on their estimated distortion coefficients, the depth to color registration process is
reduced to the following calculation:

Dr xð Þ ¼ PKcTdcK
�1
d P�1DuðxÞ

where P is the perspective division operator, Tdc the rigid body transformation between
the depth and color camera, and Du; Dr the unregistered and registered depth pixels of
the current frame.

4 Gesture Recognition

The Gesture recognition process consists of three steps: (a) background extraction and
hand detection, (b) fingertip recognition, (c) Classification of pose and/or gesture.
These steps are described in the following subsections.

Fig. 1. The system’s schematic pipeline. The two red blocks (depth registration and
hand/gesture recognition) denote the computationally-heavy processing tasks of the framework,
while the blue block denotes that Marker-tracking and Interaction-Handling are done in parallel
to speed-up the overall processing time. (Color figure online)
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4.1 Background Extraction – Hand Detection

A depth-sensing camera makes background extraction relatively easy. Empirically
defining a distance threshold is enough to identify objects near the camera and reject all
the areas that are farther as background. Pixels that have an error value are treated as
background (these pixels include the visible part of user’s arm that is near the camera).
Using the threshold a binary image mask is produced. A morphological opening fol-
lowed by an extra dilation is then applied to the mask in order to remove small defects
and holes. The steps are presented in Fig. 2.

The hand of the user is near the camera and thus the area of the hand occupies the
biggest part of the image. We accept as hand area the larger area in the mask that is
over a threshold. Distance to other areas in the mask is measured and while it is below a
threshold the areas are connected to the main hand area. This operation selects the area
of the users palm and the fingers.

However this is not always the case. The device minimum measurable distance is
approximately 40 cm and many users are not comfortable having their hand at that
distance. When the user’s hand is near the camera (i.e. camera to hand distance is less

Fig. 2. Input images are the color image and the depth map. The equalized depth map is created
for viewing purposes. Areas far away and error values are defined as background. In the
background map it can be seen that the pinky finger is not attached to the rest of the hand. Also,
some noise-induced artifacts can be seen. Post-processing the map identifies the green area as a
hand and allows the detection of the fingertips. (Color figure online)
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than 40 cm), the method described above cannot be used. In that case the depth map
has large areas that cannot be measured including the users hand and a second method
(Fig. 3) is used.

Two areas cannot be measured due to the fact that a large object (user’s hand) is
near the camera. The first area directly results from the fact that the hand is not in the
measurable area. This creates an area with the same shape as the hand that is not
measured in the depth map. The second problem is the depth “shadow” created by the
hand due to the pixel shift needed to correct the IR projector-camera offset. Practically,
the first area is a shifted image of the hand that appears to the left of the hand compared
to the color image. The second area is a shifted and distort image on the right side.
Shifting to the left is relative to the distance of the object from the camera and shifting
(and distortion) to the right side depends both to the distance of the object to the camera
and the distance of background objects.

To overcome this problem two different approaches are proposed. The first method
assumes that the user keeps the distance of her hand in a constant distance from the
camera and that the background objects do not have large distance differences. The
second method assumes that colors in the image have a relatively large difference to the
skin color of the hand.

In the first case the two shifted images of the hand have a constant horizontal
distance. In order to estimate the hand shape we create a mask of the area the distance

Fig. 3. Input images are the color image and the depth map. The equalized depth map is created
for viewing purposes. Non-error values are defined as background. Continuous line arrows show
the process steps using color selection, while dashed line arrows denote the steps using the
shifted map selection. (Color figure online)
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was not measured. Then a horizontally shifted copy of the mask is produced. Finally a
bit wise and operation between the two masks returns the hand shape. This allows us to
detect the hand. Actually, the result is shifted compared to the color image and shows
the hand shape as seen by the infrared camera. The absolute position of the hand is not
important, to identify pose or gestures so in this case we may accept as truth the
position in the infrared camera input.

In the second case we assume that other objects that appear in the scene do not have
similar colors to the human hand and that lighting conditions are good enough so that
color camera can take clear images. In order to estimate the hand center we create a
mask of the area that distance was not measured and calculate its centroid. Dilation is
applied to the mask using a one line kernel so that areas on the sides of the mask are
included in the accepted area. The centroid and four other points near it are selected as
a base colors and used to select the hand area using color thresholds and the dilated
mask. The result is a binary mask of the estimated hand area.

4.2 Fingertip Detection

Hand area detected in the previous step is used as input to detect finger tips.
A k-curvature approach is used in many cases to detect fingertips. However, the fact
that user’s hand is near the lower measurable distance of the camera often produces
noisy results. This leads k-curvature method to produce false detects.

To resolve this problem a different approach is proposed. The centroid of the
detected hand is calculated, using Hu moments [6]. The centroid is then used as the
center of a polar coordinate system. Every hand contour point is then transformed to
this coordinate system. Calculated angles are rounded to the nearest degree. The largest
calculated distance is accepted for each degree. This way an array of 360 distance
values is filled. The average distance is calculated and used as a threshold to detect
fingertips (Fig. 4).

Fig. 4. The green line shows the area detected as hand. The small green circle is the hand
centroid and the blue circles are the detected fingertips. The right side diagram shows the distance
of the surrounding line from the centroid. 0° is on the left side. The distance is ignored and not
measured for angles near the hand entry angle (in this case 350° ± 60°) (Color figure online)
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Each fingertip candidate is a local maximum in the distance array that is greater
than the average distance. Results include fingertips and other points. Selected points
that are not fingertips are usually near the wrist of the hand.

In order to exclude these points the hand entry angle is computed. The hand entry
angle is the direction from the hand centroid to a point of the arm on the edge of the
image. Then fingertip candidates that have an angle difference smaller than a threshold
are excluded. Fingertip candidates are also rejected when another fingertip candidate
that has a greater distance value is within a few degrees.

The rest of the fingertip candidates are accepted as fingertips and counted as open
fingers. In the very rare case more that more than 5 fingertips are valid only 5 of them
are accepted and returned.

4.3 Pose and Gesture Recognition

The system using simple angular and distance thresholds is able to detect eight in-air
hand poses and five temporal gestures, as shown in Table 1.

5 Prototype Implementation and Results

For demonstrative and evaluative purposes, we built an indicative application using the
proposed system, where the user interacts and transforms a virtual object in a 3D scene.

5.1 System Configuration

We implemented the software prototype on a mobile configuration as seen in Fig. 5.
We used the tablet Nexus 9, running Android Lollipop (5.1.0). For depth-sensing,

Table 1. The available in-air poses and gestures detected by the proposed system. All of them
are programmable to be handled by the interaction handler.

Pose/Gesture Description

Closed hand No detected fingertips
One to five fingers
opened

Number of detected fingertips

Victory sign Index and middle fingers are open
Gun Thumb and index fingers are open
Gestures
Grasp Five fingers are detected in one frame and the next frame detects a

closed hand
Click One finger detected. The finger closes and opens again through

frames
Release Five fingers detected after closed hand
Zoom in/out Two fingers are detected with their distance decreasing (increasing)

through frames
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we used the Structure IO sensor, mounted on the tablet using a custom 3D-printed
bracket. The application software, and the proposed framework, are written in C/C++
and OpenGL. We tested the system by developing an example application where the
user can translate-scale a virtual object on the scene by using specific gestures.

Interaction Handler. The proposed system’s Interaction Handler (see Fig. 1) consists
of a programmable pipeline corresponding to the available in-air gestures that can be
detected. In our experimental prototype, we used the single-finger detection to choose
and highlight the selected object, the two-finger pose to translate the selected object and
the Closed-Hand gesture to scale the object.

Marker-Tracking. Marker-tracking is performed asynchronously with the Interaction
Handler. We use a simple rectangular multi-maker configuration to handle tracking in
cases where there is occlusion by the user’s hand. It is done on a later stage so that we
track the marker only on frames published by the synchronizer. The reason for that, is
to avoid erroneous transformations resulting from the markers transformation and not
the user’s hands.

5.2 Results and Performance

In order to assess the performance of the proposed system, we timed the main stages of
the processing pipeline. As shown in Table 2, the proposed system performs real-time
on the mobile device at an average of 11 frames per second (FPS). The bottleneck of
the system is the Gesture detection stage, followed by the Depth registration and
marker-tracking processes.

An exemplary usage of the framework and the developed prototype can be seen in
Fig. 5. The user selects the 3D object by hovering a fingertip over it, and translates it
when holding two fingers up. All transformations are calculated accurately on world

Fig. 5. Example usage of our system for the manipulation of a single virtual object. In the first
frame (left) the fingers are not over the object, while in the second (right), the object is picked
(and outlined) and transformed according to the user’s movement.
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coordinates, achieving thus, a close tracking of the user’s hand by the virtual object. It
is also noteworthy that since we have a depth-capable device, we handled real-life
occlusions of the virtual objects by pre-filling the graphic’s pipeline depth buffer before
rendering the virtual content.

6 Conclusions

In this paper we presented an integrated system for naturally interacting with 3D
content on mobile AR scenarios using in-air gestures. The proposed system uses an
external depth-camera, which is self-powered, so as to not affect the device’s battery
life. We tackle the problems created by using external cameras, such as depth regis-
tration, and provide a complete framework for gesture recognition and handling, and
AR marker-based rendering, integrated into a mobile device. We have proposed a
novel scheme for real-time gesture detection, branched off to two methods corre-
sponding to two different scenarios, (a) when the user’s hand is in measurable distance,
and (b) when it’s not. To our best knowledge, this is the first integrated gesture-based
AR manipulation system used on a depth-capable mobile device that is comprised of
off-the-shelf hardware. We have qualitatively evaluated our system by developing a
single-object manipulation application and showed that it performs real-time on the
target device by measuring its computation times. Our future work is: (a) to provide a
parallel implementation of the computationally-heavy stages, (b) to improve the
capabilities and accuracy of the gesture recognition component to reduce
false-positives and (c) to provide gesture-recording features to allow the addition of
user-defined poses.

Acknowledgements. This work has been supported by the Greek Secretariat for Research and
Technology Bilateral Collaboration Project MOMIRAS (ISR-3215).

Table 2. Processing times of the proposed system on the prototype mobile configuration.
Interaction handling and marker-tracking is done asynchronously in parallel, thus the time
displayed is that of the slowest one (marker-tracking).

Acquisition/synchronization <1 ms
Depth registration 18 ms
Hand/gesture detection 42 ms
Interaction handling-marker tracking 27 ms
AR rendering 4 ms
Total: 92 ms
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Abstract. This paper focuses on the development of a gaze-based control
strategy for semiautonomous wheelchairs. Starting from the information gath-
ered by an eye tracker, the work aims to develop a novel paradigm of Human
Computer Interaction (HCI) by means of a Virtual Reality (VR) environment,
where specific motion metrics are evaluated.
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1 Introduction

Collaborative Assistive Robotics is the discipline that studies the support of automatic
machines to people in the execution of many different tasks involving specific design of
human machine interaction HMI. The support and the assistance of patients suffering
from mobility problems such as spinal cord injuries or degenerative diseases as ALS
(Amyotrophic Lateral Sclerosis), is a very relevant research branch in the field of
Assistive Robotics. Of course, and in addition to the physical deficit, these kind of
pathologies are often cause psychological distress. In order to alleviate the loss of
mobility and the capability of interacting with the surrounding world, the market offers
solutions based on motorized wheelchairs and combined with a suitable HMI. A very
promising yet challenging interface is the adoption of eye tracking technologies. This
kind of interaction paradigm is indeed very useful, since it can help enhancing the user
mobility, consisting in a valuable support also until the last and most critical phases of
the disease.

Existing solutions for gaze-based interaction often require wearing glasses [8] or
electrodes for Electrooculography [7], while others are based on less invasive solutions
as for example Video Oculography (VOG). However, due to the patient health con-
ditions, it would be highly desirable to develop HMIs that are least tiring and invasive
as possible. Moreover, the user needs a certain amount of time to become familiar with
it [3], the designer is often required to develop customized HMIs [1] and clinicians
need assistance in performing standardized wheelchair driving assessments [6].

Unfortunately, VOG, although being minimally invasive, achieves lower perfor-
mances in terms of eye gaze estimation accuracy compared to more traditional inter-
action paradigms. This is due to the different elements and environmental conditions
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that influence the system performances and cannot be fully kept under control. Among
them illumination, relative motion between the user and the instrument (rotation and
translation), objects in front of the eyes, physiology of the different users [4]. Another
problem underlined from many authors is that the performances provided by the
manufacturers seems to be neither repeatable not representative as they are obtained in
ideal conditions [9].

From the considerations above it is evident the need to have an instrument able to
train the user, let the designer develop optimized HMIs taking into account also the
instrument accuracy, and eventually assist clinicians in performing standardized
wheelchair driving assessments. In [2] the authors used VR to assess lateralized spatial
attention and neglect for users hit by right hemisphere strokes, adopting a complex
hardware simulator based on a treadmill. In [1] a virtual reality platform based on a
game engine (Unreal EngineTM) has been chosen for training, HMI evaluation, and
optimization of a so-called “natural gaze-based wheelchair driving”. In our work we
propose a VR-based simulation engine to develop an innovative HMI for VOG that
uses, for the first time, the information on the eye tracker accuracy to achieve better
performances in usability, comfort during navigation and fault tolerance to noise
induced by the intrinsically low accuracy of the interface, as previously described. With
respect to [2] we use one of the current state of the art game engine, UNITY, to develop
our VR tool, as it is able to provide immersive and high quality 3D graphics in a much
simpler and reconfigurable platform. The work of [1] is quite interesting and very close
to our goals and general approach. Compared to them our contribution consists of the
inclusion in the model of the eye tracker accuracy; we developed different HMI
interfaces that we believe to be more “natural”, and we used a more complete set of
metrics to assess the user performances.

2 State of Art in Wheelchair Control for Severely Impaired
Users

With reference to the availability of systems that exploit the gaze information to control
and drive a wheelchair, or more in general for mobility enhancement in patients
affected by severe motor disabilities, the literature presents some works carried out in
the past years that have been considered as a reference and starting point for our
application. The first attempts in this area can be found in [23], where the authors
propose a model to drive the wheelchair using, as a driver, the information gathered by
a glass-mounted camera that takes a close look on the users’ eye. A rather simple yet
effective method to control the wheelchair by interpreting the position of the eye was
proposed more recently by [24]. The method exploits the positioning of the eye and the
blinking information to extract basic commands, as moving ahead, left and right.
However, due to the incapability of dealing with head motion, both systems require a
head-mounted device for tracking.

It is worth noting that wearing additional equipment may result uncomfortable for
the user and therefore it would be highly desirable to reduce the invasiveness of the
technology. To this aim, other researches in this area [25] have proven that the task can
also be solved adopting external devices. However, an eye-tracking system as the one
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used for their experiments is rather expensive, considerably reducing the affordability
of a complete system especially by a private user. Electrooculography [26] has also
been recently used as a tool to understand the users’ intentions and control the
wheelchair accordingly. Besides requiring the use of a wearable device, electroocu-
lography is an efficient diagnosis tool, but also in this case it may turn out to be
fatiguing, and the number of commands that can be configured is somehow limited.
This is the reason why we have chosen to use an external device, similarly to previous
studies [25], but adopting an affordable system that can be easily configured and
customized to fit the requirements of the specific application context.

3 Motion Metrics

Driving through the view of a display implies as the first main disadvantage a strong
limitation of the visible field of view. A visual interface based on a common LCD
presents limitations similar to the ones associated to common diseases that cause a loss
of the peripheral view (for example in hemianopia [10, 15]). Such limitations results in
common behaviours as a sub-optimal road/lane positioning when driving, slow motion
during manoeuvres, reversing, or through narrow gaps. The user may not detect
peripheral cues and therefore may lose forewarning as well as suffering of losses in the
reaction time [13].

Methodologies and guidelines for an objective and general assessment of the
driving performances can be identified in literature (usually derived from known drive
test, i.e. Miller Road Test [12]). In our work, the simulation environment is designed to
be a dynamic framework for training and design. Therefore, the definition of suitable
metrics to quantify the driving performances, the usability of the HMI, and the motion
comfort is fundamental for the iterative application of corrective actions both for the
HMI and the training phase [3]. A good HMI for driving is indeed the one that not only
allows a proper motion, but also guarantees the safety of the user, the safety for the
others and the minimum stress in the daily usage. A number of papers have been
published about the problem of assessing the driving performances. These, however,
differ according to the application focus. Some are more targeted at safety features (for
example for the renewal of driving licenses, problem currently associated to elderlies
[16, 17]), HMI usability [18, 19], or the characterization of the driving comfort for the
driver and/or passengers, relying mostly on the dynamic behaviour of the vehicle [20,
22]. Therefore, in order to provide a complete and meaningful evaluation, different
metrics should be considered [6, 11, 14], related to the vehicle management and
comfort of the passengers, but also to the cognitive and emotive response of the subject
to different stimuli. Hereafter the main categories to take into account are:

• Vehicle Metrics
– Manoeuvrability Metrics, related to vehicle position and orientation, lane

positioning, driving speed, vehicle steering angle, brake distances. These metrics
are useful to assess the skill and driving capability of the user.

– Comfort Metrics, related to the motion characterization, longitudinal and lateral
acceleration, jerk, vibrations, smoothness [20]. Derived from standard ISO
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2631-1 [21], these metrics identify under which conditions the driving results
comfortable, uncomfortable, or even potentially harmful for the subject.

• Human Metrics
– Stress Metrics, track biological parameters such as heartbeat, blood pressure,

eye-positions, pupil diameter, blinks. These metrics are useful to assess the level
of stress of the user in using the interface.

– Cognitive Metrics, related to the locus of attention or cognitive workload of the
driver, usually obtained through interaction with an examiner under different
testing condition, i.e. detection of signs, time to perform a given computation,
the accuracy in committing items to memory. These metrics are useful to assess
the level of mental load required to use the interface and drive.

– Subjective Metrics, include norms of driving performance that are difficult to
assess by automated means, or do not include cognitive issues of driving
workload, interactions with the domestic spaces, responses to persons, obstacles
etc. Direct feedback from the subjects, useful for usability estimation.

The metrics that we implemented originate from a subset of items in the list
presented above and are hereafter described:

• Circuit: to complete a given course. The path performed is recorded and evaluated
in relation to a reference path that must be followed. Figure 1, room and space
marked with A.

• Comfort Assessment: longitudinal and lateral acceleration and jerk analysis. The
standard ISO 2631-1 proposes a comfort assessment based on the RMS from
weighted accelerations

aRMSðkTÞ ¼ 1
T

Z T

0
a2WðtÞdt

� �1
2

ð1Þ

Fig. 1. UNITY virtual environment, the letters indicate the areas used for the tests
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– aW ðtÞ weighted acceleration. Horizontal (lateral and longitudinal) accelerations
are weighted using a human transfer function defined in the standard;

– T, time interval for the RMS evaluation
– aRMSðkTÞ weighted RMS acceleration, function of the k-th T period

• Manoeuvring: to drive through a series of cones, positioned on a wide flat section
of a course, as quickly as possible without touching any of them. Each cone touched
or knocked over is recorded and considered as an error score. The time to complete
the manoeuvring task is recorded. A manoeuvring score is calculated as the time to
complete the task plus a time penalty for each error (Fig. 1B).

• Depth perception: to drive from a starting point to an ending reference at highest
possible speed and stopping as close as possible to the reference. The reference can
be either a line on the ground, that is visible direct reference, or a virtual line
between two physical entities (cones or signs), namely an indirect reference. The
distance between the final position of the wheelchair and the reference is recorded.
Time taken to complete the task is recorded. A depth perception score is calculated
as the time required to complete the task, plus a penalty score depending on the final
gap (see Fig. 1C).

4 The Eye-Tracking System

For the implementation of this project we have relied on an eye-tracking solution made
available on the market by Xtensa s.r.l. The product, called EyeAssist, which stems
from an early prototype presented in [5], is a low-cost and highly configurable system
that can be customized so as to satisfy the customer needs in terms of functionalities
and application scenarios. It consists of a software driver that interprets the video
information captured by the video camera, which goal is to predict the location of the
point on the screen observed by the user. The visual interface is then handled by a
separate application that reads the gaze stream to activate the corresponding function at
the system level. Thanks to the decoupling of the driver and the interface, we have
implemented our application exploiting the sole information provided by the gaze
tracker. The gathered information is then used to control the virtual environment that
we have developed and that will be described in the next paragraph.

The big advantage of the adopted eye-tracking solution consists in the provisioning
of a solution that mostly relies on software, while limiting the hardware infrastructure
to a video camera and four infrared illuminators used for calibration and pupil detection
purposes. In fact, no strict constraint is imposed as far as the computer and the type of
display is concerned. The power supply for the whole system (camera and lights) is
guaranteed by the USB plug directly, so that no additional power source must be
employed.

An overview of the eye-tracking components and the installation on the computer
used for testing is shown in Fig. 2.

As can be seen, and for demonstration purposes we have adopted a regular desktop
display, although, thanks to the flexibility in positioning the lights and calibration, the
system can be easily tweaked to be used also in a mobile context, e.g., with a tablet.
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This turns out to be a considerably strong advantage compared to other solutions
available on the market, since it allows testing the same system on different display
devices, a highly desirable feature especially in the prototyping phases of the project.

To ensure maximum personalization of the platform and to make it easier to
develop third-party applications on top of the existing eye-tracking driver, the inter-
action with the EyeAssist is possible querying a selected UDP port.

The data accessible by the user consist of the x and y coordinates of both eye pupils
in the image, as seen by the camera, and the coordinates of the observed point on the
screen, again for each eye. For completeness also the weighted average of the gaze
combining the information of the right and left eye is also made provided. The weight
is decided automatically during the calibration phase, to maximize the use of the
dominant eye.

If desired, the user can decide to work with one eye only, by easily selecting the
option from the configuration tool.

5 The Eye-Controlled Virtual Reality Environment

The 3D virtual scenario represents the environment of our mechatronics laboratory. It is
developed starting from the 2D map, and completing the missing information using a
common 3D modelling application (Fig. 3).

The HMI interaction and the wheelchair simulation was developer with UNITY
3D. The game engine permits to obtain a better realistic simulation from a graphical
point of view, taking into account the collision with the wall (bouncing on collision)
and the dynamics of the wheelchair.

Furthermore, the simulation takes into account the dynamics of the vehicle by
means of the field “mass” applied to the rigid body component and a viscous friction.
Both the kinematics and the friction models are very simplified. The kinematics of the
wheelchair is a unicycle while the friction simulates the rotational friction along the
wheel axis and the wheel lateral slippage. The control of the wheelchair is achieved
providing a reference velocity that the object reaches imposing a maximum

Fig. 2. The necessary hardware components (left): camera, infrared illuminators, and power
distribution plug for the illuminators. A sample installation of EyeAssist (right), with details on
the camera and light positioning
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acceleration law (bang-bang control) to the rigid body. Each dynamical update is
computed at a fixed time stamp like in a real time operating system, see Eq. (2). During
each “FixedUpdate” cycle, the application estimates the variation of the linear and
rotational velocity taking into account the HMI commands that provide the reference
linear and angular velocities. In this way, the behaviour of the two velocities follows a
common trapezoidal tread (in Fig. 11 a simulation example) characterized by a speed
limit equal to the reference provided by the HMI.

vk ¼ vk�1 þ a � Dtframe
_hk ¼ _hk�1 þ a � Dtframe

ð2Þ

– vk is the linear velocity at k-th frame
– a is the bang-bang maximum forward acceleration
– _hk is the rotational velocity at k-th frame
– a is the bang-bang maximum angular acceleration
– Dtframe is the time between two consequent frames

The following code is part of the script used to simulate the wheelchair velocities.

Fig. 3. On the left: the 3D environment of the mechatronics laboratory in the modelling
application. On the right: the corresponding Unity 3D scenario (game engine)
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6 Interaction Design

The HMI proposed in this article aims to minimize the stress of the patient resulting
from the intensive use of the system, and at the same time maximize his driving
performances and motion comfort. For this purpose we believe that the HMI has to be
intuitive for all the users (i.e. for youngsters and elderly) and the computed commands
must take into account the metrological performances of the eye tracker and the
physiological characteristics of the users (Fig. 4).
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For this purpose we projected the 3D visible environment on the screen and, on the
top part (1/3 of the screen), we overlapped the buttons to start and stop the simulation.
This area is the one where the eye tracker is typically subject to a lower accuracy and
where the ceiling and a narrow part of the walls are projected, so it has been used for
general-purpose commands.

The control of the wheelchair is performed in the remaining central and bottom
area. We used the VR environment to develop and optimize the two HMI strategies.

According to the first strategy, we divided the whole screen using a 3 × 3 grid of
virtual buttons. As shown in Fig. 5 the top row and the first and third element of the
bottom row are reserved for the customization of the graphical interface. The other four
areas are used to perform the control of the wheelchair and, in particular, each button
corresponds to a fixed set point of maximum linear and rotational speed. The infor-
mation about the uncertainty gives a measure of precision of the eye tracker. The HMI
strategy takes into account the uncertainty to evaluate the compatibility of the estimated
point of sight on the screen with the possible commands. The values of compatibility
are multiplied by the velocity set point in order to obtain two simultaneous movements,
as in Eq. (3).

vf ¼ Cf � VMAX
_hr ¼ Cr � _hMAX

ð3Þ

– vf is the linear velocity
– Cf is the compatibility with the forward button
– VMAX is the reference for the linear velocity
– _hr is the rotational velocity
– Cr is the compatibility with the turning right button
– _hMAX is the reference for the angular velocity

The second HMI strategy foresees a continuous variation of the two set point
velocities with the aim to increase manoeuvrability, reduce jerks, and thus increase
comfort. In particular, the traction speed has a trend following a rational function with
two cubic polynomials (Eq. (4)):

Fig. 4. Interaction block diagram
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FðxÞ ¼ �2:29 � x3 þ 1:18 � x2 þ 1:13 � x� 0:017
x3 � 4:38 � x2 þ 1:71 � xþ 2:22

ð4Þ

The parameters in Eq. (4) are obtained by fitting the function model with a set of
reference 2D points (screen position vs speed) using a trust region routine.

The rotation speed follows a linear law from the value −1 rad/s on the left side of
the screen to +1 rad/s on the right side, as reported in Eq. (5), where W is the screen
width (Fig. 6).

G xð Þ ¼
3
W � xþ 1

2 ðleft sideÞ
3
W � x� 1

2 ðright sideÞ
�

ð5Þ

For both control functions, we inserted a flat zone around the zero, where the
wheelchair does not move. The amplitude of this area is defined to be comparable to
the maximum eye tracker uncertainty. We obtain the reference speed multiplying the
maximum speed by the value of the previous functions.

Fig. 5. HMI with 3 × 3 grid buttons. Cf forward and Cr right turning compatibilities

Fig. 6. Control functions for translation and rotation

Development of Innovative HMI Strategies 367



7 HMI Performances Evaluation in VR

Seven subjects tested the two HMIs. Each user initially familiarized with both, per-
forming a sufficient number of trials to fully understand and “properly” manage the
driving (self-assessment given by the users). During this phase the subject can take all
the time he needs to accomplish each task. In the last part of the familiarization the
subject is instructed on the parameters of test that are under monitoring, the associated
metrics and weighting factors. The weighting factors are multiplicative coefficients
used to combine the different elements of the test into a homogeneous representation as
a unique meaningful penalty score: the higher the penalty score is the worse the overall
driving performance can be considered. The weights are defined by the designer of the
tests considering the purposes of the simulation, the application field and the potential
risk levels of the equivalent real application. The values are defined before the testing
phase and kept constant for all subjects. For the sake of completeness, each factor of
the penalty function is provided separately.

After the familiarization, subjects performed each test once. The data is here
recorded and analysed using the metrics described in Sect. 3.

7.1 Circuit Metric

The objective of the test is to follow a given path inside an indoor environment. The
main difficulty of the test is to not collide with the walls while following the reference.

All subjects reached the final position with a very limited number of collisions, all
performing similar trajectories. However, the paths obtained using the HMI-2 achieved
smoother trajectories compared to the ones obtained using HMI-1. In Fig. 7, the best
and worst cases (lowest and highest penalty) for both the HMIs are shown.

In Eq. (6) we indicate the metric used to assess the driving performances of the
subjects and HMIs, while in Table 1 the result of the tests are reported.

Fig. 7. On the left: executed paths. On the right: best and worst case for both HMIs. (Color
figure online)
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PCi ¼ DtþDRMS � WRMS þHits � Whit ð6Þ

– PCi is the penalty score of the circuit test.
– Dt is the time interval from the first motion till the reaching of an imaginary line at

the end of the circuit.
– DRMS is the RMS distance from the reference path.
– WRMS is the weighting factor for RMS distance: 1 s for 0.1 m. The value is meant to

penalize those trajectories affected by a displacement bias or ones with a strong
variably around the reference trajectory.

– Hits corresponds to the number of collisions with the environment.
– Whit is the weighting factor for collisions: 2 s for each collision. The value is the

same used for the manoeuvrability metric.

Figure 8 shows the comparison between the penalty scores achieved with the two
HMIs. The lower the value, the better can be considered the driving performances.

Six out of seven subjects achieved better performances (lower penalty) with HMI-2.
The parameter that mostly influences such results it is the time required to complete the
task: when using the HMI-1 the users are usually slower. Such operative condition is
due to a limitation in performing the turns maintaining a constant frontal speed. With
HMI-1, the user can control only one element per time, frontal or angular velocity; the
compatibly analysis on the active areas helps the user to provide hybrid driving control
in speed but still such driving interface implies a strong loss in the management of the
frontal feed. We can then conclude that HMI-2 seems to provide a more agile driving
experience.

Table 1. Circuit metric, tests results

Subject HMI Time [s] RMS D [m] Collisions Penalty [s]

1 1 160.8 0.270 0 163.5
2 133.4 0.195 1 137.3

2 1 139.2 0.309 0 142.3
2 127.2 0.333 0 130.5

3 1 146.2 0.240 0 148.6
2 133.1 0.282 1 137.9

4 1 121.6 0.397 0 125.6
2 121.1 0.233 0 123.4

5 1 132.4 0.207 0 134.5
2 135.7 0.235 0 138.1

6 1 149.7 0.533 0 155.0
2 149.5 0.328 0 152.8

7 1 158.7 0.248 0 161.2
2 140.9 0.242 0 143.3
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7.2 Comfort Metric

The aim of this metric is to assess the level of comfort experienced by the user on the
virtual wheelchair. The metric is developed according to the ISO 2631-1 guidelines and
the related literature [20].

PCo ¼ �aRMS � WRMS þmaxðaRMSÞ � WRMS ð7Þ

– PCo is the penalty score for comfort analysis.
– �aRMS is the mean of the RMSs accelerations (longitudinal and lateral) along the path

(period for the RMS evaluation set to 2 s).
– maxðaRMSÞ is the maximum value of the RMSs longitudinal accelerations (frontal

and lateral) along the path.
– WRMS is the weighting factor for the comfort level: 0 if aRMS is within the range of

comfort, 2n otherwise, where n is and index of the level of comfort (1 is “A little
uncomfortable”, 5 “extremely uncomfortable”). The values are set to penalize the
occurrence of acceleration spikes and continuous variations of acceleration asso-
ciated to an RMS value over threshold (Table 2).

In all tests the resulting acceleration, main parameter for the comfort assessment,
remains under the threshold associated to the “comfortable” level (a RMS less than
0.314 m/s2). Nevertheless, it must be underlined that the level of RMS accelerations is
lower in the case of HMI-1; such result is mainly due to a more stable frontal speed
when moving. With HMI-2, the continuous control law, together with the eye tracker
uncertainty, causes small but continuous variations of the frontal speed, with associated
frontal accelerations, resulting in a potentially less comfortable driving experience.

Fig. 8. Circuit test, HMIs penalties comparison (Color figure online)
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7.3 Manoeuvring Metric

The objective of this test is passing through a set of cones, starting the manoeuvre
aligned with the passing direction but from both a lateral and longitudinal displace-
ment. This test mimic a change of line manoeuvre.

In Fig. 9 the overall results are shown. The first important noticeable element is that
subjects involved in the tests perform smoother motions using HMI-2.

The metric used for the assessment of the manoeuvrability is presented in Eq. (8),
and Table 3 reports the data collected and the results of the metric.

PM ¼ DtþHits � Whit þ #j j � Wh ð8Þ

– PM is the penalty score of the manoeuvring test.
– Dt is the time interval from the first motion till the reaching of an imaginary line at

the end of the cones.
– Hits corresponds to the number of cones hit in the test.
– Whit is the weighting factor for hitting a cone: 2 s for each cone. The weighting

factor is chosen to penalize a potentially dangerous manoeuvre due to a collision
with objects or environment. The specific value of 2 s is set in order to assign a
moderate penalty to the score.

– # is the angle of the trajectory performed through the cones as linear segment.
– Wh is the weighting factor for the alignment mismatch between the reference

direction (defined by the cones) and #: 2 s for each degree. The factor is chosen to
penalize the wrong positioning during the manoeuvre. The value is equal to Whit in
order to give the same importance to both elements in the test.

Table 2. Comfort metric, tests results

Subject HMI Mean a RMS [m/s2] Max a RMS [m/s2] Penalty[s]

1 1 0.016 0.043 0
2 0.039 0.140 0

2 1 0.015 0.073 0
2 0.022 0.091 0

3 1 0.012 0.052 0
2 0.029 0.113 0

4 1 0.020 0.056 0
2 0.021 0.089 0

5 1 0.020 0.057 0
2 0.029 0.129 0

6 1 0.022 0.061 0
2 0.049 0.167 0

7 1 0.015 0.044 0
2 0.030 0.095 0
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According to the application each weighting factor value can be increased or
reduced. An example could be the HMI control of a space rover, in this case the main
objective is to avoid collisions with obstacles (i.e. rocks) and so Whit should be
increased. In the case of long vehicles the alignment with the loading station is a
mandatory requirement, in those cases it would be recommendable an higher value of
Wh. In our case the alignment is an important parameter since the capability to reach a
position in space with the desired attitude is a fundamental element for usability of the
system a far as the user, in this way, minimizes the need for continuous re-alignments.

In Fig. 10 the relation between the penalty scores achieved using HMI-1 or HMI-2
are reported. The distributions underline and confirm what already stated in the circuit
metric, namely that HMI-2 offers a more agile interface. When using HMI-2 the users
are able to perform the task in a less amount of time.

Regarding the accuracy in manoeuvring, no explicit evidence was found to state
that HMI-2 is better than HMI-1. The number of cone hits and angular driving does not
highlight the presence of particular trends; in fact the accuracy seems then related more
to the driving skills of the subject rather than to the HMI used.

7.4 Depth Perception Metric

In this case we aim at assessing the depth perception of the subjects when using the
proposed HMIs. The test requires moving at the maximum possible speed and stopping
the motion as close as possible to a transversal line placed 5 m ahead the starting
position. The difficulty of the test is that the frontal view displayed on the monitor
implies the visual loss of the ending line when the wheelchair approaches the line, due
to the limited field of view of the virtual (and real) camera. This element forces the

Fig. 9. Manoeuvrability tests (Color figure online)
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subjects to extrapolate the position of the line in order to estimate the relative distance
and perform the stop manoeuvre at the proper time.

The metric used to assess the depth perception is the one in Eq. (9). Table 4 reports
the collected data and the corresponding results.

PD ¼ Dtþ Ddj j � Wd þDv � Wv ð9Þ

– PD is the overall score.
– Dt is the time interval from the first motion till the reaching of the target.
– Dd is the distance between the ending line and the vehicle when this one is stopped

(end of the test).
– Wd is the weighting factor for the final distance: 2 s for each 0.1 m before the line,

3 s per 0.1 m after the line (the crossing of a limit it is commonly considered a
worse scenario than an early stop).

– Dv is the difference between the maximum admissible speed and the one reached by
the user.

– Wv is the weighting factor for the maximum speed mismatch: 0.5 s per m/s. The
difference between the maximum possible speed and the one reached by the subject
is a parameter also related to the time used to finish the test. This weighting factor is
set to have a moderate effect on the metric since the time it is already included and
the element of main interest is the distance from the reference line.

In Fig. 12 the relation between the penalty scores achieved using HMI-1 or HMI-2
are shown. The distributions are similar, not underling particular evidences or differ-
ences in performances in depth perception. None of the subjects, independently of the
HMI, managed to stop closer than 10 cm from the line.

An interesting fact can however be derived from Fig. 11. The main discrepancy
between the HMIs is the speed management. When using HMI-1, the subjects are able

Fig. 10. Manoeuvrability tests, HMIs penalties comparison (Color figure online)
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to maintain a more stable speed. Such trends can be addressed to the behaviour of the
eyes during the motion: when approaching to line, the user tends to gaze such specific
point on the display, tracking it, in order to have a spatial reference. When the line exits
from the field of view, the subject loses the reference marker, and starts using the eyes
in a more proper way, controlling the velocity through the HMI. This behaviour has
different results in the two HMIs: in HMI-1 it has a limited influence thanks to the
intrinsic filtering effect coming from the rather large dimensions of the active areas
(variations of gaze inside the active square do not influence the final velocity com-
mand). In HMI-2 the variation of gaze causes a variation of the frontal speed, so the
subject must continuously correct the speed.

Table 3. Manoeuvrability metric, tests results

Subject HMI Time [s] Cone hits Entry angle [rad] Penalty [s]

1 1 40 2 −0.113 56.9
2 28.1 1 −0.060 37.0

2 1 44.9 0 −0.011 46.1
2 27.3 2 0.001 31.4

3 1 31.1 1 −0.087 43.1
2 25.8 1 −0.121 41.6

4 1 29.5 2 −0.124 47.7
2 27.1 0 −0.071 35.2

5 1 34.9 0 −0.022 37.5
2 25.4 2 −0.023 32.0

6 1 39.1 2 −0.255 72.3
2 29.7 0 −0.035 33.7

7 1 42.2 0 0.015 43.9
2 26.1 2 −0.037 34.4

Fig. 11. Depth perception tests (Color figure online)
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8 Conclusions

This paper focuses on the development of optimized strategies of HMI based on eye
trackers by means of a Virtual Reality (VR) environment where several motion metrics
were evaluated. To this aim we developed two HMI: HMI-1 is button based; HMI 2
embeds a continuous control law. Both were tested with seven subjects.

For the circuit metrics all subjects managed to achieve the goal with a very limited
number of collisions. However, the tests performed using HMI-2 achieved paths
definitively smoother than the ones from HMI-1. It is possible to conclude that HMI-2
provides a more agile driving experience.

Regarding comfort, in all the tests the horizontal acceleration remains under the
threshold associated to the “comfortable” level. Nevertheless, it must be underlined that
the level of RMS accelerations is lower in case of HMI-1; this result is mainly due to a

Table 4. Depth perception metric, tests results. The maximum admissible speed was 0.4 m/s

Subject HMI Time [s] Distance [m] Max speed [m/s] Penalty [s]

1 1 20.3 −0.787 0.373 28.2
2 22.6 −0.439 0.361 27.0

2 1 19.7 −0.631 0.398 26.0
2 20 −0.72 0.366 27.2

3 1 25.1 0.157 0.396 29.8
2 24.7 0.203 0.346 30.8

4 1 23.3 −0.267 0.400 26.0
2 22.7 −0.194 0.352 24.7

5 1 17.8 −0.28 0.400 20.6
2 19 −0.719 0.339 26.2

6 1 22.8 −0.655 0.398 29.4
2 21.1 −0.428 0.359 25.4

7 1 22.8 −0.138 0.347 24.2
2 16 −0.158 0.364 17.6

Fig. 12. Depth perception tests, HMIs penalties comparison (Color figure online)
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more stable frontal speed when moving. With HMI-2, the continuous control law,
together with the eye tracker noise, causes small but continuous variations of the frontal
speed leading to a potentially less comfortable driving experience.

Regarding manoeuvrability, HMI-2 offers a more agile interface, performing the
same task in less time. About accuracy in manoeuvre, no explicit evidences were found
to state that HMI-2 is better than HMI-1. The number of cone hits and angular dis-
placements varies between subjects and interfaces without a specific trend; the accuracy
seems then related more to the driving skills of the subject rather than to HMI used.

Regarding depth perception the distributions are similar, not underling particular
differences in performances. None of the subjects, independently of the HMI, managed
to stop closer than 10 cm from the line.

As an overall conclusion we can state that the HMI-1 is more suitable for precise
and localized manoeuvre close to a target while HMI-2 is much better for driving till
the approach.

Future work will focus on the refinement of the two interfaces with the possibility
to filter the eye tracker noise in order to increase comfort for HMI 2, on the modelling
of the wheelchair kinematics, on the enhancing of the depth perception and on the
investigation of the driving performances from a subjective viewpoint. This should
enable to further refine the navigation engine and develop a real-world robotic
wheelchair that matches the principles of user-centric design.
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Abstract. This paper presents the AMICA VR system, aiming at exploiting
immersive visualization paradigms enabling visitors to be physically and
emotionally involved in a virtual experience conceived for the dissemination of
the activities related to craftsmanship of printmaking. The developed platform
aims at spreading a better knowledge about printmaking by appropriately using
Interactive Digital Storytelling and Immersive Virtual Environments, exploiting
their features in terms of presence, immersion, interaction and multi-modality.
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1 Introduction

Today’s constantly evolving technology and growing need for information has led to a
proliferation of data and knowledge now available in the digital domain. From math-
ematics to literature, almost all categories of human knowledge are available in the
information-sphere. However there remain certain types of knowledge that are difficult
to digitize, store, preserve and share. Manual skills, for example, are difficult for indi-
viduals to acquire and, typically, are easily lost. The learning process of motor activities
requires a constant and recurrent training almost always based on the emulation of the
movements performed by an experienced craftsman. It is extremely difficult to sum up
the complex and articulated experience accumulated by an artisan during an entire life of
practice. It is equally difficult for a novice to understand the meaning of a gesture from a
written text. Indeed, since the Industrial Revolution, entire categories of manual skill
have been supplanted by industrial processes or have been lost due to illness or the
declining of years of skilled artisans. Because manual learning requires a significant
investment of time from both student and teacher devoted to hands-on study and
practice, there are few technological means for preserving this knowledge.

Consequently, the products, skill, know how, long-term tradition and tips trans-
mitted so far from our master experts and processes of such craftsmanship (such as

© Springer International Publishing Switzerland 2016
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pottery, wood carving, metalsmithing, printmaking, etc.) are in jeopardy of being lost.
Taken on whole this constitutes a significant loss for our heritage. Indeed, not only are
these crafts an important means of artistic expression, they represent a significant
aspect of humanity at large.

Artisan skills are acquired by demonstration, learned by doing [1], and sharpened
by practice. Typically, the transfer modality of artisan skills is the learning-relationship
between the master artisan and his/her apprentice in the artisan workshop. Watching the
master at work is therefore a fundamental step in learning. At the same time, opening
craft workshops to the public is the best way to stimulate the interest, promote and raise
awareness on this incredibly rich world of knowledge.

The project AMICA (standing for “AMbienti virtuali Immersivi per la Comuni-
cazione delle maestrie dell’Artigianato”, i.e. Virtual Environments for the Communi-
cation of Handicraft) aims at realizing the purpose of conserving and disseminating
such heritage through the use of immersive Virtual Environments (VEs). VEs are
interesting instruments to create tools to communicate culture, because information is
disseminated through sensory feedback and therefore easy to understand also from not
skilled users. These tools might be available in dedicated locations, such as museums,
or through the web [2], and use different types of metaphor, including the use of totally
abstract environments which act as spatial context for information [3].

AMICA (Fig. 1) aims at exploiting immersive visualization paradigms and Natural
User Interfaces (NUI) enabling visitors to be physically and emotionally involved in a
virtual experience conceived for the dissemination of the activities related to artisan-
ship. The product of the research consists of an edutainment application proposing to the
users a virtual travel in an artisan workshop. The virtual tour is built around a storyboard
touching the most significant steps required to produce an artistic print. As a corollary to
the virtual application, a web site collecting detailed information and materials collected
during the first part of the project is made available on line for a deeper understanding of
the procedures shown by the VR application. The resulting platform will become an
interactive educational tool showing the involved processes and the competencies
needed in order to create an artistic craftwork. The project is focused on the sectors of
engraving and printmaking, although it is foreseen to test the replicability of the
developed metaphor also to other craft contexts like carpet-weaving. The project has
been developed in partnership with 2RC, one of the most famous and renowned Art
printwork centers1, which has granted access to artists, craftsmen and students of the
ongoing academic master in Techniques and Management in Editorial Printmaking Art.
The director of the 2RC center and the students of the master have been trained in the
theoretical aspects of Virtual Environments and have collaborated with us in the defi-
nition of the VR application storyboard, making themselves available as the protagonist
of the interactive experience. The developed platform aims at spreading a better
knowledge about the craftsmanship of engraving and printmaking by appropriately
using Interactive Digital Storytelling and Immersive Virtual Environments, exploiting
their features in terms of presence, immersion, interaction and multi-modality.

1 http://www.2rcgallery.com.
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2 Related Work

Safeguarding and passing over skills and intangible cultural heritage features is the
subject of several experiments, as well as large research projects [4, 5]. Teaching crafts
isn’t very different from forming skills. Digital fabrication can be combined with
craftsmanship to create new objects starting from destroyed ones [6], through 3D
printed reconstruction or through 3D recording.

The easiest and more efficient way to transfer practical skills consists in observing
and emulating an experienced user. This approach is a perfect expression of the con-
structivist theory (or better said, leaning by doing), which assumes that if active natural
processes are involved in the phase of learning, the efficiency of the knowledge-transfer
is much higher [7]. However, this presumes the existence of masters which can be seen
here as pedagogical agents willing to train others [8]. These are sometimes hard to find
due to several reasons, including the industrial advancements, the demographic shift
and the lack of interest in the younger generation. Many of these disappearing crafts
need to be preserved as a part of key heritage legacy, for validating possible historic
hypotheses, for referencing human cultural diversity and last but not least, for edu-
cating generations to come [9].

Several research papers target this field, such as the work described in [10, 11].
Some of the most pursued crafts are those who involve subjects into using their hands
(whereas the name: handicrafts). Sculpture is one of the activities which fits this area
[12]. Pottery is another [13]; in this case serious games were used to ease the
knowledge transfer. Painting is yet another [14]. Handicrafts are not the only crafts
which have been tackled; i.e. in [15] the visitors are invited to do wedding
arrangements.

Considering the availability a pedagogical agent, as in the case of our study,
learning crafts from VR applications would not be possible without means of acquiring
his motions. The lower invasiveness of markerless techniques makes them more
suitable to capture human motion in natural environments [16].

Fig. 1. Conceptual diagram of the AMICA system
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An alternative solution consists in 3D recording as it meets the needed accuracy,
efficiency, robustness and minimal setup criteria. Until a few years ago, acquiring real
time data from dynamic scenes was a complex task. With the introduction of Microsoft
Kinect, and the possibility of acquiring streams of RGBD data (including, therefore,
depth), the burden was lifted and thus many researchers began to expand the field.
A particular feature of the Kinect sensor makes it the most often used, as it offers the
possibility of dividing the image in foreground and background. Kinect is already at its
second generation, evolving from Structured-Light to Time-of-Flight cameras [17].

One of the most common use of 3D recording is to create avatars. In [18] an RGBD
camera is mounted on top of an HMD and used to provide a visual feedback of the
user’s hands. In [19], researchers use simultaneously 2 Kinects to create the full view
of a human operator. Similar problems encountered in this study were also discussed in
a different setup, based on similar RGBD cameras [20]. When using RGB-D cameras
for recognizing a human activity, one can chose among many benchmark datasets
already developed, such as: UTKinect, RGBD-HuDaAct, Mivia Dataset, TJU dataset,
RGBD activity dataset, and so on [21]. Each dataset has its specifics. For instance, the
database RGBD-HuDaAct was created to recognize a set of human activities com-
bining two methods: spatio-temporal interest points (STIPs) and motion history images
(MHIs) [22].

In any collaborative VR scenarios, accuracy and speed are very important; as such
researchers tried to achieve robust action retrieval through 3D recording and Dynamic
Time Warping (DTW) [23]. Other studies focused more on balancing the descriptive
power and robustness of the local 3D descriptor, obtaining better object recognition and
3D shape reconstruction and retrieval [24]. Several ideas described above were
exploited in initiatives such as the FP7 BEAMING project [25].

The recent spreading of devices interfacing users with interactive applications by
means of the innate human means of communication (e.g. voice and gestures), has led
to the design of paradigms of natural interaction. Such paradigms, namely Natural User
Interfaces (NUIs), relevantly impact both on presence and immersion in VR applica-
tions allowing users to execute even complex interactions in the VE. Shafer et al. [26]
have studied how natural interaction increases feelings of spatial presence, perceived
reality, and enjoyment in video games. In [27] NUIs have demonstrated to enhance
user experience in Serious Games applications providing deeper level of engagement
and immersion. Roupé et al. [28] used the natural interaction with the VE to ease the
navigation and usage of the application. They have also observed that the participants
have used their body during spatial reasoning showing that this kind of interfaces can
enhance the spatial-perception.

Therefore, we argue that Immersive VEs combined with natural interaction would
provide a powerful solution to develop a system to transfer practical skills. Providing in
such environment detailed and realistic examples of actions to be observed, by means
of 3D recorded video of skilled people executing those activities, should generate a rich
experience for users. This way they will be able to start an effective interactive path of
knowledge by accessing information inside a real-looking digital environment and
selecting custom points of view (including the craftsman’s one). Thanks to VR tech-
nologies, in fact, users will be able to subjectively experience (“with the artisan’s
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eyes”) how the artwork is created by the artisan’s hands and which are the processes
and the abilities needed to achieve the final result.

3 The Project

The first step of the project was to actually understand how the artisans work. We spent
a period inside the 2RC workshop, watching masters and disciples at work and filming
their activities (Fig. 2) with a variety of technological means: photo-cameras, “stan-
dard” video-cameras, first person action cameras, and RGBD cameras. We also made
conversations and interviews with artisans in order to better focus the process of
creation and to define the storytelling keypoints. We identified four main phases in the
process of printmaking, namely: preparing the metal plate, engraving, colouring and
printing. Each of this phase is in turn based on serial steps where artisans use different
gestures and tools in order to complete the process.

All of this resources have been used to create the virtual environment (Fig. 3)
which reproduces the workshop. We made the choice not to reproduce faithfully the
real environment but rather to draw inspiration from it and model a plausible place,
taking advantage of the absence of constraints in the digital context and aiming at
designing a pleasant and effective experience.

Fig. 2. Visual material acquired from artisans at work

Fig. 3. Particulars of the reconstructed Virtual Environment
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Then we had to decide how to breath live in this environment, as a craft workshop
is hardly barely a place with tools and instruments but rather a space where humans act,
behave and share knowledge. The classic option in Virtual Environments is to use
avatars, i.e. digital 3D models of humans which are animated either via motion capture
29 or through motion synthesis. However, in case of complex actions, involving also
tools of different types, this would require enormous production efforts running also the
risk of misrepresenting the gestures that are the basis of the craft work; moreover,
precise devices often require wearing objects that can hinder movements and, therefore,
sometimes obstruct the motion they are meant to capture. We therefore decided to
acquire artisans’ actions and manual abilities using 3D recording by means of depth
cameras (Fig. 4). We have used two different kind of devices for recording: ASUS
Xtion (range from 0.8 m to 3.5 m) and Primesense Carmine 1.09 (range 0.35 m to
1.4 m). Although the libraries we have developed permit to handle multiple RGBD
cameras avoiding or minimizing the known interference between multiple infrared
beams [9], this operation leads to better visual results in case of live playback while,
when dealing with recorded streams, achieving a good spatial and temporal synchro-
nization between multiple sources proved to be trickier. We made the choice to show
two privileged viewpoints: a frontal view of the artisan at work, acquired with the
Xtion camera, and a first-person view taken with the Primesense camera from a
position as close as possible to the artisan’s head; this made multiple simultaneous
streams non-necessary for our purposes.

The acquired RGBD streams have been stored in the OpenNI ONI format. Having
acquired streams in the real workshop, and not in a purposely set up studio, many
undesired features have been recorded that must not appear in the final render. For this
reason we have developed dedicated tools enabling loading, editing, processing and
mixing the streams (rendered as 3D meshes, after polygonalizing [18, 29] the acquired
depth maps) in a Virtual Environment, so as to achieve a particular experience of
Mixed Reality, commonly referred as Augmented Virtuality (Fig. 5, left).

The storytelling elements are demanded to the master craftsman, acting as the
pedagogical agent, who introduces and explains all the operations involved in print-
making, coordinating the narration with the 3D streams and/or 3D animations showing
the same operations. In order to lighten the narrative, the master’s tale is occasionally
punctuated by questions made by the visitor (i.e. the user of the system).

Fig. 4. Example of an acquired RGBD stream
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Note that these questions are pre-built and are automatically asked at the right time,
therefore there is no active user interaction in dialogs. The artifice we used is based on
exploiting 3D audio in order to differentiate the origin of the speeches sounds, with the
visitor’s sound seemingly coming from the user’s head. In order to have the best
flexibility in the management of the narrative, and considering that the master’s body
motion is limited to simple “idle” movements accompanying his speech, we decided to
use a CG virtual human (VH) to represent the master (Fig. 5, right) instead of an
acquired 3D stream. We also developed a lip-sync module able to animate the VH
mouth accordingly to his pre-recorded spoken vocals.

Interacting with the story takes place by means of a visual GUI, made up of 3D
floating buttons, which enables “moving” inside the laboratory and observe a specific
phase of the process, changing the point of view entering the “craftsman’s eyes”,
selecting a specific object in order to retrieve related information.

4 The System

The system has been designed and realized on top of the XVR technology [29]. This
allowed for a good flexibility in terms of support of hardware devices and ease of
developing dedicated software add-ons able to expand the capabilities of the
framework.

We are currently working on two different versions of the systems, using either the
Oculus Rift HMD or a projection-based system (such as the X-CAVE facility at
PERCRO laboratory) for visualization (Fig. 6). In the first case user interaction is
achieved by using a Leap Motion camera mounted on the HMD front and in charge of
retrieving motion data required to animate an avatar of the user’s hands and to interact
with the virtual environment. In the second case, standard equipment such as a mouse
or a joypad can be used to interact with the application GUI.

Dedicated tools have been developed in order to handle the recorded RGBD
streams, since existing tools lack of the features needed to opportunely post-process
this kind of data. In particular the suite of developed tools allow to trim the stream (in
order to select specific portions of the stored data) and to clean the video data in order

Fig. 5. The resulting Augmented Virtuality environment (left). The pedagogical agent: the
master craftsman (right)
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to make it easier to seamlessly mix it with the virtual environment (Fig. 7). Cleaning
operations include:

• removing the background (as extracted from the first frames of the stream, provided
that none of the desired objects/actors appear in these frames),

• applying a depth threshold (in order to remove components which lie beyond a
certain distance),

• applying a background mask (in order to recover selected portions of the removed
background that are instead required),

• applying a stencil mask (in order to finely define portions to be removed).

These two masks are in fact black and white bitmaps that can be easily manually
produced starting from a selected frame extracted from the stream. The combination of
all these tools allow to separate, with a good precision, the desired content of the stream
from the unwanted background/noise.

The main application presents the structure of an immersive interactive storytelling
experience. The flow follows a storyboard that is basically a linear sequence of actions,
mapping the sequence of the steps of the printmaking process.

When the application starts, a home menu is presented to the user. From here the
user can navigate to an explanatory video where it is described what he/she is going to
experience and how to navigate in the VE. Otherwise the user can choose to start the
virtual journey from one of the four main chapters of the printmaking process. Each
main chapter is subdivided in several subchapters.

Fig. 6. The HMD experience (left); the X-CAVE experience (right)

Fig. 7. Results of the application of post-processing filters to RGBD streams
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The application implements the storyboard by interpreting in real time a sequence
of instructions that form the Virtual Storyboard (VS). The VS, defined in text files in
order to be easily authored by any text tool, and provides the possibility of defining
custom key-points that can alter the flow of the application (basically “goto” points
allowing to go back and forth along the timeline). The VS allows also to specify camera
animations, interactive elements, movements and dialogues. ONI streams showed in
the application are also managed through the VS; it is possible to place the animated
meshes reconstructed from the acquire RGBD data by specifying their position and
orientation, to load/unload and show/hide each ONI stream on demand. Although the
systems supports up to 16 ONI streams concurrently, in order to avoid performance
issues only one stream is visible and playing at a time. For each step of the storyboard
there are 2 different available ONI streams corresponding to two different viewpoints,
i.e. a frontal view (as seen from a “visitor”) and a first-person view (as seen from the
artisan).

The artisan master’s virtual human is a HALCA [30] avatar. The module managing
the VH allows to move it in the world and to make him talk. In addition to executing
pre-recorded animations, the VH manager also allows keeping the eye contact (i.e. the
VH always looks towards the camera) and to move the VH lips coherently with the
speech. The lip-sync library [31] forces the playback of “visemes” (visual correspon-
dents of phonemes) synchronized with the timing of phonemes extracted by the audio
files implementing the speech.

A VideoBox module is also present in the application. This module implements a
floating and semi-transparent video screen. The video screen is moved and rotated in
the environment coherently with the user position and orientation. Videos are shown in
correspondence of particular moments in the storyboard in order to enhance the
information given to the user by visually showing concepts and details difficult to
express otherwise.

The Leap-Motion Interaction Module (LIM) allows to animate a 3D model of the
user’s hands and enables the natural interaction with objects in the scene and with the
GUI buttons (Fig. 8). By pointing the hand towards such an active element, the action
associated with that element is executed. To prevent unwanted selections, users have to
point the desired object for half a second. A spinning wheel provides a visual feedback
to the user to notify the ongoing action.

Fig. 8. Using the LIM to interact with the Virtual Environment (left). Watching own hands and
the artisan’s hands at the same time (right)
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Generally, an object of the scene becomes selectable when it is introduced by the
master during the storytelling. Whenever an object is selected (i.e. if the user palm is on
top of the object for more than 0.5 s) it starts floating and orbiting in front of the user in
order to allow a better and closer examination. At the same time, the VideoBox shows
additional information and details related to the object under examination. By selecting
again the object, it is put back in place.

GUI buttons are placed, coherently with what specified in the VS, as 3D elements in
the Virtual Environment. Only the “Home” button is always present in the scene. By
selecting it, the user can stop the journey at any time and go back to the main application
menu. At the end of each sub-chapter, GUI buttons appear allowing to play again the
current sub-chapter or to proceed to the next one. An additional button appears when an
ONI stream is being played; this button allows to switch the viewpoint from the visitor
view to the artisan’s first person view and vice versa. Optionally, selectable objects can
also act as GUI elements enabling triggering specific keypoints of the VS.

5 Conclusions and Future Work

The system will be demonstrated starting from May in the context of an exhibition at
the Gallery of Modern and Contemporary Art (GAMC) of Viareggio, a museum
hosting an important collection of printmaking artworks. Several exhibitions showing
the current advancement of the system have been held in our laboratory or in other
nearby facilities. In April a series of sessions to be held in Art Schools is programmed
in order to test and verify the potentials of the system for education and learning.
Currently two art high schools, located in Tuscany, have subscribed to the program,
and other schools (including junior high schools) have expressed their interest to test
the system. The programmed tests will verify the usability of the system and its effects
on the transfer of knowledge and on retention. The system implements with limits
advanced interaction features, such as the simulation of actually performing operations,
but the hypothesis is that immersive features enabling visitors to be “physically”
present in the place where certain operation take place, will activate a learning-by-
seeing paradigm that should result effective for educational purposes.

We also plan to check the replicability of the developed system to other contexts in
the craft sector. We have so far performed a small-scale set of RGBD acquisitions of
textile artisans at work at the loom (Fig. 9), in order to demonstrate the possibility of
adapting the setup methodology to different craft activities.

Fig. 9. ONI stream of a carpet-weaving artisan at work
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The expected results at the end of the project are the demonstration of the potentials
of the VR technology for educational purposes and for digital preservation, and the
contribution to the adoption of novel, innovative and replicable forms to preserve,
transfer, and disseminate the “invisible” heritage of manual skills leading to the real-
ization of a craft work. This way the technology that, in time, has reduced the relevance
of manual abilities, will be in the position to give them back importance and dignity.
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Abstract. As a significant part of learning contents for children, natural phe-
nomena and scientific processes could promote cognitive competence and
expand their scope of knowledge. However, some of natural processes take a
long time while some scientific processes happen at high-speed, making it
difficult for children to observe only with their bare eye. Additionally, there is a
lack of interaction and exploring interests for children to watch traditional
videos. In order to help children learn long-period natural phenomena and
high-speed scientific processes, a Time-based Nonlinear Interactive Player
(TNIP) is designed. Children are able to control the playback direction and
playback speed by moving the mouse left or right and quickly or slowly. The
selecting of frame range and frames depend on the drag speed of mouse so as to
make the interactive playback smooth. In the aspect of immersive experience,
schema integration, real-time feedback and learning interesting, TNIP has the
prominent learning advantages over other common instructional media. TNIP
could promote the education of children in terms of scientific processes at a deep
cognitive level.

Keywords: Time-based Nonlinear � Interactive player � Scientific processes �
Long-period � High-speed

1 Introduction

There are numerous factors affecting the understanding of scientific concept by chil-
dren, including the limitation of cognitive, instructional media and others [1]. As a
significant part of scientific concept, scientific processes could promote cognitive
competence and expand the scope of knowledge of children. However, some natural
phenomena and scientific processes occur in a long-period of time or at high-speed,
making it difficult for children to observe them only with their bare eye.

Traditionally, long-period or high-speed phenomena or processes could be recorded
by time lapse photography or high speed photography technologies, then it will be
retimed to a much slower or faster speed to play in normal digital video players.

Normally, a digital video player allows a simple control of the playback content
(stop, backward, forward, elementary controls on the playback speed, and perform
random temporal jumps between image frames). Children are used to watch videos
with traditional digital video player. But these players are short of interaction especially
they could only have fixed playback speeds. Besides, traditional video players in most
cases do not provide features to retrieve specific frames. If children are interested in
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some specific moments in the video, it is difficult to stop just at a specific frame
precisely due to key frame mechanism [2] in video compression and retrieve.

Some research works such as Khronos Projector [3] allow the users to send parts of
the image forward or backwards in time, this kind of interaction could bring great
enjoyments and emotions to the users. But Khronos Projector focuses more on pro-
viding artistic experience than teaching children scientific concept.

Another interesting interactive video observing mode is used in Quick Time VR
Object Player, which allows users to grab and rotate the object using the mouse [4].
Nevertheless, it has some shortages for children to observe the long-period or
high-speed processes if it is used as an interactive player for scientific process. The
object player is used to view an object from the outside and from 360 degrees angle of
view. It is suitable for observing a still object with a “look around” mode but does not
provide a control over time that is more interesting for observing a scientific process.
And in QTVR object movie making, the camera typically moves at 10-degree incre-
ments in each direction [5], so usually there are totally 36 frames in a QTVR object,
which is very limited to represent natural phenomena and scientific processes that
undergo huge changes.

Motivated by these issues, the authors developed a Time-based Nonlinear Inter-
active Player (TNIP), which aims to go beyond the traditional forms in digital video
players, giving the users exclusive temporal control to achieve an entirely new
dimension to play with: by dragging mouse freely on the workspace, the contents could
be played at nonlinear speed and directions which corresponds to mouse drag speed
and direction (Table 1); users could have the experience of controlling the flowing
speed and direction of time. By using it, children could observe and learn the long-
period and high-speed scientific processes in an interactive way. They can be able to
control the playback direction and playback speed of these processes by moving the
mouse left or right and quickly or slowly.

During the experiment conducted to use this novel player, most of the users were
excited with emotion, thus deeply impressed. Recent research in the cognitive and
neurobiological sciences has shown that the relationship between cognition and emo-
tion is more interdependent than separate [6, 7]. So, in fact users could promote their
cognition effects by using TNIP to learn, as they could get higher emotion while using
TNIP instead of normal digital video players.

During the implementation of this Time-based Nonlinear Interactive Player, there
were some issues. For scientific processes, some of them include huge changes, which
need plenty of frames to observe clearly. If the frame rate is too high in the interaction,
the player will be stuck. On the basis of the problem, we design a mechanism of
selecting frames to guarantee a smooth interaction. In this mechanism, the selection of
frame range and frames depend on the drag speed of the mouse. With the movement of
the mouse, the playback speed is presented in the interface in real time. For children,
TNIP has advantages over other instructional media during their study. It remedies the
observing limitation of children and improves their cognitive skills of long-period and
high-speed scientific processes. We also conduct an empirical study to verify the
existence of learning advantages.
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2 System Design and Implementations

2.1 Contents for Player

Scientific phenomena play an important role in the formation of children’s scientific
concept. They not only lead children to understand the principles of the nature, but also
develop in them logical abilities. In order to help children learn scientific phenomena
better, we select both processes of natural phenomena and scientific experiments. And
we classify them by the subject of physics, chemistry, biology and others.

2.2 Shooting

For long-period processes, we calculate the shooting interval by firstly estimating the
total time. Then time lapse technology is used to take photos. Finally we get the image
sequences. For high-speed processes, we use high-speed camera to shooting videos to
capture more details. Then the videos are exported to image sequences. Because some
long-time processes take a long time and include huge changes, hence plenty of frames
are needed for children to observe the details. Based on many experiments, we set the
final total frames of each item from 600 to 1200.

Table 1. Contrast between traditional digital video players and Time-based Nonlinear
interactive player

Traditional Digital Video 
Players

Time-based Nonlinear
Interactive Player

Playback speed
Fixed and could be 
2x,4x,8x,16x…

No fixed speed, could play at 
any speed, playback speed is 
defined by mouse movement 
speed

Frame retrieving
Could only stop at key frames, 
and there are many frames 
between two “key” frames 

Could stop at any frame 
accurately

Feeling of 
manipulation over 
contents 

Weak Strong

Feeling of 
manipulation over  
time

Very Weak Strong

Interactions during 
playing

Weak
Strong, can’t play without 
interaction 

Immersive
experience

Weak Strong

Performance when 
skimming fast or 
slowly

Frame skip occurs, will play 
intermittent, not smooth

Could play very smoothly at any 
speed
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2.3 Time-Based Nonlinear Interactive Play Implementation

Frame Selection Mechanism in Real-Time Playing. Some scientific processes
include huge changes, which need plenty of frames to observe clearly. But in our
interactive player, if the frame rate is too high, the player will be stuck. On the basis of
the problem, we design a mechanism of frame selection to guarantee smooth interac-
tion. In this mechanism, the selecting of frame range and frames depend on the drag
speed of the mouse.

We suppose the resolution of the image area in the player interface is X × Y
(pixel). The playing frame rate is 35 ms per frame which is as fast as normal video’s
frame rate so that most of computer could play smoothly. The total number of frames of
each item is F (600 ≤ F ≤ 1200).

The programs detects the mouse’s horizontal coordinates every 35 ms. We suppose
that the initial horizontal coordinate as xt and the final one as xtþ 35 during the mouse’s
dragging in 35 ms. The horizontal coordinate is mapped to frames (Fig. 1). In the
mapping relation, we suppose that ft corresponds to xt and ftþ 35 corresponds to xtþ 35.
The following formula could be written:

ft ¼ xt
X
� F; ð1Þ

ftþ 35 ¼ xtþ 35

X
� F; ð2Þ

We select the middle frame fi between ft and ftþ 35 for the next frame to be presented in
the next 35 ms (from tþ 35 to tþ 70),

fi ¼ 1
2
ðft þ ftþ 35Þ; ð3Þ

According to the above, we get:

Fig. 1. The mapping relationship between horizontal coordinate and frame array, xt and xtþ 35

determines the frame selected in the next 35 ms.
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fi ¼ ðxt þ xtþ 35ÞF
2X

; ð4Þ

In this mechanism, the dragging speed is relevant to xt and xtþ 35. So the faster the user
moves the mouse, the difference between xt and xtþ 35 is larger, leading to a larger
frame range. But no matter how fast the dragging speed is, the player will only present
one frame in 35 ms, which guarantee the smooth playback in the interaction.

Interactive Playing. System interface consists of menu bar, image area and infor-
mation bar. When children choose an item in menu bar, corresponding images
sequences are imported. Then when they move mouse left and right in the workspace,
the program will detect the horizontal coordinate of the mouse every 35 ms. When it
saves the value of xt and xtþ 35, the frame to be presented in next 35 ms is selected
according to formula (4).

And when the user moves the mouse right, the process will be shown in a normal
order. When the user moves the mouse left, the process will be shown in a reverse order.
Besides, the rate of change is presented in information bar. For example, when children
interact with the item of ‘decay of fruit’, with the movement of the mouse,
‘+(129000 ± 372) times’ will show based on the ratio of interactive play speed and
physical speed of scientific processes. If the user moves the mouse in a relatively even
speed, the first rate ‘129000’ will not change, but only ‘372’ changes so that users could
catch it clearly. The flowcharts of interface events of TNIP are as Figs. 2, 3 and 4.

Fig. 2. Flowchart of Case 1 in interface events of TNIP
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Fig. 3. Flowchart of Case 2 in interface events of TNIP

Fig. 4. Flowchart of Case 3 in interface events of TNIP
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There are three cases in all events. The program detects the mouse position each
35 ms. Case 1 judge whether the mouse is in menu bar and clicks an item or not. If
children click an item in menu bar, corresponding image sequences will be imported
into the player for ready (Fig. 2).

Then in Case 2, the program detects the movements of the mouse (Fig. 3). When
children move the mouse inside the image interface, the corresponding frame will
appear according to formula (4).

Case 3 is an exiting case (Fig. 4). If children would like to exit the player, it will
work.

3 Result

We develop a player to help children experience long-period and high-speed scientific
processes in an interactive way. They are able to control the playback direction and
playback speed of these processes by moving the mouse left or right and quickly or
slowly.

Both natural phenomena and scientific experiments classified by subjects are
selected as presenting contents. And time lapse technology, high-speed cameras and
image processing software are used to get the image sequences.

In order to solve the stuck problem due to high frame rate, we design a mechanism
of selecting frames to guarantee smooth interaction. In this mechanism, frame range
and frames selected depend on the drag speed and horizontal coordinate of mouse.

Fig. 5. When the mouse is in the left side of the workspace, the first frames are presented (Fig. 5).
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4 Empirical Study

To verify the learning advantages of TNIP over other common instructional media
towards long-period and high-speed processes, we conduct an empirical study among
200 children aging from 5 to 13 years old. These children are selected randomly from
two primary schools and one junior high school.

Considering the interdependence between cognition and emotion, we set four
indexes of “immersive experience”, “schema integration”, “real-time feedback” and
“learning interesting” to describe learning effects. And a questionnaire is designed
according to these indexes. Because scientific processes include natural phenomena
and scientific experiments, we select as contents “decay of fruits” and “wither of
flowers” for the former one and “chemical waves” and “candle burning” for the later.
For other instructional media, we select print media, material object and traditional
video player as control groups. Firstly we present the content of “decay of fruits”,
“wither of flowers”, “chemical waves” and “candle burning” to children by using print
media, material object, traditional video and TNIP. Then, we distribute questionnaires
to 200 children. They are asked to choose which media provides them with the best
effects or experience among the four indexes respectively.

After the end of the evaluation, we got back 193 effective questionnaires, answered
by 105 boys and 88 girls.

From Table 2, we could know that 45.08 % of the children think TNIP builds a
suitable environment for scientific process learning, because they attain immersive
experience with the interaction with TNIP. For schema integration, also 45.08 % of
them consider TNIP could make a connection between new knowledge and the
experience before. For real-time feedback, nearly half of the children believe they could
get best real-time feedback by using TNIP compared to other medium. Besides, the
same contents of four media have different level of interests. 62.18 % of them think
TNIP makes learning more interesting.

Fig. 6. When the mouse is in the right side of the workspace, the last frames are presented
(Fig. 6).
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The overall conclusion is that TNIP offers more learning advantages over other
common instructional media in immersive experience, schema integration, real-time
feedback and learning interesting. Children could get more emotion experience in these
four aspects, which leads to better cognition. So TNIP leads kid to learn scientific
processes at a deep cognitive level.

5 Discussion

Based on existing problems of traditional video players, we design a Time-based
Nonlinear Interactive Player (TNIP) for children to observe and learn long-period and
high-speed scientific processes. They could control the playback speed and playback
direction by moving mouse quickly or slowly in the left or right direction. Some
scientific processes include huge changes, which need plenty of frames to observe
clearly. In order to solve the stuck problem due to high frame rate, we design a
mechanism of frame selection to guarantee smooth interaction. In this mechanism,
frame range and frames selected depend on the drag speed of the mouse. So children
could interact with the player smoothly. In the aspect of immersive experience, schema
integration, real-time feedback and learning interesting, TNIP has the prominent
learning advantages over other common instructional media. TNIP could promote kid
learning scientific processes at a deep cognitive level.

Acknowledgments. The research was sponsored by China National Key Technology Support
Program project (project number: 2014BAH15F02) and Student Innovation Training Program
project “Research on Teaching Advantages and Technology Realization of Interactive Nonlinear
Video Player”.

Table 2. Results of empirical study

Learning
effects

TNIP
(%)

Print
media (%)

Material
object (%)

Traditional video
player (%)

Total
(%)

Immersive
experience

45.08 18.13 31.09 5.70 100

Schema
integration

45.08 18.65 22.28 13.99 100

Real-time
feedback

49.74 13.99 24.34 11.91 100

Learning
interesting

62.18 10.36 21.24 6.22 100
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